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Editorial Preface 

From the Desk  of Managing Editor… 

It is our pleasure to present to you the June 2013 Issue of International Journal of Advanced Computer Science and 

Applications.  

Today, it is incredible to consider that in 1969 men landed on the moon using a computer with a 32-kilobyte memory 

that was only programmable by the use of punch cards. In 1973, Astronaut Alan Shepherd participated in the first 

computer "hack" while orbiting the moon in his landing vehicle, as two programmers back on Earth attempted to "hack" 

into the duplicate computer, to find a way for Shepherd to convince his computer that a catastrophe requiring a 

mission abort was not happening; the successful hack took 45 minutes to accomplish, and Shepherd went on to hit his 

golf ball on the moon. Today, the average computer sitting on the desk of a suburban home office has more 

computing power than the entire U.S. space program that put humans on another world!! 

Computer science has affected the human condition in many radical ways. Throughout its history, its developers have 

striven to make calculation and computation easier, as well as to offer new means by which the other sciences can be 

advanced. Modern massively-paralleled super-computers help scientists with previously unfeasible problems such as 

fluid dynamics, complex function convergence, finite element analysis and real-time weather dynamics. 

At IJACSA we believe in spreading the subject knowledge with effectiveness in all classes of audience. Nevertheless, 

the promise of increased engagement requires that we consider how this might be accomplished, delivering up-to-

date and authoritative coverage of advanced computer science and applications. 

Throughout our archives, new ideas and technologies have been welcomed, carefully critiqued, and discarded or 

accepted by qualified reviewers and associate editors. Our efforts to improve the quality of the articles published and 

expand their reach to the interested audience will continue, and these efforts will require critical minds and careful 

consideration to assess the quality, relevance, and readability of individual articles. 

To summarise, the journal has offered its readership thought provoking theoretical, philosophical, and empirical ideas 

from some of the finest minds worldwide. We thank all our readers for their continued support and goodwill for IJACSA.  

We will keep you posted on updates about the new programmes launched in collaboration. 

Lastly, we would like to express our gratitude to all authors, whose research results have been published in our journal, as 

well as our referees for their in-depth evaluations. 

We hope that materials contained in this volume will satisfy your expectations and entice you to submit your own 

contributions in upcoming issues of IJACSA 

Thank you for Sharing Wisdom! 
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Abstract—Localization of the dominant points of cervical 

spines in medical images is important for improving the medical 

automation in clinical head and neck applications. In order to 

automatically identify the dominant points of cervical vertebrae in 

neck CT images with precision, we propose a method based on 

multi-scale contour analysis to analyzing the deformable shape of 

spines. To extract the spine contour, we introduce a method to 

automatically generate the initial contour of the spine shape, and 

the distance field for level set active contour iterations can also be 

deduced. In the shape analysis stage, we at first coarsely segment 

the extracted contour with zero-crossing points of the curvature 

based on the analysis with curvature scale space, and the spine 

shape is modeled with the analysis of curvature scale space. Then, 

each segmented curve is analyzed geometrically based on the 

turning angle property at different scales, and the local extreme 

points are extracted and verified as the dominant feature points. 

The vertices of the shape contour are approximately derived with 

the analysis at coarse scale, and then adjusted precisely at fine 

scale. Consequently, the results of experiment show that we 

approach a success rate of 93.4% and accuracy of 0.37mm by 
comparing with the manual results. 

Keywords—cervical spine; active contour; curvature scale space; 

turning angle. 

I. INTRODUCTION  

Anatomical landmarks and dominant points of cervical 
vertebrae are of considerable importance for many applications 
on orthopedics, neurology, and radiation therapy planning. In 
many researches about computer-aided techniques, the 
geometric characteristics of anatomical features were 
mentioned to be utilized on the applications like image-based 
surgical guidance and operation planning [1] . However, 
because of the anatomical variation between patients and the 
complexity of medical images, automatic analysis and 
information collection in computerized tomography (CT) 
images are still challenging tasks.  

In [1] , Lee et al. proposed a method to automatically locate 
the lumbar spine pedicles in CT images by referencing the 
canal boundaries for pedicle screw. But for cervical vertebrae 
operation planning, more landmarks are required [7] . 
Dominant feature points of cervical vertebrae include 
transverse foramens, spinous processes, and corners of lateral 
facets, etc. In order to automatically find the dominant features 
points in cervical vertebrae, Rochies and Winter proposed 
researches about detection of anatomical landmarks and 
dominant points by matching feature sets derived from 2D 
wavelet and Gabor transform in CT and MRI images [8-9].

 
The 

proposed methods used the graph matching algorithm to 
perform a global search, and the similarity of two feature sets 
was utilized to localize dominant points. However, the method 
was less adaptive to morphological deformation and the 
performance on accuracy was not satisfied. Besides, automatic 
recognition of spine shape is not only used for surgery 
applications mentioned above, but also an issue of importance 
of computer-aided diagnosis (CAD). As the growth of the 
volume of medical images with the progress of medical 
imaging techniques, it becomes exhausting to inspect all the 
data in detail manually. Therefore, CAD system is introduced 
to improve medical automation and the medical data can be 
pre-processed automatically and then provide information for 
assisting diagnosis. The anatomical structure around the spine 
such as soft tissues, muscles, and glands can be regarded as a 
planar adjacent anatomical space, so the relative location of 
anatomical structure is able to be inferred according to 
anatomical knowledge [10].  

The anatomical landmarks detected in images are able to be 
set as the starting points of image segmentation for automatic 
diagnosis and navigation. In addition, the points of dominant 
features in 2D slices can also be seeds for shape modeling, 3D 
reconstruction and registration. In neck CT images, the cervical 
vertebrae are significant landmarks for medical application but 
to automatically extract the precise feature points from the 
complex images is still a challenging task. In this paper, we 
propose a method to automatically find the feature points of 
cervical spines in CT slices as shown in Fig 1 based on 
geometric analysis in companion with anatomical knowledge.  

In Section 2, the geodesic active contour model referencing 
the gradient information is mentioned to extract the cervical 
spine. We moreover propose a method to automatically set the 
initial conditions including initial contour and initial distance 
field for active contour iteration. Then in Section 3, the shape 
contour extracted from the previous step is coarsely segmented 
and modeled with a proper scale by means of the curvature 
scale space (CSS) analysis, and multi-scale geometric analysis 
is then applied to identify the dominant feature points at each 
segment. As shown in Fig.1, the dominant points proposed to 
extract include the vertices at both sides of vertebral body, near 
transverse foramens and pedicles (points 1 and 2), the corners 
of the facets (points 3 and 4) and the corners of spinous 
process. Furthermore, the vertebral body and lamina regions 
can be further inferred based on the four determined dominant 
points. In Section 4, the experiment is carried out on 250 neck 
CT slices, and the points found out are finally examined with 
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the points pointed out by the clinical experts to evaluate the 
success rate and accuracy. In Section 5, we discuss the result 
and conclude the work. 

Vertebral Body

Pedicle

LaminaLamina

Spinous Process

Pedicle

 

Fig. 1. Typical cervical spine shape with dominant features labeled. 

II. VERTEBRAE EXTRACTION  

As shown in Fig. 2, the cervical spine locates at the center 
of the neck and appears in high brightness, and there are 
various textured soft tissues around the cervical spine. The air 
path in relatively low brightness is adjacent to the cervical 
spine. 

Air path

Cervical 
Spine

 

Fig. 2. A cervical CT image and the relative location of the air path and the 

cervical spine. 

In order to extract the spines in CT images, there have been 
several segmentation methods proposed, including model-
based segmentation, adaptive thresholding, multi-scale canny 
edge detection and active contour algorithm [1, 10-15].  Among 
these methods, gradient-based methods are considered to 
perform better accuracy than gray level thresholding because 
the magnitude and direction of the gradient can be used to 
accurately locate the edges. Besides, in order to segment 
deformable objects, active contour methods are considered as 
an effective method to generate continuous boundaries. 
Geodesic active contour (GAC) is an active contour model 
(ACM) based on the relation between active contour and the 
computation of geodesic or minimum distance field [16-17]. 

The initial contour deforms and gradually converges toward the 
region boundaries through iterations controlled by the gradient-
based stopping function with updating the distance field [16]. 
In many applications of medical image segmentation, the initial 
contours were manually placed near the targets for more 
effective converging properties and less computation. 
However, manual placement is not appropriate for automatic 

segmentation. In this section, we describe a method about 
automatic placement of the initial contours for delineating the 
cervical spines and the initial distance field for GAC 
computation. The method is summarily shown as the schematic 
diagram in Fig 3.  

Start active contour iteration

Input CT 
images

Gray-level
Thresholding

Remove small 
blobs

Obtain initial 
contour

Extract the 
contour of the 
spine region

Compute level 
set distance 

field

 

Fig. 3. Schematic flow diagram of the proposed method 

A. Geodesic Active Contour 

The main idea of the active contour model is to minimize 
the energy associated to the contour derived from the image 
gradient and the contour curvature. In order to formulate the 
energy for GAC computation, a contour C in an image is 
represented by the parametric vector equation:  

))(),(()( tytxtC   (1) 

Hence, the energy function of the GAC contour model 
comprising the internal and external energy terms can be 
described as the terms below: 
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t is the arc length parameter, Eint is the internal energy while 
Eext is the external energy of  contour C. Let C0 be the initial 
contour for active contour iterations and g(x) denotes a 
monotonically stopping function which conducts the contour 
converge toward the boundary points based on the direction 
and magnitude of gradient. In order to deform an initial contour 
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towards local minima points of the energy function in the 
image, the steady state solution is given by  

NNgNIg
t

C 
)()( 
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(4) 

where κ represents the curvature derived from the equation:   
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where ．means the derivative, i.e., 
dt

tdx
tx
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)(   and N


is 

the unit inward normal. The curve evolves according to the 
steepest-descent method to deform the initial curve C0 based on 
the curvature and gradient. This geodesic problem can be 
solved by introducing the level-sets approach [16-17] . In level 
set formulation, the contour C is regarded as the zero level-set 
of a function, so a contour can be represented as a distance map 
measuring the minimum distance from a point to the contour. 
Therefore, the curve evolution (4) can be represented by  
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where u is a signed distance field of a contour C, and C can 
be regarded as the zero level-set in u with u0 denoting the initial 
distance field. The level set method evolves a contour by 
propagating the wave front. The fronts move ahead with a 
velocity V and arrival time T, and the level set front 
propagation equation is given by [18] 

1 VT . (7) 

The distance map u is iteratively updated by means of 
computing the narrow band near the existing front and solving 
the propagation equation to bring new pixels into the narrow 
band. The curve evolution operation keeps until the front does 
not move or the number of iterations approaches the limit. 
However, in practice, GAC iterations require an initial contour 
C0 in companion the corresponding distance field u0, and the 
initial condition significantly affects the result. 

B. Automatic cervical vertebrae extraction 

In order to obtain C0 and u0 for GAC, we start with 
thresholding the original CT images and the region of gray 
level higher than the threshold is set to 1 or 0 otherwise. 
Because the spine regions in a CT image appear in uniformly 
higher brightness than other regions, the threshold should be 
chosen higher than the result from Otsu thresholding method 
[19].  However, other regions with high brightness as the spine 
region would possibly be found, like mandible bones and 
carotids.  

Fortunately, the air path shows distinguishable darkness in 
cervical CT images and anatomically locates nearby the 
cervical spine. Therefore, after the morphological operation is 
proceeded to remove the regions of small area in the binary 
image, the large blob nearest to the air path is selected. Erosion 
operation with a 33  mask is then involved in to extract the 
external boundary by collecting the removed elements. The 

approximate contour of a spine as a result could be sketched 
out and arranged into a series. The initial contour can be set 
closed to the real boundary, so it is an effective initial contour 
for active contour iteration. Different from traditional methods 
which simply place a circle or a square around the target, the 
initial distance field can be generated based on geometric 
relation. In order to build the distance field with an arbitrary 
contour C0, the field need to be derived by distance transform 
which measured the minimum distance from a point to C0. The 
distance transform can be determined by 
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The pixel inside the closed contour 0C  is set negative. The 

initial distance field 0u  can be computed by 
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(a) (b) 

Fig. 4.  (a) An extracted initial contour (b) the corresponding distance field 

of (a) representing with gray level. The brighter means the point has longer 
distance to the contour. 

III. SHAPE ANALYSIS AND FEATURE IDETIFICATION 

In this section, we describe a coarse-to-fine method to deal 
with the deformable shape. The spine shape contour is at first 
coarsely segmented and modeled with CSS, and the dominant 
feature points on the segmented curves are then figured out by 
analyzing the detail features in fine scales. The method in this 
section is demonstrated in the summarizing diagram in Fig.5. 
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Fig.5. The schematic diagram of our algorithm of extracting the dominant 
feature points by analyzing the shape contour. 

 

A. Coarse contour segmentation with CSS 

After shape contours are extracted from the original images, 
the dominant points on the contour which are meaningful for 
deformable shape recognition need to be figured out. For 
convenience and symmetry, the point, which is closest to the 
center of air path, is assigned as the starting point of the closed 
contour. For shape registration and recognition, geometric 
points invariant over rotation, scaling and partial occlusion are 
in considerable importance for the deformable shapes. In 
general, curvature is a significant property of curves, and the 
local maximum points or zero-crossing points of curvature 
profile are considered as meaningful points of the shape [20-
22]. However, local maximum points of the curvature, which 
could correspond to the corners or vertices of the contour, are 
too sensitive and easily affected by noise. Because zero-
crossing points demonstrate the intersection between a concave 
contour segment and the adjacent convex segment, as the scale 
gets higher, the neighboring zero-crossing points also gradually 
merge together.  

Zero-crossing points of the curvature are more adaptive 
geometric features for deformable shape analysis. CSS is a 
multi-scale method of collecting zero-crossing points of 
curvature of a closed contour derived from each scale and has 
been proven as an effective method for shape description and 
matching over scaling, rotation, partial occlusion and 
deformation [23-26]. The curvature scale space image (CSSI) is 
a binary two-dimensional image that records the position of 
inflection points of the curve convoluted by different-scaled 
Gaussian filters. In CSSI, along the horizontal axis is the 
normalized arc length of the contour from 0 to 1; along the 
vertical axis is the scale parameter. As the standard deviation of 
Gaussian functions varies from small to large, the contour is 
gradually blurred while details are gradually eliminated. The 
multi-scale curvature can be computed by the following 
equations. 
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  is the convolution operator. Function h(t, σ) denotes a 
zero-mean Gaussian function with kernel size parameter σ and 
σ is also referred as the scale parameter. If the curve with 

smoothing parameter has a zero-crossing point at location s on 

scale σ, we set 1),( sCSSI  , or 0),( sCSSI  otherwise.  

As a result, a contour can be represented by a CSSI image 
with several CSS contours corresponding to segments of the 
shape contour in it, and the CSS contours are constructed by 
zero-crossing points at different scales. Each CSS contour in 
the CSSI represents a concave or convex segment of the 
corresponding shape contour. In the CSSI derived from a 
typical cervical spine shape, four significant contours of the 
largest σ are depicted and correspond to four segments of a 
spine shape contour. With the other four segments squeezed 
between every two of the fours corresponding to the four 
significant contours in CSSI, the spine shape contour can be 
mainly segmented into eight periods of curve. Because a zero-
crossing point is regarded as a breakpoint of a concave segment 
and another convex one, a shape contour can be divided into 
several meaningful segments by localizing the zero-crossing 
points.  

Each shape contour has its peculiar arrangement of zero-
crossing points. Ming et al. proposed a CSS-based method for 
pattern matching by comparing the CSSI line by line [23], 
because the zero-crossing points at each scale can be 
recognizable features of shape contours. In order to effectively 
separate the shape contour of spine into the eight main 
segments, an appropriate standard deviation value of Gaussian 
filter σ, which is related to scale needs to be chosen. Let σn 
denote the peak of the CSS contour having the nth highest σ in 
CSSI. The threshold for choosing the analysis scale in this 
paper is determined by  
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Only the contours with peaks higher than analysis  are 

considered for the following steps. 
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(e) 

Fig.6. (a) is the original image. (b) is the extracted contour. (c) is the contour 
after convolving with the Gaussian filter of σ =15. (d)contour after convolving 
Gaussian filter of σ =30.(e) the CSSI of the contour in (b) 
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(b) 

Fig.10. (a) CSSI of a cervical contour (b) The corresponding segments of 
contour labeled in (a). 

Fig.10 demonstrates a spine shape model based on CSS. It 
can be observed that a spine shape contour can be segmented 
into several CSS contours, and there are four main CSS 
contours labeled as cA1, cA2, cA2 and cB2 in two symmetric 
pairs in a CSSI of a spine shape contour. cA1, cA2, cA2 and cB2 
are corresponding to the four contour segments A1, A2, A2 and 
B2 as shown in Fig.10(b) respectively. The segment 
corresponding to the spinous process locates at the period 
labeled as CB between the pair of CSS contours (cB1, cB2) near 
the middle of the horizontal axis. Also, the segment CA 
corresponding to the vertebral body can be deduced by 
referencing another two apparent CSS contours (cA1, cA2) at 
the both sides of the starting (end) point. The segments 
squeezed by (cA1, cB1) and (cA2, cB2), which are 
corresponding to the facets at both lateral sides of the spine, are 
labeled as C1 and C2 respectively. Eight zero-crossing points 
among (cA1, cA2) and (cB1, cB2) can be extracted at scale 
σanalysis, and the eight points are used to separate the spine 
contour into eight segments. The apparent segments 
corresponding to the vertebral body, the lateral facets and the 
spinous process, as a result can be coarsely indicated in CSSI.  

In order to find the two main symmetric pairs from the 
original CSSI as Fig.6(e), the symmetry property is utilized.  
(cA1, cB1) and (cA2, cB2) are symmetric against the starting 
point of contour, which is contour point closest to the air path 

center at CA. From the CSS contours with the highest σ, every 
four CSS contours such as (cA1, cA2) and (cB1, cB2) in Fig.10 
are extracted at a time. The contour segments within each two 
CSS contour pairs are extracted, such as the segments 
corresponding to the periods of (cA1, C1, cB1) and (cB2, C2, 
cA2). The extracted segments are measured for their curve 
similarity, and high similarity means high symmetry of the 
contour segments. The four CSS contours in CSSI 
corresponding to the two contour segments having the highest 
curve similarity are considered as the four main CSS contours 
of a spine shape and labeled based on the model. The similarity 
of two curves is estimated by measuring the difference the two 
curves. Let f1 and f2 be two curves with N uniform sampling 
points  

  ))(),(( 11111 nynxf   (15) 

 ))(),(( 22222 nynxf   (16) 

where t1 and t2 are integers, (x1, y1) and (x2, y2) are the 

points belonging to f1 and f2 and )0()0( 21 ff  , 

)1()1( 21  NfNf . The dissimilarity D of two curves is 

evaluated by measuring the distance of the points between two 

curves.  
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Fig.11 Measurement of the dissimilarity of two curves. 

The lower dissimilarity of two curves means the higher 

similarity.  

B. Shape analysis and dominant point identification 

After coarse segmentation, dominant points or landmarks 
can be finely determined by analyzing the contour based on 
geometrical properties of each segment. Curvature is an 
important property of a curve, and has been widely used for 
precisely finding vertices of shape. However, it is so sensitive 
to noise and small variation of the contour that it is not 
appropriate for deformable objects or objects in complex 
images like cervical CT slices. Turning angle is another useful 
geometric property of curves for comprehending the local 
variation [27-29]. Xu et al. applied the turning angle property 
for curve evolution in automatic spine shape analysis [30]. The 
bending angle of two adjacent line segments is computed and 
normalized for evaluating the contribution to the whole shape. 
“Included angle” was defined in [1] to figure out the sharp 
convex characteristics between two adjacent elements. In our 
research, to evaluate the curve segments, bending angle profile 
along the whole contour is calculated by the following 
equation: 
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where 1V  and 2V  are vectors, 

)()(),()(),( tydtytxdtxdt 1V , (20) 
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where   means the inner product operator,   means the 

norm of a vector and d is the scale parameter. The value of 
turning angle is closed to but not larger 180 in degrees at the 
period without acute variation. On the contrary, vertices may 
locate at the points of local extreme value. As the scale 
parameter d grows from small to large, only salient vertices can 
be preserved and more noise is eliminated. Therefore, a multi-
scale method is introduced in this work. The turning angle 
profile of a contour is at first derived at a higher scale d1, and 
the local minimum points recognized as dominant points are 
coarsely localized. Then, the points are adjusted by referencing 
the nearest minimum points derived at a finer scale d2, as 
indicated in Fig.12. For suppressing undesired noise, the 
turning angle profiles convolve with a Gaussian function before 
extracting the local minimum points.  

 

Fig.12. Turning angle profiles of a cervical spine contour with 
different scales and the some corresponding vertices at the two scales 
are pointed out. 

However, the vertices can not be directly discriminated as a 
concave or a convex one by   but it is necessary for verifying 
the dominant shape features at each segment. After points of 
local extreme are localized, each extracted point is recomputed 
for it curvature by (11) at proper scale associated with d1. If the 
curvature is positive, it means that the angle is convex, or 
concave otherwise. As shown in Fig. 1, points 1 and 2 are two 
concave vertices and the segment within point 1 and point 2 
indicates the vertebral body. In order to locate the vertices with 
precision, three adjacent segments of the contour corresponding 
to the period A1, CA and A2 in Fig.7 are introduced to compute 
the geometric information. The two concave vertices result in 
two local minimum points at both ends of the corresponding 
segment of turning angle profile. Moreover, the arc segment of 
the vertebral body can also be accurately determined within 
these two vertices. Besides, the spinous process is considered 
to locate at the period CB, which is the middle segment of the 
whole shape contour. The apparent angles within this period 

are important because the angles may denote the corners of 
spinous processes or bifurcation which are apparent landmarks 
of cervical anatomy. The corners of spinous processes are 
convex angles, and if bifurcation exists, there will be another 
concave angle between the two convex corners. Fig.12 shows 
the convex and concave vertices in the cervical spine denoting 
with different marks. In Fig.1, the facet corners at points 3 and 
4 are convex vertices with angle larger than 90 in degree. The 
“corners” are not only important for nerve root injection 
operations [2, 4], but also for determining the position of 
lamina periods. In addition to the points labeled in Fig.1, at the 
middle of lateral facets C1 and C2, there are sometimes two 
concave vertices near the facet corners as the points denoted 
with crosses in Fig.12.  

If existing, the concave vertices are also dominant points 
near the foramens and spine pedicles as points 1 and 2. The 
region inside the spine contour between the point 1 or 2 with 
the adjacent lateral facet concave vertex could be inferred as 
the spine pedicles denoted with dotted line in Fig.12. 

 

Fig.12. The typical cervical spine shape and ▲ denotes concave vertices and 
● denotes convex vertices. × denote the concave vertices near foramens. 

 

IV. EXPERIMENT AND RESULT 

All experiments were carried out on 250 cervical CT slices 
without distinction of sex. The CT slices were acquired with a 
pixel size 0.78 mm and with a thickness of 3.0 mm. Each 
image contains various pathologies at the cervical region and 
treatment, e.g., radiation therapy or biopsy was needed. The CT 
images for experiments were chosen from the database of 
Cathay General Hospital.  
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Fig.13. (a)(c) Results of automatically contouring. (b)(d). Results of figuring 

out the dominant points of  (a) and (c). ○ denotes the dominant points derived 

from our algorithm and × denotes the dominant points pointed out by the 

experts. 

 

We evaluated the proposed overall framework with two 
criteria: success rate and accuracy. The success rate was 
defined as the relative number of dominant points that localized 
at acceptable positions, and the accuracy was defined by 
measuring the distance of the points derived from the algorithm 
with the dominant points drawn by the clinical experts. The 

accuracy Acc is calculated as follows: 
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where M is the number of points recognized as success. Si 
is the pixel of the ith point recognized as success derived from 
our algorithm and Ri is the closest reference point drawn by 
clinical experts.  

The average success rate was 93.4%, and the average 
success rate per vertebra was within the range 70%-100%. The 
coarse scale of turning angle d1 could affect the average 
success rate from 81.7% to 93.4% in our experiment. The 
reason is that corners with less curvature are blurred at higher 
scales such that the detailed information is suppressed. The 
average accuracy is 0.37 mm while the fine scale of turning 
angle d2 is 15.  

 

Fig. 14. The success rate with different coarse scale d1 of 40, 35, 30 and 25. 

V. DISCUSSION  

The experiment results show that the success rate and 
accuracy are affected by the scale chosen for extract the 
dominant vertices. The scale relies on the resolution of the CT 
images, and if the resolution gets higher, the analyzing scale 
can also get larger. The prominent segments of vertebrae could 
be adopted as the landmarks for modeling, registration and 
clinical evaluation. The method we proposed for automatically 
extract the spine contour can effectively sketch the main 
contour of the vertebrae without manually setting the initial 
contour. Unsatisfied results are mostly caused by wrongly 

contouring, and might occur at the bright blobs connected with 
the spine without obvious edges. Fortunately, scale-based 
segmentation could overcome partial deformation. 
Furthermore, in continuous CT slices, the derived contour can 
also be the initial contour of the adjacent slices and the distance 
field for iteration can also be deduced. This is also an extended 
application of the proposed method in this paper to 3D scene. 
Turning angle is the main idea for geometric analysis in our 
study, and dominant points can be recognized by finding the 
local extreme points of turning angle profile. The vertices with 
low curvature, such as the facet corners and vertebral body 
vertices have lower accuracy and success rate than the vertices 
with sharper angle like spinous processes. The corresponding 
results derived in adjacent slices could be collected for 
adjusting, so the performance can be improved. For the purpose 
of modeling, the dominant points can be applied for building 
the model mentioned in [14] and [15], and the polygonal 
approximation can also be deduced. Points 1 and 2 can be used 
for segmenting the vertebral body, and points 3 and 4 can be 
used for determine the facet corners. Besides, the dominant 
points on spinous processes and bifurcation are important 
landmarks on C7 spine, and can be accurately figured out in 
this paper. In [1], the accuracy defined by MDCP was 0.14mm 
with pixel size in-plane ranging from 0.233 to 0.309mm. 
Comparing with points 3 and 4, which are also landmarks for 
screw insertion operation, our algorithm performed MDCP 
accuracy in 0.35mm with pixel size in-plane of 0.78mm. We 
believe that the detected dominant points are capable for 
operation assist and the accuracy can also be improved if the 
image resolution can be higher. 

VI. CONCLUSION AND FUTURE WORKS 

In this paper, we propose a method for automatically 
extracting the shape features of cervical vertebrae in CT 
images. With shape analysis, dominant points of the extracted 
contour can be figured out. The major contribution of the work 
is that the proposed method can automatically segment the 
dominant feature points of shape or landmarks used for 
operation guiding, therapy planning and model registering. 
Many proposed models of vertebrae can also be built with 
more precision by implemented the proposed framework. The 
framework can also be applied in other the thoracic vertebrae 
and lumbar vertebrae with adjusting the shape model based on 
anatomical knowledge. Future works include not only 
extending the proposed method to other spines, but also 
building an interactive system for aiding surgery and treatment 
planning. 
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Abstract—An idea of using a classifying system and co-

evolutionary algorithm for operation support of electric power 

distribution systems operators has been presented in the paper. 

The method proposed by the author of the work is typified by the 

short time of designating the most rational post breakdown 

configurations in complex electric power Medium Voltage 

distribution network structures. It is the use by the classifying 

system working with the co-evolution algorithm that enables the 

effective creation of substitute scenarios for the Medium Voltage 

electric power distribution network. The method drawn up may 

be used in current systems managing the work of distribution 

networks to assist network operators in taking decisions 

concerning connection actions in supervised electric power 
systems. 

Keywords—evolutionary algorithms; distribution power 

networks; electric breakdown 

I. INTRODUCTION 

Distribution networks faults can cause power failure for 
many users, what can be a reason of major economical losses. 
In the literature on the distribution systems operation the 
problem of power delivery recovery in case of the network 
failure is one of the very important aspects of a proper 
operation of the distribution systems. Planning a restoration 
service for distribution systems is a critical task for dispatchers 
in a control center. Restoration attempts to supply an ample 
amount of power to nonfaulty out-of-service areas for as many 
customers as possible while safely operating the distribution 
system. Reconfiguration is the process of changing the 
open/closed status of switches and is done for volt/var support, 
loss reduction, load balancing and restoration. Reconfiguration 
for restoration is a combinatorial problem involving searching 
an enormous space of solutions. The problems with integer 
variables are NP hard, meaning no known algorithm exists to 
solve these problems in polynomial time. However, 
reconfiguration for restoration problem is both NP hard and NP 
and hence belongs to the class of NP complete problems. For 
such kind of problems, the solution time increases with an 
increase in the number of integer variables. However, the 
solution time generally depends on the formulation. 

The aim of the research is to develop a method that uses the 
classifying system and co-evolutionary algorithm to determine, 
for the assumed conditions, the most profitable distribution 
network configuration. The important feature of the method is 
the possibility to form the substitute network configuration 
with the use of information coming from the simulated network 

operation states, where the information on reliability 
parameters of the network or exploitation periods of the 
network elements can be also exploited. 

II. METHODS USED 

First, Many approaches have been proposed to solve the 
restoration problem from different perspectives. For instance, 
researchers [1, 2] incorporated dispatcher’s experience and 
operating rules into an expert system to assist the dispatcher. 
Related investigations formulated the restoration problem as an 
optimization problem to minimize the number of unserviced 
customers [3, 4]. This problem has been approached using 
heuristics [5, 6, 7] mathematical programming [8], meta-
heuristics (genetic algorithms, tabu search, simulated 
annealing) [9, 10] and expert systems [11].  

In works [12, 13, 14] are presented methods concerning the 
use revolution algorithms drawn up to resolve multi-criteria 
problems in optimising electric power networks. These 
methods concern the development of specialised means of 
coding, reproduction methods based on domination and also 
use of co-evolutionary approaches. Several evolutionary 
algorithms have been developed to deal with distribution 
system reconfiguration problems [15, 16, 17, 18]. Although the 
obtained results have been encouraging, the majority of 
evolutionary algorithms still demand high running time when 
applied to large-scale distribution systems. In [14], it was 
shown that the tree encoding (data structure) used is a critical 
factor for the performance of evolutionary algorithms applied 
to such large distribution systems. Other critical aspects of 
distribution systems are the genetic operators that are 
implemented. Generally these operators do not generate radial 
configurations [19]. In order to improve the performance 
obtained by evolutionary algorithms in distribution system 
reconfiguration problems, a tree encoding based on graph 
chains, called graph chains representation, and its 
corresponding genetic operators were developed in [14]. These 
operators produce only radial configurations. Although the 
requirement of a radial configuration is common for 
distribution system reconfiguration problems, it makes the 
network modeling more difficult to efficiently reconfigure 
distribution systems. 

In the article the author presented the results of his works 
concerning the method drawn up using the system classifying 
cooperation with the co-evolutionary algorithm, in order to 
assist the work of electrical energy distribution systems 
operators. The elaborated method uses the classifying system to 
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determine, for the assumed conditions, the most profitable 
distribution network configuration. The important feature of the 
method is the possibility to form the substitute network 
configuration with the use of information coming from the 
simulated network operation states, where the information on 
reliability parameters of the network or exploitation periods of 
the network elements can be also exploited. 

Cooperation of the co-evolutionary algorithm with the 
classification system (drawn up by the author of the work) 
enables significant reduction of the classification time (reduces 
the iterative calculation process on average by 40 %), which is 
significant from the practical point of view in the application of 
this method in current systems of distribution network 
operation management. The application of a classification 
system to the analysed task also enables improvement of the 
effectiveness of the performance process of designating the 
scenario of the substitute network configurations. Improvement 
of the efficiency of the network configuration designation 
process is obtained using the sought information (with use of 
the announcement creation process), in the collections of 
classifiers to create sub-populations of solutions for the co-
evolutionary algorithm, which would be used to search for the 
collection of Pareto-optimal solutions. The process of creating 
a collection of classifiers describing the substitute network 
configuration was performed by the author supported by the 
theoretical genetic basics of self-teaching system. Classifiers 
may be created (for analysed network structure) for the most 
probable break down situations, which arise from regarding the 
stage of choice of the simulated break down situations (in the 
analysed network) reliability characteristics and the usage 
durations of network elements. The result of the works 
performed is the drawing up of an effective method enabling 
the rapid designation of substitute network configurations, also 
for very complex network structures. The method may be used 
in information systems for the current operation management 
of electric power distribution networks.. 

III. A METHOD USING THE CLASSIFIER SYSTEM 

A. Evaluating system in the elaborated method 

The classifier system is a system that learns the syntactic 
simple rules in order to co-ordinate its actions in any 
environment and includes the three basic components [20, 21]: 
rule and message system, evaluating system, evolutionary 
algorithm. In the classifier system the information from the 
outer environment is processed into the messages of a given 
format. The messages are further placed on the message list, 
where they can activate the classifiers.  

In the elaborated method (based on the classifier system 
idea) known procedures, performing message processing or 
classifier evaluation have been used. Certain modifications 
resulting from the specificity of the considered problem have 
been introduced: 

 the message about the fault is described in the form:  a 
list with numbers of not supplied nodes, and a list with 
numbers of fault elements :  

<message>:: =(numbers of not supplied nodes)+ (numbers 
of fault elements) 

 in the classifier notation following syntax has been 
taken into account in the notation actually used:  

<classifier>::= <condition>:<message> 

<classifier>::=< numbers of not supplied nodes + numbers 

of fault elements>:<post-fault configuration>   

 
With regard to the specific character of the analysed task 

(concerning breakdown of elements in the network structure) 
the author has drawn up a modified announcement processing 
procedure (describing network break down situations). In the 
suggested method the announcement processing process and 
the evaluation of classifiers is divided into two stages described 
below.  

Step 1 consists of the search in the collections of classifiers 
for such, for which the conditions are compatible with the 
announcement describing the existing network breakdown. 
Comparison of the announcement (containing information 
about damaged network elements and of network nodes 
deprived of current supply) with the conditions of classifiers 
enables the search and activation of classifiers containing 
coded information about network configurations, in which 
there are no damaged elements. Conformity of the 
announcement with the conditions of the classifiers in the first 
stage of the suggested method is defined on the basis of 
comparison of the numbers of network nodes without power 
supply recorded in the announcement, with the numbers of 
network nodes recorded in the first part of the classifiers 
(which corresponded to the concealed zeros on the appropriate 
positions of communication code tracts and classifier). After 
searching for classifiers conforming to the announcement the 
evaluation takes place of the so-called offer of these classifiers. 
The classifier distinguished by the highest offer was next used 
as a following announcement.   

Step 2 concerns the search for classifiers whose conditions 
will be according to the announcement of the classifiers 
designated in stage 1. The conformity of the announcement 
with the conditions of the classifiers in this stage was defined 
on the basis of the differences between the power supply routes 
of the chosen line sections (from the list of network nodes 
deprived of power supply) with the configuration recorded in 
the announcement and classifiers.  

With regard for these specific natures of the analysed task 
the author suggested a two-part description of the 
announcement (describing the breakdown situation of the 
network). The first part of the announcement is recorded as a 
length of zero-ones relating to the number of elements equal to 
the number of network line sections of the analysed network. 
Value 1 on the defined position corresponding to the number of 
the network length, indicates length with power supply, and 0 
indicates network node without power supply as a result of 
breakdown. The second part of the announcement contains 
information about the damaged elements and also information 
about the configuration of network elements. For the 
description of this part of the announcement the author 
introduced the following marking notation: 0 - means damaged 
element, 1 - means actually used element,  # - means element 
remaining in reserve.  Below is showing an example of the 
process of creating announcements for the breakdown status of 
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the electric power network system (composed of a small 
number of elements), the structure of which is reflected in 
graphic form on drawing 1. For the network graph from 
drawing 1, the case is examined of a breakdown on line l4.  

The performance of the process of creation of 
announcements enables search in the collection of classifiers 
for information, the use of which assists the process 
implemented by the co-evolutionary algorithm.  

 
 

Fig. 1 Graph of the analysed distribution network 

The announcement describing the considered breakdown 
status was described as follows: 

message 1 

111101000110111 | 11#0#####1#11####11##1 

The sought for classifiers in the first stage (fig.2):  

classifier 1 

111101100110111 | 11110###11#1111##11##1 
classifier 2 

111101111111111 | 11111#01#1#11#1##11##1 

 
In the initial part of calculations a message on the fault 

occurring in the network is being read. Procedures verifying the 
matching between the classifiers and the generated message are 
performed subsequently and then the classifiers are assessed.  

The strength S of the classifier, which has shown the best 
bid in the so-called auction process, is increased by the reward 
given by the system. Simultaneously its strength is decreased 
by the value of the bid given by the classifier. The rule and 
message procedures perform the process of classifiers checking 
and evaluation, in aspect of using the information contained in 
them for solving the problematic situations. This allows for 
appointing of the group of classifiers containing the useful 
information on the searched post-fault network configuration. 

The bid of the best classifier increases the strength of other 
active classifiers proportionally to their bids. Moreover, the 
strength of all the active classifiers is decreased by a certain, 
determined value. The effective bid value has been calculated 
in a following way [20, 21]: 

 

 

Fig. 2 Graph of the analysed distribution network for classifier 1 

r(t)(t)Sc(t)Sc(t)S(tS itaxibidii  )1     (1) 

iibidbidbidi S)Spe(ecB  21            
(2)  

briibidbidbidi eSSpeecEB  )( 21        (3)  

            
where: Bi - bid value of the i-th classifier, EBi -  effective bid 

value of the i-th classifier, Spi - specificity of the i-th classifier, 
Si – strength of the i-th classifier, cbid – investment coefficient 
(cbid=0,1), ebid1, ebid2 – coefficients of the classifier linear 
specificity function (ebid1=0,65, ebid2=0,35), ebr – random value 
generated with the use of a normal distribution generator, ctax - 

turnover tax coefficient ctax=001, r - coefficient of reward paid 
for the best classifier r=2. 

B.  Co-evolutionary algorithm 

To modifications of the evolutionary algorithm enabling 
solutions of multi-criteria tasks are counted among others the 
application of the co-evolutionary approach. Application of the 
co-evolutionary algorithm to the analysed task creates m 
population; in each of them the adaptation function is defined 
on the basis of another component quality indicator vector. 
After successive performance (population supplementation 
with new elements), and through renewed reproduction, these 
populations are connected, and then were again divided so that 
each population elements may attain an unlimited population. 
The sought-after solution is the Pareto-optimal collection of 
solutions. 

To encode the individuals representing various network 
configuration variants in a form of a sparse graph, the bequest 
of chromosomes in the form of a vector of inversion has been 
assumed. Each component of the vector of inversion, 
corresponding to the number of the graph node, is equal to the 
number of the supplying node. A well-known roulette selection 
method on the remaining fractional part has been used as a 
selection method. Two specialised reconfiguration operators 
have been used in the algorithm to create new solutions 
(crossover probability pk=0,95, mutation probability pm=0,15). 
In the presented calculation method creating of new variants of 
the analysed problem solutions has been realised according to 
the following procedure:  

1) Selection of two network configuration variants from 

the current population (recorded in the vectors of inversion), 
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2) Node selection from the list of nodes with no supply, 

3) Rewriting of the supply routes of the formerly 

selected node from the vector selected in step 1 to the 

auxiliary table, 

4) Roulette selection of the node from the created table, 

5) Rewriting of the further part of the supply route from 

the second vector, starting from the node selected in step 4, to 

the second of the selected vectors. 
 The aim of using of this kind of operator, creating new 

variants of distribution network configuration, was to examine 
the change variants effectiveness in the part of the networks 
close to the supply points, as well as in parts of the analysed 
network system affected by failures. 

In order to obtain proper solutions following limiting 
constraints resulting from technical requirements for proper 
operation of the distribution network have been taken into 
account: 

 Not exceeding of the maximum transmission currents 
of the line sections, 

 Not exceeding of the allowable voltage drops in the 
network nodes supply routes, 

On the base of the source data [18, 20] and own research 
following values of significant parameters of the calculation 
system have been assumed in the calculation procedures: 
number of classifiers n=200, crowding factor for classifier 
population cs=3. 

C. Assumed optimization criteria 

Following criteria have been assumed substantial for the 
optimisation problem of post-fault network configuration: 

 Minimisation of the number of switching activities 
leading to obtaining a substitute network configuration: 

01 nn)(X uMin jj
j

    Where m ,... 2, 1,j        (4) 

where:  Xj – vector containing information on the j-th 
variant of the distribution network configuration, m – number 
of solution variants, nj – number of switching activities, n0 - 
number of switching activities in the basic configuration. 

 Maximal level of reliability of supply of electric power 
to recipients: 

 

)}1min{max()(2 ikj
j

pXuMin                    (5) 

Where: pik - coefficient of reliability of supply track i-th w 
of recipient node designated for k-th of year of cable 
exploitation, 

 Minimisation of the voltage deviation in the network 
nodes: 
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Where: UN – distribution network nominal voltage, Ui – 
voltage value in the i-th user node of the network,  

 Minimisation of the power load degree coefficient of 
the found group of the most loaded network elements. 
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Where: k - the number of power supply route network 
nodes of the reception network, n - the number of the most 
heavily loaded network elements. 

 Minimisation of the technical losses in the distribution 
systems: 
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Where: g - number of sections underload in given network 

configuration variant, iP  - value of loss of power in i-th 

network section, ke – electric power equivalent of passive 
power. 

The assumed membership functions used for the main 
variables description have been defined as follows: 
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IV. CASE STUDIES 

The pre-analysed calculation problem concerns the 
designation of the supply network configuration for the 
breakdown operations statuses of the network, arising from 
damaged network elements, their loading and also the 
exceeding of permissible voltage deviations in network line 
sections. Considered breakdown status busbars main supply 
station number 6. The consequence of this breakdown is lack of 
power supply for a significant part of the network nodes. The 
sought-after solution is a substitute network configuration 
enabling the restoration of power supplies to as great a number 
of recipient network nodes as possible. The considered task is a 
multi-criteria optimisation task. In the presented graph (fig. 3) 
the filled nodes symbolise the main supplying points, whereas 
the bold branches symbolise the elements taking part in the 
load transfer.  

For the below considered breakdown situation in the 
analysed network, which is composed of 556 network nodes 
the author accepted the abbreviated description of 
announcements and also classifiers. The abbreviated 
description however contains instead of the zero-one tract (part 
of the first announcement) the numbers of line sections 
deprived of power, whereas as part of the second 
announcement the numbers of damaged elements are given. In 
the elaborated calculation model a so-called vector of inversion 
has been used for the network configuration description.   As a 
result of the accomplishment of the first stage of the process 
the announcement creation for the searched for classifier is 
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shown in table 1. In the column relating to network 
configurations noted in the inversion vector only the initial and 

final elements of this vector are noted. 

 

 

Fig. 3 Diagram of the analysed system of the medium voltage distribution network 

TABLE I.  ACTIVE CLASSIFIERS 

No condition:  

(numbers of non-

supplied nodes) and 

(numbers of fault 

elements)  

answer of 

system 

(recorded in 

the vectors of 

inversion) 

Si – 

strength 

of the i-

th 

classifier 

 

Bid 

Si – 

strength 

of the i-

th 

classifier 

1. (8,22,28,29,31,73,1

78,195,291…,188)  

and ( 6_8 ) 

x,x,x,x,x,x,x,

4,6,5,1,13,14,  

… 

554,7 

S1 =10 B1 = 

0,813 

EB1 = 

0,802 

S1=10+ 

0,622 

2. (9,16,20,21,57,80,8

1,101,117,…,363)  

and (6_9) 

x,x,x,x,x,x,x,

6,2,5,7,13,14,

… 

,554,7 

S2 =10 B2 = 

0,823 

EB2 = 

0,831 

S2=10+

2 

3. (29, 73, 72, 71, 70, 

69, 68)  

and ( 8_29) 

x,x,x,x,x,x,x,

6,6,5,1,13,14, 

… 

554,7 

 

S2 =10 

B2 = 

0,639 

EB2 = 

0,637 

S3=10+ 

0,211 

 

According to the idea of classifying systems through the 
process of announcement creation, then follows the 
evaluation of the revealed classifiers, which consists of the 
calculation of the so-called offer of the classifiers being the 
measure of their suitability to resolve the analysed task. As a 
result of the performance of the process of the creation and 
evaluation of announcements executed in the first stage, as 

the classifier with the best offer is defined as classifier 
number 2. This classifier served to create the announcement 
of the following stage of classifiers search.  

TABLE II.  ACTIVE CLASSIFIERS AFTER PROCESS EVALUATING 

No condition:  

(numbers of 

non-supplied 

nodes) and 

(numbers of 

fault elements)  

answer of system 

(recorded in the 

vectors of 

inversion) 

Si – 

strength 

of the i-

th 

classifier 

 

Bid 

Si – 

strength 

of the i-

th 

classifier 

1. (99,16,20,21,5

7,80,81,101,11

7,…,363) and 

(2_9) 

x,x,x,x,x,x,x,6,2,

5,7,13,14,15,16,9

… 

 ,554,7 

S1 =10 B1 = 

0,941 

EB1 = 

0,975 

S1=10+2 

2. (10,413,414,41

9,432,412,415,

…438) and 

(7_10) 

x,x,x,x,x,x,x,6,2,

5,7,13,14,15,16,9

... 

,554,7 

S2 =10 B2 = 

0,712 

EB2 = 

0,732 

S2=10+ 

+0,975 

 

As a result of the performance of the announcement 
creation process and the evaluation of active classifiers, 
information was obtained, which might be used to create a 
population (size 100) of solution variants subsequently 
created by the co-evolutionary algorithm. This algorithm is 
based simultaneously on 5 subpopulations, from which each 
evaluation was the basis for another adaptation function 
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(dependencies 4 to 8). The sought-after solution in this case 
is a collection of solutions in the form of alternative 
configurations of the analysed network. The course of the 
process designating the best solutions in subpopulation 3 and 
4 is shown in drawings 4 and 5. Figures 4b and 5b show the 
realisation of the calculation process, which used information 
for active classifiers. 

 
Fig. 4 Example of best solutions fitness waveform in subpopulation 

number 4 

Cooperation of the co-evolutionary algorithm with the 
classification system enables significant reduction of time of 
obtainment of solutions (reduces the iterative calculation 
process on average by 40 %), which is significant from the 
practical point of view in the application of this method in 
current systems of distribution network operation 
management.  

Information on the best solutions in subpopulations no. 3 
is shown in graphic form on drawing 6. As a solution to the 
task of designating a substitute network configuration in the 
event of a breakdown of the analysed distribution network, 
obtained with the use of co-evolution algorithm the best 
solution variants is accepted from 5 subpopulations. 
Information concerning the best obtained solutions is shown 
in table 3.  

 

 

Fig. 5 Example of best solutions fitness waveform in subpopulation 
number 4 

TABLE III.  RESULTS ARE SHOWN OF CALCULATIONS FOR 

SOUGHT-AFTER POST BREAKDOWN CONFIGURATION OF 

ANALYSED NETWORK 

 

No 

Results for 

subpopulation 

1 

Results for 

subpopulation 

2 

Results for 

subpopulation 

3 

Results for 

subpopulation 

4 

Results for 

subpopulation 

5 

1 Lpz = 4 

u1(X)=0,893 

Lpz = 8 

u1(X)=0,671 

Lpz = 7 

u1(X) =0,707 

Lpz = 10 

u1(x) =0,641 

Lpz = 12 

u1(x) =0,619 

2  p=0,998031 

u2(x)=0,896 

p = 0,998381 

u2(x) = 0,998 

p = 0,998152 

u2(x) = 0,943 

p = 0,997752 

u2(x) = 0,790 

p = 0,998261 

u2(x) = 0,985 

3 δU = 2,23 % 

u3(x) =0,647 

δU = 1,22 % 

u3(x) = 0,752 

δU = 1,18 %  

u3(x) = 0,765 

δU = 1,31 % 

u3(x) = 0,734 

δU = 1,22 %  

u3(x) = 0,752 

4   ΔP =2895 kW 

u4(x) =0,635 

ΔP =2679 kW 

u4(x) =0,667 

ΔP =2675 kW 

u4(x) =0,670 

ΔP=2561 kW 

u4(x) =0,740 

ΔP = 2654 kW 

u4(x) =0,682 

5 kobc = 0,669 

u5(x) = 0,743 

kobc = 0,584 

u5(x) = 0,886 

kobc = 0,577 

u5(x) =0,898 

kobc = 0,771 

u5(x) =0,669 

kobc = 0,544 

u5(x) =0,955 

 

In cooperation of the co-evolution algorithm with the 
classifying system after performance of the calculation 
process the best solutions obtained from particular 
subpopulations the solutions are written into the classifier 
collection. The choice of the final solution variant depends 
upon the decision maker decider, who in this instance may 
be the operator managing the operation of the electric power 
Medium Voltage distribution network. 
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Fig. 6 Graph of the analysed distribution network with network configurations, being the best solution obtained in subpopulation 3 

V. CONCLUSION 

This article describes the development of this type of 
calculation methods, simultaneously containing their own 
innovative solution proposals concerning the application of a 
classification system working with the co-evolutionary 
algorithm. The calculations performed for the mapped real 
system of the medium voltage municipal distribution network 
of 556 nodes have given satisfactory results, confirming the 
adequate direction of the research. On the base of the results 
obtained so far the authors assume that the results can be 
further used in creation of decisive procedures for complex 
power electric systems management, taking the fault operation 
states into special consideration.  

The method proposed by the author of the work is typified 
by the short time of designating the most rational post 
breakdown configurations in complex electric power Medium 
Voltage distribution network structures.  

It is the use by the classifying system working with the co-
evolution algorithm that enables the effective creation of 
substitute scenarios for the Medium Voltage electric power 
distribution network. The method drawn up may be used in 

current systems managing the work of distribution networks to 
assist network operators in taking decisions concerning 
connection actions in supervised electric power systems. 

VI. FUTURE SCOPE 

The proposed method fulfils the stated assumptions. It is 
typified by a short time of designation of substitute post 
breakdown configurations of configurations of complex 
medium voltage electric power distribution network structures. 
The drawn up method makes use of the classifying system 
cooperating with the co-evolutionary algorithm, which enables 
effective creation of substitute medium voltage distribution 
network configurations, for various network breakdown 
statuses.  

It is thus a method based on systems that teach themselves. 
The method may be used in current systems and managing 
work on distribution networks to assist operators in making 
decisions concerning connection actions in supervised electric 
power systems. 

The results obtained within the research performed, in the 
form of drawn up procedures to create the most effective 
configuration of the work of network appliances, may be used 
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as elements of large very complex information systems used in 
intelligent electric power distribution networks. Application of 
integrated information systems assists distribution network 
management to optimise decision processes of system operator 
and in effect achieve the required level of services, by the 
minimisation of expenditure on network maintenance and 
appliances in a condition guaranteeing the supply of electric 
power of the required parameters. 
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Abstract—To receive valuable information about expected 

reliability in everyday technologies compared to Ambient 

Assisted Living (AAL) technologies, an online survey was 

conducted including five everyday (train, dishwasher, navigation 

system, computer, mobile phone) and three AAL (stove, window, 

floor sensors) technologies. The age range of the 206 participants 

(109 men; 97 female) was from 14 to 88 years (mean=38.0). The 

descriptive analysis indicates expected reliabilities of more than 

90% for most technologies. Only train punctuality is considered 

as less reliable with a mean expected reliability of 86%. 

Furthermore, by using t-tests it can be shown that the three AAL 

technologies are expected to have a higher reliability than the 

everyday technologies. Additionally, a sample split at the age of 

50 years indicates that elderly participants expect that 

technologies have a higher reliability than younger participants 

do. Using these findings, in a next step an experiment with 

different reliability levels of AAL technologies will be designed. 

This differentiation will be used to measure the influence of 

reliability on trust and intention to use in context of Ambient 
Assisted Living.  

Keywords—Ambient Assisted Living; Elderly People; Expected 

Reliability; Online Survey; Technology  

I. INTRODUCTION 

Elderly people are an interesting target group for companies 
to sell their products because of their rising percentage among 
the worldwide population [1]. Due to the fact, that this target 
group is often financial strong and has a higher income, there is 
more money left for consumption [2]. For this case, science 
deals for several decades with the research of new technologies 
to support people in their own home [3]. As a result, different 
concepts have entered the market [4][5][6][7][8]. On this basis, 
dependencies between different technologies and variables like 
age are a very important subject for research. 

In consequences of the demographic change, the proportion 
of elderly people, who would like to spend an independent life 
at home, is increasing. The market for technology-supported 
systems for the use at home is growing because of the physical 
effects of older people [9]. Therefore, concepts like Ambient 
Assisted Living are getting more attractive in the last years. 
With the aid of sensors and actuators within the framework of 
an intelligent platform- the time older people can live 
independently can be extended. By the use of AAL it is 
possible to use pervasive devices for integrating them into a 
reliable environment for the elderly. Ambient Intelligence 
enables automatic services which are dependent on the need of 
the user and can be seen as essential part of AAL [10]. By 
means of summarizing and demand-oriented analyzing of 
sensor data, an individualization of care as well as nursing 
services is possible [5]. Product designers of such technologies 
have to consider a lot of different factors in the process of 
development to design a marketable solution. As one of these 
factors, the reliability of the technique in general is a crucial 
point [11][12].  

For that reason the present study discusses the expected 
reliabilities for different technologies (including AAL) by the 
users. The following brief description should help to gain a 
better structural overview. The background section includes 
former studies which demonstrate the importance of knowing 
the expected reliability of users and brings it in context with 
AAL. In the next step, a description about the methodology for 
getting the required information by an online questionnaire and 
the sample details are presented. Afterwards, the results by 
means of a descriptive analysis, correlation analysis, t-tests, 
and analyses of variances are underlined. The correlation 
analysis shows the dependences between expected reliability of 
users on different technologies and other variables like age and 
gender. With the aid of paired-sample t-tests, the expectations 
about reliabilities of different technologies are shown. An 
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Omitted Least Squares (OLS) regression illustrates expected 
reliability by AAL-related and everyday-technologies in 
connection with other variables (e.g., gender, age). 

Finally, a conclusion section describes the participants’ 
expectations between reliability of AAL and everyday 
technologies. Additionally, recommendations for the designing 
of AAL technologies are given. For this reason, the following 
research question is answered: What differences exist regarding 
the expected reliability of everyday vs. Ambient Assisted Living 
Technology? A brief review about the limitations concerning 
the sample and test execution as well as further research needs 
round off the survey. 

II. BACKGROUND 

Knowledge about the reliability of different technologies 
expected by the users is highly important as reliability is a 
crucial component of the technology adaption decision [13]. In 
order to address potential users more appropriately, a view on 
their expected reliability on different technologies is the object 
of this study. According to the Oxford Dictionary, reliability 
means the “consistently good in quality or performance” and 
therefore, the ability to be trusted [14]. Thus, it is very 
important for a product or service to meet the users’ expected 
reliabilities to get their trust for using it.  

“Expected”, in this context, could be understood as 
fulfilling the personal requirements of each user about the 
system-functionality [15]. Consequently, expected reliability 
can be seen as a pre-condition for building user-trust [16]. 
Some former studies already described the relationship 
between reliability of technologies and their consequences in 
different ways. One example is a test which examined the 
influence of trust and etiquette in high-criticality automated 
systems. In this study, user performance was much better when 
the automation reliability was higher and good automation 
etiquette also contributed to a better performance [17]. AAL 
systems could be seen as high-criticality automated systems as 
well wherefore reliability of the system will be important. In 
another study [18] groups were divided into younger (age 20-
45) and older (60-80) adults. Nevertheless, it was also obvious 
that both groups will begin to appropriately use the systems if 
they work in a proper way. Especially older adults are willing 
to change their behavior when the system was useful and they 
can trust on their reliability [18].  

In order to get the required information from the user, 
different types of sensors are in the field. Radio-frequency 
identification (RFID), motion detectors, heat, and pressure 
sensors for example are in use to send up information to the 
system for the purpose of doing the right actions at the right 
time. It is possible to switch off the oven if somebody had 
forgotten to do that or to do an emergency call after a person 
slumped on the floor because of a qualm. To realize these life-
saving measures it is very important to have a reliable 
interaction between sensor and actuator [19]. Furthermore, it is 
already possible to transmit physiological and psychological 
information about the user. With the help of sensors attached to 
the user’s body and video cameras and microphones it is also 
manageable to get a pattern of respiration and features of facial 
expression [20]. A disadvantage for the user due to the physical 

and social discomfort by wearing such devices could be 
reduced by advances in miniaturization of the devices. 

However, a study revealed that fixed attachment of sensors 
in the accommodation was considered to be more reliable than 
attachment to clothing or on/ in the body. In addition, reliability 
and ease of use were also assessed as highly important as a 
basis for trust in AAL technology [21].  

To check how different technologies are evaluated, the 
present study is conducted to analyze differences between 
everyday used technology and AAL technology. 

III. METHODS 

To gather information about whether the expected 
reliability (ER) in a working system differs between 
technologies and between younger and older people, several 
scenarios from daily life are considered in an online 
questionnaire. To recruit participants, emails were sent out to 
students and to acquaintances of the authors requesting for 
participation and for forwarding the email (mainly to persons 
older than the age of 50). 

The survey was conducted on a three-week period in 
January 2013 using the web page “oFb – der 
onlineFragebogen”. The first part of the questionnaire 
contained 14 questions regarding eight scenarios.  

Five scenarios were queried with one question each, dealing 
with the topics train punctuality, dishwasher functioning, 
navigation system functioning, computer functioning, and 
mobile phone functioning. These scenarios are considered as 
everyday technologies in the paper at hand. Participants had to 
decide on how reliable they believed the technologies worked. 
The reliability scale ranged from “70% or less” to “100%” in 
steps of 5%. To answer the questions a 7-point Likert scale was 
used. 

Following, three technical assistance scenarios in the 
context of AAL were examined, queried by three questions 
each. These scenarios are similar to those queried in [22] and 
dealing with AAL technologies as well as sensor devices. One 
scenario considered the possibility to turn off the stove via an 
application on a tablet computer. A second scenario considered 
a situation where sensor technology detects a person lying on 
the floor and automatically calls an ambulance. The third 
scenario again dealt with actively executing a computer 
application, but this time the application enables the person to 
open or close the windows via the Internet. Participants had to 
evaluate their expected reliability, i.e. how well the 
technological instruments described would perform. The 
reliability scale again was set from “70% or less” to “100%”. 

The order of the scenario-based questions was the 
following: The different scenarios from everyday- and AAL 
technologies were queried in random order but the three 
questions of each AAL scenario were queried together.  

Additionally to these reliability related questions, 
participants had to answer socio-demographic questions about 
their age, gender, and living condition as well as whether they 
possessed a smartphone, and about their computer, and tablet 
computer experience. 
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A Sample 

In the three-week period, 251 persons started the survey 
and 206 persons finished it. The following analysis will only 
consider individuals that finished the survey and will refer to 
them as “participants.” 52.9 percent of the participants were 
men and 47.1 percent were women. The average age was 38.0 
years (SD=17.0) and the median age was 29. The exact 
distribution in eight age-categories is shown in figure 1. 

 
 

Illustration of participant age distribution. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 1. Illustration of participant age distribution. 

The reason for this age distribution is the fact that students 
were addressed and that they were asked to forward the mail to 
two persons who were older than 50.  

27 percent of the participants were living alone (m=33%, 
f=21%) and 63 percent were in possession of a smartphone 
(m=67%, f=60%). The average participant has been using PCs 
for 16.9 years and tablet PCs for 0.45 years. The average usage 
time of PCs is 37.4 hours per week, that of tablet PCs 1.8 hours 
per week. On the other hand, those people using tablet PCs, i.e. 
24.8% of the sample, on average use it 7.1 hours per week.  

The following table illustrates these descriptive variables 
while differentiating between male and female participants. 

TABLE I.  SAMPLE DESCRIPTIVES 

 Total Sample Male Female 

N 206 109 97 

Age 37.97 35.38 40.35 

Living alone 27% 33% 21% 

Smartphone possession 64% 67% 60% 

Computer experience 
(years) 

15.77 16.89 14.52 

Computer usage (hours 
per week) 

37.40 41.50 32.80 

Tablet experience 
(years) 

0.45 0.44 0.45 

Tablet usage (hours per 
week) 

1.81 1.58 2.07 

IV. RESULTS 

This section will present the results from the online survey 
and will mainly focus on the differences across the 
technologies. First, a descriptive analysis is executed showing 
basic information about the results of the survey. Second, a 
correlation analysis is executed to indicate important 
relationships. Third, t-tests and analyses of variances are 
considered. Fourth, a regression section concludes the results 
section. Fifth, the sample is split into two groups dependent on 
the participants’ age to analyze differences between older and 
younger participants. 

A Descriptive analysis 

The following graph illustrates the mean of expected 
reliabilities of the technologies.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Illustration of mean expected reliabilities. 

As can be seen in the graph, all mean expected reliabilities 
exceed 85% or even 90%. One technology (stove) even 
exceeds the 95% level of expected reliability. Furthermore, the 
graph indicates that the expected reliability of the train scenario 
is lower than the expected reliabilities of the other technologies 
and that the AAL-related technologies (stove, floor, and 
window, together summarized in the variable AAL ER) are 
expected to have a higher reliability than all other technologies. 
The mean expected reliabilities as well as their standard 
deviations are illustrated in Table II. 

TABLE II.  COMPARISON OF DIFFERENT TECHNOLOGIES REGARDING 

EXPECTED RELIABILITY 

Scenario Mean Standard Deviation 

Train 0.860 0.094 

Dishwasher 0.934 0.057 

Navigation System 0.927 0.062 

Computer 0.935 0.053 

Mobile Phone 0.942 0.052 

Stove 0.953 0.052 

Floor sensor 0.949 0.062 

Window 0.947 0.057 

AAL technologies 
(combined) 

0.949 0.048 
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B Correlation analysis 

The correlation analysis reveals several important aspects 
regarding the relationship between the different technologies. 
First, positive correlations exist between the expected 
reliabilities for all different technologies (correlations ranging 
from 0.211 to 0.690), meaning that participants who consider 
one technology to be reliable tend to consider another 
technology reliable as well.  

With respect to the participant’s gender no clear result can 
be drawn regarding the expectations of the technologies’ 
reliabilities except for the window and stove technology, where 
being a woman is negatively correlated with expected 
reliability (significant correlations of -0.154 for the window 
and -0.159 for the stove technology).  

The age of the participants, on the other hand, was 
positively correlated with the expected reliabilities. The 
corresponding correlations range from 0.178 to 0.366, all 
significant on at least the 5% level. This indicates that elderly 
participants expect the technologies to have a higher reliability 
than younger participants do. 

The possession of a smartphone is negatively correlated 
with the expectation of reliability. Additionally, the number of 
years a participant has been using computers is positively 
correlated with his opinion of the reliability of the AAL 
technologies. Contrary to the other technologies (non-
significant correlations of 0.019 to 0.102) the correlations with 
the technologies stove (0.272), floor (0.216), and window 
(0.214) are significant at the 1% level.  

On the other hand, neither living alone nor the variables 
regarding the tablet experience (in years), the weekly usage of 
computers, or that of tablet computers have clear relationships 
with expected reliability. 

C Analysis using t-tests 

The analysis of the means using a one-sample t-tests as well 
as paired sample t-tests showed significant differences in the 
perception of the different technologies. The mean expected 
reliabilities are significantly greater than 80% but differ across 
technologies.  

The one-sample t-tests show that while the train scenario is 
expected to have the lowest reliability, i.e. significantly lower 
than 90% but higher than 80%, all other technologies show 
expected reliabilities significantly higher than 90%.  

The paired-sample t-tests again indicate that the reliability 
of the punctuality of trains is significantly lower than that of all 
other technologies (p<0.001 for all technologies). The 
reliabilities of the AAL technologies, on the other hand, are 
expected to be the most reliable technologies. The respective 
expected reliabilities of the stove, window, and floor 
technologies are significantly higher than those of the train, 
dishwasher, navigation system, and PC technologies and non-
significantly higher than the expected reliability of the mobile 
phone technology.  

D Regression analyses 

An OLS regression with the mean of all AAL-related 
expected reliabilities as the dependent and the non-AAL-

related technologies (train, dishwasher, navigation system, PC, 
mobile phone) as well as gender, age, living environment, and 
smartphone possession indicates the following: The expected 
reliabilities of the train (p<0.05) and navigation system 
(p<0.01) technologies as well as the age of the participant 
(p<0.05) and being male (p<0.005) have a significant positive 
effect on the expected reliability of the AAL technologies, the 
other variables are not influential. 

E Sample Split at age of 50 

To analyze possible differences between younger and older 
participants, a split is executed at the age of 50. The group of 
“younger” persons (below the age of 50) consisted of 135 
participants and the group of “older” persons (at least of age 
50) of 71 participants. The following figure shows the mean 
expected reliabilities differentiated between younger and older 
participants. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Comparison of younger and older participants. 

The graph shows that younger participants of the survey on 
average reported lower expected reliabilities than older 
participants for all technologies. In the train scenario, younger 
participants expected the punctuality to be less than 85% 
whereas older participants reported an average value of more 
than 90%. In the other everyday technologies as well as in the 
AAL scenarios younger participants reported average values 
between 90 and 95% while participants of at least 50 years of 
age reported average values of close to or even exceeding 95% 
reliability.  

Sample t-tests comparing all reliability variables show 
significant differences for all expected reliabilities. They also 
show that the two groups differ with respect to mobile phone 
possession, computer experience, and computer usage per 
week. The following table shows the mean differences between 
younger and older participants with respect to expected 
reliability. 
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TABLE III.  MEAN DIFFERENCES OLDER VS. YOUNGER 

Variable Mean Difference* Significance 

Train  0.071 <0.001 

Dishwasher 0.036 <0.001 

Navigation system 0.030 <0.005 

Computer 0.020 <0.01 

Mobile phone 0.024 <0.005 

Stove 0.018 <0.05 

Floor sensor 0.037 <0.001 

Window 0.035 <0.001 

AAL technologies 
(combined) 

0.028 <0.001 

* Represents the difference between older and younger participants 

V. DISCUSSION 

The study describes the differences of expected reliabilities 
between everyday- and AAL technologies in dependency of 
user-age to gain deeper insights about differences between 
young and older users (cut-off age: 50 years) regarding the 
expected reliabilities of the technologies considered. 

The results of the study show that the participants of the 
study expected all reliabilities of the technologies to be far 
from the minimum value (70%) but often close to the 
maximum value (100%). This indicates high expectations with 
respect to the technologies queried in the survey. Furthermore, 
the results indicate differences in expected reliability among 
different technologies as well as among different groups of age.  

As mentioned above, two important aspects exist with 
respect to the differentiation between technologies. First, the 
expected reliability of trains is evaluated significantly lower 
than that of all other technologies. That points to negative 
sentiments of participants towards the German railway system. 
Second, the scenarios regarding AAL technologies were 
evaluated as being more reliable than the everyday 
technologies. This shows high expectations of people towards 
such high-criticality systems compared to technologies which 
people are used to, such as mobile phones and dishwashers.  

The study conducted analyzed the expected reliabilities of 
five everyday technologies, as well as three AAL-related 
technologies. The results indicate a reliability expectancy of 
more than 90% for all technologies except for the train 
scenario. The reliability of train schedules (i.e. train 
punctuality) was expected to be close to 86%. The comparison 
between these two types of technologies revealed significant 
differences with respect to the expected reliabilities. AAL 
technologies are expected to show a higher reliability than the 
everyday technologies. 

The comparisons between younger and older participants 
further revealed that older persons, i.e. persons of at least 50 
years of age, expect all technologies to be more reliable than 
younger persons do. In connection with AAL technology, the 
age of the participants as well as the gender male shows a 
significant positive effect on the expected reliability. This is an 
important result considering the target group of AAL products, 
namely elderly people. For producers of AAL technologies it is 

very important to know about the expectations elderly persons 
have regarding the reliability of high-criticality systems. 

VI. CONCLUSION 

The central statements of this study regarding expected 
reliability of different technologies subject to the age of the 
participants should be taken into account for providers of AAL 
technologies. The results already treated in the discussion 
section give interesting insights which should be considered for 
addressing the target group for AAL products. The 
combination of the findings leads to the conclusion that an 
extraordinary high reliability of AAL technologies is surely one 
of their crucial points for the acceptance by the users. In order 
to get deeper insights for the acceptance and therefore, market 
success of supporting systems for the elderly, further 
researches regarding the remaining crucial point should be 
conducted. On the basis of this knowledge more detailed 
requirements as a part of a high-quality specification of such 
systems could be made. This would ensure a respectable 
fundament for the subsequent product engineering. 

VII. DATA LIMITATIONS 

Several limitations exist with respect to our sample. First, 
acquiring participants through personal contacts and students 
might not lead to a representative sample of the German 
population. Instead, our participants might be younger, more 
educated, and they might have more interest in and more 
knowledge of information technology. Second, since our 
questionnaire consisted of one question each for all non-AAL-
related technologies but three questions each for the AAL-
related ones, comparisons between these two types of 
technologies have to be evaluated with care. 

Third, due to the usage of a 7-point scale and, thus, a lower 
limit of 70% reliability for all technologies, outliers were made 
impossible. This generates a problem regarding the average 
expected reliabilities because participants expecting the 
reliabilities to be below 70% probably would have chosen the 
lower limit instead of their true beliefs. 

Fourth, a split dividing the sample into two groups with a 
cut point of 50 years of age does not reveal two groups of equal 
size. Instead, our sample of “elderly” people consists of 71 
persons while the sample of “younger” people consists of 
nearly twice as much participants (n= 135). 

VIII. FURTHER RESEARCH 

With respect to the expected reliability as well as the 
acceptance of AAL technologies, further research is necessary 
to evaluate the success of AAL in the future and – in the long 
run – to develop possible market entry strategies. The study at 
hand focuses on the aspect of expected reliabilities and 
compared AAL to everyday technologies. It made possible a 
first evaluation of subjective differences between technologies. 
Additionally, it enabled an analysis of differences between 
persons of different ages. So general research of age-related 
effects could be added or developed regarding the issue of 
AAL. 

Further research, nevertheless, is needed to evaluate the 
influence of reliability on trust and intention to use. Since these 
two aspects have a significant influence on whether consumers 
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buy a product, this can hint producers towards important 
aspects they have to consider when designing AAL 
technologies. Furthermore, in a next step an experiment with 
different reliability levels of AAL technologies will be 
designed. This differentiation will be used to measure the 
influence of actual reliability on trust, intention to use, and 
other variables.  
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Abstract—An Adaptative Neuro-Fuzzy Inference System 

(ANFIS), new flexible tool, is applied to predict the cut-off 

frequencies of the symmetric and the anti-symmetric 

circumferential waves (Si and Ai, i=1,2) propagating around an 

elastic aluminum cylindrical shell of various radius ratio b/a (a: 

outer radius and b: inner radius). The time-frequency of Wigner-

Ville and the proper modes theory are used in this study to 

compare and valid the frequencies values predicted by the ANFIS 

model. The useful data, of the cut-off frequencies (ka)c, are used 

to train and to test the performances of the model. These data are 

determined from the values calculated using the proper modes 

theory of resonances and also from those determined using the 

time-frequency images of Wigner-Ville. The material density, the 

radius ratio b/a, the index i of the symmetric and the anti-

symmetric circumferential waves, and the longitudinal and 

transverse velocities of the material constituting the tube, are 

selected as the input parameters of the ANFIS model. This 

technique is able to model and to predict the cut-off frequencies, 

of the symmetric and the anti-symmetric circumferential waves, 

with a high precision, based on different estimation errors such 

as mean relative error (MRE), mean absolute error (MAE) and 

standard error (SE). A good agreement is obtained between the 

output values predicted using the propose model and those 
computed by the proper modes theory. 

Keywords—ANFIS; time-frequency; SPWV; Acoustic 

scattering, acoustic circumferential waves; cut-off 

frequency;cylindrical shell. 

I. INTRODUCTION 

In a previous studies [1, 2], we have analysed the acoustic 
signal scattered by a thin elastic tube immersed in water using 
the time-frequency representation of Wigner-Ville. The 
Wigner-Ville image obtained in these analyses allowed to 
determine the cut-off frequency, of the anti-symmetric 
circumferential waves A1 propagating around the aluminum 
cylindrical shell of different radius ratio b/a. These analyses 
permitted also to determine, form the time-frequency image, 
the thickness of elastic cylindrical shell. 

Many studies, theoretical and experimental, showed that 
acoustic resonances of a cylindrical shell are related to its 
physical and geometrical properties. Conversely, starting from 
the resonances of circumferential waves we can characterize 

material constituting a cylindrical shell the geometry of which 
is known [1-6]. 

The resonances of the symmetric and the anti-symmetric 
circumferential waves (Si and Ai, i=0, 1, 2,…: index of the mode) 
are observed on the spectrum of the acoustic pressure 
backscattered by the cylindrical shell [7]. Apart from the 
specular reflection, the backscattered pressure field results 
mainly from the interactions of different kinds of creeping 
waves that generate resonances in the spectrum. The 
resonance frequencies of the circumferential waves (Si and Ai) 
essentially depend on the radius ratio b/a. Using the proper 
modes theory, we can determine the cut-off frequencies of the 
symmetric and the anti-symmetric circumferential waves (Si 
and Ai, i=1,2) for a aluminium cylindrical shell with different 
radius ratio b/a. One of the most important points is find out 
some parameters that carry most of the information available 
from the response of the cylindrical shell. Such parameters 
may be found from the velocity dispersion of the 
circumferential waves (Si and Ai), since it is directly related to 
the geometry and to the physical properties of the shell. 

Different methods have been proposing for analyse of the 
circumferential waves propagating around the cylindrical shell 
which includes temporal analysis [7, 9], spectrum analysis [5, 
7], parametric time-frequency analysis [10-16], wavelet 
transform [19-20] and neural networks [21-22].  

The present paper is especially concerned with the soft 
computing technique such as fuzzy logic system.  The 
adaptative neuro-fuzzy inference system (ANFIS) is selected 
and applied to predict the cut-off frequencies of the symmetric 
and the anti-symmetric circumferential waves (Si and Ai, 
i=1,2,…) for cylindrical shell of various radius ratio b/a that 
cannot be measured experimentally. The cut-off frequencies 
obtained from the computed values using the proper modes are 
used as data in the ANFIS model. In experiments, the time-
frequency representation of Wigner-Ville of the acoustic 
signal backscattered by cylindrical shell is calculated. The 
ANFIS model and the Wigner-Ville technique are tools for the 
statistical analysis, making possible the construction of a 
model of behavior starting from a certain number of examples. 
The model is able to predict the cut-off frequencies of the 
symmetric and the anti-symmetric circumferential waves (Si 
and Ai, i=1, 2…) for aluminum cylindrical shell of various 
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radius ratio b/a. The radius ratios used, in this paper, are 
between 0.4 and 0.99. The cut-off frequencies values 
determined using the ANFIS model are compared with those 
determined from the time-frequency images of Wigner-Ville 
to validate the robustness of the model proposed. In this study, 
we have use three aluminum cylindrical shell of various radius 
radio b/a (0.9, 0.95 and 0.97). These examples are used to 
evaluate the performance and robustness of the ANFIS model 
and make a comparison with the analysis of time-frequency 
Wigner-Ville to determine the dimensional radius ratio of the 
cylindrical shell studied. 

II. BACKSCATTERING RESPONSE FROM A CYLINDRICAL 

SHELL 

A. Acoustic scatring by an air-filled cylindrical shell 

The analysis of acoustic signals scattered by an air-filled 
cylindrical shell immersed in water is a topic that has received 
large attention for several years [1-8]. In previous studies, the 
characterization of the scattering problem is mainly performed 
in the frequency domain. The module of the backscattered 
pressure in the faraway field, called “form function”, by the 
cylindrical shell can be derived directly from a computational 
model [7, 11].  

This module is also called a backscattered spectrum. Apart 
from the specular reflection, the backscattered pressure field 
results mainly from the interactions of different kinds of 
creeping waves that generate “resonances” in the spectrum. 
These resonances are in relation with the symmetric and anti-
symmetric circumferential waves (S0, A1, S1, S2, A2,…). 

The scattering of an infinite plane wave by an air-filled 
cylindrical shell of radii ratio b/a is investigated through the 
solution of the wave equation and the associated boundary 
conditions.  

Fig. 1 shows the cylindrical coordinate orientation and the 
direction of a plane wave incident on an infinitely long 
cylindrical shell in a fluid medium. The fluid (1) inside the 

shell has a density of 1 and propagation velocity c1. In 
general, the outer fluid (2) will be different and is described by 

the parameters  and c. The parameters for the two fluids 
outside and inside the shell are given in Table 1.  

The axis of the cylindrical shell is taken to be the z-axis of 

the cylindrical coordinate system (r, , z). Let a plane wave 
incident on an infinite cylindrical shell with air-filled cavity 
(fluid 2), be submerged in water (fluid 1), see figure 1.  

The backscattered complex pressure Pdiff by a cylindrical 
shell in a faraway field (r >> a, we have neglected the 
diffraction of waves and one receives only the part 
backscattered of the complex pressure field) is the summation 
of the incident wave, the reflective wave, surface waves tell 
shell waves  (whispering Gallery, Rayleigh, ...) and Scholte 
waves (A)  connected to the geometry of the object (figure 
2). The waves  and  are the circumferential waves. For 
these waves one distinguishes the waves A, the symmetric 
waves S0, S1, S2 and the anti-symmetric waves A1, A2. 

 
Fig.1. Geometry used for formulating the sound backscattering from a 

cylindrical shell 

The general form of the backscattered pressure field at 
normal incidence can be expressed as [7-8, 23] 
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Fig.2. Mechanisms of the formation of echoes showing the specular 

reflection  and shell waves  and Scholte wave (A) . 

where is the Neumann factor (n = 1, if n= 0; n = 2, if n> 
0), k=/c is the incident wave number and c is the phase 
velocity in water. 

The physical parameters used in the calculation of the 
backscattered complex pressure are illustrated in table I. 
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TABLE I.  PHYSICAL PARAMETERS 

 Density 

 (kg/m3) 

Longitudinal 

Velocity cL (m/s) 

Transverse 

Velocity cT (m/s) 

Aluminum 

Water 

Air 

2790 

1000 

1.29 

6380 

1470 

334 

3100 

- 

- 

 
The figure 3 shows the module of the backscattered 

complex pressure in function of the reduced frequency ka 
(without unit) given by : 
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Where d=a-b is the thickness of a cylindrical shell and f is 
the frequency of resonance of a wave in Hz. 

 
The temporal signal response P(t) of a cylindrical shell is 

computed by taking the Inverse of Fourier Transform of the 
module of the backscattered complex pressure: 
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Where h() is a smoothing window. 

The succession of shell resonances (corresponding to 
frequency of resonances) in the spectrum of the figure 3 is 
connected with the propagation of acoustic circumferential 
waves: Scholte wave (A) and shell waves (S0, A1, S1, S2, A2, 
…). The temporal signal backscattered by an Aluminum 
cylindrical shell is obtained by the Inverse Transform Fourier 

 
Fig.3. Module of the backscattered complex pressure for an infinite 

aluminum cylindrical shell with air-filled cavity of radii radio b/a=0.95 

of the module of the backscattered complex pressure using 
the equation (4). The figure 4 presents this signal and shows 
the specular reflection  (large amplitude and short duration) 
and several wave packets  and  associated with different 
circumferential waves (A, S0, A1, S1, S2, A2, …). The 
observation of this signal shows a succession of components 
more or less distinct that one seeks then to identify. The 
different echoes finish by overlapping and in these conditions, 
the identifications and measures of arrival times of echoes 
(this time depends on the radii of the tube a and b) become 
difficult, perhaps impossible. This constitutes a major 

disadvantage of the temporal approach. An important feature 
of the acoustic circumferential waves is the velocity dispersion 
that leads to a time spreading of wave packets. 

 

 
Fig.4. Signal backscattered by an aluminum cylindrical shell with air-

filled cavity, b/a=0.95 (Specular reflection echo , shell waves echoes  and 
Scholte wave echo (A) ). 

B. Dispersion and cut-off frequency determined using 

the proper modes theory 

An important feature of the circumferential waves is the 
velocity of dispersion that leads to a time spreading of wave 
packets (shell of waves). In the case of the circumferential 
waves  for instance, the dispersion velocity is significant and 
the time spreading is much more important than in the case of 
. Resonances that appear on the backscattered pressure field 
are linked to the propagation of circumferential waves around 
the tube. One finds the wave of Scholte (A) and the waves of 
shell (S0, A1, S1, S2, A2).  

The group velocity of circumferential waves is estimated 
from the resonance frequencies, using the proper modes 
theory, that correspond to the circumferential waves. The 
calculation of the resonance frequencies of these waves have 
been made by the cancellation of the determinant D given by 
[8]: 
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           (5) 

where the 16 non-vanishing elements dij can all be 
determined from the boundary conditions of the problem, and 
they have all been listed elsewhere [2]. The resolution of the 
equation D=0 allows to determine the different proper modes 
for each type of the symmetric and the anti-symmetric 
circumferential waves (Si and Ai, i=0, 1, 2,…). Once frequencies 
of resonances are determined, we calculate the difference 
ka between two successive resonance frequencies. The group 
velocity of the symmetric and the anti-symmetric 
circumferential waves for each frequency is given by [8]: 

                  kaccg                         (6) 

where ka the gap between two successive resonances. 

The figure 5 shows the evolution of the group velocity in 
function of the (ka) for different waves. 

 







(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 4, No. 6, 2013 

26 | P a g e  
www.ijacsa.thesai.org 

   Starting from the similitude that exists between the 
circumferential waves in the case of a thin elastic tube and the 
Lamb waves in the case of a plaque of the same thickness, it is 
possible to use the classical relations on the Lamb waves to 
ascend to the value of the reduced cut-off frequency of 
circumferential waves in the case of a tube [2-5, 14-15, 24-
25]. 

In the case of a thin plaque, the cut-off frequencies of the 
symmetric and anti-symmetric Lamb waves are given by [2, 
14]: 
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Fig.5. Dispersion velocity of the different circumferential waves of an 

aluminum cylindrical shell of radii radio b/a=0.95 
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where cT and cL are transverse and longitudinal velocities 

of the material constituting the cylindrical shell. The indices s 
and a on the integers m number indicating symmetric and anti-
symmetric modes of plate vibrations respectively. 

The cut-off frequencies, of the symmetric and anti-
symmetric circumferential waves, are determined by 
exploiting the equations 3, 7 and 8 [2, 14]: 
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where ms and ma (integers numbers) are the symmetric and 
anti-symmetric modes of circumferential waves respectively. 

   For the symmetric modes S1 and S2 the cut-off frequencies 

values are calculated from the equations (11) and (12) 

respectively: 

For S1 mode: 
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For S2 mode:  
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For the anti-symmetric modes A1 and A2 the cut-off 

frequencies values are calculated from the equations (13) and 

(14) respectively: 

 

For A1 mode:  
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For A2 mode:  
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The calculated values, using the equations (11) to (14), of 
the cut-off frequencies of the symmetric and anti-symmetric 
circumferential waves A1, S1, S2 and A2 are given in table II. 

TABLE II.  CUT-OFF FREQUENCIES VALUES OF DIFFERENT 

CIRCUMFERENTIAL WAVES FOR ALUMINUM CYLINDRICAL SHELL OF VARIOUS 

RADIUS RATIOS  

 Cut-off frequencies (ka)c 

Cylindrical 
shell 

Mode A1 
ma=0 

 Mode S1 
ms=1 

Mode S2 
ms=0 

Mode A2 
ma=1 

b/a=0.9 66.21 132.43 136.28 198.65 

b/a=0.95 132.43 264.87 272.56 397.30 

b/a=0.97 220.72 441.45 454.26 662.17 

III. DISPERSION ANALYSIS USING TIME-FREQUENCY 

IMAGES 

The analysis of the returned echoes has traditionally been 
done in the frequency domain, and later in the time domain. A 
recent processing technique that seems to be gaining 
acceptance is to work in the combined time-frequency domain. 
Usually, projections of these three-dimensional surfaces are 
shown in the two-dimensional time-frequency plane. This 
evolution can be extracted from the echoes and displayed in as 
much detail as is feasible. Among the large number of existing 
time-frequency representations, some authors [1-2, 8, 10-16] 
have proposed to use the Smoothed Pseudo Wigner-Ville. The 
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choice of this particular distribution results from its interesting 
properties in terms of acoustic applications [1-2, 8, 12, 14-15]. 

A.  Theoretical fundamentals 

The Wigner-Ville distribution (WVD) of the real signal x(t) 
is defined by [4, 8, 11-14] : 
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Time-frequency smoothing can then be applied to reduce 
the amplitude of these spurious terms. It can be achieved by 
using the Smoothed Pseudo Wigner-Ville (SPWV) [1-2]: 






dudfjux

uxutghftSPWVx

)2exp()
2

(

)
2

()()
2

(),(

*

2



  







   (16) 

 
The smoothing windows g(t) and h(t) are introduced into 

the SPWV definition in order to allow a separate control of 
interferences either in time (g) or in frequency (h). 

B.  Dispersion and cut-off frequency using SPWV 

Scattering from a finite object provides many interesting 
subjects for analysing the circumferential waves. For example, 
one of the challenging problems is how to determine the shape 
and physical properties of an object thanks to the SPWV. This 
technique appears to be a very useful tool for such a task, as it 
is able to represent a given signal simultaneously in time and 
frequency domains. 

The resonances brought into evidence on the scattered 
complex pressure (figure 3) are linked to the propagation of 
circumferential waves: Scholte waves (A) and shell waves (S0, 
A1, S1, S2, A2) in the case of a cylindrical shell with light 
thickness. In this study, one is interested only in the symmetric 
and the anti-symmetric circumferential waves (Si and Ai, 
i=1,2,…). According to this spectrum (figure 3), the reduced 
frequencies scale in which appears the symmetric and the anti-
symmetric waves (Si and Ai, i=1,2) are illustrated in the table 
III. 

TABLE III.  RANGE FREQUENCIES OF CIRCUMFERENTIAL WAVES 

FOR ALUMINUM CYLINDRICAL SHELL OF RADII RADIO B/A=0.95 

 Range frequencies (k1a) 

Anti-symmetric wave A1 130 – 200 

Symmetric wave S1 260 – 340 

Symmetric wave S2 270 – 350 

Anti-symmetric wave A2 > 390 

 
Figures 6, 7 and 8 represent the time-frequency images for 

the anti-symmetric circumferential wave A1 for aluminium 
cylindrical shell of various radius ratio b/a. When the time 
augments, the trajectory associated to anti-symmetric wave 
A1, for each case (figures 6, 7 and 8), tends to an asymptotic 
value which equal the cut-off frequency (ka)c of this wave. 

Using the proper modes theory, this frequency is calculated by 
the equation (13). More precisely, this cut-off frequency is the 
intersection point of the asymptotic trajectory of the anti-
symmetric wave A1 and the axis of frequencies (figures 6, 7 
and 8). The values of the cut-off frequency (ka)c obtained from 
these images are presented in table IV. This table presents also 
those values computed with the proper modes theory (equation 
13). We notice that the cut-off frequencies determined from 
the time-frequency images are in good concordance with those 
computed from proper modes theory (PMT). 

TABLE IV.  COMPARISON BETWEEN THE CUT-OFF FREQUENCIES 

VALUES COMPUTED THEATRICALLY AND DETERMINED FROM SPWV IMAGES 

FOR ANTI-SYMMETRIC CIRCUMFERENTIAL WAVE A1 

 Cut-off frequencies (ka)c 

Cylindrical shell Computed 

using PMT 

Determined 

using SPWV 

b/a=0.9 (figure 8) 66.21 66.00.3 

b/a=0.95 (figure 7) 132.43 132.00.3 

b/a=0.97 (figure 6) 220.72 221.00.2 

IV. MATERIALS AND METHOD 

A.  Fuzzy Inference System 

Fuzzy logic is an extension of Boolean logic that allows 
intermediate values between “True” and “False”. In this 
approach the classical theory of binary membership in a set, is 
modified to incorporate the memberships between "0" and "1". 
The fuzzy models are means of capturing humans expert 
knowledge about the process, in terms of fuzzy (if–then) rules. 

 
Fig.6. SPWV of backscattered signal for the first aluminum cylindrical 

shell of radii radio b/a=0.97 (Anti-symmetric circumferential wave A1, 
220<ka<375) 

The fuzzy inference system (FIS) can initialize and learn 
linguistic and semi-linguistic rules; hence it can be considered 
as direct transfer knowledge, which is the main advantage of 
fuzzy inference systems over classical learning systems and 
Neural Networks [26-28]. Often the rules of the fuzzy system 
are designated a priori and the parameters of the membership 
functions are adapted in the learning process from input–
output data sets.  

Basically, a fuzzy inference system is composed of five 
functional blocks, shown in Figure 9, as follows [26-28]:  
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1) A rule base containing a number of fuzzy if–then 

rules. All the uncertainties, non linear relationships, or model 

complications are included in the descriptive fuzzy inference 

procedure in the form of if–then statements. In general, a fuzzy 

if–then rule has two constitutes; first the if part and the second 

the then part; which are called premise and consequent, 

respectively. The general form of a fuzzy if–then 
 

 
Fig.7. SPWV of backscattered signal for the second aluminum cylindrical 

shell of radii radio b/a=0.95 (Anti-symmetric circumferential wave A1, 
130<ka<200) 

rule is as follows; Rule: if Z is A then f is B. 

2) A database, which defines the membership functions 

of the fuzzy sets used in the fuzzy rules. 

3) A decision-making unit, which performs the inference 

operations on the rules. 
 

 
Fig.8. SPWV of backscattered signal for the third aluminum cylindrical 

shell of radii radio b/a=0.9 (Anti-symmetric circumferential wave A1, 

65<ka<120) 

4) A fuzzification inference, which transforms the crisp 

inputs into degree of match with linguistic values. 

5) A defuzzification inference, which   transforms the 

fuzzy results of the inference into a crisp output.  

 

Fig.9. Bloc diagram for a fuzzy Inference System 

Several types of FIS have been proposed in the 
literature[29], which, vary due to differences between the 
specification of the consequent part and the defuzzification 
schemes. This paper incorporates one of these types, the so-
called Takagi and Sugeno FIS [30], to propose a systematic 
scheme for the development of fuzzy rules using the 
input/output data sets. 

A typical fuzzy rule in a sugeno fuzzy model has the 
format: 

                  If x is A and y is B then z = f(x, y) 
where A and B are fuzzy sets in the antecedent; z =f(x, y) is 

a crisp function in the consequent. Usually f(x, y) is a 
polynomial in the input variable x and y, but it can be any 
other functions that can appropriately describe the output of 
the system within the fuzzy region specified by the antecedent 
of the rule. When f(x, y) is a first order polynomial, we have 
the first-order sugeno fuzzy model. When f is a constant, we 
then have the zero-order Sugeno fuzzy model. Consider first-
order Sugeno fuzzy inference systems which contain two 
rules: 

   Rule 1:  if x is 1A and y is  1B    then    .1111 ryqxpf   

   Rule 2:  if x is 2A and y is 2B   then    .2222 ryqxpf   

Weighted averages are used in order to avoid complexity 
in deffuzification processes. Figure 10 illustrates graphically 

the fuzzy reasoning mechanism to derive an output f from a 

given input vector (x, y). The firing strengths 1 and 2 are 

usually obtained as the product of the membership grades in 

the premise part, and the output f  is the weighted average of 

each rule’s output. To facility the learning of the sugeno fuzzy 
model, into the framework of adaptative networks we can 
compute gradient vectors systemically. The resultant network 
architecture is called Adaptative Neuro Fuzzy Inference 
system (ANFIS). 

B.  Adaptive neuro-fuzzy inference system architecture  

The Adaptive Network-based Fuzzy Inference System 
(ANFIS) is developed by Jang in 1993 [26]. This model use 
neuro-adaptive learning techniques, which are similar to those 
of neural networks. Given an input/output data set, the ANFIS 
can construct a Fuzzy Inference System whose membership 
function parameters were adjusted using a hybrid algorithm 
learning that is a combination of Last Square estimate and the 
gradient descent back-propagation algorithm or other similar 
optimisation technique. This allows Fuzzy system to learn 
from the data they are modelled. 
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For simplicity, we assume the fuzzy inference system with 

two input, x and y with one response f . From the first-order 

Sugeno fuzzy model, a typical rule set with two fuzzy if-then 
rules can expressed as below. The corresponding equivalent 
ANFIS architecture is as shown in figure 11. The system 
architecture consists of five layers, namely; fuzzy layer, 
product layer, normalized layer, fuzzy layer and total output 
layer. The following section in depth the relationship between 
the input and output of each layer in ANFIS. 

Layer 0: It consists of plain input variable set. 

Layer 1: It is the fuzzy layer. Each node in this layer 
generates a membership grade of a linguistic label. For 
instance, the node function of the ith node may be generalized 
bell membership function: 
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                          (17)  

where x is the input to node i; iA is the linguistic label 

(small, large, etc.) associated with this node; and { iii cba ,, } is 

the parameter set that changes the shapes of the membership 
function. Parameters in this layer are referred to as the premise 
parameters. 

Layer 2: The function is T-norm operator that performs 
the firing strength of the rule, e.g., fuzzy conjective AND and 
OR. The simplest implementation just calculates the product 
of all incoming signals. 

                  (y))( iii BxA   , i=1,2                (18)                

 
Layer 3: Every node in this layer is fixed and determines a 

normalized firing strength. It calculates the ratio of the ratio of 
the jth rule’s firing strength to the sum of all rules firing 
strength. 

                  
21 
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Layer 4: The nodes in this layer are adaptive are 
connected with the input nodes and the preceding node of 
layer 3. The result is the weighted output of the rule j. 
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where i is the output of layer 3 and { iii rqp ,, } is the 

parameter set. Parameters in this layer are referred to as the 
consequent parameters. 

Layer 5: This layer consists of one single node which 
computes the overall output as the summation of all incoming 
signals. 
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The constructed adaptive network in figure 11 is 
functionally equivalent to a fuzzy inference system in figure 

10. The basic learning rule of ANFIS is a combination of last 
squar error and the back-propagation gradient descent, which 
calculates error signals (the derivative of the squared error 
with respect to each node’s output) recursively from the output 
layer backward to the input nodes. This learning rule is exactly 
the same as the back-propagation learning rule used in the 
common feed-forward neural networks. 

 
Fig.10. First-order Sugeno fuzzy model 

 
Fig.11. ANFIS architecture 

V. COLLECTION OF DATA 

The conception of the fuzzy logic model requires the 
determination of the relevant entries that have a significant 
influence on the required model. In this work, a data base is 
collected to involve and test the performance of the model 
starting from the results obtained by the time-frequency of 
Wigner-Ville method then supplemented by data resulting 
from the proper modes theory of the circumferential waves. 
The density of material, the radius ratio, the index of the anti-
symmetric and symmetric circumferential waves, and 
longitudinal and transverse velocities, of the material 
constituting the cylindrical shell, are retained like relevant 
entries of the model because these parameters characterize the 
cylindrical shell and the types of circumferential waves 
propagating around this one. The cut-off frequency (ka)c, of 
the anti-symmetric and symmetric circumferential waves (Si 
and Ai, i=1,2) for a aluminum cylindrical shell with different 
radius ratios b/a, constitutes the output of  fuzzy system. The 
collected data for the training and validation phases of the 
fuzzy logic system model are represented in tables I and II. 
For example, for aluminum cylindrical shell, the density is 
2700 kg/m3, the transverse velocity is 3100 m/s and the 
longitudinal velocity is 6380 m/s. For the anti-symmetric 
circumferential wave A1 the cut-off frequency is 132.43 for a 
radius ratio b/a equal to 0.95. 

VI. RESULTS AND DISCUSSION 

The performance of ANFIS models for training and testing 
data sets were evaluated according to statistical criteria such 
as, coefficient of correlation R, MAE, MRE, SE, and root mean 
square error (RMSE). The selection of different models is done 
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comparing the errors of the ANFIS configuration, calculating 
the MAE, the MRE and the SE of the cut-off frequency. The 
coefficient of correlation R and the determination R2 of the 
linear regression are used like performance measures of the 
model between the predicated and the desired output. The 
different error measures and the coefficient of correlation are 
given by the following relations: 
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where n is the number of data, Pi and Di is the predicted 
and desired of cut-off frequency respectively and Pm is the 
mean of predicted values.  

The coefficient of correlation is a commonly used statistic 
and provides information on the strength of linear relationship 
between the observed and the computed values. The training 
and testing performances of ANFIS models are given in 
figures 12 to 15. 

The analysis is repeated several times. Indeed, the error 
values are measured for each ANFIS architecture based on the 
number of rules and the type of the membership function used. 
In this work we tried to play on the number of rules and the 
number of epochs we have observed that the error values of 
our models decrease more than the number of rules, and the 
number of epochs is increases. The results of the measured 
errors are presented in figures 12 to 15 for each 
circumferential wave (A1, S1, S2 and A2). Tables V to VI 
show that the results obtained by the fuzzy system method are 
in good agreement with those determined from the results 
calculated using the proper modes theory of resonances, and 
they are better to those determined manually from the time-
frequency of Wigner-Ville images (Table V).  

TABLE V.  RESULTS OF THE CUT-OFF FREQUENCIES OF MODE A1 

OBTAINED BY THE ANFIS MODEL, THE PROPER MODES THEORY AND BY THE 

TIME-FREQUENCY OF WIGNER-VILLE IMAGES 

 Cut-off frequencies (ka)c  

Cylindrical 

shell 

Computed 

using PMT 

Determined 

using ANFIS 

Determined 

using SPWV  

b/a=0.9 (figure 

8) 

66.21 66.16 66.00.3 

b/a=0.95 (figure 

7) 

132.43 132.59 132.00.3 

b/a=0.97 (figure 

6) 

220.72 221.32 221.00.2 

 

TABLE VI.  RESULTS OF THE CUT-OFF FREQUENCIES OF DIFFERENT 

MODES OBTAINED BY THE ANFIS MODEL AND THE PROPER MODES THEORY 

PMT FOR THE CYLINDRICAL SHELL 

 (ka)c computed and determined 

 ANFIS PMT ANFIS PMT ANFIS PMT 

 b/a=0.9 b/a=0.95 b/a=0.97 

Mode 

A1 
66.16 66.21 132.59 132.43 221.32 220.72 

Mode 

S1 
132.32 132.43 265.17 264.87 446.64 441.45 

Mode 

S2 
136.16 136.28 272.87 272.56 459.60 454.26 

Mode 

A2 
198.51 198.65 398.49 397.30 668.95 662.17 

 
The results of the different error measures and the 

coefficient of correlation (MRE, MAE, SE and R) are given in 
the table VII. And also are illustrated on the Figs. 12a to 15a. 
So, it is interest to use the approach of the Fuzzy Logic. The 
best configuration is found for a network with 13 rules. The 
predicted values are traced according to the desired values in 
the figures 12 to 15 ((a), (b), and (c)). The results show the 
good agreement between the predicted and the desired values 
of the cut-off frequency. The coefficient of determination R2 
for this optimal configuration is 1 (Figs. 12(a) to 15 (a)). Figs. 
12 to 15 (a and b) show that the cut-off frequency increases 
rapidly when the radius ratio b/a of the cylindrical shell tends 
to one. The evolution of the mean quadratic errors (RMSE) of 
training during the training phase is illustrated on Fig. 16. 

TABLE VII.  RESULTS OF THE DIFFERENT ERROR MEASURES AND 

THE COEFFICIENT OF CORRELATION (MRE, MAE, SE AND R) WITH 13 RULES 

Error 
measures Mode A1 Mode S1 Mode S2 Mode A2 

MAE 0.03 ka 0.08 ka 0.07 ka 0.07 ka 

MRE 0.8 10
-3 

ka 0.8 10
-3 

ka 0.8 10
-3 

ka 0.5 10
-3 

ka 

SE 9 10
-3 

ka 10
-2 

ka 2 10
-2 

ka 10
-2 

ka 

R=R
2
 1 1 1 1 

 

VII. CONCLUSION  

The main aim of this work was to train an ANFIS model to 
predict cut-off frequency with the minimum of input data. 
Results show that the trained model can be used as an 
alternative way in the modelling behaviour system. This fuzzy 
logic model taking into account some characteristics of the 
tube is developed in order to predict the cut-off frequency for 
various types of circumferential waves A1, S1, S2, A2. In this 
article, this model is applied to aluminum tubes. This model 
can be used to predict the evolution of the group and phase 
velocities according to the frequency. It also can constitute a 
help for the estimate of various parameters of a tube starting 
from the characteristics of which it is disposed. 

The use of the fuzzy logic does not present any 
approximation as in the case of the natural modes method 
which assimilates the tubes to the plates with the same 
thickness and that is not sullied with errors as in the case of 
the time-frequency representations of Wigner-Ville that    
determines the cut-off dimensionless frequency manually 
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starting from the time-frequency image. This article can be 
used as a new tool for characterization of an elastic tube. This 
method allows one to determine automatically and with good 

precision the reduced cut-off frequency of an antisymmetric 
wave propagating around the tube. The R2 value in fig is about 
1, which can be considered as very satisfactory.
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Fig.12. (a) Correlation of desired versus ANFIS values of cut-off frequency 

of anti-symmetric wave A1 with validation data set, (b) Cut-off frequency as a 

function of radius ratio of aluminum cylindrical shell on training data set and 

(c) Cut-off frequency as a function of radius ratio of an aluminum cylindrical 

shell on validation data set 
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Fig.13.  (a) Correlation of desired versus ANFIS values of cut-off 

frequency of Symmetric wave S1 with validation data set, (b) Cut-off 

frequency as a function of radius ratio of aluminum cylindrical shell on 

training data set and (c) Cut-off frequency as a function of radius ratio of an 
aliminum cylindrical shell on validation data set 
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Fig.14.  (a) Correlation of desired versus ANFIS values of cut-off 

frequency of Symmetric wave S2 with validation data set, (b) Cut-off 

frequency as a function of radius ratio of aluminum cylindrical shell on 

training data set and (c) Cut-off frequency as a function of radius ratio of an 
aliminum cylindrical shell on validation data set 
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Fig. 15. (a) Correlation of desired versus ANFIS values of cut-off frequency 

of Anti-symmetric wave A2 with validation data set, (b) Cut-off frequency as 

a function of radius ratio of aluminum cylindrical shell on training data set and 

(c) Cut-off frequency as a function of radius ratio of an aluminum cylindrical 

shell on validation data set 
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Fig.15. Visualization of errors of training and testing as a function of the 

number of iteration for an ANFIS to four entries and tree rules. Anti-

symmetric and Symmetric waves (a) A1, (b) S1, (c) S2, (d) A2 
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Abstract—Although Enterprise 2.0 collaboration technologies 

present enterprises with a significant amount of business 

benefits; enterprises are still facing challenges in promoting and 

sustaining end-user adoption. The purpose of this paper is to 

provide a systematic review on Enterprise 2.0 collaboration 

technology adoption models, challenges, as well as to provide 

emerging statistic approaches that purport to address these 

challenges. 

The paper will present four critical Enterprise 2.0 adoption 

elements that need to form part of an Enterprise 2.0 

collaboration technology adoption strategy. The four critical 

elements were derived from the ‘SHARE 2013 for business users’ 

conference conducted in Johannesburg, South Africa 2013, as 

well as a review of the existing literature. The four adoption 

elements include enterprise strategic alignment, adoption 
strategy, governance, and communication, training and support. 

The four critical Enterprise 2.0 adoption elements will allow 

enterprises to ensure strategic alignment between the chosen 

Enterprise 2.0 collaboration technology toolset and the chosen 

business strategies.  In addition by reviewing and selecting an 

appropriate adoption strategy that incorporates governance, 

communication and a training and support system, the enterprise 

can improve its ability towards a successful Enterprise 2.0 
adoption campaign. 

Keywords--Web 2.0; Enterprise 2.0; collaboration; technology 

adoption; adoption strategy; critical adoption elements 

I. INTRODUCTION 

Web 2.0 technologies have made significant advancements 
in providing users with the tools required to adopt and promote 
a culture of enterprise collaboration. Compared to its 
predecessor, Web 1.0, Web 2.0 represents a paradigm shift in 
the way in which people share, contribute and distribute 
content [21],[11].   

The term ‘Web 2.0’, is generally used interchangeably with 
the term ‘Enterprise 2.0’ [3]. However, there is a clear 
distinction between the two terms. Ramirez-Medina [16], states 
that the term ‘Enterprise 2.0’ is the application of Web 2.0 
technologies within the enterprise environment, in order to 
allow employees to collaborate, share ideas, communicate and 
generate content. The term ‘collaboration’ within the Enterprise 
2.0 context, can be defined as a process whereby two or more 
individuals, groups or enterprises work together to achieve a 
common goal [9]. Although enterprises are increasingly 
investing in Enterprise 2.0 collaboration technology toolsets to 
facilitate knowledge sharing, enterprise communication and 
collaboration, many enterprises are still facing significant 

challenges pertaining to end-user adoption. The adoption 
process is often faced with end-user resistance resulting in a 
lengthy adoption process. 

A market research conducted by the Association for 
Information and Image Management (AIIM) in 2009 on 
enterprises operating within United States, Canada, United 
Kingdom, Ireland and Europe concluded that 50% of 
enterprises were unable to justify a return on investment (ROI) 
in Enterprise 2.0 collaboration technology tools, 43% lacked a 
full understanding of the capabilities of Enterprise 2.0 
collaboration technologies, and 40% identified corporate 
culture as an major stumbling block [6].   

AIIM conducted a follow up market research survey in 
2011 on enterprises operating within North America and 
Europe, in which 451 of their AIIM community network 
members responded. Their research findings concluded that 
reluctance of staff to contribute is one of the major barriers 
towards Enterprise 2.0 collaboration technologies adoption. 
Secondly, a lack of top management participation had 
increased from 26% in 2010 to 36% in 2011 [5].   

Against this background, the focus of this paper is to 
identify the critical adoption elements required in order to 
formulate a successful Enterprise 2.0 collaboration technology 
adoption strategy. The remainder of this paper consists of three 
sections. The first section entitled: ‘State of the art’, presents an 
overview of the existing literature, including Enterprise 2.0 
collaboration toolsets, adoption models as well as a review on 
existing Enterprise 2.0 collaboration technology adoption 
challenges. The ‘Discussion’ section, presents a comparison 
overview between the various Enterprise 2.0 adoption models 
as well as adoption strategies. The remainder of this section 
presents the findings of the ‘SHARE 2013 for business users’ 
conference, conducted in Johannesburg, South Africa 2013, in 
which the findings are expressed into four critical Enterprise 
2.0 adoption elements. Lastly, a conclusion is presented as well 
as proposed future research projects. 

II. STATE OF THE ART 

A. Enterprise 2.0 

McAfee (2006) [4], was the first to coin the term 
“Enterprise 2.0” defining it as “the use of emergent social 
software platforms within companies, or between companies 
and customers”. Based on this definition, Enterprise 2.0 can be 
regarded as a platform of services that can be applied within 
and outside the enterprise environment in order to stimulate 
enterprise collaboration.  
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Enterprise 2.0 allows enterprises to leverage Web 2.0 
technologies to harness collective intelligence through 
participation. In addition Enterprise 2.0 collaboration 
technology toolsets, present significant benefits to an 
enterprise, by fostering collaboration between employees, 
suppliers, partners and customers and ultimately contributing 
towards enterprise intellectual capital and knowledge [2].   

B. Enterprise 2.0 collaboration toolsets 

A number of Enterprise 2.0 collaboration technology 
toolsets exist within the market. Gartner annually produces an 
Enterprise Content Management (ECM) magic quadrant 
analysis of Enterprise 2.0 collaboration technology toolsets.  
The magic quadrant analysis consists of four quadrants as 
depicted in Figure 1 and these include: 

Leaders. Leaders refer to vendors who have established 
themselves as market leaders within a selected market space. 
Leaders can be described as vendors who consistently achieve 
financial performance and growth. In essence, they can be 
described as the best-of-breed within a selected market space. 

Challengers. Challengers offer good functionality, 
however they still lack the vision and execution ability of 
vendors within the leaders quadrant. 

Visionaries. Visionaries offer similar capabilities as other 
vendor leader toolsets; however, they have less ability to 
execute than vendors operating within the leader and 
challengers quadrants. 

Niche players. Niche players typically focus on specific 
elements of enterprise content management technology 
toolsets. This quadrant generally includes vendors still 
maturing their enterprise content management toolset.  

Gartner identifies the following Enterprise 2.0 collaboration 
technology toolset leaders, they include IBM WebSphere, 
Oracle WebCenter, Microsoft SharePoint, OpenText, EMC, 
OpenText and Hyland Software. Figure 1 depicts the latest 
Granter Enterprise Content Management magic quadrant 
analysis conducted in 2012 [18].  The leaders are briefly 
described in Table 1. 

 
Fig. 1. Granter Enterprise Content Management magic quadrant (2012) 

TABLE I.  GARTNER ENTERPRISE CONTENT MANAGEMENT LEADERS (2012) 

[18] 

Enterprise 2.0 

collaboration 

technology 

toolset 

Toolset overview 

IBM 

WebSphere 

The IBM WebSphere Portal Enterprise 2.0 

collaboration toolset was one of the first 
collaboration toolsets to enter the market. A 
number of large enterprises have invested in the 
IBM WebSphere toolset due to it is highly 
scalability nature, especially around other IBM 
toolsets. 

Oracle Web 

Center 

The Oracle WebCenter collaboration toolset 

embeds a number of Web 2.0 collaboration 
technology tools such as content management, 
enterprise search, and social software 
collaboration and communication services. The 
biggest differentiator of the Oracle WebCenter 
collaboration toolset, is Oracles commitment to 
a highly Software Oriented Architecture (SOA) 
solutions. 

Microsoft 
SharePoint 

The latest version of Microsoft SharePoint, 
Microsoft SharePoint 2013 encapsulates a 
number of Web 2.0 technologies, allowing 
knowledge workers to create, collect, organize 
and collaborate on various forms of content 
within a web-based environment. 

OpenText OpenText are regarded as the leaders within the 

Enterprise Information Management (EIM) 
market space. There toolsets are highly 
optimized for content management and content 
searching. However, they lack the social and 
collaboration elements compared to the other 
toolsets within the leader’s quadrant. 

EMC EMC have focused their research and 
development efforts in providing a cloud based 

content management solution, known as EMC 
OnDemand. The EMC OnDemand service 
allows enterprises to conduct end-to-end content 
management without investing in any 
infrastructure.  

Hyland 
Software 

Hyland software mostly provides services to 
medium size enterprise customers in North and 

South America. The biggest differentiator of the 
Hyland software collaboration toolset is its 
ability to integrate with other Information 
systems. 

C. Technology adoption models 

Enterprise 2.0 collaboration technologies require user 
acceptance and participation to be successful [13].  It is 
therefore important to conduct a review of the existing 
adoption theories and models.  

The ‘diffusion of innovations’ theory first proposed by 
Rogers (2003) [8] is highly regarded as one of the more 
popular technology adoption theories. The ‘diffusion of 
innovations’ theory comprises four main elements that either 
promote individual and enterprise acceptance or rejection 
towards a technology toolset.  

The first element ‘innovation’ refers to the perceived 
newness characteristics of a technology toolset, the prospects 
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of new benefits towards the individual and enterprise. The 
second element ‘communication channels’ is the process 
whereby participants generate and share content with one 
another to achieve a mutual understanding. The third element 
‘time’ relates to the rate at which individuals and enterprises 
adopt a technology toolset. Lastly, the forth element ‘social 
system’, can be described as a set of interrelated units that 
encourage a joint problem-solving culture to accomplish a 
common goal. 

According to Rogers [8], the innovation-decision process 
can be described as “an information-seeking and information-
processing activity, where an individual is motivated to reduce 
uncertainty about the advantages and disadvantages of an 
innovation”. Figure 2 depicts the innovation-decision process, 
which consists of five sequential steps, namely knowledge, 
persuasion, decision, implementation and confirmation. 

 
Fig. 2. Five stages of the Innovation-Decision Process [8] 

 Knowledge. Within the knowledge stage, individuals 
address the question. What innovation is and how it 
works? The knowledge gained helps motivate 
individuals to learn more about the innovation, and 
thereby promoting adoption. 

 Persuasion. Within the persuasion stage, the individual 
forms either a positive or a negative attitude towards the 
innovation. The individual forms his or her attitude 
towards the innovation based on the knowledge gained. 

 Decision. Within the decision stage, the individual 
chooses either to adopt or reject the innovation. The 
individual may make a decision to continue to adopt the 
innovation or discontinuance the decision to adopt the 
innovation, implying to reject the innovation after 
adopting it. The individual may also decide to continue 
to reject the innovation, or to adopt the innovation at a 
later stage. 

 Implementation. During the implementation stage the 
innovation is put into practice. Innovation brings about 
change, thus the implementation stage has some degree 
of uncertainty. It is important that during this stage, the 
implementer makes use of technical assistance in order 
to bring about change in the enterprise. 

 Confirmation. Within the confirmation stage, the 
individual seeks support based on his or her decision. 
Depending on the support provided towards adoption, 
the innovation may lead to continued adoption, or 
discountenance of the innovation. 

Another well-known technology adoption model, the 
Technology Acceptance Model (TAM), was first developed by 
Davis [12]  in 1986 and has been extensively studied in terms 
of information system (IS) adoption. TAM adopts two primary 
perspectives towards the use of new technology, namely 
perceived usefulness and perceived ease of use. The TAM 
model is based on the assumption that the easier the technology 
is to use, the greater the acceptance and use of the technology 
will be [12]. The TAM model was later extended to include 
two additional perspectives, the social influence process and 
the cognitive instrument process, which could also influence 
the perceived usefulness of technology [23]. 

Although the technology acceptance model addressed the 
perceived usefulness and ease of use of a technology toolset, it 
did not address the benefits and costs associated in investing in 
a technology toolset. The value-added model (VAM) does 
however address these two elements. VAM is based on the 
cost-benefit trade-off approach, which weighs the perceived 
benefits against the costs of achieving those benefits [14]. 

Research conducted on the VAM model concludes that if 
the perceived benefits of Enterprise 2.0 collaboration 
technologies outweigh the costs (i.e. financial investment, 
risks/information leakage, loss of control of the system, ethical 
issues, etc.), there will be a positive attitude towards adopting 
Enterprise 2.0 technologies [22]. 

Although the technology adoption models presented above 
have been applied and tested during the last few decades, in a 
number of Information System (IS) selection processes as well 
as implementations, addressing elements such as perceived 
ease of use, identifying the underlying costs and benefits, 
identifying end-user and enterprise attitude towards technology 
acceptance or rejection. They do not address the end-user 
motivation elements required to sustain Enterprise 2.0 
technology adoption within an enterprise. 

An Enterprise 2.0 collaboration technology adoption 
strategy requires a well-defined governance framework, which 
should be aligned and be supportive of the enterprises 
underlying business strategy. In addition, the technology 
adoption models presented above do not address 
communication, training and support frameworks required to 
assist end-users to transition towards Enterprise 2.0 
collaboration technology adoption. 

Based on this background, it is important to review the 
challenges currently experienced by enterprises, when adopting 
Enterprise 2.0 collaboration technologies, prior to formulating 
a conclusion on the critical adoption elements required within 
an Enterprise 2.0 collaboration technology adoption strategy. 

D. Enterprise 2.0 adoption challenges 

The challenges associated with the adoption and promotion 
of Enterprise 2.0 collaboration technologies can be grouped in 
terms of either technological or organisational challenges. 
Table 2 provides a review of the existing literature; suggesting 
that Enterprise 2.0 collaboration technology adoption 
challenges can be grouped into the following five categories: 
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TABLE II.  ENTERPRISE 2.0 COLLABORATION TECHNOLOGY 

ADOPTION CHALLENGE CATEGORIES 

Enterprise 2.0 
collaboration 

technology adoption 
challenge category 

Challenge overview 

Enterprise change Users have established repetitive routines in using 
certain technologies on a daily basis, for example 
electronic email, and find it difficult to change or 
adapt to new forms and ways of using technology. 
Enterprise 2.0 collaboration technologies require a 
radical change within the work environment, 
organisational structures and business processes 
[17], [4]. 

Enterprise culture  Culture plays a significant role in technology 
adoption. Enterprise 2.0 collaboration technologies 
require a culture that promotes innovation, 
collaboration and participation [17], [7]. 

Technology interest  If there is no clear vision or strategic direction in 
terms of why a new type of technology should be 
used, it will lead to a low adoption rate. The vision, 
goals and benefits of Enterprise 2.0 collaboration 
technologies need to be communicated and clearly 
understood by all enterprise end-users [17], [7]. 

Technology 
complexity 

Often end-users are faced with technology 
complexities, such as information overload, lack of 
user interface consistency resulting in cognitive 
constraints. In some cases technology complexity is 
as a result of poor technology design, however in 
most cases, it is as a result of a lack of user 
awareness and training. A business and technical 
support structure needs to be available to address 
end-user concerns and suggestions [20]. 

Enterprise security Information security and intellectual capital 
protection is vital to any enterprise. In addition, any 
technology that could expose an organization to 
vulnerability or loss of information might be 
disregarded or restricted. This contradicts the very 
nature of Enterprise 2.0 collaboration technologies, 
which promote information sharing and social 
collaboration [10], [17]. 

 

The five adoption challenge categories suggest that an 
Enterprise 2.0 collaboration technology adoption strategy 
should incorporate a governance framework that addresses 
roles and responsibilities, in order to define ownership and 
acceptable usage.  

In addition, a governance framework should also 
incorporate an effective change management process, in order 
to facilitate change within the selected enterprise. The chosen 
change management process needs to be conducive towards the 
enterprises underlying culture in order to be effective. 

In addition to a well-structured governance framework, an 
effective communication plan, training and support structure is 
required. As with most Information System (IS), Enterprise 2.0 
collaboration technology toolsets also require functionality, 
process and procedural information to be communicated to the 
target end-user community. The end-user community needs to 
be informed and made aware of the values as well as the 
guiding principles in the utilization of a selected Enterprise 2.0 
collaboration technology toolset. 

III. DISCUSSION 

Having reviewed and examined the Enterprise 2.0 
collaboration technology adoption model as well as challenges 
previously studied. The next section presents an alternative 
perspective towards formulating an Enterprise 2.0 collaboration 
technology adoption strategy.  

The perspective is based on a systematic review of existing 
literature as well as the content and views expressed by experts 
at the ‘SHARE 2013 for business users’ conference in 
Johannesburg, South Africa 2013. Based on the information 
gathered, the research suggest that an Enterprise 2.0 
collaboration technology adoption strategy should incorporate 
the following four critical adoption elements, as depicted in 
Figure 3. The four critical adoption elements will be described 
in the following four sections. 

 

Fig. 3. Four critical Enterprise 2.0 collaboration technology adoption 
elements 

A. Enterprise strategic alignment 

As with most enterprise investments, either in people or 
technology, the investment needs to compliment the enterprises 
chosen strategic direction. Only once the enterprise strategic 
direction and vision is well known, can an Enterprise 2.0 
collaboration technology toolset be selected. The strategic 
vision should be translated into business drivers, which in turn 
serve as business functional requirements. 

In addition, an information architecture assessment needs to 
be performed. The information architecture should address the 
type of content and relationships between content that needs to 
be hosted and distributed by an Enterprise 2.0 collaboration 
technology toolset. 

Once the information architecture and business functional 
requirements have been established, an Enterprise 2.0 
collaboration technology toolset gap analysis needs to be 
conducted. This will assist in selecting an appropriate toolset 
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that can address the information architecture as well as 
business functional requirements [20], [15]. 

B. Adoption approach 

A review of the existing literature suggests that the best 
path towards Enterprise 2.0 collaboration technology adoption 
is to adopt a hybrid approach. The top-down element, provides 
guidance, support and adherence towards the strategic 
objectives, while the bottom-up element allows for autonomy 
to explore and create content, thus improving participation. 

The adoption approach needs to compliment the enterprises 
underlying culture. In addition, a hybrid adoption approach can 
assist in bringing about change within the enterprise, vital 
towards sustaining end-user participation [1], [2]. 

C. Governance 

As with most information systems, Enterprise 2.0 
collaboration technologies require governance.  An Enterprise 
2.0 collaboration technology governance framework needs to 
be established and maintained. The governance framework 
needs to compliment the enterprises strategic objectives as well 
as clearly define the roles and responsibilities in relation to 
participation. 

In addition, the governance framework needs to incorporate 
a clear decision making authority. The decision making 
authority should formulate the Enterprise 2.0 collaboration 
technology roadmap, training and communication program as 
well as promote end-user participation. 

Although a governance framework is vital towards a 
successful Enterprise 2.0 collaboration technology adoption 
strategy, it should not be a barrier towards end-user 
participation.  De Hertogh et al. [19], suggests that a 
governance framework should also incorporate the following 
four grounding principles: 

 The empowerment principle. End-users should be 
given sufficient autonomy to explore and master 
Enterprise 2.0 collaboration technology toolsets. The 
novelty of Enterprise 2.0 collaboration technologies 
sparks the curiosity and enthusiasm of end-users to 
adopt the technology toolset. 

 The processes principle. Enterprise 2.0 collaboration 
technologies present enterprises with the ability to 
improve on or rather automate certain business process 
elements. End-users should be granted sufficient 
autonomy to exploit these business benefits.  

 The collaboration principle. Top- and middle 
management should be wary of limiting too much 
access as this will have a direct impact on end-users 
ability to contribute and distribute content for 
collaboration purposes. 

 The people and culture principle. Continuously 
stimulate, guide and convince potential participants of 
the business value of Enterprise 2.0 collaboration 
technologies. Training and awareness should form a 
critical element of the chosen governance strategy and 
implementation plan. 

D. Communication, training and support 

As with most enterprise information systems, in order to 
gain participation, end-user awareness and support structures 
are required. It is important to address the ‘What is in it for 
me?’ question when establishing end-user awareness. The more 
exposure end-users gain from the chosen Enterprise 2.0 
collaboration technology toolset, pertaining to its capabilities, 
the more likely effective end-user adoption will occur.  

An Enterprise 2.0 collaboration technology adoption 
strategy should also incorporate a formal communication plan. 
The communication plan needs to address the frequency of 
communication, type of content and end-user audience who 
needs to be informed. 

In addition, a training and support structure needs to be 
established. The training program needs to incorporate both 
online training content as well as workshop training sessions to 
allow for questions and answers not addressed by the available 
online or printed training content. [20]. 

The four critical adoption elements could allow enterprises 
to facilitate change towards adoption, as well as assist in 
gaining and sustaining end-user participation. Moreover, the 
elements should help guide the underlying Enterprise 2.0 
collaboration technology implementation team as well as 
toolset supporting teams in formulating a communication plan, 
governance framework, training plan and acceptable usage 
policies and procedures. 

IV. CONCLUSION 

This paper presented a systematic review of the existing 
literature pertaining to Enterprise 2.0 collaboration technology 
adoption models as well as the underlying Enterprise 2.0 
collaboration technology adoption challenges. 

Although a number of technology adoption models have 
been studied during the last few decades, in relation to end-user 
acceptance and participation of Information systems (IS) 
including Enterprise 2.0 collaboration technologies. The 
technology adoption models reviewed, the Diffusion of 
innovations theory, Technology Acceptance Model (TAM) and 
the Value-added model (VAM) do not address the motivation 
and sustainability elements required by an Enterprise 2.0 
collaboration technology toolset.  

An alternative perspective towards formulating an 
Enterprise 2.0 collaboration technology adoption strategy was 
presented. In which four critical adoption elements were 
suggested. The four critical adoption elements include 
enterprise strategic alignment, adoption strategy, governance, 
and communication, training and support, which should form 
part of any Enterprise 2.0 collaboration technology adoption 
strategy. 

The four critical adoption elements were derived based on a 
systematic review of the existing literature as well as 
interviews conducted with leading experts within the Enterprise 
2.0 collaboration field, who presented at the SHARE 2013 for 
business users’ conference conducted in Johannesburg, South 
Africa 2013.  
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The experts interviewed have been exposed to a number of 
Enterprise 2.0 collaboration technology implementation 
projects as well as assisting enterprises in North America and 
South Africa, in formulating there underlying adoption 
strategies. The findings were analyzed based on interview notes 
as well as literature content from the conference and available 
academic repositories. 

Although the four critical adoption elements could greatly 
facilitate end-user adoption, future research is required in order 
to assess the extent to which these four critical adoption 
elements should be encapsulated into an adoption strategy. 
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Abstract— Face recognition is one of the biometric methods 

that is used to identify any given face image using the main 

features of this face. In this research, a face recognition system 

was suggested based on four Artificial Neural Network (ANN) 

models separately: feed forward backpropagation neural 

network (FFBPNN), cascade forward backpropagation neural 

network (CFBPNN), function fitting neural network (FitNet) and 

pattern recognition neural network (PatternNet). Each model 

was constructed separately with 7 layers (input layer, 5 hidden 

layers each with 15 hidden units and output layer). Six ANN 

training algorithms (TRAINLM, TRAINBFG, TRAINBR, 

TRAINCGF, TRAINGD, and TRAINGD) were used to train 

each model separately. Many experiments were conducted for 

each one of the four models based on 6 different training 

algorithms. The performance results of these models were 

compared according to mean square error and recognition rate 

to identify the best ANN model. The results showed that the 

PatternNet model was the best model used. Finally, comparisons 

between the used training algorithms were performed. 

Comparison results showed that TrainLM was the best training 
algorithm for the face recognition system. 

Keywords—Face Recognition; Backpropagation Neural 

Network (BPNN); Feed Forward Neural Network; Cascade 

Forward; Function Fitting; Pattern Recognition  

I. INTRODUCTION  

Human Face represents complex, multidimensional, 
meaningful visual motivation. It is difficult to develop a 
computational model for face recognition. Building good 
computer system similar to human ability to recognize faces 
and overcome humans’ limitations is regarded as a great 
challenge [1]. The human ability to recognize faces has several 
difficulties such as: similarity between different faces; dealing 
with large amount of unknown human faces; expressions and 
hair can change the face; and also face can be viewed from 
number of angles in many situations. A good face recognition 
system must be robust to overcome these difficulties and 
generalize over many conditions to capture the essential 
similarities for a given human face [2]. A general face 
recognition system consists of many processing stages: face 
detection; facial feature extraction; and face recognition. Face 
detection and feature extraction phases could run 
simultaneously [3]. 

In the recent years, artificial neural networks (ANN) were 
used largely for building intelligent computer systems related 
to pattern recognition and image processing [4]. The most 
popular ANN model is the backpropagation neural network 
(BPNN) which can be trained using backpropagation training 
algorithm (BP) [5]. Many literatures related to face 
recognition system which based on different approaches such 
as: Geometrical features; Eigenfaces; Template matching; 
Graph matching; and ANN approaches [6]. The obtained 
recognition rates from these studies are different and based on: 
used approach; used database; and number of classes.  

Different ANN models were used widely in face 
recognition and many times they used in combination with the 
above mentioned methods. ANN simulates the way neurons 
work in the human brain. This is the main reason for its role in 
face recognition. Many researches adopted different ANN 
models for face recognition with different recognition rates 
and mean square error (MSE). Therefore, there is a need to 
identify the ANN model for face recognition systems with best 
recognition results. The objective of this research is to develop 
a face recognition system based on using 4 different ANN 
models: feed forward Backpropagation neural network 
(FFBPNN), cascade forward Backpropagation neural network 
(CFBPNN), function fitting (FitNet), and pattern recognition 
(PatternNet). Each one of these models was constructed 
separately with 7 layers (input, 5 hidden layers and output 
layer) architectures. Each model was trained separately with 
six different training algorithms.  

The research includes the following sections: Section II 
includes related literature; Section III includes details about 
ANN architectures and training algorithms; Section IV 
explains research methodology; Section V includes 
implementation steps of the face recognition system; Section 
VI includes the experimental results; and finally Section VII 
concludes this work. 

II. RELATED LITERATURE 

ANN has the ability to adjust its weights according to the 
differences it encounters during training [7]. Therefore, we 
focused in this research on literature studies which based on 
ANN models especially BPNN. Dmitry and Valery (2002) [8] 
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proposed ANN thresholding approach for rejection of 
unauthorized persons. They studied robustness of ANN 
classifiers with respect to false acceptance and false rejection 
errors.  

Soon and Seiichi (2003) [9] presented face recognition 
system with incremental learning ability that has one-pass 
incremental learning and automatic generation of training data. 
They adopted Resource Allocating Network with Long-Term 
Memory (RANLTM) as a classifier of face images. Adjoudj 
and Boukelif (2004) [10] designed a face recognition system 
using ANN which can trained several times on various faces 
images.  While Volkan (2003) [11] developed a face 
authentication system based on: preprocessing, principal 
component analysis (PCA), and ANN for recognition. 
Normalization illumination, and head orientation were done in 
preprocessing stage. PCA is applied to find the aspects of face 
which are important for identification. 

Weihua and WeiFu (2008) [12] suggested a face 
recognition algorithm based on gray-scale. They applied ANN 
to the pattern recognition phase rather than to the feature 
extraction phase to reduce complexity of ANN training. Also 
Mohamed, et. al. (2006) [13] developed BPNN model to 
extract the basic face of the human face images. The 
eigenfaces is then projecting onto human faces to identify 
unique features vectors. This BPNN uses the significant 
features vector to identify unknown face. They used ORL 
database. While Latha et al (2009) [14] used BPNN for face 
recognition to detect frontal views of faces. The PCA is used 
to reduce the dimensionality of face image. They used Yale 
database and calculated acceptance ratio and execution time as 
a performance metrics.  

Raman and Durgesh (2009) [15] used single layer feed 
forward ANN approach with PCA to find the optimum 
learning rate that reduces the training time. They used variable 
learning rate and demonstrate its superiority over constant 
learning rate.  They test the system’s performance in terms of 
recognition rate and training time. They used ORL database. 
Abul Kashem et. al (2011) [16] proposed a face recognition 
system using PCA with BPNN. The system consists of three 
steps: detecting face image using BPNN; extraction of various 
facial features; and performing face recognition.  And Shatha 
(2011) [17] performed face recognition by 3D facial 
recognition system using geometrics techniques with two 
types of ANN (multilayer perceptron and probabilistic). At the 
end, Taranpreet (2012) [18] proposed face recognition method 
using PCA with BP algorithm. The feature is extracted using 
PCA and the BPNN is used for classification.  

III. ARTIFICIAL NEURAL NETWORKS 

FFBPNN consists of many layers as in BPNN. The first 
layer is connected to ANN inputs. Each subsequent layer has 
connections from preceding layer. The final layer produces 
ANN output. BPNN and FFBPNN can be trained using BP 
algorithm. The BP includes the following equations [19][20]: 

 


n
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1 0 )()().()(   (1) 
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Where,  

xj(t): input value of j at time-step t,   

wjk(t): weight assigned by neuron k to input j at time t,  

φ: nonlinear activation function,  

bk (t): the bias of k-neuron at time t, and   
yk(t): output from neuron k at time t.  

 
The process is repeated for all entries of time series and 

yields an output vector yk. The training process includes 
weight adjustments to minimize the error between network’s 
desired and actual output using an iterative procedure. Output 
yk is compared with target output Tk using Eq.3 as an error 
function: 

δk = (Tk – yk) yk (1- yk)      (3) 

The error is given by Eq.4 for neurons in the hidden layer: 

δk = yk  (1- yk) Σδkwk      (4) 

                                        
Where δk is the error term of the output layer and wk is the 

weight between the hidden and output layers. The error is then 
propagated backward from the output layer to input layer to 
update the weight of each connection as follows [20]: 

wjk(t+1)=wjk(t)+ ηδk yk + α(wjk(t)–wjk(t–1))         (5) 

 
Where, η is the learning rate, and α is a momentum 

variable, which determines the effect of past weight changes 
on the current direction of movement.  

Another ANN is CFBPNN and it is similar to FFBPNN but 
it includes a connection from input and every previous layer to 
following layers. Additional connections can improve the 
speed at which ANN learns the desired relationship. FitNet 
also presents a type of FFBPNN, which is used to fit an input 
output relationship. While PatternNet is a feed forward 
network that can be used for pattern recognition problems and 
can be trained to classify inputs according to target classes. 
The target data for PatternNet consist of vectors with all 
values equal to 0 except for 1 in element i, where i is the class 
they represent.  

The BP training algorithm used to train FFBPNN and other 
ANN models requires long time to converge. Therefore, many 
optimization training algorithms were  suggested and 
described in details in Neural Network Toolbox™ User’s 
Guide R2012a [21]. The equations of all algorithms are the 
same except they differs in changing weight values. 

A. Learning Algorithms  

The optimization training algorithms adjusted the ANN 
weights and biases to minimize the performance function and 
to reduce errors as possible. Here, mean square error (MSE) is 
used as a performance function of the suggested face 
recognition system and it is minimized during ANN training. 
MSE represents the difference between the desired output and 
actual output. 
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In this research, six optimization ANN training algorithms 

were used to train the Four models separately to identify the 

model with the best results for the face recognition system 

[20][21]:  

 Levenberg-Marquardt algorithm (TRAINLM) 

 TRAINBFG algorithm 

 Bayesian regularization algorithm (TRAINBR) 

 TRAINCGF algorithm  

 Gradient descent  algorithm (TRAINGD) 

 Gradient descent with momentum (TRAINGDM) 

IV. RESEARCH METHODOLOGY 

In this research, 4 ANN models (FFBPNN, CFBPNN, 
FitNet and PatternNet) were used separately for the face 
recognition system. Each one of these models was constructed 
separately with 7 layers (input, 5 hidden layers and output 
layer). Fig.1 shows 7-layer FFBPNN with 15 neurons in each 
hidden layer. Fig.1 can be used also to describe FitNet and 
PatternNet separately. The only difference in these ANN 
models is in training functions. Fig. 2 shows the 7 layers 
CFBPNN with 15 neurons in each hidden layer.  

 

Fig. 1. Feed Forward Backpropagation Neural Network with 7 layers. 

 

Fig. 2. Cascaded Feed Backpropagation Neural Network  with 7 layers. 

A. Training/Testing Samples 

In this research, the training and testing samples were 
taken from the Oral face database (Olivetti Research 

Laboratory) [22]. This database contains a set of faces taken 
between April 1992 and April 1994 at the Olivetti Research 
Laboratory in Cambridge, UK. There are 10 different images 
of 40 distinct persons. For each person, the images were taken 
at different times, varying lighting slightly, facial expressions 
(open/closed eyes, smiling/non-smiling) and facial details 
(glasses/no-glasses). All the images are taken against a dark 
homogeneous background and the subjects are in up-right, 
frontal position (with tolerance for some side movement). All 
images are stored in ORL in PGM format with resolution 
92×112, 8-bit grey levels. Fig.3 shows samples from Oral face 
database for 6 persons. 

As training samples, 350 face images (each with 92×112 
dimension) were taken for 35 persons each with 10 samples. 
Each one of these images (92×112 = 10304) is normalized and 
segmented into many blocks each with dimensions 8×14=112. 
This segmentation (92×112)/(8×14) will result in 92 sub 
images (blocks) for each face image. Each one of these 
samples (block) is with size 112. Therefore the number of 
input layer units is 112.  

Whereas the number of output layer units is 35 to 
recognize these 35 persons. At the same time, the total number 
of training samples = number of images used in training 
process (350) multiplied by number of sub images (blocks) for 
each image (92) and this is equal to 32200. These samples are 
used in the face recognition system training process. 

As testing samples, firstly, we select 50 random images 
from training samples for 5 persons each with 10 samples. 
Secondly, 50 (92×112) images were selected from Oral face 
database (which are not used in training) for 5 persons each 
with 10 samples. Each one of the 50 selected images (92×112) 
is divided into blocks of dimension 8×14 to obtain 92 blocks 
for each image. Therefore, the total number of testing samples 
for the 50 randomly selected face images is equal to 4600. 

B.  ANN Architecture 

Fig.4 shows the architecture of the suggested ANN model 
for face recognition system and it is consists of 7 layers (input 
layer, 5 hidden layers each with 15 hidden units and finally 
output layer). The input layer represents the face sub image 
(block) as system input. The number of input layer neurons 
depends on sub image dimensions (8×14) and here it is equal 
to 112.  

Finally, the output layer returns the output vector. The 
number of output layer neurons depends on the problem nature 
and here it depends on the number of classes used in the face 
recognition training process. Since 350 images of 35 different 
persons were adopted, the number of classes is equal to 35 and 
hence, this is the number of output layer neurons. 
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Fig. 3. Samples from Oral face database for 8 persons. 

 
Fig. 4. Feed Forward BackPropagation Neural Network with 7Layers. 

V. IMPLEMENTATION OF FACE RECOGNITION  

A MathLab used to write an ANN training and testing face 
recognition system. This section includes the main steps of 
training and testing process. 

A. Steps of ANN Training  

Steps required to train the ANN model for face recognition 
system are as follows: 

1) Initialize the ANN model weights and bias unit. 

2) Initialize learning rate, momentum variable and 

threshold error with very small value like 0.0000001. 

3) Initialize 35 classes: class for each person. Each class 

containing 10 faces images of one person. 

4) Classification process: Initialize 35 target vectors one 

vector for each face class: vector = t1, t2… t35. All bits of 

vector1 are 0 except the first bit is 1. All bits of vector2 are 0 

except the second bit is 1, and so on for other vectors.  

5) Initialize the target output vector for each input vector 

(block 8×14) of the 350 face images. As example, the target 

output for face image blocks related to the 10 face images of 

the first person is equal to vector1. And, the target output for 

face image blocks related to the 10 face images of second 
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person is equal to vector2. And so on for each one of the 10 

face images related to remaining 33 persons.  

6) Apply steps of the selected training algorithm (LM, 

BFG, BR, CGF, GD, GDM) to train the ANN model.  Apply 

input vector; compute outputs of each layer to find the actual 

output vector. Calculate the ANN error and according to this 

error the training is stopped or repeated again by adjusting 

the ANN weights. These operations repeated until we get ANN 

total error equal to threshold error to stop training process. 

Fig.5 shows these steps. 
 

 
Fig. 5. ANN Training for the Face Recognition System 

B. Steps of ANN Testing 

The steps required to test the ANN model for face 
recognition system are as follows: 

1) Apply one face block 8×14 to input layer neurons. 

2) Compute the output of all layers in the ANN according 

to the steps required by training algorithm which was used in 

ANN training process until finding the outputs of output layer 

neurons. 

3) Check if output of output layer neurons (output vector) 

is the same as one of the 35 classes (it’s computed MSE is too 

small), then ANN is recognized the block.  And if the computed 

MSE of the ANN output is large, then the ANN is not 

recognized this block. Fig.6 shows these steps. 

 
Fig. 6. ANN Testing for the Face Recognition System 

VI. EXPERIMENTAL RESULTS 

A MathLab was used to write the simulation program of 
training/testing of each one of the Four models (FFBPNN, 
CFBPNN, FitNet and PatternNet). The architecture of each 
model consists of 7 layers: input; 5 hidden layers each with 15 
units; and output layer. The training data includes 350 
(92×112) face images for 35 persons each with 10 samples 
were selected from Oral face database (Olivetti Research 
Laboratory) [22]. Here, we used the Mean Square Error 
(MSE), peak signal to noise ratio (PSNR) and recognition rate 
(RR) to evaluate the performance of ANN model for face 
recognition system.  
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Many experiments were conducted to examine the ANN 
model with best results of training and testing processes for 
the face recognition system.  Many experiments were based on 
adopting different number of hidden layers (2, 3, 5, 7 and 9). 
Other experiments were based on adopting different numbers 
of neurons in each hidden layer (5, 10, 15, 20, 25 and 30). The 
best results were obtained from using 5 hidden layers each 
with 15 hidden units because we noticed from experiments 
that increasing number of hidden layers and number of hidden 
units will result in increasing the training time. 

A. Results of Training Process  

To determine the performance of each one of the 4 models, 
experiments were conducted by training these models 
separately each with 6 training algorithms. TABEL I shows 
MSE values of the 4 models.  

TABLE I.  IMPACT OF ANN MODELS ON MSE 

Algorithm FFBP CFBP FitNet PatternNet 

TRAINLM 0.08 0.09 0.03 0.003 

TRAINBFG 0.20 0.15 0.09 0.03 

TRAINBR 0.10 0.16 0.1 0.05 

TRAINCGF 0.14 0.15 0.09 0.04 

TRAINGD 0.25 0.27 0.18 0.09 

TRAINGDM 0.34 0.31 0.22 0.11 

 

From TABLE I, we noted that the lower values of MSE are 
obtained for these models when LM training algorithm was 
used and these values were ranged between 0.003 and 0.09. 
Also the lowest MSE values were obtained from the 
PatternNet model. Also, we calculated the number of iterations 
needed for training process for each experiment. The ANN 
model required more number of iterations when we increased 
the number of hidden layer neurons. Therefore we used only 
15 hidden units in each hidden layer for each model. TABLE 
II shows the number of iterations required to train the 4 
models with 6 algorithms.  

TABLE II.  IMPACT OF ALGORITHMS ON NUMBER OF ITERATIONS 

Algorithm FFBP CFBP FitNet PatternNet 

TRAINLM 65 54 31 21 

TRAINBFG 67 59 35 28 

TRAINBR 58 71 41 35 

TRAINCGF 72 74 58 41 

TRAINGD 66 61 36 31 

TRAINGDM 73 62 38 35 

 
From TABLE II, PatternNet required lowest number of 

iterations (21) for the training process especially when it was 
trained using TRAINLM algorithm. But PatternNet required 
41 iterations when it was trained using TRAINCGF algorithm. 
Also, TABLE II shows that the other ANN models require 
more iterations when they were trained using TRAINLM 
training algorithm. 

B. Results of ANN Testing Process 

In testing process, we mentioned earlier in sub section A in 
section IV that the number of samples used in testing process 
is 50 images for 5 persons each with 10 different samples. 
Also sub section B in section V includes the main steps of 
testing process. The testing process includes two parts. Firstly, 
the 4 ANN models were tested using 50 face images which 
randomly selected from the training samples (samples which 
were used earlier in training process). The lowest values of 
MSE were obtained from PatternNet model as shown in 
TABLE III. Also TABLE III shows that the lowest values of 
all models were obtained from using TRAINLM training 
algorithm. 

TABLE III.  MSE FOR TESTING 50 TRAINED IMAGES 

Algorithm FFBP CFBP FitNet PatternNet 

TRAINLM 0.07 0.07 0.04 0.004 

TRAINBFG 0.19 0.17 0.11 0.05 

TRAINBR 0.13 0.18 0.12 0.07 

TRAINCGF 0.18 0.17 0.13 0.06 

TRAINGD 0.21 0.22 0.16 0.11 

TRAINGDM 0.36 0.3 0.2 0.1 

 
TABLE IV shows the recognition rates related to testing 

the 4 models using 50 randomly selected trained images. Best 
values of recognition rate were obtained from PatternNet 
model trained using TRAINLM algorithm. 

TABLE IV.  RECOGNITION RATE FOR TESTING 50 TRAINED IMAGES 

Algorithm FFBP CFBP FitNet PatternNet 

TRAINLM 97.2 97.7 98.1 98.5 

TRAINBFG 96.1 96.7 96.9 97 

TRAINBR 96 96.1 96.5 96.8 

TRAINCGF 95 95.5 95.8 96 

TRAINGD 95.2 95.6 95.9 96.5 

TRAINGDM 95.6 95.9 96.1 96.7 

 
Also TABLE V shows the PSNR of the testing process 

related to the trained 5 models using 50 randomly selected 
trained images. Best values of PSNR were obtained from 
PatternNet model. At the same time, TRAINLM algorithm 
results in best values of recognition rates for all models. 

TABLE V.  PSNR FOR TESTING 50 TRAINED IMAGES 

Algorithm FFBP CFBP FitNet PatternNet 

TRAINLM 33.2 33.5 33.7 34.1 

TRAINBFG 32.5 32.7 33 33.3 

TRAINBR 32.1 32.4 32.7 33 

TRAINCGF 31.5 31.8 32.2 32.6 

TRAINGD 31.7 31.9 32 32.8 

TRAINGDM 31.8 32.3 32.5 32.9 

 
Secondly, the 4 ANN models were tested with 50 testing 

untrained samples (i.e. images which were not used in training 
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process). The MSE values obtained from this testing were very 
high because the 4 ANN models where not recognized these 
testing images.  

The lowest MSE values were obtained from using 
PatternNet model which was trained using TRAINLM 
algorithm as shown in TABLE VI.  

TABLE VI.  MSE FOR TESTING 50 UN-TRAINED IMAGES 

Algorithm FFBP CFBP FitNet Pattern Net 

TRAINLM 0.88 0.85 0.76 0.61 

TRAINBFG 0.87 0.81 0.75 0.72 

TRAINBR 0.8 0.81 0.72 0.69 

TRAINCGF 0.87 0.85 0.89 0.9 

TRAINGD 0.84 0.87 0.91 0.94 

TRAINGDM 0.89 0.91 0.95 0.96 

 
Finally, TABLE VII shows the recognition rate for the 

testing process of the 4 models on untrained images. Therefore 
the values of recognition rates in TABLE VII are not high. 

TABLE VII.  RECOGNITION RATE FOR TESTING 50 UNTRAINED IMAGES 

Algorithm FFBP CFBP FitNet PatternNet 

TRAINLM 22.1 22.4 22.44 22.7 

TRAINBFG 23.4 23.2 23.8 24 

TRAINBR 21.5 21.6 21.8 22.2 

TRAINCGF 19.2 19.6 19.3 19.7 

TRAINGD 19.5 19.7 19.8 20.2 

TRAINGDM 20.4 20.6 20.7 21.2 

VII.  CONCLUSION 

In this research, we presented a face recognition system 
using Four feed forward ANN models (FFBPNN, CFBPNN, 
FitNet and PatternNet) and 6 training methods. Each one of 
the 4 models was constructed with 7-layer architecture. This 
face recognition system consists of two parts: training and 
testing. Six ANN optimization training algorithms 
(TRAINLM, TRAINBFG, TRAINBR, TRAINCGF, 
TRAINGD, and TRAINGD) were used to train each of the 
constructed ANN models separately.  

The training and testing samples of the suggested face 
recognition system were taken from The ORL Database of 
Faces [22]. As training samples, we selected 350 face images 
(92×112) from ORL database which belong to 35 persons each 
with 10 different samples. As testing samples (untrained 
images), we selected 50 images (92×112) from ORL database 
which belong to 5 persons each with 10 different samples. 

A set of experiments were conducted to evaluate the 
performance of the suggested face recognition system by 
calculating the MSE, number of iterations, recognition rate 
and PSNR. This was done using 4 different ANN models and 
6 different optimization algorithms. The results showed that 
the lowest values of MSE and number of iterations were 
resulted from the PatternNet model. The best results of the 
PatternNet model where obtained when this model was trained 

using the Levenberg Marquardt training algorithm 
(TRAINLM). 

Future work may include a survey of other techniques 
related to face recognition systems and comparing their results 
with those presented in this paper. These comparisons will be 
based on many factors like: recognition rate, PSNR, algorithm 
complexity, ANN learning time and number of iterations 
required for training and so on. 
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Abstract—Image-based recognition systems commonly use an 

extracted image from the target object using texture analysis. 

However, some of the proposed and implemented recognition 

systems of wood types up to this time have not been achieving 

adequatue accuracy, efficiency and feasable execution speed with 

respect to practicality. This paper discussed a new method of 

image-based recognition system for wood type identification by 

dividing the wood image into several blocks, each of which is 

extracted using gray image and edge detection techniques. The 

wood feature analysis concentrates on three parameters entropy, 

standard deviation, and correlation. Our experiment results 

showed that our method can increase the recognition accuracy up 

to 95%, which is faster and better than the previous existing 

method with 85% recognition accuracy. Moreover, our method 

needs only to analyze three feature parameters compared to the 

previous existing method needs to analyze seven feature 

parameters, ang thus  implying a simpler and faster recognition 

process. 

Keywords—image processing; pattern recognition; ANN; wood 

identification. 

I.  INTRODUCTION 

The identification of wood types becomes very important 
when it related to illegal logging, taxes, and the suitability of 
the product. This activity is constrained, because the experts in 
identification of wood are very limited in terms of amount, 
power, and time. 

The experts usually do an initial identification with respect 
to the macroscopic elements (the impression of touch, smell, 
weight, color). If there is still doubt, then the expert will 
observe the microscopic elements in the cross-sectional area, 
radial cross-section, and cross tangent. This activity uses a 
magnifying glass (10x). 

Its unique features can identify Wood of a particular 
species. These features include strength, density, hardness, 
odor, texture and color. Reliable wood identification usually 
requires the ability to recognize basic differences in cellular 
structure and wood anatomy.  

Each species has unique cellular structure that creates 
differences in wood properties and ultimately determines the 
suitability for a particular use. Cellular characteristics provide a 
blueprint for accurate wood identification [2]. 

Wood is composed of many small cells and its structure is 
determined by the type, size, shape and arrangement of these 
cells. The structure and characteristics of wood can vary 
between species and within the same species. With practice, a 
small hand lens (10x) can be used to distinguish the different 
cell types and their arrangements [2]. 

In the previous research [5], authors used 20 types of wood, 
using seven characteristics of RGB image, and the six 
characteristics of image edge detection. This research provide 
85% recognition rate. 

In this paper, authors will use the image blocking to 
identify the type of wood, all type of woods used are similar to 
previous research [5]. 

In previous research have showed that the recognition rate 
varied results with a variety of methods used, include: (1) 
feature used is the texture analyst added RGB with enlargement 
24 times, using five different types of wood [4]. (2) Feature 
used is the texture analyst; method used is ANFIS, and uses 
five types of wood [6]. (3) Next research is the comparison of 
rate recognition based input features with enlarged 24 times, 
using five different types of wood [9]. (4) The next research 
using 15 types of wood, texture analysts and RGB as input 
ANN, using ANNBP, and give the recognition rate 95% [10]. 
this value is enough high, due to the number of species that 
used only 15 types, and test data that are used most of the 
images are sourced from the same sample with image training. 

The research that has been conducted by the authors [5], 
where 7 features from the gray level image and 6 features from 
the edge detection image, 85% could be identified for test 
results. Recognition rate and the features that used in this 
research have not been satisfactory. Therefore, the authors 
propose a method called image blocking. This method expected 
to reduce the number of features used, and increase the 
recognition rate. 
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II. PROPOSED METHOD 

The method proposed in this research is block method, i.e. 
the image is divided into several part, then do extract features 
in each part. In this research, an image is divided into four 
blocks. It is related to the microscopic cross section of wood. 
One character has a pore structure that repeats on each 
particular size rectangular, although not too similar, and this is 
characteristic of each type’s wood. In addition, the level of 
magnification used also affects the details of the microscopic 
and the area has been observed. In this paper, authors use 45 
times magnification (optical). Shooting direction is 
perpendicular to the cross section, and the radius (rays) of the 
wood is vertical. The details of the steps method is shown in 
Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. Work steps of the block method. 

A. Training Data and Test Data  

The data is a collection of images that has been cut into 
500x500 pixels (Figure 5). The image acquisition is conducted 
using a handheld microscope 1.3 MP (Fig. 2), the vertical lines 
that exist in the image are the rays. Before being cropped, the 
image size is 1280x1024 pixels (Figure 3), that is cropped into 
500x500 pixels on a good part.  

That is, minimal scratches incision results, and the pore is 
not closed. This process uses image-editing software (Figure 
4). 

 

Fig.2. Capturing 

 

Fig.3. Captured image, 1280 x 1024 pixels 

 

Fig.4. Cropping to 500x500 
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Fig.5. Image 500x500 

Wood samples used in this study are presented in Table I. 
Imagery training consists of 20 types of wood, each type 
consisting of 100 images derived from some wood samples. So 
the total is 2,000 image training image. For the test images 
using five images for each type. 

TABLE I.  TYPE OF WOOD USED 

No. Trade Name (Scientific Name) 

1. 

2. 

3. 
4. 

5. 

6. 

7. 

8. 

9. 
10. 

11. 
12. 

13. 

14. 
15. 

16. 

17. 
18. 

19. 

20. 

Bakau (Rhizophora apiculata Bl.) 

Cenge (Mastixia trichotoma Bl.) 

Jabon (anthocepalus cadamba) 
Jabon merah (Anthocephalus macrophyllus) 

Kembang semangkok (Scaphium macropodum J.B.) 

Kruing (Dipterocarpus gracilis Bl.) 

Kruing (Dipterocarpus kunstleri King) 

Kulim (Scorodocarpus borneensis Becc.) 

Mempisang (Mezzetia parviflora) 
Meranti Kuning (Shorea acuminatissima sym) 

Meranti Merah (Shorea acuminata) 
Meranti Merah (Shorea ovalis Bl.) 

Meranti Putih (Shorea Javanica k.ot. val) 

Merawan (Hopea spp.) 
Merbau (Intsia bijuga O.K.)  

Merbau (Intsia palembanica) 

Mersawa (Anisoptera) 
Penjalin (Celtis Philippinensis) 

Perupuk (Lophopetalum javanicum) 

Rasamala (Hamamelidaceae) 

B. Blocking  

Blocking is the process of dividing the RGB image into 
four blocks, each 250x250 pixels. This method is carried out 
because of the texture of the cross-sectional image of the wood 
has a recurring trait on every particular square. Although the 
texture is not the same between the blocks, but it has an 
attachment between the turn, so it can be used as feature 
values.  

The rules of blocking are presented in Figure 6. This 
process is carried out on the whole the image training and test 
images. 

i  = imread(‘500x500_01_1.jpg’); 

i1 = imcrop(i,[1 1 249 249]); 

i2 = imcrop(i,[251 1 249 249]); 

i3 = imcrop(i,[1 251 249 249]); 

i4 = imcrop(i,[251 251 249 249]); 

 
Fig.6. Blocking RGB image 

C. RGB to Gray 

RGB to gray is the process of converting each block RGB 
image into gray image. This stage is done as needed at a later 
stage that requires the image of a gray scale.  

The rgb2gray converts RGB values to grayscale values 
by forming a weighted sum of the R, G, and B components [12] 
: 

0.2989 * R + 0.5870 * G + 0.1140 * B                       (1) 

Matlab function that used to transform the RGB image into 
gray image is: 

gry_i  = rgb2gray(i); 
gry_i1 = rgb2gray(i1); 
gry_i2 = rgb2gray(i2); 
gry_i3 = rgb2gray(i3); 
gry_i4 = rgb2gray(i4); 

D. Image Blocks (Gray) 

Image blocks is the images converted from RGB images 
into gray image, which consists of the full image (500x500), 
top left block (250x250), the top right block (250x250), bottom 
left block (250x250), and the bottom right block (250x250). 

E. Edge Detection  

Edge detection is the process of converting each block of 
gray image to edge detection image. In this research, the edge 
detection used is canny. Canny operator is used, because it 
gives the expected results compared to other operators. 
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Edge detection is the approach used most frequently for 
segmenting images based on abrupt (local) changes in 
intensity. There are there fundamental steps performed in edge 
detection [7] : 

 Image smoothing for noise reduction.  

 Detection of edge points.  

 Edge localization. 
 
Cranny’s approach is based on three basic objectives [7]: 

1) Low error rate  

2) Edge points should be well localized  

3) Single edge point response 

 
The Matlab function for this process is : 

cny_i  = edge(gry_i  ,'canny'); 
cny_i1 = edge(gry_i1 ,'canny'); 
cny_i2 = edge(gry_i2 ,'canny'); 
cny_i3 = edge(gry_i3 ,'canny'); 
cny_i4 = edge(gry_i4 ,'canny'); 

 

F. Image Blocks (Edge Detection)  

Image blocks (edge detection) are images converted from 
gray-level image into image edge detection, which consists of 
the full image (500x500), top left block (250x250), top right 
block (250x250), bottom left block (250x250), and bottom 
right block (250x250). 

G. GLCM  

GLCM is a statistical method of examining texture that 
considers the spatial relationship of pixels is the gray-level co-
occurrence matrix (GLCM) [8], also known as the gray-level 
spatial dependence matrix. The GLCM functions characterize 
the texture of an image by calculating how often pairs of pixel 
with specific values and in a specified spatial relationship occur 
in an image, creating a GLCM, and then extracting statistical 
measures from this matrix [11]. From this matrix is used to 
calculate some statistical variables. These statistics provide 
information about the texture of an image. A number of texture 
features may be extracted from the GLCM [8]. 

H. Feature Extraction  

Feature extraction is the process of taking a value or several 
values of the gray image that will used as the identity of the 
gray image. The feature extraction Conducted on gray image 
and edge detection image. The features which taken from each 
image are entropy, standard deviation, and correlation. 

1) Standard deviation : The standard deviation commonly 

used to measure the distribution of positive and negative 

values of a member to the average value of all members. To 

calculate the standard deviation of an image, which is a two-

dimensional matrix, the following steps were used : 

 Calculate the total amount of values all the pixels of a 
two dimensional matrix m × n pixels.  

                                (2) 

 Calculate the average values pixel matrix m × n pixels 

                                         (3) 

 Calculate the standard deviation 

            (4) 

Matlab function used is : 

std_gray_i = std2(gry_i); 
std_gray_i1 = std2(gry_i1); 
std_gray_i2 = std2(gry_i2); 
std_gray_i3 = std2(gry_i3); 
std_gray_i4 = std2(gry_i4); 

 

2) Entropy : Is measure the randomness of the elements of 

2D matrix. The entropy is 0 when all pij’s are 0 and is 

maximum when all pij’s are equal : 

     (5) 

Matlab function used is : 

entropi_gray_i  = entropy(gry_i); 

entropi_gray_i1  = entropy(gry_i1); 

entropi_gray_i2  = entropy(gry_i2); 

entropi_gray_i3  = entropy(gry_i3); 

entropi_gray_i4  = entropy(gry_i4); 

 

3) Correlation : Correlation is one of the few variables 

that are can generate from the GLCM [8]. This variable is  

used because it gives better results than some other GLCM 

variables. 
We use the following notation [1]: 

G is the number of gray levels used. 

μ is the mean value of P. 
μx, μy, σx and σy are the means and standard deviations of Px and 
Py. Px(i) is the ith entry in the marginal-probability matrix 
obtained by summing the rows of P(i, j): 

Correlation is a measure of how correlated a pixel is to its 
neighbor over the entire image. Range of values is 1  to -1, 
corresponding to perfect positive and perfect negative 
correlations (6). 

 

The following feature extraction for gray image: 

glcm_i_gray  = graycomatrix(gry_i);  

chce_i_gray  = graycoprops(glcm_i_gray,{'Contrast', 

'Homogeneity','Correlation','Energy'}); 

      

glcm_i1_gray = graycomatrix(gry_i1);  

chce_i1_gray = graycoprops(glcm_i1_gray,{'Contrast', 

'Homogeneity','Correlation','Energy'}); 

    

glcm_i2_gray = graycomatrix(gry_i2);  

chce_i2_gray = graycoprops(glcm_i2_gray,{'Contrast', 

'Homogeneity','Correlation','Energy'}); 
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glcm_i3_gray = graycomatrix(gry_i3);  

chce_i3_gray = graycoprops(glcm_i3_gray,{'Contrast', 

'Homogeneity','Correlation','Energy'}); 

    

glcm_i4_gray = graycomatrix(gry_i4);  

chce_i4_gray = graycoprops(glcm_i4_gray,{'Contrast', 

'Homogeneity','Correlation','Energy'});  

I. ANN  

In this paper, authors use neural networks to identify the 
type of wood. It is used because is based on the results of a 
research journal of pattern recognition; the ANN is the best 
method. Information of each image for each type of wood is 
stored in the form of the ANN weights. Weights in the ANN 
will experience changes during the training period, up to the 
value of parameter goal is reached. To achieve the expected 
goal, recognizing 100% trained image, and the highest test 
images (95%), the ANN architecture must be the best. To get 
the best architecture, it was trial and error on some architecture, 
i.e. the number of hidden layers and number of neurons of each 
hidden layer. From the results of experiments on several ANN 
architectures, the best architecture is the 3 hidden layers, and 
each hidden layer has 73 neurons. While the number of input 
neurons is 40 neurons, four are from the full image; image 
comes from the four blocks. Because image the block there are 
4 images derived from image the block there are 16 neurons. 
The image used is a gray image edge detection and image, so 
that the number of neurons to 40. More used the ANN 
architecture, presented in Table II. 

TABLE II.  SPECIFICATION OF NEURAL NET WORK 

Characteristic Specification 

Architecture, algorithm 3 hidden layers, back propagation 

Neuron input 

From gray image:  
1. Full image : entropy, standard 

deviation, correlation. 

2. Image block :  entropy, standard 
deviation, correlation. 

 

From edge detection image :  
1. Full image : entropy, standard 

deviation, correlation. 

2. Image block :  entropy, standard 

deviation, correlation. 

hidden layer 3 

Neuron of hidden layer 73, 73, 73 

Neuron of output 20 (Number of wood ) 

activation function Sigmoid binary 

goal 1e-24 

learning rate 0,1 

Max epoch 5000 

Number of image each 

wood for data training 
100 

Number of image each 

wood for data testing 
5 

 

Goal value used is 1e-24, because at this value the 
maximum recognition rate of the test data obtained. While on a 

smaller goal, i.e. 1e-32, the level recognition to the test data 
actually decreased. So also with the larger goal of 1e-24. 

Matlab function used is : 

net = newff(minmax(latih_N), [73,73,73,20], 

{'tansig','tansig','logsig','logsig'},'traincgp') 

net.trainParam.epochs  =  5000; 

net.trainParam.goal  =  1e-24; 

net.trainParam.lr  =  0.1; 

tic; 

net_train = train(net, latih_N, target); 

waktu_training = toc 

III. RESULTS 

This experiment, carried out by using 20 types of wood, 
with a cross-sectional image as the input image. ANN 
architecture used is three hidden layer, 73 neurons respectively. 
Tests using 100 test images. for a more complete test results 
can be seen in Table III. 

TABLE III.  TESTING RESULTS 

No. Trade Name (Scientific Name) 

amou

nt of 

test 

data. 

reco

gniz

able 

1 Bakau (Rhizophora apiculata Bl.) 5 5 

2 Cenge (Mastixia trichotoma Bl.) 5 5 

3 Jabon (anthocepalus cadamba) 5 5 

4 Jabon merah (Anthocephalus macrophyllus) 5 4 

5 Kembang semangkok (Scaphium macropodum J.B.) 5 5 

6 Kruing (Dipterocarpus gracilis Bl.) 5 5 

7 Kruing (Dipterocarpus kunstleri King) 5 5 

8 Kulim (Scorodocarpus borneensis Becc.) 5 5 

9 Mempisang (Mezzetia parviflora) 5 5 

10 Meranti Kuning (Shorea acuminatissima sym) 5 4 

11 Meranti Merah (Shorea acuminata) 5 5 

12 Meranti Merah (Shorea ovalis Bl.) 5 4 

13 Meranti Putih (Shorea Javanica k.ot. val) 5 5 

14 Merawan (Hopea spp.) 5 5 

15 Merbau (Intsia bijuga O.K.)  5 5 

16 Merbau (Intsia palembanica) 5 4 

17 Mersawa (Anisoptera) 5 5 

18 Penjalin (Celtis Philippinensis) 5 5 

19 Perupuk (Lophopetalum javanicum) 5 4 

20 Rasamala (Hamamelidaceae) 5 5 

 Total 100 95 

The results of experiment that have been conducted on 
three of these features is the increasing level of recognition 
accuracy to 95%. Testing was conducted on 5 images of each 
type, so there are 100 test images. 

IV. CONCLUSION 

An experiment on the identification of types of wood that 
has been done in this research, has given better results than 
researches conducted previously authors. In This research has 
been done on the image the block method, with a combination 
of image blocks that is divides the image into four equal parts. 
It aims to reduce the number of features that are used and 
increasing the recognition to the types of wood. 
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The conclusion that authors can write is that: 

1) the method can improve the identification of types of 

wood; 

2) and the method can reduce features used in the system 

of identification type of wood 
From the research results, there are opportunities to 

increase the number of the types of wood, because: 

1) this research only use a small number of features; 

2) there are still some combinations of blocks that have 

not been tested;  

3) there is an opportunity to test the objects using another 

magnification level 
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Abstract—An issue in text classification problems involves the 

choice of good samples on which to train the classifier. Training 

sets that properly represent the characteristics of each class have 

a better chance of establishing a successful predictor. Moreover, 

sometimes data are redundant or take large amounts of 

computing time for the learning process. To overcome this issue, 

data selection techniques have been proposed, including instance 

selection. Some data mining techniques are based on nearest 

neighbors, ordered removals, random sampling, particle swarms 

or evolutionary methods. The weaknesses of these methods 

usually involve a lack of accuracy, lack of robustness when the 

amount of data increases, overfitting and a high complexity. This 

work proposes a new immune-inspired suppressive mechanism 

that involves selection. As a result, data that are not relevant for 

a classifier’s final model are eliminated from the training process. 

Experiments show the effectiveness of this method, and the 

results are compared to other techniques; these results show that 

the proposed method has the advantage of being accurate and 

robust for large data sets, with less complexity in the algorithm. 

Keywords—text mining; data reduction; classification 

problems; feature selection 

I. INTRODUCTION  

Nowadays most of the information is stored electronically, 
in the form of text databases. Text databases are rapidly 
growing due to the increasing amount of information available 
in electronic form, such as electronic publications, various 
kinds of electronic documents, e-mails, and the World Wide 
Web. 

Text mining, also known as knowledge discovery from 
textual databases, is a semi-automated process of extracting 
knowledge from a large amount of unstructured data. 
Traditional information retrieval techniques become 
inadequate for the increasingly vast amounts of text data. 
Typically, only a small fraction of the many available 
documents will be relevant to a given individual user. Without 
knowing what could be in the documents, it is difficult to 
formulate effective queries for analyzing and extracting useful 
information from the data. Users need tools to compare 
different documents, rank the importance and relevance of 
these documents, or find patterns and trends across multiple 
documents. Thus, text mining has become an increasingly 
popular and essential theme in data mining (Feldman 1995). 

There are many types of statistical and artificially 
intelligent classifiers, as it can be seen in [1],[2]. One of the 
main issues in classification problems involves the choice of 

good samples to train a classifier. A training set capable to 
represent well the characteristics of a class has better chances 
to establish a successful predictor. 

II. OBJECTIVES 

This paper proposes a new approach for addressing the 
training data reduction in text mining classifications problems. 
This new algorithm was inspired by suppression mechanisms 
found in biological immune systems [3]. The suppression 
concept is applied to the training process to eliminate very 
similar data instances and to keep only representative data. 
The propose consists in a non-statistical method to select 
samples for training. The main objectives of this work are to 
find a subset of samples for training without spending 
excessive processing time and to simultaneously maintain 
good accuracy. 

In order to do this, this paper is set out as follows. The 
Section 2 presents a literature review of what has been done to 
solve the reduction problem as well as the features and 
problems associated to each of them. Section 3 introduces a 
detailed description of the algorithm proposed and the 
suppression mechanism. Section 4 explains the methodology 
used in the experiments. Finally, Section 5 points out the 
conclusions and gives some direction of future work. 

III. PREVIOUS WORK 

An important contribution in the area of data reduction for 
structured data (data mining) can be found in (Cano et al. 
2003). In this work, the authors present a review of the main 
instance selection algorithms. In addition, they perform an 
empirical performance study that compares the classical 
instance selection methods with four major evolutionary-based 
strategies. The authors divide the instance selection methods 
into four sets. The first set involves techniques based on 
nearest neighbor (NN) rules. These techniques are Cnn [4], 
Enn, Renn [5], Rnn [6], Vsm [7], Multedit [8], Mcs [9], 
Shrink, Icf [10], Ib2 [11], and Ib3 [12]. The second set 
involves methods based on ordered removal. These methods 
are Drop1, Drop2 and Drop3 [13]. There are two methods 
based on random sampling that were considered, i.e., Rmhc 
[14] and Ennrs [15]. The evolutionary-based methods are the 
generational genetic algorithm (GGA) [17] and [17], the 
steady-state genetic algorithm (SGA) [18], and the CHC 
adaptive search algorithm [19]. The authors in [19] claim that 
the execution time associated with evolutionary algorithms 
(EAs) represents a greater cost compared to the execution time 
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of the classical algorithms. However, when compared to non-
EAs that have a short execution time, EA-based algorithms 
offer more reduction without overfitting. The authors 
concluded that the best algorithm corresponds to the CHC, 
whose time is lower compared to the rest of the EAs, the 
probabilistic algorithms and some of the classical instance 
selection algorithms. The classical and evolutionary 
algorithms are affected when the size of the data set increases, 
whereas CHC is more robust. In CHC, the chromosomes 
select a small number of instances from the beginning of the 
evolution, so that the fitness function based on 1-NN has to 
perform a smaller number of operations. There are many other 
strategies in the literature [20], [21]. [22], [23], [24], [25], [26] 
and [27]. 

IV. THE SUPPRESSION MECHANISM  

The suppression concept for proposed algorithm SeleSup 
(selection by suppressor) is employed in the training set to 
eliminate very similar data instances and to keep those 
instances that are truly representative of a certain class [28]. 
To perform such tasks, the mechanism divides the training 
database into two subsets. The first subset represents the white 
blood cells (WBCs) or antibodies in the organism, 
representing the training set. The second subset represents a 
set of pathogens or antigens that will select the higher affinity 
with WBCs; hence, this method performs suppression. The 
algorithm starts with the idea that the system’s model must 
identify the best subset of WBCs to recognize pathogens, i.e., 
the training set, and to be able to identify new pathogens that 
are presented. 

Both antibodies and antigens were represented as vectors 
containing the most relevant terms of the documents. Each 
vector was normalized to belong to the same scale of values 
which is mapped to the interval [0,1]. The affinity between 
antibodies and antigens was determined by the cosine 
distance. This measure is commonly used to measure the level 
of similarity between two documents.  

Given two vectors representing documents, WBC and 
Pathogen, their cosine  will describe the similarity. 

 As the angle between the vectors shortens, the cosine 
angle approaches 1, meaning that the two vectors are getting 
closer, or more similar.  

According to [28] the algorithm aims to identify the best 
subset of antibodies to recognize the antigens, i.e., the new 
training set must be able to identify new antigens. Finally, the 
antibody survivors are represented by an evaluation measure 
(fitness value) and are selected to be a part of the new reduced 
training set. 

In other words, those WBCs able to recognize pathogens 
from the suppression set remain while the others are 
eliminated from the population. The signals for a WBC’s 
survival are represented by a fitness variable. Each time the 
nearest WBC recognizes a same class-label pathogen, the 
survival signal is sent and the fitness is incremented. Every 
WBC with a fitness greater than zero is selected to be part of 
the new suppressed repertoire. The pseudo-code for this 
technique can be seen in Algorithm 1. 

_______________________________________________ 

 

Algorithm 1: The Suppressive Algorithm 

________________________________________________ 

 

input:The normalised (in[0, 1]) full training data set T  
and the fraction f of WBCs (default f =0.9)  

output: A reduced training data set T  

 

// Initialisation phase  
Shuffle T and assign [f ·|T|] samples as WBCs (training 

set); the remaining samples are assigned as pathogens 
(suppression set);  

for all the WBCs do fitness = 0;  

// Suppression phase  

for each pathogen p do  
     NearestWBC ← Find the nearest WBC with regard to p;  

    if  NearestWBC’s class = p’s class then  

         // NearestWBC was able to recognize the pathogen  

         Increment the NearestWBC’s fitness by one;  

    endif; 

 end;   

 

// Output phase  

Eliminate those WBCs whose fitness value is 0;  

Output the set of surviving WBCs as the reduced training set T  

__________________________________________________ 

V. EXPERIMENTAL STUDY 

In this section, the experiments presented aims to evaluate 
the reduced training instances selected by the SeleSup 
algorithm in four data sets (shown in Error! Reference 
source not found.) frequently used in information retrieval 
research.  

TABLE I.  DATA SETS FEATURES 

Data set 
Instances 

Total 

Number 

Instance 

Train 

Number 

Instance 

Test 

Number 

Attributes 

Number 

Classes 

Reuters-4 1337 888 449 2833 4 

Reuters-10 6689 4416 2273 2833 10 

Original 

Reuters 
8250 5169 2680 2833 62 

NewsGroup 18300 16470 1830 1154 20 

 
The Reuters-21578 Text Collection contains documents 

collected from the Reuters newswire in 1987. It is a standard 
text categorization benchmark that contains 135 classes. The 
collection was divided it in two subsets: one consisting of the 
four  more balanced classes, which was identified as Reuters-
4, and the other consisting of the ten most frequent classes, 
which was identified as Reuters-10. The third datasets consists 
of the sixty two classes, which was identified as Reuters-
Original.  

The last data set, the NewsGroup (20NG) dataset contains 
approximately 20000 articles evenly divided among 20 Usenet 
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newsgroups. Over a period of time 1000 articles were taken 
from each of the newsgroups, which makes an overall number 
of 20000 documents in this collection. Except for a small 
fraction of the articles, each document belongs to exactly one 
newsgroup (Joachims 1997). 

The performance of the two classification algorithms 
Naive Bayes and Support Vector Machine (SVM) over the 
resulting reduced training and test subsets of SeleSup is 
compared to the performance over the subsets selected by the 
CHC algorithm, which is based on genetic algorithms [19] and 
random sampling (RS) based on the reduction percentages of 
experiments of each algorithm.  

For each one of these subsets, the algorithms SeleSup and 
RS of each method were run out ten times and the reduced sets 
of training data were submitted to the classification algorithms 
(Naive Bayes and Support Vector Machine). The CHC 
percentage reduction, obtained in just one execution, due to 
computational cost was adopted. The RS was run 10 times. 
The average was obtained as final result for each experiment. 

VI. THE DATA SETS 

A. REUTERS 

The first experiment performed in this paper makes use of 
the Reuters collection (Zeidat et al. 2006; Yang et al.1996; 
Schapire 1990; Schapire et al. 2000; Sebastiani 2002). The 
Reuters-21578 collection is a collection of documents from the 
Reuters news agency that was released in 1987. By 1990, the 
collection was given to the scientific community to perform 
research related to text categorisation. The rights of authorship 
belong to Reuters Ltd. and the Carnegie Group, which 
promoted its free distribution for research activities. The 
document basis consists of 21578 Reuters articles that consist 
of files in the SGML language.  

These documents are grouped into 22 separate files. Each 
document possesses several attributes that indicate different 
characteristics. The attributes used in this work are: Lewissplit 
(related to the information of the experiments done by Lewis 
who defines the values Test, Training and Not-Used); Oldid, 
which represents the identification number of the collection 
(before the Reuters- 21578); D, which represents the 
categories or classes; and Body, which presents the text 
content of major news. The number of documents per class 
varies from class "earnings" (3964 documents) to class 
"castor-oil" (which contains a single document). Furthermore, 
some documents are not associated with any of the classes, 
and others are associated with up to 12 of the classes.  

The SGML files were transformed into XML format and 
were pre-processed in Microsoft Excel, joining all documents 
in one single file. The resulting file was considered as the 
format for the input file for the mining process containing a 
collection of 8250 records sorted into 62 categories.  

Then, the usual text mining data preparation techniques 
were performed. From this subset it was partitioned other two 
subsets: Reuters-4 and Reuters-10 as explained in next section. 
The four more balanced and the ten most frequent classes are 
indicated in Table 2 and 3. 

TABLE II.  FOUR MORE BALANCED CLASSES OF REUTERS DATA 

SET. 

Class name Samples 

1 - Grain 375 

2- Crude 362 

3- Money-fx 313 

4-Trade 287 

TABLE III.  TEN MOST FREQUENT CLASSES OF REUTERS DATA SET. 

Class name Samples 

1 - Earn 3126 

2 - Acq 1744 

3 - Grain 375 

4 - Crude 362 

5 - Money-fx 313 

6 – Trade 287 

7 – Interest 154 

8 – Ship 150 

9 -  Sugar 90 

10 – Coffee 88 

B. Newsgroup Data 

The 20 Newsgroups data set is a collection of 
approximately 20000 newsgroup documents, partitioned 
(nearly) evenly across 20 different newsgroups.  This 
collection has become a popular data set for experiments in 
text applications of machine learning techniques, such as text 
classification and text clustering.  

Some of the newsgroups are very closely related to each 
other (e.g. comp.sys.ibm.pc.hardware / 
comp.sys.mac.hardware), while others are highly unrelated 
(e.g misc.forsale / soc.religion.christian). The Error! 
Reference source not found. presents a list of the 20 
newsgroups, partitioned (more or less) according to subject 
matter (Table 4). 

TABLE IV.  NEWSGROUPS CLASSES 

comp.graphics 

comp.os.ms-windows.misc 

comp.sys.ibm.pc.hardware 

comp.sys.mac.hardware 

comp.windows.x 

rec.autos 

rec.motorcycles 

rec.sport.baseball 

rec.sport.hockey 

 

sci.crypt 

sci.electronics 

sci.med 

sci.space 

misc.forsale 

talk.politics.misc 

talk.politics.guns 

talk.politics.mideast 

talk.religion.misc 

alt.atheism 

soc.religion.christian 

C. Parameters 

The parameter setting is given in Table 5 and remained 
constant throughout the experiments. It was used stopwords 
and stemming in the document preparation stage. In 
additional, it was performed a filter on keywords with more 
than 50% significance and keyword´s relevance was used to 
generate the vector space model.  
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TABLE V.  PARAMETER SETTING 

Algorithm Parameter Value 

SeleSup 
fraction of training samples 
(WBCs) 

0.9 

Random   
Supression1 

fraction of training samples  

from reduction 
rate of 
SeleSup and 
CHC 

CHC2 

population’s size 
number of evaluations 
alfa equilibrate factor 

percentage of change in restart 
0 to 1 probability in restart 0 to 
1 probability in diverge 

50 
100/1000 
0.5 

0.35 
0.25 
0.05 

 
1 Implementation from POLYANALYST v 6 -   

http://www.megaputer.com 
 2 Implementation from KEEL v2.0 rev. 2010-05-13 -  

http://www.keel.es 

D. Significance Test 

Statistical evaluation of experimental results has been 
considered an essential part of validation of the new machine 
learning methods [29],[30]. The statistical test has the 
objective of reject a false null hypothesis [31]. 

This paper shows a comparison between nonparametric 
tests, Wilcoxon signed rank test [32] and Mann-Whitney test 
[33] for comparing of two classifiers, Naïve Bayes and SVM. 
[29] mentions Wilcoxon signed rank test as safe and robust 
non-parametric tests for statistical comparisons of classifiers. 

It was used data sets with high dimension space, which 
demand a high processing time. So, it was chosen the training 
data set of the each one of the four data sets (see Table 1), 
which have been run on 10-fold cross-validation method to 
obtain a random sample of 10 results. The test is two-tailed 
with significance level of 0.05. The results have been obtained 
through the KEEL software [34], [30] and [29].  

Generally when the p value is greater than 0.05, the null 
hypothesis is accepted resulting as no evidence that the 
samples are significantly different.  However, if the null 
hypothesis is rejected (p < 0.05) denotes that the samples are 
statistically significant. 

VII. RESULTS AND ANALYSIS 

The first experiment was carried out in the Reuters-4 data 
set. This data set is characterized by balanced classes (see 
Table 6 and 7). The accuracy of SeleSup is just as good as 
results of CHC-100 and with the same data set without 
reduction, the results presented are very similar. The CHC-100 
produces the best performance. Therefore, CHC-100 hasn’t 
nearly as high reduction rate as SeleSup.  

The CHC-1000 has a bigger reduction, but comparing with 
SeleSup the accuracy don’t nearly produce as good results as 
its. In the tests, there was only one case (CHC1000) where the 
performance hasn’t shown significantly different. 

TABLE VI.  RESULTS FOR REUTERS-4 DATA SET 

 

 

Reuters - 

4 

 

 

Reduction 

     (%) 

Naïve 

Bayes 

Accuracy 

Test  

(%) 

SVM 

Accuracy 

Test  

(%) 

 

Execution 

Time 

(s) 

None 0.00 92.89 93.56 00:00:00 

SeleSup 

90.43 

88.38 88.96 00:00:06 

Random 

Sampling 
88.64 89.67 00:00:00 

CHC_100 

77.11 

93.11 92.22 00:00:04 

Random 

Sampling 
91.16 92.27 

00:00:01 

 

CHC1000 

97.18 

72.89 79.11 00:01:45 

Random 

Sampling 
74.53 74.71 

 

00:00:01 

TABLE VII.  MANN-WHITNEY U AND  WILCOXON TESTS COMPARING 

BAYES VS SVM FOR REUTERS-4 DATA SET 

Reuters - 4 
Mann_Whitney   

p-value 

Wilcoxon 

p-value 

None 1.57E-4 0.0055 

SeleSup 4.39E-4  0.0055 

CHC_100 2.12E-4  0.0055 

CHC_1000 1.2662 0.7037 

 
The second experiment was carried out with the Reuters-

10 data set. This data set is characterized by an imbalance on 
its classes (see Error! Reference source not found.).  

Therefore, as can be seen in Table 8, all the classifiers 
produced satisfactory results when their learning process used 
all the training and test data set. In addition, as expected, the 
same behavior occurs when suppression mechanism is applied.  

The accuracy of SeleSup is just as good as results with the 
same data set without reduction, Random Sampling and CHC-
100. The results are very similar between the classifiers. 
Therefore, CHC-100 has not nearly as high reduction rate as 
SeleSup.  

It can be noticed that if the number of evaluation increases, 
the accuracy test of CHC-1000 decreases and consumes a high 
time execution (more than 50 higher). So, the CHC-1000 
doesn’t produce nearly as good results as SeleSup. 

The results (Table 9) indicate that the Wilcoxon test is 
more powerful than the Mann-Whitney test according to [29]. 

  

http://www.keel.es/
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TABLE VIII.  RESULTS FOR REUTERS-10 DATA SET 

 

Reuters - 

10 

 

Execution 

Time 

(s) 

Naïve 

Bayes 

Accuracy 

Test (%) 

SVM 

Accuracy 

Test (%) 

% 

Reduc

tion 

None 00:00:00 92.92 93.53 0. 

SeleSup 00:01:46 90.13 90.21 91. 

Rand. 

Samp. 
00:00:00 

 

89.35 

 

89.16 
91. 

CHC_100 00:58:29 91.95 91.29 77. 

Rand. 

Samp. 
00:00:01 92.00 92.06 77. 

CHC1000 01:58:12 84.43 83.77 97, 

Rand. 

Samp. 

 

00:00:01 
84.70 

 
 

82.29 

 
 

97. 

TABLE IX.  MANN-WHITNEY U AND WILCOXON TESTS COMPARING 

BAYES VS SVM FOR REUTERS-10 DATA SET 

Reuters - 

10 

Mann_Whitney   

p-value 

Wilcoxon 

p-value 

None 1.57E-4 0.0055 

SeleSup 1.57E-4 0.0055 

CHC_100 1.57E-4 0.0055 

CHC_1000 2.12E-4  0.0055 

 

TABLE X.  RESULTS FOR ORIGINAL REUTERS DATA SET 

 

Original 

Reuters 

 

Red. 

 (%) 

Naïve 

Bayes 

Accuracy 

Test (%) 

SVM 

Accuracy 

Test (%) 

Exec. 

Time 

(s) 

None 0.00 83.62 87.01 00:00:00 

SeleSup 

91.82 

78.02 78.66 00:02:30 

Random 

Sampling 

 

77.48 

 

78.00 

 

00:00:00 

CHC_100 
 

76.42 

81.98 83.99 01:00:33 

Random 

Sampling 
81.54 83.57 00:00:00 

CHC1000 
 

97.12 

72.61 71.83 02:43:27 

Random 

Sampling 

  

72.65 

 
 

71.61 

 
 

00:00:00 

TABLE XI.  MANN-WHITNEY U  AND WILCOXON TESTS COMPARING 

BAYES VS SVM FOR ORIGINAL REUTERS DATA SET 

Original 

Reuters 

Mann_Whitney   

p-value 

Wilcoxon 

p-value 

SeleSup 1.57E-4 0.0055 

CHC_100 1.57E-4 0.0055 

CHC_1000 1.57E-4 0.0055 

 
The third experiment was carried out with the Reuters 

Original data set. This data set is characterized by a great 
imbalance on its classes and high dimensionality (Table 10 
and 11). SeleSup produced results almost as good as CHC-
1000 in the training set, but the Reuters Original without 
suppression produces the best results in the test set. 

It can be noticed once more that the CHC-1000 produces 
the best data reduction percentages, but it isn’t nearly as fast as 
SeleSup. According to (Cano et al. 2003) the main limitation 
of CHC is its long processing time, which makes it difficult to 
apply this algorithm to very large data sets. 

This experiment shows the limitations of the SVM with the 
larger dataset (Original Reuters) which were omitted. 

Finally, the last experiment was carried out using the 
Newsgroup data set. This data set is an example of a very 
large data set with 18300 instances (see Table 12). This is the 
largest data set in our experiments. 

The SeleSup and CHC obtained results are very similar in 
accuracy. In addition, the algorithm SeleSup was easily 
applied in this data set and its results were just as good as 
CHC-1000. Its processing time has been very meaningful 
when compared with the CHC that produces a very similar 
percentage of reduction (92,09% and 93,29%). 

It can be observed that the RS had in general results very 
similar to the algorithms SeleSup and CHC, but it has a clear 
disadvantage of not reducing data by itself. Therefore, another 
algorithm has to be used to define the reduction percentage. 

TABLE XII.  IT IS ALSO POSSIBLE TO NOTICE THAT THERE IS NO 

STATISTICAL DIFFERENCE BETWEEN THE METHODS APPLIED IN THIS DATASET 

(TABLE 13). RESULTS FOR NEWSGROUP DATA SET 

News 

group 

Reduc

tion 

(%) 

Naïve 

Bayes 

Accuracy 

Test (%) 

SVM 

Accuracy 

Test 

 (%) 

Exec. 

Time 

(s) 

None 0.00 88.8 93.01 00:00:00 

SeleSup 

92.09 

79,2 91,84 00:13:00 

Random 

Sampling 
79.5 91,18 00:00:00 

CHC_100 
 

77.01 

85.1 93.55 17:12:00 

Random 

Sampling 
85.2 93.45 00:00:00 
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CHC_100 
 

93.29 

80.1 90.55 13:48:05 

Random 

Sampling 
78.1 90.30 

 

00:00:00 

TABLE XIII.  MANN-WHITNEY U AND WILCOXON TESTS COMPARING 

BAYES VS SVM FOR NEWSGROUP DATA SET 

Newsgroup 
Mann_Whitney   

p-value 

Wilcoxon 

p-value 

None  1.57E-04 0.0055 

SeleSup 1.57E-04 0.0055 

CHC_100 1.57E-04 0.0055 

CHC_1000 1.57E-04 0.0055 

VIII. CONCLUSION 

To carry out efficiently the training of classifiers of large 
collections of text the selection of the training set must be 
done carefully. If it is used an excessive number of documents 
the computational effort can make the task impossible. Using a 
very small sample leads to the inaccuracy of the classifier. 

This paper presented a new method for instance selection 
(IS) by suppressing data in the original training set. IS can be 
very useful to reduce costs, improve computational 
performance and eliminate non-informative data. The 
proposed technique was designed to work together with 
different types of classifiers. The goal was to improve the 
performance related to the time spent on training without 
losing accuracy. This approach was inspired by the 
suppression mechanisms found in biological immune systems. 

The experiments were conducted by testing the SeleSup 
algorithm in four data sets. The performance of three 
classification algorithms over the resulting training subsets of 
SeleSup was compared with the performance over the subsets 
selected by the CHC algorithm and random sampling (RS). 

In order to test whether the algorithms’ performances were 
significantly different or not, it was adopted a comparison 
between non-parametric tests Mann–Whitney U and Wilcoxon 
signed rank. In the tests, there were only one case where the 
performances haven’t shown significantly different. Therefore, 
the statistical tests have provided strong evidence concerning 
the results obtained when comparing the evaluated algorithms. 

The SeleSup algorithm significantly reduces the data set 
size. This algorithm is just as good as CHC algorithm and it 
offers the advantage of being faster. Then, it consumes less 
processing time. Although CHC has a higher reduction rate, it 
does not produce the best results with high dimensionality data 
sets and it showed high time execution. Moreover, on the 
contrary of CHC, the presented approach was applied to all the 
data sets on a less power computer, and overall, its results 
were better than RS. 

IX. FUTURE WORK 

An alternative method for performing a faster test would 
be inserting into the WBCs’ population the pathogen-specific 

WBC whose distance is the minimum distance. This technique 
should provide the system with the capability of keeping rare 
cases or rare classes in the training set. 

An additional improvement to the original algorithm could 
be to insert some probabilistic information on the choice of the 
WBCs to be eliminated. The way that the mechanism works 
currently is deterministic with regard to data selection. 
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Abstract—When designing Optical Networks-On-Chip,   

designers have resorted to make dialogue between emitters 

(lasers) and receivers (photo-detectors) through a waveguide 

which is based mainly on optical routers called λ-router. In this 

paper, we propose a new method based on the Multiple Input 

Multiple Output concept, and we give a model of the channel 

propagation, then we study the influence of different parameters 

in the design of Optical Networks-On-Chip. 

Keywords—λ –ROUTER; MIMO CHANNELS; CAPACITY; CDMA 

I. INTRODUCTION  

Networks-on-Chip (NoC) have recently become popular as 
an option for increasing the bandwidth, lowering the latency 
and reducing the power in chip multiprocessors. 

Several network architectures have been presented in the 
literature to construct efficient photonic networks-on-chip, and 
this architecture is based on λ-router. 

We present here an overview of On-chip optical networks 
based on (λ-router). The figure below shows an example of a 
network-on-chip based on an optical waveguide using optical 
router architecture liabilities (the λ-router) [1,2]. 

 
Fig. 1. On-chip optical networks based on λ-router 

The basic element of the network is the λ-router [3] which 
consists of two basic elements: 

* Two parallel waveguides. 

* A ring cavity, square... 

In this paper, we will study and present a novel ONOC 
(Optical Network On Chip) system based on MIMO 
technology; we begin in section II by the modeling the 
propagation’s channel of the system which allows us to 
determine the attenuation between transmitter and receiver. 
Then in section III, we present the study of ONOC capacity 
and finally in section IV, numerical results are presented. 

II. MIMO CHANNEL MODELING  

In this section, we solve Maxwell's equations to determine 
the electromagnetic field equation that describes the outgoing 
laser light [4] (channel 1) and we modeling the diffuser 
(channel 2) which is an important component to diffuse light to 
all receivers. 

 
Fig. 2. On-chip optical networks based on MIMO technology 

A. Channel 1 modeling 

We assume that electromagnetic wave Propagates in a 
homogeneous medium is subject to Maxwell's equations. Thus, 
the equation of wave propagation in isotropic medium is: 
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If we consider the propagation of a monochromatic 
electromagnetic wave frequency then we have:  

0),,(),,( 2  zyxEkzyxE   

The solution of this equation is : 
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The percentage of energy F received by the receiver defined 
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Replacing I(r) by its value at a given point z, s we have 
after simplification, the function that represent the channel 1: 

))(2exp(1 2
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B. Channel 2 modeling 

As lasers scatters light linearly, the diffuser appears as a 
solution to distribute the quantity of light received at the 
receivers, in this case we say that the diffusion process is done 
in a Lambertian. 

Existing broadcasters are either single surface or double 
surfaces [5,9]. 

 

Fig. 3. diagram of a diffuser 

The diffuser is an optical component, composed of several 
different micro-lenses, designed in a manner that each micro-
lens arranged to avoid repetition pattern, so that there's control 
over the distribution of diffusion and intensity profile [8].  

For each diffuser: 
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Fig. 4. Response of a diffuser 

In our study we choose  600  and 6.0p . 

It is a simple diffuser with low spectral efficiency [5]. In 
order to increase the spectral efficiency we adopt the use of two 
broadcasters which are placed one in front of the other as it is 
shown in the following figure: 

 

Fig. 5. diagram of two diffusers 

 
The total scattering given by two broadcasters is given by 

the convolution product: 

 dIII )()()( 0

90

90

0  


                                       

In our study we choose  600 and 6.0p . 

The spectral efficiency is 70% [5] and there is an increasing 
scattering angle going from 120 ° to 180 °. 

 

 

Fig. 6. Response of two diffusers 

Then, the channel 2 is represented with: 

)cos()(
2 ij
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A
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ijh  : The coefficient of the MIMO channel. 

III. MIMO CHANNEL CAPACITY 

To better understand and present the theoretical formulation 
of the MIMO channel capacity perspective, we introduce the 
notion of capacity based on the theory of information. 

When the channel matrix is known and in reception, it was 
shown in [7] that the mutual information described above is 
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maximized if 
Nt

e
 , e  is the variance of the transmitted 

signal in the case where it follows a normal distribution. 

The formula for the ergodic capacity will be given by [6]: 

















 H

Nr HH
Nt

SNR
IEC detlog)

2

1
( 2

                    

With  NrI   represents an identity matrix NxN and H is the 

channel matrix representing the attenuation between each sub-
channel. 

When the channel is known at both transmitter and 
receiver, the optimal solution of capacity is a water-filling 
solution described in 1995 by Telatar [6]. 

To fully express the ability of this technique, we rewrite the 
model of the transmission system, to do this we apply the 
theorem of singular value decomposition of the matrix H which 
allows us to apply and explain the impact of one of the power 
allocation techniques of the MIMO system performance. So H 
will be as follows: 


HUDV     

The received signal becomes: 

Y= HX+N = NUDV H     (10) 

We can now write the system as equivalent:  
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Using Rule determinant, we have: 
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By replacing the expression of H in this last formula we obtain: 
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 Now apply the rule of determining the last formula becomes: 
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Where VVQ H
~

corresponding to the covariance 

matrix of the equivalent signal, the covariance matrix of the 

received signal becomes equivalent DQDA
~

 , for A 

diagonal must Q
~

 is also diagonal and in this case the 

expression of A becomes:
2~

DQA  . 

Using this latter approach of the covariance matrix of the 
received signal equivalent we can express the MIMO channel 
capacity using the technique water-filling.  

Using the technique of water-filling [7], we seek to 
optimize the connection between the transmitter and receiver 
by dividing the total power transmitted on the transmit 
antennas in order to achieve optimal capacity offered by the 
system channels MIMO. 

To express the optimal capacity, consider the transmission 
of symbols on a chain of transmission using the technique of 

Waterfilling such that the matrix 
2~

DQA   where

 NtaaadiagQ ,........,,
~

21 . 

In practice, a condition is imposed for power: the total 
power transmitted on all transmitters is equal to the total power 
transmitted: 
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This condition can be written differently as follows: 
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The formula of the total system capacity allocation 
technique using a constrained power is as follows: 
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With   NrNtn ,min  and i  is a diagonal matrix
2D . 

Suppose   constant to check the power constraint in the case 

of MIMO system using water-filling technique, we can write 
the formula for the optimal power allocation as follows: 
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Thus, the power output of the transmitter i will be 
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 and therefore the water-filling algorithm is 

optimal power allocation such that : 
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Water-Filling technique is to have variable power level 
transmitters. This change is made so that we have an 
optimization of the channel capacity. 

The ability of such a system Water-Filling is given by the 
following expression: 
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IV. NUMERICAL RESULTS 

A. Study of the capacity enhancement with water-filling  

We simulate the ability of the capacity previously presented 
with and without Water-Filling technique to show the 
contribution of this technique in terms of capacity: 

We simulated an optical MIMO transmission system with 
the use and no use of the Technical Water-Filling knowing that 
there's direct sight between transmitters and receivers lasers 
and photodiodes result of this simulation is given by the 
following figure: 

 

Fig. 7. Capacity = f (SNR) of a MIMO system with or without water-filling 
technique 

This figure shows the improvement carried by Water-
Filling technology on the capacity of MIMO channels in the 
case of sight between transmitters and receivers. Indeed, for 
low SNR the capacity of the transmission chain using the 
technique of power allocation Water-Filling is greater than 
other that does not use it and this increase improves if we 
increase the SNR more and more. For example if SNR = 12 
dB, the ability of the system using the Water-Filling is 2 bits / s 
/ Hz. However, the ability of the chain without using this 
technique is 1 bit / s / Hz. For large values of SNR the effect is 

remarkable, there’s an increase of the capacity in the area 
between the two curves. 

We also simulated a chain of MIMO transmission in the 
absence of optical diffusers knowing that there's a direct sight 
between the transmitters and receivers.  

 

Fig. 8. Comparison of MIMO capacity without Water-Filling 

This figure shows the improvement achieved by the 
addition of a laser on the capacity of MIMO channels in the 
case of sight between transmitters and receivers. Indeed, for 
low SNR the capacity of the transmission chain of the various 
systems are very close but if we increase the SNR, it gives a 
duplication of bit rate and this is a logical result considering 
that there is no overlap of data between sub-channels. For SNR 
= 12 dB, for example the ability of the SISO system is 1 bit / s / 
Hz, 2x2 MIMO system is 2 bits / s / Hz, 3x3 MIMO system is 3 
bits / s / Hz, the system MIMO 4x4 is 4 bits / s / Hz. 

B. Parametrics analysis of an ONOC design  

We assume that we have a MIMO system as shown 

 

Fig. 9. Schematic of 2 x 2 MIMO systems 

In our study we choose: 

 600  and 6.0p . 

The coefficient of the MIMO channel is given by ijh  
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From the diagram above, we have:
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A: the surface of the photo-detector is equal to
2025.0 mm . 

We assume the 2x2 MIMO system before, then we set the 
distance d = 1mm between lasers and photo-detectors and we 
change  different positions of photo-detectors. 

We assume that all other parameters are fixed. Under the 
same conditions we get the following results: 









2112

2211

hh

hh

 

We simulated a 2x2 MIMO system and the result is 
represented by the following figure: 

 
Fig. 10. Capacity = f (SNR) of a 2x2 MIMO system with   variation of the 

result ∆ 

From the figure above we can see the degradation of the 
capacity, if we increase the distance between the photo-detector 
which is an expected result because when the light reaches the 
diffuser we find that a quantity of light is lost because spectral 
efficiency diffuser is 70%. As the two photo-detectors are close 
and there is no distance between them, we find the optimal 
capacity with a delta value equal to 0.158 mm, which 
corresponds to two photo-detectors just one after another. 

We simulated a 2x2 MIMO system and we vary the 
distance D, we obtain the following figure: 

 
Fig. 11. Capacity = f (SNR) of a 2x2 MIMO system with variations of 

distance   d 

From the figure above we observe the degradation of the   
capacity if we increase the distance between the lasers and 
photo-detectors which is an expected result.  

This figure below shows the improvement achieved by the 
addition of a laser on the capacity of MIMO channels. Indeed, 
for low SNR the capacities of the transmission chain of the 
various systems are very close but if we increase the SNR, 
there is duplication in the capacity. 

 

Fig. 12. Capacity = f (SNR) of the MIMO system with different technology 

water-filling 

V. CONCLUSION 

We detailed in this paper MIMO channel modeling of 
ONOC system based on the MIMO technologies. Then we 
studied the capacity with knowledge of transmission channel 
for both transmission and reception where we have very 
detailed Water-Filling technology that allows us to optimize the 
capacity of MIMO channels and finally we show the important 
parameters which enhance the capacity of ONOC system 
design.  

After system design, we work now on the performance 
evaluation of this system with Code Division Multiplexing 
Acces code. 
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Abstract—In this research a Face Detection and Recognition 

system (FDR) used as an Authentication technique in online 

voting, which one of electronic is voting types, is proposed. Web 

based voting allows the voter to vote from any place in state or 

out of state. The voter’s image is captured and passed to a face 

detection algorithm (Eigenface or Gabor filter) which is used to 

detect his face from the image and save it as the first matching 

point. The voter’s National identification card number is used to 

retrieve and return his saved photo from the database of the 

Supreme Council elections (SCE) which is passed to the same 

detection algorithm (Eigenface or Gabor filter) to detect face 

from it and save it as second matching point. The two matching 

points are used by a matching algorithm to check wither they are 

identical or not.  If the results of the matching algorithm are two 

point match then checks wither this person has the right to vote 

or not. If he has right to vote then a voting form is presented to 
him. 

The result shows that the proposed algorithm capable of 

finding over 90% of the faces in database and allows their voter 
to vote in approximately 58 seconds. 

Keywords—Electronic Voting; Face Recognition; Gabor Filter; 

Eigenface. 

I. INTRODUCTION  

Online voting system is a voting system in which the 
election data is recorded, stored and processed primarily as 
digital information and it needs to address, obtain, mark, 
deliver, and count ballots via computer. Therefore voter 
identification and authentication techniques are essential for 
more secure platform mechanisms to overcome vulnerabilities 
of the client used by the voter to cast her vote. 

Security can be achieved using some of techniques of 
electronic voting such as Guidelines, only need to develop a 
list of instructions and then send it via email or put it on the 
election web page; Bootable CD, approach to overcome the 
secure platform problem was proposed by Otten (2005). She 
recommended developing a special voting operating system 
based on Knoppix. It is an operating system based on Debian 
that is designed to be booted and run directly from a CD or 
DVD; Smart Cards as Observers, in which an observer is a 
manipulation resistant piece of hardware which is owned by 
the voter. The idea is that the observer is not allowed to 
directly communicate with the Internet. All the 
communication needs to be forwarded by the voter; Code 

Sheets, the idea of code sheets is that the voter gets a piece of 
paper together with the general election information via post 
where each candidate or each party is linked to a particular 
code. Now, in order to cast a voter the voter does not click on 
the candidate or party of her choice but enters the 
corresponding code; Trusted Computing, the idea is to use an 
appropriate security architecture based on a security kernel 
and on Trusted Computing elements. Such a solution is the 
only one that could efficiently overcome malicious software 
on the voting casting device as well as potential malicious 
voters installing malware on purpose on their device. 
However, currently, there are still open problems with 
Trusted computing itself and it is not wide-spread enough; 
Individual Verifiability [5], the idea is that you use one 
software to prepare a voter and a second one to verify that the 
vote has been properly prepared (encrypted). Plus, you can 
also do the verification with an offline tool  

In this research, we proposed an authentication technique 
using a Face Detection and Recognition system in online 
voting to achieve the rules of Supreme Electoral Council as 
follow: Only eligible persons vote, No person gets to vote 
more than once, the vote is secret, and each (correctly cast) 
vote gets counted and to achieve the aims of online voting as 
follow: increase participation, lower the costs of running 
elections, and improve the accuracy of results. 

In general, an FDR system starts by  Interfacing with an 
image source for grabbing facial images, Automatic detection 
or manual selection of human face may be found within the 
scene, Manipulate (create, add, delete) a database of faces, 
Launching the recognition process by comparing the face 
previously detected with the database's faces. 

The remainder of this paper is organized as follows: 
Section 2 is devoted to mention the previous related work. In 
Section 3, explain the proposed algorithms (Gabor filter and 
Eigenface). Experimental results and comparison between 
two algorithms in Section 4. Finally concluding remarks are 
drawn in Section 5. 

II. RELATED WORK 

In related research, several voter identification and 
authentication techniques were introduced to secure voting 
platforms and overcome fake voting. Some of these 
techniques are: 
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Highly Secure Online Voting System with Multi Security 
using Biometric and Steganography, the basic idea is to 
merge the secret key with the cover image on the basis of 
core image. The result of this process produces a stego image 
which looks quite similar to the cover image. The core image 
is a biometric measure, such as a fingerprint image. The stego 
image is extracted at the server side to perform the voter 
authentication function. It used secret message with 288 bit 
length. As the actual secret key is never embedded in the 
stego image, there will be no chance of predicting secret key 
from it [9]. 

Karlof et al., combines the verifiability definition without 
distinguishing universal or individual as follows: “Verifiably 
cast-as-intended means each voter should be able to verify his 
ballot accurately represents the vote he cast. Verifiably 
counted-as-cast means everyone should be able to verify that 
the final tally is an accurate count of the ballots.” [11] 

Online Signature Verification Using Temporal Shift 
Estimated by the Phase of Gabor Filter, A new online 
signature-verification method using temporal shift estimation 
is presented. Local temporal shifts existing in signatures are 
estimated by the differences of the phase outputs of Gabor 
filter applied to signature signals. An input signature signal 
undergoes preprocessing procedures including smoothing, 
size normalization and skew correction, and then its feature 
profile is extracted from the signature signal. A Gabor filter 
with the predetermined center frequency is applied on a 
feature profile, and phase profile is computed from the phase 
output. The feature profile and the phase profile are length 
normalized and quantized so that a signature code of fixed 
size is generated. The temporal shifts existing between two 
signatures are computed by using the differences between the 
phase profiles. The information about the temporal shifts is 
used as offsets for comparing the two feature profiles. 
Therefore, two kinds of dissimilarities are proposed. 
Temporal dissimilarity is a measure reflecting the amount of 
total temporal disturbance between the two signatures. The 
difference between the two signature profiles is computed at 
each corresponding point pair and is accumulated into 
temporally arranged feature profile dissimilarity. The decision 
boundary is represented as a straight line in the dissimilarity 
space whose two axes are the two dissimilarity measures. The 
slope and the position of the decision boundary are computed 
using the distribution of the dissimilarities among the sample 
signatures involved in the enrollment procedure [9], [11]. 

III. IMPLEMENTATION 

Identity authentication applied for online voting system: 
The Online Voting System is an online application designed 
to be operated by two users, the election controller or 
administrator and the voter.  

"Identity Authentication" generally involves two stages: 
the first is Face Detection and Recognition, where a photo is 

searched to find any face in it. Next, an image processing 
algorithm is applied to clean up the facial image for easier 
recognition. The second stage is Face Matching, where the 
detected face is compared to an image retrieved from the SCE 
database using a national ID#. A matching algorithm is 
applied to verify the person for both matching. 

We compared between two Identity Authentication 
algorithms. The first algorithm is face recognition using 
Gabor filter and the second algorithm is Face Recognition 
with Eigenface. 

A. First algorithm, a schematic diagram for the Online 

Voting System Based on Face Recognition using Gabor 

Filters is show in Figure 1.  

 

Fi g. 1. Online Voting System Based on Face Recognition using Gabor 
Filters. 

Algorithm steps are as follows: 

1) The voter's image which is captured using a webcam is 

used as the input to the face detection algorithm. 

2) Before entering image to Gabor filters, it must be 

normalized by three steps as show in Figure 2. 

a) Input image is resized to 128×128. 

b) Pixel adjustment, in this step, Image Pixel intensities 

are used, such that the standard deviation of Image Pixel is 

one. 

c) Borders are smoothed, across band 30 pixels wide 

and they are weighted by an aspect d= 30, where d is distance 

of image edge. 
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Fi g. 2. Normalize image 

3) Gabor filter algorithm consists of 40 filter used to 

detect faces from the captured image; the proposed system 

applied different Gabor filters on the image to generate 40 

images with different angles and orientation [1] [2] [8]. 

4) Next, maximum intensity points in each filtered image 

are calculated and marked as fiducial points. If the distance is 

minimum between these face points then system reduces the 

points. The next step is calculating the distances between the 

reduced points using distance formula. At last, the calculated 

distances are compared with Gabor database. If match occurs, 

it means that the image is recognized as a face. 

5) Eq. (1) shows the major expression of Gabor wavelet as 

a Gaussian kernel function which is changed by sinusoid [1].  

          
  

        

                                         
Where, 

         
   

  

   
 And,  
                    ,  

                  

The factor F=σ/K makes sure the filter spatial range of 
action is partial correspondingly to the central frequency f. In 
this equation σ is frequency of filter, θ are 8 different 
orientations in the filter. A discrete recognition of Eq. (1) 
using five dissimilar scales and eight angles are engaged and 
in result of it, 40 Gabor filters are acquired. In the end of Eq. 
(1), the term DC creates the filter DC-free. 

6) Then, Gabor filters are applied on the input images 

a) Gabor Filters: an image of the 40 Gabor filters are 

shown below in figure 3. 

 
Fi g. 3. Gabor Filters 

b) Results of applying Gabor Filter on image show in 

figure 4. 

 
Fi g. 4. Result of applying Gabor Filter 

c) Face point extraction, When the original image I(x, 

y) multiplied with Gabor filter g(x, y), a new image is acquired 

which is equal to J(x, y). Where x is height and y is width of 

image show in figure 5. 

 
Fi g. 5. Face point extraction 

d) Find the maximum intensity face points using the 

formula in Eq. (2). 

              

  

   

  

   

                                  

Where: 

      

                               
Where N1, N2 are the width and height of image. 

e) Calculate the distance d to minimize the points as in 

Eq. (3). 
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Fi g. 6. Calculate of distance d 

f) The distances of the selected points which show in 

figure 6 are compared with the database; if the distances get 

matched with database the face is recognized. 

B. Second algorithm, Online Voting System Based on Face 
Recognition using Eigenface Filters. The suggested system 

is illustrated in figure 7. 

 
Fi g. 7. Online Voting System Based on Face Recognition using Eigenface 

system. 

We used Eigenface system to detect and recognize face 
from image; this system can be divided into two main 
segments: creation of the Eigenface basis and recognition of a 
new face [3] [10]. The system follows the following general 
flow as show in figure 8. 

 
Fi g. 8. The Eigenface face recognition system segments. 

The Eigenface technique uses much more information by 
classifying faces based on general facial patterns. These 
patterns include, but are not limited to, the specific features of 
the face [7]. Eigenface can be related directly to one of the 
most fundamental concepts in electrical engineering: Fourier 
analysis.  

Eigenface system needs a database of known faces in 
which all images are the same size (in pixels), and grayscale, 
with values ranging from 0 to 255. Each face image is 
converted into a vector of length N (where, N=image 
width*image height).  

We will use The ORL Database of Faces 
(AT&T database) [6]. This database contains 400 pictures of 
40 subjects. A preview image of the database of faces is 
shown in figure 9. 

 

Fi g. 9. A preview image of the Database of Faces. 

Eigenface system use of Fourier analysis reveals that a 
sum of weighted sinusoids at differing frequencies can 
recompose a signal perfectly. In the same way, a sum of 
weighted Eigenfaces can seamlessly reconstruct a specific 
person’s face. The algorithm calculates the average face in 
face space and returns the top Eigenface vectors then it uses 
these differences to compute a covariance matrix C for our 
dataset. The covariance between two sets of data reveals how 
much the sets correlate [4], [7] as in Eq. (4). 

 

http://www.cl.cam.ac.uk/research/dtg/attarchive/facesataglance.html
http://www.cl.cam.ac.uk/research/dtg/attarchive/facesataglance.html
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In Equation 4,  

A = [Φ1 Φ2...ΦM], 

pi = pixel i of face n,  

M= the number of faces in our set. 

The Eigenfaces that we are looking for are simply the 
eigenvectors of C. However, since C is of dimension N (the 
number of pixels in our images), solving for the Eigenfaces 
gets ugly very quickly. Eigenface face recognition would not 
be possible if we had to do this. This is where the magic 
behind the Eigenface system happens. 

The output of the Eigenfaces system is the first point 
extraction of the person’s face which we will be used to 
verify the voter's identity. The voter will enter his ID number 
which is used to fetch his image from SCE data base this 
image will be considered as the first point.  The voter’s image 
captured using a webcam is the input to the Eigenface system 
to detect the face from image and this will be the second 
point. The two points are checked for matching using pattern 
matching algorithm. 

IV. ANALYSIS 

To measure the performance of the two proposed systems 
(Gabor filter and Eigenface algorithm) the standard database 
and SCE data base were used. The number of matched images 
and the execution time were calculated and used to compare 
between the two proposed systems. 

Images for ten different persons were used. For each 
person 20 images in different positions and different facial 
expressions were saved in the database. The proposed Gabor 
filter system was tested using 200 images. For each person 20 
different images were tested. Figure 10, 11 represent the 
number of matched images and the average execution time 
respectively for both Gabor filter system and Eigenface 
system. 

It has been observed that in the absence of face-facing 
webcam or in the case the of a rotated face captured image 
the efficiency of the Gabor filter algorithm is 80% as in the 
cases of voters 3, 7, 9 and 10.  

While, in a face- facing webcam or a no rotated face the 
efficiency raises up to 100% as in the cases of voters 1, 2, 6, 
8. And the efficiency of the Eigenface algorithm is 75% as in 
the cases of voters 10. While, in a face- facing webcam or a 
no rotated face the efficiency raises up to 100% as in the 
cases of voters 1. 

 

 
Fi g. 10. Number of images matched for every voter.  

 

Fi g. 11. Execution time for every voter. 

The results showed a 93.5% match in an average 70.8 
Second for Gabor system. The same test set of images was 
used by the Eigenface system and resulted in 179 images 
were matched and 21 were not matched in an average of 
57.48 Second. Total results are shown in figure 11, 12.  

In cases of Eigenface, the recognition rates for a given 
number of Eigenfaces are reached relatively quickly. This 
indicates that in any implementation of such a recognition 
system there does not exist a meaningful advantage to using 
more Eigenfaces than first provide the desired level of 
accuracy and speed. 

V. CONCLUSION 

On line voting allow voter to vote 24 hour per day and 7 
day per week also allow him to vote from anywhere in his 
state or out of state. 

In this research, we proposed two FRD systems based on 
Gabor and Eigenface as authentication techniques in online 
voting. Both systems detect the face from an image captured 
using a webcam and recognize face from SCE database and 
check if the two images match. If a match accrues, then verify 
that the law and roles of voting are not violated then allow 
him to vote.  
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Fi g. 12. Accuracy comparison for different system 

 

Fi g. 13. Execution time comparison for different system 

Analysis of the Eigenface recognition technique using 
both averaging and removal methods gives evidence that the 
methods prove 89.5% accurate. But we achieve 93.5% 
accurate when we applied Gabor filter, but it take more time 
to recognize face from image. 

In future work, we plan more extensive experimentation 
with a larger images database. We also plane on trying other 
good performance face detection and matching algorithms in 
aim to increase algorithm efficiency and improve execution 
time. 
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Abstract—The electronic information revolution and the use 

of computers as an essential part of everyday life are now more 

widespread than ever before, as the Internet is exploited for the 

speedy transfer of data and business. Social networking sites 

(SNSs), such as LinkedIn, Ecademy and Google+ are growing in 

use worldwide, and they present popular business channels on 

the Internet. However, they need to be continuously evaluated 

and monitored to measure their levels of efficiency, effectiveness 

and user satisfaction, ultimately to improve quality. Nearly all 

previous studies have used Heuristic Evaluation (HE) and User 

Testing (UT) methodologies, which have become the accepted 

methods for the usability evaluation of User Interface Design 

(UID); however, the former is general, and unlikely to encompass 

all usability attributes for all website domains. The latter is 

expensive, time consuming and misses consistency problems. To 

address this need, a new evaluation method is developed using 
traditional evaluations (HE and UT) in novel ways. 

The lack of an adaptive methodological framework that can 

be used to generate a domain- specific evaluation method, which 

can then be used to improve the usability assessment process for 

a product in any chosen domain, represents a missing area in 

usability testing. This paper proposes an adaptive framework 

that is readily capable of adaptation to any domain, and then 

evaluates it by generating an evaluation method for assessing and 

improving the usability of products in a particular domain. The 

evaluation method is called Domain Specific Inspection (DSI), 

and it is empirically, analytically and statistically tested by 

applying it on three websites in the social networks domain. Our 

experiments show that the adaptive framework is able to build a 

formative and summative evaluation method that provides 

optimal results with regard to our newly identified set of 

comprehensive usability problem areas as well as relevant 

usability evaluation method (UEM) metrics, with minimum input 

in terms of the cost and time usually spent on employing 
traditional usability evaluation methods (UEMs). 

Keywords—Heuristic Evaluation (HE); User Testing (UT); 

Domain Specific Inspection (DSI); adaptive framework; social 

networks domain. 

I. INTRODUCTION  

Online social gatherings are known by a variety of names, 
such as online community and social network websites 
(SNSs). SNSs are increasingly recognized as one of the most 
popular mediums of online communication, and they are 
increasingly attracting the attention of academic and industry 
researchers intrigued by their affordability and reach. They 

have attracted millions of users around the world; many of 
them have integrated these sites to be part of their daily 
activities. Nowadays, SNSs play a vital role in many fields, 
such as e- government and business. They have gained in 
popularity not only because of their many interactive and 
innovative features, but also because their purpose is clearly 
established and the audience is targeted effectively [Pessagno, 
2010]. Software development organizations are paying 
increased levels of attention to the usability of such social 
networking websites (SNSs); however, the majority of SNSs 
still have low levels of usability [Fu et al., 2008]. The 
motivation for this research is that SNSs are increasingly 
interesting as a topic of research in Information Systems, and 
so assessing and hence improving the usability of these SNSs 
is becoming crucial [Fox and Naidu, 2009]. Also, SNSs are 
becoming increasingly popular, andso it is important that the 
usability of individual sites be tested, assessed and improved 
in an objective manner as possible. 

It is clear that Heuristic Evaluation (HE) and User Testing 
(UT) are the most important usability evaluation methods for 
ensuring system quality and usability [Chattratichart and 
Lindgaard, 2008; Chattratichart and Brodie, 2004]. Currently, 
the growth of a new breed of dynamic websites, complex 
computer systems, mobile devices and their applications have 
made usability evaluation methods even more important; 
however, usability differs from one website to another 
depending on website characteristics. It is clear that users have 
become the most important factor impacting on the success of 
a website; if a website is produced and is then deemed not 
useful by the end-users, it is a failed product (nobody can use 
it and the company cannot make money) [Nielsen, 2001]. 
Nayebi et al. (2012) asserted, “Companies are endeavoring to 
understand both user and product, by investigating the 
interactions between them”. 

The traditional usability measures of effectiveness, 
efficiency and satisfaction are not adequate for the new 
contexts of use [Zaharias and Poylymenakou, 2009]. HE has 
been claimed to be too general and too vague for evaluating 
new products and domains with different goals; HE can 
produce a large number of false positives, and it is unlikely to 
encompass all the usability attributes of user experience and 
design in modern interactive systems [Hertzum and Jacobsen, 
2001; Chattratichart and Lindgaard, 2008]. UT has been 
claimed to be costly, time consuming, prone to missing 
consistency problems and subject to environmental factors 
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[Oztekin et al., 2010]. Several studies have also emphasised 
the importance of developing UEMs as a matter of priority, in 
order to increase their effectiveness. To address these 
challenges, many frameworks and models have been 
published to update usability evaluation methods (UEMs) 
[Alias et al., 2013; Gutwin and Greenberg, 2000]; however, 
these frameworks and models are not applicable to all 
domains because they were developed to deal with certain 
aspects of usability in certain areas [Coursaris and Kim, 
2011]. 

The adaptive methodological framework in this paper was 
originally constructed and then evaluated practically in the 
educational domain; in this, it delivered interesting results by 
discovering more real usability problems in specific usability 
areas than HE or UT [Roobaea et al., 2013a]; [Roobaea et al., 
2013b]. The main objective of this paper is to address the 
challenges that were raised and to continue testing the validity 
of the adaptive framework by applying it on the social 
networks domain, through three case studies. Furthermore, it 
is to conduct a comprehensive comparison between UT, HE 
and our domain-specific Inspection (DSI) method, which is 
developed through the adaptive framework, in terms of 
number of real usability problems found and their severity in 
each of a number of usability problem areas, as well as in 
terms of certain UEM metrics and other measurements. The 
paper is organized in the following way. Section 2 starts with 
a brief literature review relating to this study; it includes a 
definition of usability problems, and describes the concept of 
severity rating. Section 3 details the construction of the 
adaptive framework. Section 4 is on the research 
methodology. Section 5 details the set of measurements and 
analysis metrics. Section 6 validates the adaptive framework 
by applying the new method (DSI), HE and UT in practice on 
three cases, and then provides an analysis and discussion of 
the results. Section 7 presents a discussion of the findings. 
Section 8 presents the conclusion and future work. 

A. Research Hypotheses 

    This research hypothesizes that: 

1) There are significant differences between the results of 

HE and DSI, where the latter method outperforms the former 

in terms of achieving higher ratings from evaluators on the 

issues relating to the number of usability problems, the 

usability problem areas, the UEM performance metrics, and 

the evaluators’ confidence, concluding that it is not essential 

to conduct HE in conjunction with DSI. 

2) There are significant differences between results of UT 

and DSI, where the latter method outperforms the former in 

terms of achieving higher ratings on the issues relating to the 

number of usability problems, the usability problems areas, 

the UEM performance metrics, concluding that it is not 

essential to conduct UT in conjunction with DSI. 

II. LITERATURE REVIEW 

SNSs have quickly become one of the most popular means 
of online communication in the last few years, and their users 
are dramatically growing in number by the day. SNSs can be 
defined as ‘web-based services’ that allow individuals to 

construct a public or private profile within a bounded system, 
and to explore connections with others within the system. 
They can be used to seek out new friendships or to group 
together to chat with friends, share activities or interests and 
extend one’s own social network [Ellison et al., 2007; Fox and 
Naidu, 2009]. Most of the existing social networks on the 
Internet offer a range of services to users, such as instant 
messaging, private messages and e-mail, video and file 
sharing, blogging and playing online games, but they are also 
used by businesses, advertisers and employers, and those who 
wish to follow companies in order to receive information, 
updates and RSS feeds [Ellison et al., 2007; Estes et al., 
2009]. It is now apparent that SNSs have had a significant 
impact on how individuals and social groups communicate 
and exchange information. These networks involve a great 
many users at any one time, and they are divided into broad 
categories according to purpose; there are networks for 
making new friends, for study and for work, in addition to 
networks based on interest or activity. The most well-known 
SNSs are Facebook, MySpace and Twitter, but others are 
emerging as this is an evolving field. Consequently, this is a 
productive environment for informational conflict between 
these websites, who seek to increase their number of users by 
attracting new users, attracting users from competitors’ 
websites and maintaining current users [Tufekci, 2008]. 
Essentially, the success of SNSs depends to a large extent on 
the degree of users’ contributions and activities, and so they 
need to be highly usable; if websites are not usable, users will 
leave and find others that better cater to their needs. 

Emanating from the development of Web 2.0, there is now 
a real need to study the usability of SNSs [Ali et al., 2013]. 
The reviewed literature shows that the techniques for 
measuring the quality of user experience have been classified 
under the headings of ergonomics and ease-of- use, but more 
lately under the heading of usability [Oztekin et al., 2010]. 
This aims to ensure that the user-interface is of sufficiently 
high quality. ‘Usability’ is one of the most significant aspects 
affecting the quality of a product and its user experience. A 
website is a product, and the quality of a product takes a 
significant amount of time and effort to develop. A high- 
quality website is one that provides all the main functions in a 
clear format, and that offers good accessibility and a simple 
layout to avoid users spending an inordinate length of time 
learning how to use it; these are the fundamentals of the 
usability of a website. However, poor website usability may 
have a negative impact on various aspects of the organization, 
and may not allow users to achieve their goals efficiently, 
effectively and with a sufficient degree of satisfaction [ISO, 
1998]. Nielsen (1994b) stated, “usability is associated with 
learnability, efficiency, memorability, errors and satisfaction” 
[Nielsen, 1994b]. Usability is not a single ‘one-dimensional’ 
property of a user interface; there are many usability attributes 
that should be taken into account and measured. Shackel and 
Richardson (1991) proposed attributes covering four 
dimensions that influence the acceptance of a product, which 
are effectiveness, learnability, flexibility and attitude [Shackel 
and Richardson, 1991]. Nielsen (1994b) introduced five major 
attributes of usability based on a System Acceptability model 
[Nielsen, 1994b], and they are as follows; 1) Easy to learn: a 
system should be easy to learn for the first time; 2) Efficient to 
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use: the relationship between accuracy and time spent to 
perform a task; 3) Easy to remember: a user should be able to 
use the system after a period without spending time learning it 
again; 4) Few errors: the system should prevent users from 
making errors (this also addresses how easy it is to recover 
from errors); and 5) Subjectively pleasing: this addresses the 
user’s feeling towards the system. 

Usability evaluation methods (UEMs) are a set of 
techniques that are used to measure usability attributes. They 
can be divided into three categories: inspection, testing and 
inquiry. Heuristic Evaluation (HE) is one category of the 
inspection methods. It was developed by  

[Molich and Nielsen, 1990], and is guided by a set of 
general usability principles or ‘heuristics’ as shown Table 1. It 
can be defined as a process that requires a specific number of 
experts to use the heuristics in order to find usability problems 
in an interface in a short time and with little effort [Magoulas 
et al., 2003]. It can be used early in the development process, 
and may be used throughout the development process [Nielsen 
and Molich, 1990]. However, it is a subjective assessment and 
depends on the evaluator’s experience, and can produce a 
large number of false positives that are not usability problems 
at all or can miss some real problems [Holzinger, 2005; 
Nielsen and Loranger, 2006; Chattratichart and Lindgaard, 
2008; Hertzum and Jacobsen, 2001]. 

TABLE I.  HEURISTIC EVALUATION 

There are two kinds of expert evaluators in HE. One is a 
‘single’ evaluator, who can be defined as a person with 
general usability experience. The second is a ‘double’ 
evaluator who can be defined as a person with a usability 
background in a specific application area. Molich and Nielsen 
(1990) recommended from previous work on heuristic 
evaluation that between three and five single expert evaluators 
are necessary to find a reasonably high proportion of the 
usability problems (between 74% and 87%). For the double 
expert evaluators, it is sufficient to use between two and three 
evaluators to find most problems (between 81% and 90%). 
There is no specific procedure for performing HE. However, 
Nielsen [Nielsen, 1994a] suggested a model procedure with 
four steps. Firstly, conducting a pre-evaluation coordination 
session (a.k.a training session) is very important. Before the 
expert evaluators evaluate the targeted website, they should 
take few minutes browsing the site to familiarize themselves 
with it. Also, they should take note of the actual time taken for 

familiarisation. If the domain is not familiar to the evaluators, 
the training session provides a good opportunity to present the 
domain. Also, it is recommended that in the training session, 
the evaluators evaluate a website using the heuristics in order 
to make sure that the principles are appropriate [Chen and 
Macredie, 2005]. Secondly, conducting the actual evaluation, 
in which each evaluator is expected to take around 1 to 1.5 
hours listing all the usability problems. However, the actual 
time taken for evaluation should always be noted. Next, there 
should be a debriefing session, which would be conducted 
primarily in a brainstorming mode and would focus on 
discussion of possible redesigns to address the major usability 
problems and general problematic aspects of the design. A 
debriefing is also a good opportunity for discussing the 
positive aspects of the design, as HE does not otherwise 
address this important issue. Finally, the results of the 
evaluations are collected into a series of evaluation tables, and 
then combined into a single table after removing any 
redundant data. After the problems are combined, the 
evaluators should agree on the severity of each individual 
problem [Nielsen, 1994a]. 

In the present context and in relation to HE, usability 
testing (UT; also known as user testing), is another important 
evaluation method for ensuring system quality, in particular 
for websites. It needs participants to perform a set of tasks, 
usually in a laboratory. These tasks are performed without 
information or clues as to how to complete them, and with no 
help provided to the user during the test session. Also, the 
completion of these tasks is monitored and assessed by an 
observer who records the usability problems encountered by 
the users. All the observed data, such as error numbers, time 
spent, success rate and user satisfaction, need to be recorded 
for analysis [Nielsen, 1994b]. Dumas and Redish (1991) 
stressed that a fruitful usability testing session needs careful 
planning and attention to detail. Accordingly, there is a 
general procedure for conducting user testing, thus: 1) 
Planning a usability test; 2) Selecting a representative sample 
and recruiting participants; 3) Preparing the test materials and 
actual test environment; 4) Conducting the usability test; 5) 
Debriefing the participants; 6) Analysing the data of the 
usability test; and 7) Reporting the results and making 
recommendations to improve the design and effectiveness of 
the system or product. The Think-Aloud technique (TA) is 
used with UT. There are three TA types, which are concurrent, 
retrospective and constructive interaction. The concurrent TA 
type is the most common; this involves participants 
verbalising their thoughts whilst performing tasks in order to 
evaluate an artefact. Retrospective TA is less frequently used; 
in this method, participants perform their tasks silently, and 
afterwards comment on their work on the basis of a recording 
of their performance. Constructive interaction is more 
commonly known as Co-Discovery Learning, where two 
participants work together in performing their tasks, 
verbalising their thoughts through interacting [Van den Haak 
et al., 2004]. 

One important factor in usability testing is setting the 
tasks. Many researchers are aware that task design is an 
important factor in the design of adequate usability tests. The 
tasks designed for web usability testing should be focused on 

Heuristic Evaluation 

Visibility of system status 

Match between system and the real world 

User control and freedom 

Consistency and standards 

Error prevention 

Recognition rather than recall 

Flexibility and efficiency of use 

Aesthetic and minimalist design 

Helps users recognize, diagnose and recover from errors 

Help and documentation 
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the main functions of the system. The tasks should cover the 
following aspects: 1) Product page; 2) Category page; 3) 
Display of records; 4) Searching features; 5) Interactivity and 
participation features; and 6) Sorting and refining features 
[Wilson, 2007]. Dumas and Redish (1999) suggested that the 
tasks could be selected from four different perspectives. These 
are: 1) Tasks that are expected to detect usability problems; 2) 
Tasks that are based on the developer’s experience; 3) Tasks 
that are designed for specific criteria; and 4) Tasks that are 
normally performed on the system. They also recommended 
that the tasks be short and clear, in the users’ language, and 
based on the system’s goals [Dumas & Redish, 1999]. 
Alshamari and Mayhew (2008) found that task design can 
play a vital role in usability testing results, where it was shown 
that changing the design of the task can cause differences in 
the results [Alshamari & Mayhew, 2008]. 

The result of applying HE and UT is a list of usability 
problems [Nielsen, 1994a]. These problems are classified into 
different groups to which a numeric scale is used to measure 
the severity of each problem. Firstly, this issue is not a 
usability problem at all. Secondly, this is a cosmetic problem 
that does not need to be fixed unless extra time is available on 
the project. Next, this issue is a minor usability problem; 
fixing this should be given low priority. Then, this is a major 
usability problem; it is important to fix this, so it should be 
given high priority. Finally, this issue is a usability 
catastrophe; it is imperative to fix this before the product can 
be released. 

In the early years of computing, HE was widely applied in 
measuring the usability of Web interfaces and systems 
because it was the only such tool available. These heuristics 
have been revised for universal and commercial websites as 
HOMERUN heuristics [Nielsen, 2000]. Furthermore, 
[Chattratichart and Brodie, 2002; Chattratichart and 
Lindgaard, 2008] proposed UEMs called HE-Plus and HE++, 
which are extensions to HE by adding what is called a 
“usability problem profile”. However, some researchers have 
found that their tested websites failed in certain respects 
according to these extended or modified heuristics [Thompson 
and Kemp, 2009; Alrobai et al., 2012]. On the other hand, 
many researchers then sought to compare and contrast the 
efficiency of HE with other methods such as UT. They found 
that HE discovered approximately three times more problems 
than UT. However, they reported that more severe problems 
were discovered through UT, compared with HE [Liljegren 
and 

Osvalder, 2004; Doubleday et al., 1997; Jeffries et al., 
1991]. Lately, researchers’ findings have been almost 
unanimous in one respect: HE is not readily applicable to 
many new domains with different goals and are too vague for 
evaluating new products such as web products because they 
were designed originally to evaluate screen-based products; 
they were also developed several years before the web was 
involved in user interface design [Ling and Salvendy, 2005; 
Hasan, 2009; Hart et al., 2008]. Nevertheless, each method 
seems to overcome the other method’s limitations, and 
researchers now recommend conducting UT together with HE 
because each one is complementary to the other, and then 
combining the two methods to offer a better picture of a 

targeted website’s level of usability [Nielsen, 1992; Law and 
Hvannberg, 2002]. 

It can be seen from the above that there is need to an 
effective and appropriate methodology for evaluating the 
emerging domains/technology to measure their levels of 
efficiency, effectiveness and satisfaction, and ultimately to 
improve their quality. Also, there is need for a method that 
considers context of use and that includes expert and user 
perspectives. This finding and the criticality of website 
usability has encouraged researchers to formulate such a 
framework. This framework should be applicable across 
numerous domains. In other words, it should be readily 
capable of adapting in any domain and for any technology. 
This paper constructs such a framework, i.e. for generating a 
context-specific method for evaluating the chosen domain that 
can be applied without needing to conduct user testing. 
However, developing and testing a method is not quick and it 
should involve some key stages. The next section describes 
the stages employed in the adaptive framework; also, it 
describes the process used to test it. 

III. CONSTRUCTION OF THE ADAPTIVE FRAMEWORK 

The adaptive framework is developed according to 
established methodology in HCI research. It consists of two 
distinct phases: 1) Development phase that consists of four 
main stages for gathering together suitable ingredients to 
develop a context-specific Inspection(DSI) method for 
website evaluation; and 2) Validation phase for testing the 
developed DSI method practically (these are outlined in 
Figures 1 and 2). Below is an explanation of the four stages in 
the development phase: 

Development Stage One (D1: Familiarization): This stage 
starts from the desire to develop a method that is context-
specific, productive, useful, usable, reliable and valid, and that 
can be used to evaluate an interface design in the chosen 
domain. It entails reviewing all the published material in the 
area of UEMs but with a specific focus on knowledge of the 
chosen domain. Also, it seeks to identify an approach that 
would support developers and designers in thinking about 
their design from the intended end-users’ perspective. 

Development Stage Two (D2: User Input): This stage 
consists of mini-user testing (task scenarios, TA and a 
questionnaire). Users are asked to perform a set of tasks on a 
typical domain website, to ‘think aloud’ whilst so doing and 
then to fill out a questionnaire. The broad aim of this is to 
elicit feedback on a typical system from real users in order to 
appreciate the user perspective, to identify requirements and 
expectations and to learn from their errors. Understanding user 
needs has long been a key part of user design, and so this 
stage in the framework directly benefits from including the 
advantages of user testing. 

Development Stage Three (D3: Expert Input): This stage 
aims to consider what resources are available for addressing 
the need. These resources, such as issues arising from the 
mini-user testing results and the literature review, require a 
discussion amongst experts (in the domain and/or usability) in 
order to obtain a broader understanding of the specifics of the 
prospective domain. Also, it entails garnering more 
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information through conversations with expert evaluators to 
identify the areas/classification schemes of the usability 
problems related to the selected domain from the overall 
results. These areas provide designers and developers with 
insight into how interfaces can be designed to be effective, 
efficient and satisfying; they also support more uniform 
problem description and they can guide expert evaluators in 
finding real usability problems, thereby facilitating the 

evaluation process by judging each area and page in the target 
system. 

Development Stage Four (D4: Draw Up DSI Method: data 
analysis): The aim of this stage is to analyse all the data 
gathered from the previous three. Then, the DSI method will 
be established (as guidelines or principles) in order to address 
each area of the selected domain.

 

 
Fig.1. Development stages of the adaptive framework 

After constructing the DSI framework, the researchers test 
it intensively through rigorous validation methods to verify 
the extent to which it achieves the identified goals, needs and 
requirements that the method was originally developed to 
address (this validation is outlined in Figure 2). 

 

 

 

 

 

 

 

 

 

 
 

Fig.2. Testing stages of the adaptive framework 

The validation phase of the adaptive framework again 
consists of four separate stages, as explained below: 

1) Experiment Preparation stage (for DSI, HE and UT): 

Before the actual evaluation formally starts, the following 

initial preparative steps are needed: 1) Select a number of 
systems/websites that are typical of the chosen domain; 2) 

Recruit expert evaluators and users; 3) Plan the sequence of 

conducting the evaluations by each group in such a way as to 

avoid any bias; and 4) Prepare the experiment documents. 

This initial experiment preparation stage is concluded with a 

pilot experiment to make sure that everything is in place and 

ready for the actual evaluation. 

2) Heuristic Validation stage (Expert Evaluation (HE)): 

The aim of this stage is the validation of the newly developed 

method by conducting a heuristic evaluation (HE). Expert 

evaluators need a familiarization session before the actual 

evaluation. The expert evaluation is then conducted using the 

newly developed DSI method alongside HE. The aim of this 

process is to collect data ready for analysis (analytically and 

statistically), as explained in stage 4. 
3) Testing Validation stage (User Evaluation (UT)): The 

aim of this stage is to complement the results obtained from 

the expert evaluation, by carrying out usability lab testing on 

the same websites. [Nielsen, 1992] recommends conducting 

usability testing (UT) with HE because each one is 

complementary to the other. Then, the performance of HE is 

compared with the lab testing to identify which problems have 

been identified by UT and not identified by HE and/or DSI, 

and vice versa. The aim of this process is to collect data ready 

for analysis (empirically and statistically) in stage 4. 
4) Data Analysis stage: This stage aims to analyse all the 

results and to answer all the questions raised from the above 

steps in a statistical manner. It is conducted in two steps; one 

focused on HE and the other on UT. The researchers extract 

the problems discovered by the experts from the checklists of 

both DSI and HE. Then, they conduct a debriefing session 

with the same expert evaluators to agree on the discovered 

problems and their severity, and to remove any duplicate 

problems, false positives or subjective problems. Then, the 

 

                                                      

    

 

 

Experiment 

preparation 

T2: User 

Testing 

T1: Heuristic 

Evaluation 

Data gathering 

and analysis  



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 4 No. 6, 2013 

77 | P a g e  
www.ijacsa.thesai.org 

problems approved upon are merged into a master problem 

list, and any problems upon which the evaluators disagree are 

removed. Ultimately, the researchers conduct a comparison 

on the results of both methods (DSI and HE) in terms of the 

number of problems discovered (unique and overlapping), 

their severity ratings, which problems are discovered by HE 

and not discovered by DSI and vice versa, the areas of the 
discovered problems, the UEM performance metrics, 

evaluator reliability and performance, and the relative costs 

entailed in employing the two methods. 
In the second step, the researchers conduct a debriefing 

session with independent evaluators to rank the severity of the 
problems derived from the user testing and to remove any 
duplicate problems. Following this, they establish the list of 
usability problems for UT. Subsequently, a single unique 
master list of usability problems is consolidated from the three 
methods. A comparison of the results of the three methods is 
then conducted in terms of the number of problems discovered 
(unique and overlapping), their severity ratings, and the areas 
of the discovered problems; this is to identify which problems 
were discovered by HE and DSI and not discovered by UT, 
and vice versa. Also, the UEM performance metrics of each 
method are measured, together with other measures, such as 
their relative costs and reliability. Moreover, this final step 
seeks to prove or refute the efficacy of conducting UT and HE 
with DSI. 

Having proposed the framework above, it was decided to 
evaluate its practicality by applying it to a real-life 
experiment. From the literature review, it was found that SNSs 
have recently been the subject of much study by researchers 
interested in areas such as privacy, identity, community 
dynamics and the behaviour of adolescents [Ellison et al., 
2007]. However, it has not yet been fully explored, nor have 
any context-specific evaluation methods been generated for 
this domain (to overcome the shortcomings of HE and UT); 
this is an important area of research because these websites 
are now essential to many users and companies. A well- 
designed SNS (i.e. one that is aesthetically attractive and is 
easy to use) can positively affect the number of people who 
become members. If these  

are considered, an SNS will gain members more quickly 
because it will allow users to carry out social tasks more easily 
[Pessagno, 2010]. 

IV. RESEARCH METHODOLOGY 

The experimental approach was selected to address the 
research hypotheses outlined above. Essentially, this section 
describes the methodology employed in this comparative 
study. Before conducting this experiment, a set of procedures 
were followed by the researchers, as follows: 

A. Design 

This experiment employs the between-subject and within-
subject designs. The independent variables are the three 
methods (HE, DSI and UT). The dependent variables are the 
UEM performance metrics, which are calculated from the 

usability problems reported by the evaluators/users, and from 
the reliability and efficiency measurements. 

B. Development; Evaluation of the Practicality of the 

Framework 

In the first of the four stages within the development 
phase, the researchers conducted a literature review on the 
materials relating to usability and UEMs as well as on the 
requirements of the social networks domain. In stage two, a 
mini-user testing session was conducted through a brief 
questionnaire that entailed four tasks, which were sent to ten 
users who are regular SNS users. In stage three, a focus group 
discussion session was conducted with six experts in usability 
and the social networks domain (i.e. single and double 
experts). Cohen’s kappa coefficient was used on the same 
group twice to enable a calculation of the reliability quotient 
for identifying usability problem areas. In stage four, the 
researchers analysed the results of the three stages and 
incorporated the findings. The intra-observer test- retest using 
Cohen’s kappa yielded a reliability value of 0.9, representing 
satisfactory agreement between the two rounds. After that, the 
usability problems areas were identified to facilitate the 
process of evaluation and analysis, and to help designers and 
programmers to identify the areas in their website that need 
improvement. Then, the DSI method was established, closely 
focused on social networks as well as business networking 
websites, taking into an account what is called ‘user 
experience’. The method was created and classified according 
to the usability problem areas detailed in Table 2 below. 

C. Validation Stage 1; Preparation 

a) Selection of the targeted websites 
The first step in an initial preparation stage (of the 

validation phase) was selecting the websites. The researchers 
sought to ensure that the selected websites would support the 
research goals and objectives. The selection process was 
criteria-based; five aspects were determined and verified for 
each website, and these are: 1) Good interface design, 2) Rich 
functionality, 3) Good representatives of SNSs, 4) Not 
familiar to the users, and 5) No change will occur before and 
during the actual evaluation. In order to achieve a high level of 
quality in this research, the researchers chose three well-
known websites in this domain, which are LinkedIn, Google+ 
and Ecademy. All of these have all the aspects mentioned 
above. 

a) Experts and Users Recruitment 
The selection of usability experts and users was the second 

important step in the initial preparation phase in this 
experiment. The researchers decided to recruit six expert 
evaluators, divided into two groups of three, who were 
carefully balanced in terms of experience. In each group, there 
are two double expert evaluators (usability specialists in 
SNSs) and one single expert evaluator (usability specialists in 
general). Selecting and recruiting users must be done 
carefully; the participants must reflect the real users of the 
targeted website because inappropriate users will lead to 
incorrect results, thereby invalidating the test. 
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TABLE II.  FINAL VERSION OF DOMAIN SPECIFIC INSPECTION (DSI) 

Usability problem areas/attributes   Domain Specific Inspection (DSI) 

Layout and formatting (LF) 
Design consistency 

Simple user interface 

Content quality (CQ) 

Correct, relevant, reliable, error-free & up to date 

Site upload time & less memory utilization 

Representation with familiar terminology & understandable content 

Appropriate & approachable content 

Security and privacy (SP) 
Awareness of security mechanisms/settings & protection 

Transparency of transactions 

Business support (BS)  

Advertise or sales pitches mechanism  

Trust & credibility of information sources and company advertising  

Easy to follow & share  

Forum/blog facilities and connectivity with different groups/businesses 

Syndication of Web content (such as RSS tools) 

Frequent posting & updating 

User usability, sociability and management activities 

(USM) 

Manageable personal profile & user-driven content 

Easy functionality, participation & user privileges, such as revoke & join 
friends/connection 

Supports user’s skills & freedom, such as customize/modify user’s 
content/messaging and notification. 

Offers informative feedback - action & reaction 

Appropriate multimedia with complete user control 

Help & support 

Accessibility and compatibility (AC) 

Accessibility and compatibility of hardware devices 

Accessible path-contact details & site map 

Easy access through universal design 

Navigation system and search quality (NS) 

Correct & reliable navigation/directions 

Easy identification of links and menus  

Search support & functionality 

 
Appropriate users will deliver results that are more 

reliable; they will also be intrinsically motivated to conduct 
the experiment [Dumas & Redish, 1999]. There is no 
agreement on how many users should be involved in usability 
testing. Dumas and Redish (1999) suggested that 6 to 12 users 
are sufficient for testing, whereas other studies have 
recommended that 7, 15 and 20 users are the optimal numbers 
for evaluating small or large websites; particularly 20 users if 
benchmarking is needed [Nielsen & Loranger, 2006]. At this 
point, 30 users were engaged; they were chosen carefully to 
reflect the real users of the targeted websites and were divided 
into three groups for each website, i.e. a total of 10 users for 
each website. The majority of the users are students and 
employees, and they were mixed across the three users groups 
in terms of gender, age, education level and computer skills. 

b) Task Sequencing 
The third step was planning the sequence of the groups’ 

evaluations. Each group employed two methods, namely DSI 
and HE, to evaluate the three different websites. The 
evaluations were carried out in a prescribed sequence, i.e. one 
group used DSI on Google+ and then HE on LinkedIn, and 
finally DSI on Ecademy, while the second group used HE on 
Google+ and Ecademy and then DSI on LinkedIn as shown in 
Figure 3 below. The researchers adopted this technique to 
avoid any bias in the results and also to avoid the risk of any 

expert reproducing his/her results in the second session 
through over-familiarity with one set of heuristics, i.e. each 
evaluation was conducted with a fresh frame of mind. 

 

 
Fig.3. Usage of method sets by Group 

c)  Building the Experiment Documents 
In the preparation phase, the fourth step entailed building a 

set of task-preparation documents for HE, DSI and UT, such 
as introduction sheets, HE and DSI checklists, tasks sheets, 
problem-ranking sheets, observer sheets, demographics, 
satisfaction and Likert questionnaires, sheets for collated 
problems and a master problem list. The introduction sheet 
contains the goals and objectives of the evaluation and the 
roles of users and experts. Before starting actual evaluation, 
users and experts completed a demographics questionnaire to 
obtain more information about them. Expert evaluators used 
the checklists that had been developed by the researchers to 
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facilitate the evaluation process for DSI and HE. Users used 
the task sheets that were designed according to the main 
functions that users would normally expect to perform on the 
three websites. A combination of task designs and TA 
approaches (as mentioned in the literature review) were used 
in this experiment. There were four sub- tasks in each task for 
all three task groups, they were kept to a reasonable time limit 
and they were interesting and engaging enough to hold the 
users’ attention. As briefly mentioned above, usability testing 
requires an observer, and the researcher adopted this role in all 
the sessions, noting all the comments made by the users. The 
researcher used a stopwatch to record the time spent by each 
user on each task, and an observation sheet to write down the 
behaviour of each user and the number of problems 
encountered. The ranking sheet aims to help the expert 
evaluators and independent evaluators (for user testing) to 
rank the severity of usability problems by using Nielsen’s 
scale as mentioned above. After the evaluators had finished 
their evaluations and had ranked HE and DSI problems, they 
were asked to complete a satisfaction questionnaire using the 
System Usability Scale (SUS) to complete the five-point scale 
(1 for strongly disagree and 5 for strongly agree) to rate their 
satisfaction on the evaluation method they had used (DSI or 
HE). It is made up of ten items in the form of scale questions 
ranging from 0 to 100 to measure the satisfaction of expert 
evaluators [Brooke, 1996]. Also, when the users finished their 
tasks, they were asked to rate their level of satisfaction in a 
questionnaire on a scale of one to seven, where one refers to 
‘highly unsatisfactory’ and seven indicates ‘highly 
satisfactory’. This scale has been suggested to truthfully 
measure the levels of satisfaction that are felt by users on a 
website interface following a test [Nielsen and Loranger, 
2006]. Evaluators and users were asked to fill in an open-
ended questionnaire by writing down their comments and 
feedback on the methods used and explaining any reaction that 
was observed during the test. Subsequently, the Likert scale 
was used by the evaluators for measuring either positive or 
negative responses to a statement in both the DSI and HE 
methods. Moreover, the researchers extracted the problems of 
three methods from the problems sheet and removed all false 
positive (‘not real’) problems, evaluators’ ‘subjective’ 
problems and duplicated problems during the debriefing 
session. The problems agreed upon were merged into a unique 
master problem list and any problems upon which the 
evaluators disagreed were removed. 

d) Piloting the Experiment 
The final step in the initial preparation stage was a pilot 

experiment. It was conducted by two independent evaluators 
and fifteen users. All materials were checked to make sure that 
there were no spellings or grammatical errors and no 
ambiguous words or phrases. Furthermore, to assess the time 
needed for testing, the fifteen users were divided into three 
groups (five users in each). Each group performed its tasks. 
The users’ behaviour was monitored, and all the usability 
measures were assessed as they would be in real testing. All of 
these steps resulted in useful corrections and adjustments for 
the real test. Also, the test environment was a quiet room. We 
attempted to identify the equipment that the users regularly 
use and set it up for them before the test, for example, using 
the same type of machine and browser. 

D. Validation Stage 2: Heuristic Evaluation 

The heuristic validation stage started with a training 
(familiarization) session for the eight expert evaluators. They 
were given a UEM training pack that contained exactly the 
same information for both groups. The researchers 
emphasized to each evaluator group that they should apply a 
lower threshold before reporting a problem in order to avoid 
misses in identifying real problems in the system. Then, the 
actual expert evaluation was conducted and the evaluators 
evaluated all websites consecutively, rating all the problems 
they found in a limited time (which was 90 minutes). After 
that, they were asked to submit their evaluation report, the 
SUS questionnaire and the Likert questionnaire and to give 
feedback on their own evaluation results. 

E. Validation Stage 3: User Testing 

The UT validation stage started with a training 
(familiarization) session for the 30 users; it involved a quick 
introduction on the task designs, the TA approach and the 
purpose of the study. The next step entailed explaining the 
environment and equipment, followed by a quick 
demonstration on how to ‘think aloud’ while performing the 
given tasks. Prior to the tests, the users were asked to read and 
sign the consent letter, and to fill out a demographic data form 
that included details such as level of computer skill. All the 
above steps took approximately ten minutes for each test 
session. The actual test started from this point, i.e. when the 
user was given the task scenario sheet and asked to read and 
then perform one task at a time. Once they had finished the 
session, they were asked to rate their satisfaction score relating 
to the tested website, to write down their comments and 
thoughts, and to explain any reaction that had been observed 
during the test, all in a feedback questionnaire. This was 
followed by a brief discussion session. 

F. Validation Stage 4: Data Analysis and Measurements 

To determine whether our adaptive framework has 
generated an evaluation method of sufficiently high quality, 
the results of the comparison process between the three 
methods needed a meta-analysis to be performed, as follows: 

1) Compare the average time spent by each group when 

using each method during the evaluation sessions. 
2) Compare the results of the usability problems and their 

severity in order to assess the performance of each method in 

terms of identifying unique and overlapping problems and of 

identifying real usability problems in the usability problem 

areas. 
3) Comparing the satisfaction scores and evaluators’ 

attitude of HE and DSI by using System Usability Scale (SUS) 

and Likert Scale. 
4) Reliability of HE and DSI: This can be measured from 

employing the ‘evaluators' effect formula’ (Any-Two-

Agreement). It is used on each evaluator in order to measure 

their performance on an individual basis [Hertzum and 

Jacobsen, 2001]. 
5) Any-Two-Agreement = Average of |Pi∩Pj| / |PiỤPj| 

over all ⁄ n (n-1) pairs of evaluators, where Pi is the set of 
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problem discovered by evaluator i and the other evaluator j, 

and n refers to the number of evaluators. 
6) Evaluators’ Performance: This can be measured by the 

performance of single and double expert evaluators in 

discovering usability problems by using HE and DSI in each 

group and website. 
To make further comparisons between the performance of 

HE, DSI and UT in identifying usability problems, a set of 
UEM and other metrics were used for examining their 
performance; none of these metrics on their own addresses 
errors arising from false positive, subjective and missed 
problems. They are efficiency, thoroughness, validity, 
effectiveness, reliability and cost. Efficiency in UEMs is the 
“ratio between the numbers of usability problems detected to 
the total time spent on the inspection process” [Fernandez et 
al., 2011]. Thoroughness is perhaps the most attractive 
measure; it is defined as a measure indicating the proportion 
of real problems found when using a UEM to the total number 
of known real problems [Liljegren, 2006]. Validity is the 
extent to which a UEM accurately identifies usability 
problems [Sears, 1997]. Effectiveness is defined as the ability 
of a UEM to identify usability problems related to the user 
interface [Khajouei et al., 2011]. The reliability of user testing 
can be measured by the mean number of evaluators to the 
number of real problems identified [Chattratichart and 
Lindgaard, 2008]. The cost can be calculated by identifying 
the cost estimates. It can be done fairly simply by following 
Nielsen’s equation who estimated the hourly loaded cost for 
professional staff at $100 [Nielsen, 1994]. All of them are 
computed as follows: 

1) Efficiency = (No. of problems)/(Average time spent) 

2) Thoroughness = (No. of real usability problems found) 

(Total no. of real usability problems present) 

3) Validity = (No. of real usability problems found)/(No. 

of issues identified as a usability problem) 

4) Effectiveness = Thoroughness × Validity 

5) Reliability of UT = (Mean no. of evaluators)/(No. of 

real problems identified) 

6) Cost = (No. of evaluation hours) (Estimate of the 

loaded hourly cost of participants) 
 

To test the research hypotheses and choose the correct 
statistical test in SPSS, the normality of the data should be 
examined. The t-test, One-way ANOVA, Pearson’s 
correlation, Mann- Whitney and Wilcoxon were chosen (at the 
5% significance level) as our methods for statistical analysis, 
as the dependent variables in our data are independent of each 
other, improving the validity of using analysis of variance. 

V. ANALYSIS AND DISCUSSIONS 

This section describes the results obtained from using the 
three methods adopted in this experiment. It starts by detailing 
the results of the HE and DSI methods separately, including 
quantitative and qualitative analyses. This is followed by 
detailing the results of the UT method alone, including 
quantitative and qualitative analyses. Ultimately, all the results 
derived from the three methods were compared in terms of the 
numbers of problems and types, as well as the other usability 

metrics as mentioned above. 

A. Analysis for HE and DSI Results 

1) Time spent: It is clear from Tables 3 and 4 below that 

the average time taken for doing the three experiments using 

HE was 56 minutes, whereas for DSI the average was 72 

minutes. This difference in time spent between them is not 

significant (F = 0.139, p = 0.714) using the t-test. The group 

who used HE managed to evaluate the websites more quickly 

than the other group but discovered fewer usability problems, 

whereas, the group that used DSI spent slightly more time 

evaluating the websites, but discovered many more real 

usability problems. There was a statistically significant 

positive relationship between time spent and problems 
discovered through using Pearson’s correlation test, where 

the 'Sig' value is 0.041 at the 0.05 level. This result reveals 

that the users who spent more time were able to discover more 
usability problems. 

TABLE III.  AVERAGE TIME TAKEN AND NUMBER OF PROBLEMS 

FOUND DURING THE EVALUATION BY GROUP 1 

TABLE IV.  AVERAGE TIME TAKEN AND NUMBER OF PROBLEMS 

FOUND DURING THE EVALUATION BY GROUP 2 

 
Explanations for the differences in time spent and number 

of problems located were gleaned from the evaluators’ 
feedback. They said that HE was not particularly helpful, 
understandable or memorable for them. However, DSI helped 
them to develop their skills in discovering usability problems 
in this application area; also, this set was more understandable 
and memorable during their evaluations and covered most 
broad areas. To further analyse these factors of time spent and 
number of problems discovered, efficiency metrics were 
applied. DSI proved to be more efficient than HE in 
discovering usability problems (DSI = 0.6 vs. HE = 0.4) as 
Table 5 shows. The t-test reveals significant difference in 
terms of efficiency between HE and DSI (t = -3.070, df = 

Website  Google+ LinkedIn Ecademy 

Evaluator 'G1' Time Time Time 
1 90 70 80 

2 60 50 60 

3 70 60 75 

Method DSI  HE DSI  

# of problems 55 13 33 

Mean time taken 73 60 72 

Website  Google+ LinkedIn Ecademy 

Evaluator 'G1' Time Time Time 

1 60 80 60 

2 50 70 50 

3 40 65 60 

Method HE DSI  HE 

# of problems 22 47 12 

Mean time taken 50 72 57 
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11.391, p = 0.01). 

TABLE V.  MEAN SCORE OF EFFICIENCY FOR THE TWO METHODS 

 

2) Number of usability problems:   

Table 5 shows that HE was able to uncover 26% of the total 

number of real usability problems. However, DSI was able to 

uncover 74% of the total number of real usability problems in 

the websites. 

 
 

 

 

 

 

 

TABLE 5: SUMMARY OF USABILITY PROBLEMS (NUMBERS AND PERCENTAGES) UNCOVERED BY EACH WEBSITE, EACH GROUP, EACH EVALUATOR AND EACH 

METHOD 

 

 

(+ ) Double Expert  (^) Single Expert (Ev.) Evaluator 

TABLE VI.  RESULTS OF T-TEST BETWEEN GROUPS AND METHODS IN 

EACH WEBSITE 

In terms of the performance of each method in discovering 
unique and overlapping problems, Table 5 illustrated that the 
total number of real problems discovered was 182 in all three  

 

websites, out of which 47 were identified using HE and 135 
using DSI. When the problems from the three evaluation 
groups were consolidated, there were 24 duplicates; we thus 
identified a total of 158 problems in all websites. The total for 
uniquely identified real problems in all websites was 128 
problems.  

The heuristic evaluation using DSI identified 96 real 
problems (61% of the 158 problems) that were not identified 
by HE, and there were 32 real problems (20% out of 158) 
identified by HE that were not identified by DSI. 30 real 
problems (19%) out of 158 were discovered by both methods 
(as depicted in Figure 4). 

 

Method Google+ LinkedIn Ecademy Mean 

Efficiency Efficiency Efficiency 

HE 0.5 0.29 0.3    0.4 

DSI 1.1 0.8 0.8 0.6 

%  # of 

problem

s found 

by each 

group 

% of 

problems 

found by 

each 

evaluator 

Total # of 

problems 

in each site 

with 

repetition 

Total # of 

problems 

without 

repetition 

Total  # of  

problems 

with 

repetition 

# of   

problems 

found by 
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evaluator 

Method 

Expert 

and 

type 
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71% 

21%  
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Google+ 
43% 33 DSI Ev. 2+ 

63% 17 DSI Ev. 3+ 

 
29% 

8%  
22 
 

 
22 
 

6 HE Ev. 1+  
 

G 2 
7% 5 HE Ev. 2^ 

14% 11 HE Ev. 3+ 

 
22% 

3%  
 
 

60 

 
13 
 

 
16 

2 HE Ev. 1^  
G1 

LinkedIn 

13% 8 HE Ev. 2+ 

10% 6 HE Ev. 3+ 

 
78% 

40%  
47 
 

 
59 
 

24 DSI Ev. 1+  
G 2 13% 8 DSI Ev. 2^ 

45% 27 DSI Ev. 3+ 

73% 

14% 

45 

33 
 

57 

6 DSI Ev. 1^ 
G 1 

 

Ecademy 

67% 28 DSI Ev. 2+ 

55% 23 DSI Ev. 3+ 

27% 

11% 

12 12 

5 HE Ev. 1+  
G 2 7% 3 HE Ev. 2^ 

9% 4 HE Ev. 3+ 

% 
Total 

number 
Methods 

Total number of usability problems discovered by each method 26% 47 HE 

74% 135 DSI 

Website Group   Method t-value df-value 
p-

value 

Google+ 
Group 1 HE 

-5.524 5.448 0.045 
Group 2 DSI 

LinkedIn 
Group 1 HE 

-5.429 5.455 0.040 
Group 2 DSI 

Ecademy 
Group 1 HE 

-5.922 5.973 0.001 
Group 2 DSI 
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Fig.4. Overlap between both methods 

In order to further compare the two methods, the severity 
ratings of the problems discovered (cosmetic, minor, major 
and catastrophic) were assessed, as Table 7 shows. Overall, a 
great many real usability problems were discovered across the 
rating scale. The most important results were obtained from 
using DSI, while HE found fewer (or no) usability problems. 
The Wilcoxon test revealed that there is a significant 
difference between the two methods in terms of problem 
severity (Cosmetic z = -1.997, p = 0.04; Minor z = -2.207, p = 
0.027; Major z = - 2.003, p = 0.045; Catastrophic z = -2.100, p 
= 0.03). This quantitative assessment between the two 
methods also entailed a comparison in terms of the usability 
problem areas in which the problems were found. These 
classifications/areas assisted in identifying how each method 
performed in each usability problem area or sub- heuristic. 
The six expert evaluators discussed, agreed and decided on the 
categories to which the problems should belong in both 
methods, as Tables 8 and 9 illustrate. The overall results from 
both tables show that the two groups (and the three websites) 
revealed more usability problems by using DSI than HE, 
particularly in User usability, sociability and management 
activities, business support (from assessing the DSI 
heuristics). The results show some level of agreement between 
the methods, regardless of the number of problems discovered 
in each usability area; both of them found the most problems 

in the area entitled , Navigation system and layout and 
formatting (DSI) or User control and freedom (HE). These 
were followed in DSI by Content quality, Navigation system 
and sear quality, Layout and formatting and Security and 
privacy; these areas were not discovered efficiently or 
sufficiently by the equivalent areas in HE. This suggests that 
HE is rather general and unlikely to encompass all the 
usability attributes of user experience and design. 

TABLE VII.  TOTAL NUMBER OF USABILITY PROBLEMS BY SEVERITY 

RATING FOR BOTH METHODS 

Website Severity of Problems 
Method 

DSI  HE 

Google+ 

Cosmetic 

G
ro

u
p

 1
 16 

G
ro

u
p

 2
 6 

Minor 28 13 

Major 11 3 

Catastrophic 0 0 

 Severity (average) 1.9 1.9 

LinkedIn 

Cosmetic 

G
ro

u
p

 2
 11 

G
ro

u
p

 1
 

0 

Minor 19 8 

Major 11 5 

Catastrophic 6 0 

 Severity (average) 2.3 2.3 

Ecademy 

Cosmetic 

G
ro

u
p

 1
 16 

G
ro

u
p

 2
 4 

Minor 11 8 

Major 6 0 

Catastrophic 0 0 

 Severity (average) 1.7 1.7 

Overall Severity (average) 2 2 

No. of discovered problems 135 47 

 

TABLE VIII.  USABILITY PROBLEMS FOUND BY EACH HEURISTIC IN HE 

Nielsen’s Heuristics Google+ LinkedIn Ecademy 

Visibility of system status 2 1 5 

Match between the system and the real world 4 1 1 

User control and freedom 5 3 1 

Consistency and standards 3 2 0 

Error prevention 0 1 0 

Recognition rather than recall 2 3 1 

Flexibility and efficiency of use 2 0 0 

Aesthetic and minimalist design 1 0 0 

Helps users recognize, diagnose and recover from errors 1 1 1 

Help and documentation 2 1 3 

Total problems  22 13 12 

 

  

DSI 

96 

(61%) 

 

NH 

32 

(20%) 
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TABLE IX.  USABILITY PROBLEMS FOUND BY CATEGORY THROUGH DSI 

Usability problem area Google+ LinkedIn Ecademy 

Layout and formatting 9 2 4 

Content quality 12 11 5 

Security and privacy 2 4 2 

Business support 0 1 3 

User usability, sociability and management activities 21 20 14 

Accessibility and compatibility 1 1 3 

Navigation system and search quality 10 8 2 

Total problems 55 47 33 

 
One striking result is that the number of problems 

identified by each evaluator who used HE was always fewer 
than the number of problems identified by any evaluator using 
DSI for the same website. An explanation of this was found in 
the evaluators’ answers in the questionnaire. They said that the 
HE set was difficult to use and did not remind them of aspects 
they might have forgotten about, and they did not believe that 
this set encouraged them to be thorough in their evaluation. 
On the other hand, they said that the DSI set was easy to use; 
it did indeed help them to remember all the functions that 
needed to be tested, it is specific and was designed to cover all 
the aspects needed for social networking websites. 

3) UEM Performance Metrics: 
 After employing the above formulae and as depicted in 

Table 10, the Mann-Whitney test was used to investigate the 
statistical differences between the two methods in terms of the 
UEMs and reliability. The thoroughness of DSI in identifying 

the number of real problems was higher than for HE (0.3 vs. 
0.1); also, Mann-Whitney revealed a significant difference 
between them (z = -2.235, p = 0.025). Further,  

the validity of DSI was higher in accurately identifying 
real usability problems than HE (0.2 vs. 0.04); there was 
significant difference between them (z = -2.600, p = 0.009). 
The effectiveness of DSI was higher than that for HE (0.1 vs. 
0.01); there was significant difference between them (z = -
2.230, p = 0.025). Finally, the reliability values for DSI were 
slightly higher than for HE (0.76 vs. 0.64), and the results 
reveal that the difference between the two methods is 
significant (z = -3.202, p = 0.001). It can now be concluded 
that there is general agreement amongst the evaluators on the 
usability problems (z = -3.202, p = 0.001). Finally, the average 
results in terms of the cost of employing the two methods 
show that there is a slight difference in this research (Table 
11); DSI = $863.33 vs. HE = $706.66. 

TABLE X.  MEAN SCORE OF UEM FOR TWO METHODS 

 

 

 

 

 

 

 

 

 

TABLE XI.   COST OF EMPLOYING BOTH METHODS IN THIS RESEARCH 

Mean cost Ecademy LinkedIn Google+ Evaluation Method 

$706.66 

$710 
Time spent by 3 evaluators (2.8 

hours) + 1 hour collecting data 

from the evaluation sessions + 

3.3 hours analysing data. 

$730 
Time spent by 3 evaluators (3 

hours) + 1 hour collecting data 

from the evaluation sessions + 

3.3 hours analysing data. 

$680 
Time spent by 3 evaluators (2.5 

hours) + 1 hour collecting data 

from the evaluation sessions + 

3.3 hours analysing data. 

Heuristic evaluation 

(HE)  

$863.33 

$860 
Time spent by 3 evaluators (3.5 

hours) + 1.3 hours collecting data 

from the evaluation sessions + 

3.8 hours analysing data. 

$860 
Time spent by 3 evaluators (3.5 

hours) + 1.3 hours collecting data 

from the evaluation sessions + 

3.8 hours analysing data. 

$870 
Time spent by 3 evaluators (3.6 

hours) + 1.3 hours collecting data 

from the evaluation sessions + 

3.8 hours analysing data. 

Domain Specific 

Inspection (DSI) 

 

 
  

Method Google+ LinkedIn Ecademy Mean overall 

HE DSI HE DSI HE DSI HE DSI 

Thoroughness 0.3 0.47 0.1 0.23 0 0.14 0.1 0.3 

Validity 0.09 0.15 0.04 0.13 0 0.16 0.04 0.2 

Effectiveness 0.03 0.07 0.004 0.03 0 0.03 0.01 0.1 

Reliability 0.5 0.9 0.64 0.6 0.8 0.8 0.64 0.76 
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4) Post- test questionnaire 
 Satisfaction Score: The researchers used the System 

Usability Scale (SUS), and the results reveal that HE 
delivered a lower overall score, at 51, whereas DSI 
delivered slightly higher score, at 76. The evaluators 
gave this result because the process of the evaluation 
was smoother when using DSI and it was generated to 
cover all social network aspects. 

 Opinions and Attitudinal Questions (Likert scale) 
The Likert scores were collated for each statement in order 

to obtain overall results concerning the opinions of the 
expert evaluators with respect to DSI and HE. A Likert 
score of 1-2 was regarded as a negative response, 4-5 a 
positive response, and 3 a neutral one. Cronbach’s 
Alpha test was used to measure the reliability of 
responses and the result was 0.89. The Likert scores 
reveal that the evaluators were satisfied overall with 
DSI, and the results reveal significant differences 
between DSI and HE (using Mann-Whitney), as Table 
12 shows. 

TABLE XII.  RESULTS OF MANN-WHITNEY FOR BOTH METHODS 

Methods Q1 Q2 Q3 Q4 Q5 Q6 Q7 

Mann-Whitney U 1.500 6.000 5.000 6.500 4.500 3.000 0.000 

 

B. Quantitative Analysis for Usability Testing Result 

1) Time spent 
Table 13 shows the time spent by each user on performing 

the experiment. The Google+ groups spent the longest time, 
more than the LinkedIn and Ecademy groups, with 429, 377 
and 372 minutes, respectively. This was probably due to 
problems in navigation, structure and function in the three 
websites, which caused the users to spend more time in 
accomplishing their tasks. This was particularly so in the 
Google+ website, as some tasks were abandoned because the 
users had doubts about how to accomplish them. Also, in the 

LinkedIn website, the group spent time thinking about how to 
perform some tasks, such as the ‘find group’ task and the 
‘upload CV’ task. The average time spent by each user in all 
three groups was more than 3.72 minutes. The efficiency 
formula used for UT for all the experiments, in terms of 
number of usability problems discovered over time spent, 
delivered a mean score 0.47 (Google+ = 0.64, LinkedIn = 
0.46, Ecademy = 0.30). One-way ANOVA was used to 
determine whether there was a significant difference in terms 
of time spent, and the result reveals that indeed there was (F = 
15.033, p < 0.001). Moreover, there was a statistical 
difference in terms of efficiency (F = 24.694, p < 0.001). 

TABLE XIII.  TIME TAKEN ON CONDUCTING THE EVALUATION 

Usability measure Google+ LinkedIn Ecademy 

Total time spent by all users (I n minutes) 429 377 372 

Average time per user per task (in minutes) 4.29 3.77 3.72 

Average time per user over ten tasks 42.9 37.7 37.2 

 

2) User Satisfaction 
It can be seen clearly that Ecademy delivered the highest 

overall score, at 6.5, whereas LinkedIn delivered the second 
highest score, at 4.9, and Google+ delivered the lowest score 
among the three websites, at 4.2. This indicates that there were 
certain factors that influenced the users, which then affected 
the satisfaction rating for the tested website, as evidenced by 
the critical user comments on the design features of each 
website. 

3) Number of usability problems discovered 
Table 14 explains the total usability problems found by 

user testing and their severity rating. All the redundant 
problems are removed.  

The usability problems detected in Google+ were 34, 
higher than in the LinkedIn and Ecademy websites (26 vs. 19). 
The One-way ANOVA test was used, and it delivered 
statistical differences amongst the number of  

 

 

problems (F = 15.033, p < 0.001). Pearson’s correlation was 
used and the result reveals a positive relationship between 
time spent and problems discovered, with a 'Sig' value of 0.02. 
This result reveals that the users who spent more time were 
able to discover more usability problems. 

4) UEM Performance Metrics 
By applying the UEM and reliability formulae, Table 15 

explains that the thoroughness of UT in identifying real 
usability problems was 0.23. The validity of UT in finding the 
known usability problems was 0.04. The effectiveness of UT 
in identifying usability problems related to the user interface 
was 0.03. The One-way ANOVA test was used to find 
significant differences between the websites (as a dependent 
factor). The results reveal that there are no significant 
differences (p > 0.05). The results for the cost of employing 
UT on each website were a little different with an average of 
$1,404, as shown Table 16. 
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TABLE XIV.  NUMBER OF USABILITY PROBLEMS DISCOVERED 

Problem type 

Google+ LinkedIn Ecademy Total 

problems in 

all websites 
Total 

usability 

problems 

Total 

usability 

problems 

Total 

usability 

problems  

Catastrophic 4 2 0 6 

Major 9 5 3 17 

Minor 11 8 6 25 

Cosmetic 10 11 11 32 

No. of problems 34 26 19 79 

 

TABLE XV.  THE MEAN RESULT OF UEM METRICS 

            Metric  

Websites Google+ LinkedIn Ecademy 
Mean Total 

Thoroughness 0.23 0.21 0.24 0.23 

Validity 0.11 0.14 0.15 0.04 

Effectiveness 0.02 0.03 0.032 0.03 

Reliability  0.4 0.28 0.23 0.3 

         

TABLE XVI.  COST OF EMPLOYING UT IN THIS RESEARCH 

Mean cost Ecademy LinkedIn Google+ Evaluation Method 

$1,404 $1,370 
Time spent by 10 users 

(6.2 hours) + 5 hours 

collecting data from the 

evaluation sessions + 2.5 

hours analysing data 

$1,378 
Time spent by 10 users 

(6.28 hours) + 5 hours 

collecting data from the 

evaluation sessions + 2.5 

hours analysing data. 

$1,465 
Time spent by 10 users 

(7.15 hours) + 5 hours 

collecting data from the 

evaluation sessions + 2.5 

hours analysing data. 

User Testing (UT) 

 

 

VI. COMPARATIVE ANALYSIS TO EVALUATE THE ADAPTIVE 

FRAMEWORK 

This section represents comparative and comprehensive 
analysis between the three methods. 

A. Types of problems found by UT in relation to DSI and HE 

Two independent expert evaluators were involved in 
discussing, agreeing and deciding where the UT problems 
should be in HE, and to which category they should belong in 
DSI, as Tables 17 and 18 illustrate. The overall results from 
both tables show that all the UT problems were successfully 
classified into DSI. However, 30 problems out of 34 in 
Google+, and 12 problems out of 19 in Ecademy were 
successfully classified into HE. This proves that HE is rather 
general, and is unlikely to encompass all user problems, such 
as usability problems in the 'User usability, sociability and 

management activities', 'Business support', and 'Security and 
privacy' areas. Thus, this proves that DSI was able to discover 
user problems, and the unique problems that were discovered 
by UT and did not discovered by HE and DSI; were classed as 
missed problems for DSI and HE. The tasks given to the users 
during the usability testing seem to have ‘walked them 
through’ the activities, which could have increased the 
opportunity to discover problems. Furthermore, the findings 
confirm that 'Visibility of system status', 'Match between the 
system and the real world', 'Aesthetic and minimalist design' 
in HE, as well as the seven areas in DSI are a common 
weakness in dynamic websites (particular for SNSs). All three 
websites found nearly equal numbers of usability problems 
related to navigation and visibility. In conclusion, UT worked 
better than HE because 11 problems were not classified in it. 
However, all the users’ problems were classified in the DSI. 
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TABLE XVII.  USABILITY PROBLEMS FOUND COMPARED TO THE HE 

 

 

 

 

 

 

 

TABLE XVIII.  USABILITY PROBLEMS FOUND COMPARED TO THE DSI 

 

 

 

 

 

 

 

 

 

 

 

 

B. Performance of the Three Methods 

Generally, Tables 19, 20 and 21 show how UT, HE and 
DSI revealed different types and numbers of usability 
problems. One-way ANOVA reveals that there is significant 
difference between three methods in terms of discovering 
usability problems on the whole (F = 13.32, p < 0.001). UT, 
HE and DSI revealed 47%, 31% and 75% of the usability 
problems found in Google+, respectively. One-way ANOVA-
Tukey HSD was used and the results show that there is a 
strongly significant mean difference amongst the methods in 
finding usability problems in Google+ between HE and UT, 
where p < 0.03 and the mean difference = -14.667, as well as 
between DSI and HE, where p < 0.003 and mean difference = 
-16.767. In LinkedIn, UT, HE and DSI revealed 46%, 23% 
and 84% of the found usability problems, respectively. One-
way ANOVA-Tukey HSD was used and the results show that 
there is a strongly significant difference amongst the methods 
in finding usability problems in LinkedIn, particular between 

HE and DSI (p < 0.046 and mean difference = -14.333) and 
between HE and UT (p < 0.009 and mean difference = -
15.367). Finally, UT, HE and DSI revealed 50%, 32% and 
87% of the found usability problems in Ecademy, 
respectively. One- way ANOVA-Tukey HSD was used and 
the results show that there is significant difference amongst 
the methods in finding usability problems in Ecademy 
between HE and DSI, where p = 0.012 and mean difference = 
-15.000. The performance of HE in discovering usability 
problems during the experiment ranged from 23% to 31%. UT 
discovered usability problems ranging from 40% to 47%, 
while DSI discovered usability problems ranging from 69% to 
84%. Also, UT and HE performed better in discovering major, 
minor and cosmetic real usability problems, but DSI was the 
best in discovering more catastrophic, major, minor and 
cosmetic real usability problems. Thus, it can be seen that DSI 
was the best in discovering real problems; this was followed 
by UT, and then finally HE. 

TABLE XIX.  FINDINGS IN GOOGLE+ 

                 Method  

Problem type 

UT  HE DSI Total problems in the site from 

three methods (no duplicates) 

Catastrophic  4 (100%) 0 (0%) 0 (0%) 4 

Major  9 (82%) 3 (27%) 11 (100%) 11 

Minor  11 (37%) 13 (43%)  28 (93%) 30 

Cosmetic  10 (37%) 6 (22%) 16 (59%) 27 

No. of problems  34 (47%) 22 (31%) 55 (75%) 72 

Nielsen’s Heuristics Google+ LinkedIn Ecademy 

Visibility of system status 4 2 4 

Match between the system and the real world 5 3 2 

User control and freedom 3 2 0 

Consistency and standards 1 1 2 

Error prevention 2 3 0 

Recognition rather than recall 2 1 1 

Flexibility and efficiency of use 0 2 0 

Aesthetic and minimalist design 6 1 2 

Helps users recognize, diagnose and recover from errors 4 2 1 

Help and documentation 3 1 0 

Total problems  30 19 12 

Usability problem area Google+ LinkedIn Ecademy 
Layout and formatting 3 4 3 

Content quality 7 6 2 
Security and privacy 3 1 0 

Business support 5 3 0 
User usability, sociability and management activities 8 5 6 

Accessibility and compatibility 2 0 0 
Navigation system and search quality 6 7 8 

Total problems 34 26 19 
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TABLE XX.  FINDINGS IN LINKEDIN 

                   Method  

Problem type 

UT  HE DSI Total problems in the site from three 

methods (no duplicates) 

Catastrophic  2 (33%) 0 (0%) 6 (100%) 6 

Major  5 ( 39%) 5 ( 39%) 11 (85%) 13 

Minor  8 (32%) 8 (32%) 19 (76%) 25 

Cosmetic   11 (92%) 0 (0%) 11(92%) 12 

No. of problems  26 (46%) 13 (23%) 47 (84%) 56 

TABLE XXI.  FINDING IN ECADEMY 

                  Method 

 Problem type 

UT  HE DSI Total problems in the site from three 

methods (no duplicates) 

Catastrophic  0 (0%) 0 (0%) 0 (0%) 0 

Major  3 (50%) 0 (0%) 6 (100%) 6 

Minor  6 (50%) 8 (67%) 11 (92%) 12 

Cosmetic  11 (37%) 4 (13%) 16 (53%) 30 

No. of problems  19 (40%) 12 (25%) 33 (69%) 48 

 

 

C. Overlapping and Unique Problems 

Many researchers recommend conducting UT together 
with HE because they have found thateach method discovers 
unique problems [Nielsen, 1992], so when they are conducted 
together, they can reveal and present all the problems in the 
targeted website. Again, this experiment may confirm or deny 
this recommendation, depending on the following results.  

Table 22 shows the performance of the three methods on a 
unique performance basis for the three websites, illustrating 
the number of problems revealed by the UT but not identified 
by the HE and DSI and vice versa. DSI was able to discover 6 
catastrophic, 24 major, 41 minor and 25 cosmetic problems 
that were not revealed by the other methods. HE was not able 
to identify any catastrophic problems alone; however, it was 
able to identify 4 major, 19 minor and 9 cosmetic problems. 
UT was able to discover 6 catastrophic, 17 major, 25 minor 
and 32 cosmetic problems that were not revealed by the other 
methods.  

In fact, each method revealed different types of problem 
(both unique and overlapping). However, DSI revealed the 
majority of real usability problems, indicating those with high 
severity ratings, and it also appeared to work fruitfully for the 
expert evaluators, who then revealed more real problems, both 
unique and overlapping.  

For example, DSI found 41% uniquely of the total number 
of real usability problems (n = 73 out of 176). HE found 14% 
uniquely of the total number of real usability problems (n = 24 
out of 176), and UT identified 32% uniquely of the total 
number of real usability problems (n = 56 out of 176). 23 
(13%) real problems out of 176 were found to be 'overlapping' 
by the three methods. The clear superiority of DSI was due to 
involving user inputs in designing the method (as it is included 
in one stage of the adaptive framework), and due DSI being 
appropriate for the particular characteristics of the SNS 
domain. 

 

TABLE XXII.  SEVERITY PROBLEMS OF EACH METHOD’S PERFORMANCE, UNIQUELY AND WORKING IN PAIRS 

Problem Types 
HE 

(unique) 

DSI 

(unique) 

UT 

(unique) 

HE & UT 

(overlapping) 

DSI & UT 

(overlapping) 

DSI & HE 

(overlapping) 

Total number of  

problems in three 

websites (unique) 

Catastrophic  0 6 6 0 8 0           10 

Major  4 24 17 3 11 4 30 

Minor  19 41 25 4 18 17 67 

Cosmetic  9 25 32 5 21 9 69 

Total 32 96 79 12 58 30 176 
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Fig.5. Overlapping and unique problems among the methods 

It can also be seen that combining the results of DSI with 
either HE or UT offers better performance in terms of 
catastrophic, major, minor and cosmetic problems, whereas 
combining HE with either DSI or UT offers quite good results 
in terms of cosmetic problems. Combining UT with either DSI 
or HE offers better results in terms of minor and cosmetic 
problems. In summary, the result of comparison between UT 
and HE confirms conducting UT with HE in order to 
overcome the shortcomings of each, because each one is 
complementary to the other. On the other hand, DSI (as 
created by the adaptive framework) refutes this 
recommendation. 

 

D. Usability Problem Areas 

It can be seen in Table 23 that DSI helped to identify large 
numbers of real usability problems in all usability areas on the 
three websites (135). However, HE overall worked slightly 
better in discovering 47 real usability problems related to just 
four usability problem areas, although it failed to expose any 
usability problems in three main usability problems areas, 
which are 'Security and privacy', 'Business support', and 
'Accessibility and compatibility'. Furthermore, UT worked 
better in discovering usability problems (76) in three usability 
areas, but it failed to identify a sufficient number of usability 
problems in the 'Accessibility and compatibility' area.

TABLE XXIII.  NUMBER OF USABILITY PROBLEM AREAS IDENTIFIED BY THREE METHODS 

 

 

 

 

 

 

 

 

 

 

 

 

E. Comparison between the Three Methods in UEM 

performance 

It can be seen from Table 24 that DSI are more efficient, 
thorough and effective in terms of identifying the total number 
of real problems against total time spent, and in its relative 
ability to identify usability problems related to the user 

interface than the other methods. UT is the second best 
method, and HE is the last method. However, HE is the 
cheapest in terms of employment, and DSI is slightly more 
expensive than HE; both are cheaper than UT. One- way 
ANOVA reveals that there is significant difference among the 
methods used in terms of the UEM metric results, as shown in 
Table 25. 

  

 
Overlapping and unique 
problems (DSI and HE) 

 
Overlapping and unique 

problems (UT and HE) 

 
Overlapping and unique problems 

(DSI and UT) 

 
Overlapping and unique problems 

(DSI, HE and UT) 

Usability Problem Areas UT DSI HE 

Layout and formatting 10 15 9 

Content quality 12 28 4 

Security and privacy 4 8 - 

Business support 8 4 - 

User usability, sociability and management activities 19 55 19 

Accessibility and compatibility 2 5 - 

Navigation system and search quality  21 20 15 

Total Problems 76 135 47 

 DSI 

96 

(%61) 

HE 

32 

(20%) 

UT 

67 

(68%) 

 

HE 

20 

(20%) 

DSI 

83 

(51%) 

 

UT 

21 

(13%) 

UT 

   56(32%) 

                  
        DSI 

73 

(41%)  

HE           

24              

 (14%)      

30 

(19%) 

12 

(12%) 
58 

(36%) 

23 
(13%) 
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TABLE XXIV.  COMPARING THE METRICS BETWEEN THE THREE METHODS 

    Metrics 

 

Methods 

Efficiency 

 

Thoroughness  Validity Effectiveness Reliability Cost  

HE 0.4 0.1 0.04 0.01 0.6 $706,66 

DSI 0.6 0.3 0.2 0.1 0.8 $863,33 

UT 0.5 0.023 0.04 0.03 0.3 $1,404 

 

TABLE XXV.  ONE-WAY ANOVA RESULTS FOR THE THREE METHODS 

     

Metrics 

F 

 

Sig. (p-value) 

Efficiency 19.809 P< 0.001 

Thoroughness 8.902 0.001 

Validity 3.210 0.049 

Effectiveness 3.367 0.48 

Reliability 3.344 0.44 

 

F.  Advantages and Disadvantages of the Three Methods 

We now assess the relative advantages and disadvantages 
of the three methods in evaluating user interfaces (see Table 
26). Overall, DSI, as applied here, produced the best results; it 
found the most real problems, including more of the most 
serious ones, than did HE and UT, and at only a slightly 

higher cost. HE missed a large number of the most severe 
problems, but it was quite good in identifying cosmetic and 
minor problems. UT is the most expensive method and it 
missed some severe problems; however, it helps in 
discovering general problems and it assists, as does DSI, in 
defining the users’ goals. 

TABLE XXVI.  SUMMARY OF THE STUDY’S FINDINGS 

Method Advantages Disadvantages 

Usability 

Testing (UT) 

* Helps define and achieve users’ goals 

* Identifies the users’ real problems 

* Identifies recurrent and general real problems 

* Misses some severe real problems 

* High cost 

* takes more time 

* Conducting under lab condition 

Heuristics 

Evaluation 

(HE) 

* Identifies little real problems 

* Low cost 

* Misses some severe problems  

* Too general 

* Not readily applicable to many new domains 

 

Domain 

Specific 

Inspection 

(DSI) 

* Identifies many more real problems 

* Identifies more serious, major, minor and cosmetic 

real problems 

* Improves the evaluator’s performance 

* Identifies the real users’ problems and helps define 

and achieve users’ goals 

* A little higher in cost than HE and cheaper than 

UT. 

*  Slightly higher in time than HE 

VII. DISCUSSION AND FINDINGS 

This section explores the results of this experiment and 
highlights the main findings. It thendraws out the lessons 
learned from the research. The main objective of this 
experiment was to evaluate the adaptive framework through 
its ability to generate a new method, specifically an inspection 
method designed for the social networks domain, by 
comparing its results with usability testing (UT) and Heuristic 
Evaluation (HE). It has been clearly shown that the 
hypotheses were accepted, and that Domain Specific 
Inspection (DSI) was able to find all the real problems that 
were discovered by UT and HE and more, but with greater 

efficiency, thoroughness and effectiveness. Also, DSI was 
better at discovering catastrophic, major, minor and cosmetic 
real problems. It seemed to guide the evaluators’ thoughts in 
judging the usability of the website through clear guidelines 
that included all aspects of the quality of the selected websites, 
which were represented in seven usability areas. As a result, it 
is unsurprising that the DSI method revealed a number of 
problems not discovered by the other two methods. HE 
method did not perform as well as either DSI or UT, based on 
the number of usability problems discovered during this 
experiment. The experts that used HE seemed to undermine 
their confidence whilst performing the evaluation, for 
example, when they performed the evaluation, they found no 
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readily applicable heuristic within HE for performing some of 
the main functions in these websites. Consequently, HE 
performed poorly in discovering problems. The UT method 
performed modestly against DSI, and well against HE, based 
on the number of problems identified. Thus, the findings 
indicate that it is not essential to conduct UT in conjunction 
with HE, in order to address the shortcomings of these 
methods; rather, to avoid wasting money, an alternative that is 
well-developed, context- specific and capable, such as the one 
generated here for SNSs (or in another research on the  

educational domain [Roobaea et al., 2013c], should be 
employed. Furthermore, the adaptive framework provided 
optimal results regarding the identification of comprehensive 
‘usability problem areas’ on the SNSs, with minimal input in 
terms of cost and time spent in comparison with the 
employment of usability evaluation methods. The framework 
was used here to generate DSI, which helped to guide the 
evaluation process as well as reducing the time that it would 
have taken to identify these usability issues through current 
evaluation methods. In terms of the definition of missed 
problems given by [Cockton and Woolrych, 2002], we can 
consider the problems found by any one method and not found 
by the others as missed problems. From this standpoint, DSI 
missed discovering 80 real usability problems. However, HE 
and UT missed 129 and 97 real usability problems, 
respectively. 

The above findings facilitate decision-making with regard 
to which of these methods to employ, either on its own or in 
combination with another, in order to identify usability 
problems on websites. The selection of the method or methods 
will depend on the types of problem best identified by each of 
them. 

VIII. CONCLUSIONS AND FUTURE WORK 

Contrary to most of the efforts to construct and test 
enhanced usability methods, our work here has made explicit 
the process for so doing. The adaptive framework includes the 
views of users and usability experts to help generate a context-
specific method for evaluating any chosen domain. The work 
presented here illustrates and evaluates this process for the 
generation of the DSI method to assess and improve the 
usability of social network websites. DSI outperformed both 
HE and UT, even when taken together. This clearly represents 
a step in the right direction. Further validation of the use of 
our adaptive framework will indicate whether it is indeed 
applicable across domains. In order to consolidate and confirm 
the findings, future research could include testing the adaptive 
framework by developing DSI for different fields such as e-
commerce and healthcare systems. 

In conclusion, this research contributes to the advancement 
of knowledge in the field. Its first contribution is the building 
of an adaptive framework for generating a context-specific 
method for the evaluation of whichever system in any domain 
(Figure 1). The second contribution is the introduction of DSI, 
which is specific for evaluating social network websites 
(Table 2). The third contribution is the identification of 
usability problem areas in the social network domain (seven 
areas in Table 2). 
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Abstract—Biometric authentication technology identifies 

people by their unique biological information. An account 

holder’s body characteristics or behaviors are registered in a 

database and then compared with others who may try to access 

that account to see if the attempt is legitimate. Since veins are 

internal to the human body, its information is hard to duplicate. 

Compared with a finger or the back of a hand, a palm has a 

broader and more complicated vascular pattern and thus 

contains a wealth of differentiating features for personal 

identification. However, a single biometric is not sufficient to 

meet the variety of requirements, including matching 

performance imposed by several large-scale authentication 

systems. Multi-modal biometric systems seek to alleviate some of 

the drawbacks encountered by uni-modal biometric systems by 

consolidating the evidence presented by multiple biometric 

traits/sources. This paper proposes a multi-modal authentication 

technique based on Palm Veins as a personal identifying factor, 

augmented by face features to increase the accuracy of security 

recognition. The obtained results point at an increased 
authentication accuracy. 

Keywords—Biometric authentication; Face Recognition; 

Feature Fusion; Palm veins; Statistical features.  

I. INTRODUCTION 

Biometrics is automated methods of recognizing a person 
based on a physiological or behavioral characteristic. Among 
the features measured are: face, fingerprints, hand geometry, 
iris, retinal, veins, handwriting, gait, and voice. Biometric 
systems are superior because they provide a nontransferable 
means of identifying people, not just cards or badges. The key 
point about an identification method that is ”nontransferable" 
means it cannot be given or lent to another individual, so 
nobody can get around the system - they personally have to go 
through the control point. 

A key advantage of biometric authentication is that 
biometric data is based on physical characteristics that stay 
constant throughout one’s lifetime and are difficult to fake or 
change. Fingerprints, palm vein, and iris scans can produce 
absolutely unique data sets when done properly. It is not easy 
to determine which method of biometric data gathering and 
reading does the "best" job of ensuring secure authentication. 
Each of the different methods has inherent advantages and 
disadvantages [1]. 

Palm vein authentication uses an infrared beam to 
penetrate the users hand as it is held over the sensor; the veins 
within the palm of the user are returned as gray lines. As each 
Biometrics technology has its merits and shortcomings, it is 

difficult to make direct comparisons, but because vein 
authentication relies on biological information on the interior 
of the body, it is more effective than the others at reducing the 
possibility of falsification. Also, vein pattern recognition 
requires just a scan of the palm, thus making it the easiest and 
most natural to use among the various biometric technologies 
[2].  

Moreover, to confirm the accuracy of personal 
authentication to an even greater degree, vein recognition can 
be combined with face recognition systems to enable “multi-
modal authentication” that guarantees accuracy through 
multiple layers of security. In addition to enhanced security, 
vein authentication used in conjunction with face recognition 
systems would also keep a log of facial information should it 
be necessary to be used as evidence [3]. 

This paper proposes a bi-modal biometric authentication 
system that fuses the features of the palm veins with that of the 
face for increasing authentication accuracy. At first, 4 types of 
statistical features are tested for the best recognition accuracy 
for palm veins and face independently. The feature sets best 
performing for each biometric are fed to a feature fusion 
strategy for increased authentication accuracy. 

The rest of the paper is organized as follows. Section 2 
scans the previous work in the related areas. Section 3 presents 
the structure of the proposed system. Section 4 analyzes the 
obtained results. The paper is terminated by a conclusion 
summarizing the obtained results and specifying problems for 
future work. 

II. PREVIOUS WORKS   

Ishani Sarkar et al [4] presented a review on the palm vein 
authentication device that uses blood vessel patterns as a 
personal identifying factor. As biometric technology matures, 
there will be an increasing interaction among the market, 
technology, and the applications. This interaction will be 
influenced by the added value of the technology, user 
acceptance, and the credibility of the service provider. It is too 
early to predict where and how biometric technology would 
evolve and get embedded in which applications. But it is 
certain that biometric-based recognition will have a profound 
influence on the way we conduct our daily business. 

Masaki Watanabe et al [2], have shown a biometric 
authentication using contactless palm vein authentication 
device that uses blood vessel patterns as a personal identifying 
factor. Implementation of these contactless identification 
systems enables applications in public places or in 
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environments where hygiene standards are required, such as in 
medical applications. In addition, sufficient consideration was 
given to individuals who are reluctant to come into direct 
contact with publicly used devices.  

Yingbo Zhou and Ajay Kumar [5] presented two palm vein 
representations, using Hessian phase information from the 
enhanced vascular patterns in the normalized images, and 
secondly from the orientation encoding of palm vein line-like 
patterns using localized Radon transform. The experimental 
results suggest that the proposed representation using localized 
Radon transform achieves better or similar performance than 
other alternatives while offering significant computational 
advantage for online applications. The proposed approach 
achieves the best equal error rate of 0.28%. Finally, they 
proposed a score level combination strategy to combine the 
multiple palm vein representations, thus achieved consistent 
improvement in the performance, both from the authentication 
and recognition experiments, which illustrates the robustness 
of the proposed schemes. 

Yi-Bo Zhang et al [6] proposed a scheme of personal 
authentication using palm vein. The proposed system includes: 
1) Infrared palm images capture; 2) Detection of Region of 
Interest; 3) Palm vein extraction by multiscale filtering; 4) 
Matching. The experimental results demonstrate that the 
recognition rate of their system is fine but not good enough to 
be a real system. The capture device is very sensitive to the 
outside lights. The outside lights can affect the inside infrared 
light source so that some images have very poor quality. If the 
capture device can be improved, the system performance 
should be better. Further, the database is too small to be 

convincible. More data are required to be collected for the 
evaluation of the system. 

Alaa ELEYAN, and Hasan DEM˙IREL [7], introduced a 
new face recognition technique based on the gray-level co-
occurrence matrix (GLCM). GLCM represents the 
distributions of the intensities and the information about 
relative positions of neighboring pixels of an image. They 
proposed two methods to extract feature vectors using GLCM 
for face classification. The first method extracts the well-
known Haralick features from the GLCM, and the second 
method directly uses GLCM by converting the matrix into a 
vector that can be used in the classification process. The 
results demonstrate that the second method, which uses 
GLCM directly, is superior to the first method that uses the 
feature vector containing the statistical Haralick features in 
both nearest neighbor and neural networks classifiers. The 
proposed GLCM based face recognition system not only 
outperforms well-known techniques such as principal 
component analysis and linear discriminant analysis, but also 
has comparable performance with local binary patterns and 
Gabor wavelets. It is obvious from the results that the GLCM 
is a robust method for face recognition with competitive 
performance. 

Muhammad Imran Razzak et al [3], presented multimodal 
face and finger veins recognition systems in which multilevel 
score level fusion was performed. Since there is no database 
for finger veins and face, thus they test the CAIRO employer 
and students. The imposter and genuine score are combined 
using Fuzzy fusion to increase the face recognition system. 
Simulation results shows that proposed multimodal 
recognition system is very efficient in reducing the FAR 0.05 
and increasing GAR 91.4. The GAR and FAR can further be 
optimized by applying class to client approach on finger veins. 

III. PROPOSED SYSTEM 

Due to the increase in security requirements, biometric 
systems have been commonly utilized in many recognition 
applications. Multimodal systems have great demands to 
overcome the issue involved in single trait systems and this 
has become one of the most important research areas of 
pattern recognition. This paper presents a multimodal palm 
veins and face biometric verification system to improve the 
performance that fuses palm veins and face features for better 
authentication accuracy. The proposed system proceeds as 
follows (for both biometric systems (palm veins and face): 

A. Preparation Phase: 

In this phase, we estimate the performance of four 
statistical feature extraction methods and adopt the one with 
the best recognition rate. The process proceeds as shown in 
Fig. 1. 

1) Image Acquisition: 
The palm vein images were captured using   “M2-

PalmVein™ Reader” [8], for 18 persons.  

The face images were captured using ……..for the same 
18 persons; examples of the captured images are shown in 
Figure 2. 
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2) Preprocessing: 
As the quality of the palm veins images were very bad, 

several preprocessing techniques were used to enhance the 
image quality. On the other hand, the facial images were 
noise-cleaned and contrast enhanced. An example of the 
enhanced images is shown in Figure 3. 

 
3) Feature selection 
Four statistical approaches are applied for feature 

extraction; namely: Gray-level Co-occurrence Matrix 
(GLCM), Run-Length Matrix (RLM), Statistical Features 
(SF), and Moment Invariants (MIs). The paper aims at 
selecting the best performing approach for both biometrics. 
For that, we distorted the original images with three different 
types of noise; each with different noise levels. Salt and 
pepper, impulse and Gaussian noise types with intensity of 
5%, 10%, and 15% are used throughout the study. The used 
feature selection techniques are as follows: 

1) Statistical features  The following set of features is used 

[9]: 
“Mean, Variance, Smoothness, Skewness, 

Kurtosis, Uniformity, and Entropy” 

2) Gray-level-Concurrence Matrix (GLCM)  The following 

set of features is used [10]: 
“Homogeneity (Angular Second Moment (ASM)), Energy, 

Entropy, Means, Variance, and Correlation” 

3) Run-length matrix (RLM) The following set of features 

is used [11]: 
“Short run emphasis (SRE), Long run emphasis (LRE), 

High gray-level run emphasis (HGRE), Low gray-level run 
emphasis (LGRE), Pair-wise combinations of the length and 
gray level emphasis (SRLGE, SRHGE, LRLGE, LRHGE), 
Run-length non-uniformity (RLNU), Grey-level non-
uniformity (GLNU), and Run percentage (RPC)” 

4) Moment Invariants (MIs) [12,13]:  
Most frequently used are the Hu set of invariant moments 

which are invariant under translation, changes in scale, and 
also rotation.  

5) Dimensionality reduction [14]: 

To avoid the curse of dimensionality, PCA is applied by 
projecting the data onto a lower-dimensional space. This 
technique is applied for the feature vectors of the four feature 
extraction approaches. 

6) Selecting the best-performing approach: 
The recognition rate of each approach is determined using 

ten data sets; the original (clean) data set, and nine corrupted 
data sets with different types of noise with different noise 
levels. The average recognition rate is calculated and the best 
performing feature set is adopted for post processing. 

7) The best approach for each biometric is selected. 

B. Training Phase 

The training phase algorithm is depicted in Fig. 4. In this 
phase: 

 The palm veins and face images are captured in the 
same way as in the preparation phase 

 The captured images pass through the same 
preprocessing stages. 

 The feature vectors are extracted using the technique 
selected in the preparation phase. 

 PCA is applied on both feature vectors for 
dimensionality reduction. 

 The sets of features of both biometrics are fused. 

 The fused feature vector is stored in database for future 
comparisons. 

 

C. Testing Phase 

 The images of the person under test are acquired and 
preprocessed typically as in the preparation phase. 

 The feature vector of the adopted approach is 
calculated and reduced using PCA. 

 The resulting feature vector is compared with those 
stored in database and the person is recognized. 

The testing phase algorithm is depicted in Fig. 5 
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IV. RESULTS AND DISCUSSION 

For palm veins, and according to Fig. 6, it is clear that the 
Moment Invariants method gives the best recognition rate for 
all types of noise. However, for face; and according to Fig. 7, 
both GLCM and Moment Invariants give comparable 
recognition rates. As the GLCM requires more computations, 
we adopted Moment Invariants feature vectors for both 
biometrics. 

 

 

For evaluating the performance of the proposed system, we 
calculated the recognition rate for palm veins images 
corrupted by salt & pepper noise with intensities of 0, 15, 20, 
and 25% respectively. The obtained results are shown in Table 
3. Simultaneously, we calculated the recognition rate using the 
fused feature vector for the same type of noise with the same 
intensity levels. The results are shown in Table 4. It is clear 
that an average of 30% enhancement in the recognition rate is 
obtained, Fig. 8..  
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V. CONCLUSIONS AND FUTURE WORK 

This paper studies the contribution of four different 
statistical approaches in recognizing persons through their 
palm veins and face images. These approaches are Gray-level 
Co-occurrence Matrix (GLCM), Run-Length Matrix (RLM), 
Statistical Features (SF), and Moment Invariants (MIs). The 
images under consideration are corrupted by different types of 
noise with different noise intensities, and the recognition rate 
is evaluated in each case. It was found that Moment Invariant 
(MIs) feature vector guarantees the best recognition rate in all 
cases. The MIs are then fused and applied for estimating the 
resulting recognition rate. It was found that this fusion 
enhances the recognition rate by more than 30%. Further 
analysis is required for more enhancements.   
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Abstract—The role of ICTs among poor people and 

communities has increased tremendously.  One of the ICT 

industries – the micro sourcing industry – has been identified as 

one of a potential industry to help increase income for the poor in 

Malaysia. Micro sourcing is an effective way to accomplish 

tedious tasks at a faster rate.  It involves large projects that are 

broken down into micro tasks.  These micro tasks are well-

defined and then distributed to a group of workers. The objective 

of this study is to develop the strategic framework of micro 

sourcing to generate income for the low income group. Four 

methods were used to gather information for this study. The methods 

used were documentation and literature reviews, focus group 

meetings, workshops and interviews. Based on the analysis of the 

current scenario of local micro sourcing industry, strategic 

framework was developed based on the five Strategic Thrusts 

identified. The Strategic Thrusts are harnessing demand side (job 

providers) of domestic and international market;  platform 

capacity and capability building; leverage and utilise existing 

infrastructure; uplift and enhance capability of the supply side 

(micro workers); and instruments to expedite growth of local 

micro sourcing industry. The Strategic Framework is intended to 

provide strategic direction at national level to all stakeholders; to 

highlight key areas that need to be addressed in order to grow a 

sustainable micro sourcing industry in the country; and to serve 

as a guideline in the implementation of programs and plans 
related to micro sourcing industry development 

Keywords—Capability building; expedite growth; harnessing 

demand; platform capacity; strategic thrusts  

I. INTRODUCTION  

The role of developing countries and poor people and 
communities as consumers and producers of ICTs is evolving.  
There is growing interest in developing countries as potential 
growth markets for ICT goods and services.  In response, ICT 
producers are adjusting their products as well as business 
models to target low-income consumers. More resources are 
allocated to find ways to reach the “bottom of the pyramid” [1]. 
Improving mobile access – partly as a result of cheaper imports 
of technology – at increasingly affordable rates, and new 
service models are facilitating access for people without large 
or predictable incomes. This development has allowed for 
greater involvement of enterprises from developing countries in 
ICT-related innovation processes [2]. 

ICTs can also strengthen internal information systems for 
those (predominantly growth-oriented) enterprises that own 
PCs and are able to make effective use of computer-based 
applications. There is further evidence that ICTs can provide 
other benefits involving the strengthening of social and human 
capital such as enhancement of skills, increased self-
confidence, increased participations of women, empowerment, 
and security against income loss. ICT use helps cement or even 
accentuate existing power relations and inequalities. ICT can 
reinforce the market position and power of existing trading 
intermediaries, whose actions may not impact positively on the 
livelihoods of the poor. Finally, the role of ICTs might be more 
limited in local value chain systems (particularly of subsistence 
based enterprises) that rely heavily on pre-existing, informal 
and culturally rooted communication where the exchange of 
valued information is by means of personal contact.  

The extent to which technologies are available and used by 
the poor varies a great deal, with mobile phones and radio 
appearing as the most widely diffused and Internet-connected 
PCs (and especially with a broadband connection) the least.  
Beyond availability, the uptake of certain technologies by the 
poor also depends on the needs and capabilities of potential 
users.  What matters is whether people have the access to what 
they want and need, not that they have access to technologies 
which are identical to other people with different needs. 

The Malaysian Government realising its responsibility to 
upgrade the quality of life of the poor, has seriously list down 
its commitment for the RMK-10 period (2011-2015), in which 
key strategies to provide equitable opportunity to participate in 
the economy as well as work towards greater socioeconomic 
inclusiveness among all Malaysians [3]. Poverty in Malaysia is 
conceptualised and defined as income poverty and measured 
using a poverty line income to demarcate poor and non-poor 
households. The poverty line is determined in both absolute 
and relative terms.  Absolute poverty line is calculated based 
on the income required to purchase a minimum food basket and 
other basic necessities. The relative concept of poverty stresses 
income inequality as its fundamental manifestation and is 
reflected in the definitions of poverty in the lower quintiles of 
the population, the welfare ratio and the index of poverty.  
Relative poverty in Malaysia is defined as per capita household 
income level of less than RM2300 per month with average 
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salary of RM1400 that cuts off the bottom 40 percent of the 
population, also known as the B40 group [3]. 

As Malaysia enters the last stretch in achieving Vision 
2020, the strategic thrust has focused on ICT as an Industry, 
ICT as an Enabler and ICT for Society [4].  Therefore, to 
materialise these National Agenda, ICT together with micro 
sourcing can be used as one of the mechanism to uplift the low 
household income group. Through micro sourcing, workers 
have the flexibility of doing work during hours, locations and 
duration of their own choices. It also provides an additional 
income to complement existing income. In light of this 
initiative, the objective of this paper is to propose a micro 
sourcing development framework for Malaysia 

II. MICRO SOURCING  

Debates about IT outsourcing have lead to the discovery of 
micro sourcing implementation. As a result of high 
dependencies in IT project, micro sourcing activities could be 
emphasized as one of the outsourcing alternatives.  If before 
this, an organization will outsource their IT project to a vendor, 
but now it can be done through a new mechanism known as 
micro sourcing.  

A. Outsourcing vs.Micro sourcing 

Outsourcing could be defined as an act of delegating or 
transferring some or all of the information technology related 
decision making rights, business processes, internal activities, 
and services to external providers, who develop, manage, and 
administer these activities in accordance with agreed upon 
deliverables, performance standards and outputs, as set forth in 
the contractual agreement [5].  According to [6] outsourcing 
related to a new process to create new framework involving the 
relationships of employee/employer. Payroll processing, email, 
web services and hosting, programming, call centres, and 
storage area network are examples services that are widely 
being outsourced [7], [8], [9]. This statement also supported by 
[10], [11] which has revealed that outsourcing brings 
competitive advantage, profits and customer satisfaction. It can 
be concluded, the willingness of an organizations to embark in 
IT outsourcing is being driven by several factors such as lower 
costs, faster development cycle, performance assurance and 
quality, professional and geographically dispersed service and 
creative and structured leases [12], [13], [14]. 

Due to the high demand of IT outsourcing, micro sourcing 
has been taken into consideration for some of the organizations 
in order to reduce the operational cost, increase the revenue and 
decrease the employee pressure. Micro sourcing is an effective 
way to accomplish tedious tasks at a faster rate.  Task can be 
done either online or offline.   

Normally, micro sourcing involves large projects that are 
broken down into micro tasks.  These micro tasks are well-
defined and then distributed to a group of workers [15]. There 
were several models proposed for micro sourcing such as 
FORT framework [16], Structuration Theory [17] and 
Entrepreneurial model [18]. Research conducted by [18] has 
proposed to utilize the Structuration Theory in micro sourcing 
by integrating other ideas related to opportunity research which 
lead to the discovery of micro sourcing research.   

Structuration theory could be defined as entrepreneurial 
action that is enabled and constrained by conscious selection, 
imitation, and modification of business “scripts” that occur 
within social and business structures [18]. Scripts could be used 
in an environment which needs quick respond. Reference [18] 
has classified scripts as “legitimate,” “powerful,” and 
“competent”. Those scripts could be utilized from the 
organization level to the individual level, which contributes 
towards the practice of micro sourcing.  

Based on the models stated above, it is clearly noted that 
micro sourcing occurs at individual level and it also facing 
several challenges that need to be addressed. Hence, emphasize 
should be given on how does IT supports the micro sourcing 
activities [19]. Furthermore, like any other IT services, micro 
sourcing also has to face several key issues that need to be 
addressed such as data security, agreement between the 
outsourcer and outsourcees, culture, and communication 
systems. According to [19], security and intellectual 
property security, risk and trust between micro sourced 
employees and contract are the main concern in micro sourcing 
activities. 

B. Global Micro sourcing Industry  

According to Crowdsourcing Industry Report [20], demand 
in the global micro sourcing industry is driven by start-up and 
small companies.  Collectively they account for over 60% of 
the market revenues.  Start-up companies drive majority of the 
revenues in the industry, contributing 39% of the total 
revenues. Furthermore, the industry’s total revenue grew 
approximately US$140.8 million in 2009 and accelerated 
further to US$375.7 million in 2011 as depicted in Figure 1. 

 

Fig. 1. Global micro sourcing industry’s revenues (US$ million) [20] 

Demand in the global micro sourcing industry as shown in 
Figure 2 is driven by start-up and small companies.  
Collectively they account for over 60 % of the market 
revenues.  Start-up companies drive majority of the revenues in 
the industry, contributing 39 % of the total revenues. Large 
enterprises with revenue of more than US$1 billion represented 
only 8% of total job providers but contributed 21% of total 
revenues due to huge transaction volume.  In the global micro 
sourcing industry, North America and Europe are the largest 
job providers which contributed to 91% of jobs collectively. 
Meanwhile, 41% of micro workers from North America 
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followed by Asia Pacific which is 35% as depicted in Figure 3. 
Income for a micro worker vary significantly, depending on 
type of tasks, number of hours and efficiency in performing the 
tasks. For example in Figure 4, the top five workers handling 
micro tasks earn on average US$500 per month while the top 
five workers handling expert and software-based tasks earn on 
average US$8,300 per month.  On average, the top five 
workers from each task category earn US$4105 per month.   

Fig. 2. Number of jb provider and revenue by job provider’s size in 2011 
[20] 

 

Fig. 3. Job provider and worker by geographic location in 2011 [20] 

Platforms are needed to run the software and processes for 
micro works for use with internal or external micro workers. In 
the international market, number of platforms has been 
growing in the past few years.  Among the platforms well-
known worldwide are AmazonMechanicalTurk, CrowdFlower, 
SamaSource, Ushahidi, Micro sourcing and ODesk. 
AmazonMechanicalTurk  was launched in November 2005 and 
which the requestors are restricted to US-based entities, 
however the workers can be sourced globally [21].  
CrowdFlower was founded in 2007 and uses the MTurk 
platform to distribute work, but provides its own interface on 
which work is completed. It also has sophisticated APIs to 
create and manage works [22]. SamaSource was founded in 
2008 and claims to have a dedicated team of remote workers 
but does not post jobs on a public portal like Mturk [23]. In 
2012, Samasource has employed over 3,000 workers from low-
income backgrounds in places as diverse as rural Haiti, 
informal settlements in East Africa, and peri-urban parts in 
India, paying out over US$2 million in wages.  At the current 
growth rate, Samasource expects to pay and train about 20,000 
workers by 2017. Ushahidi was founded in 2008 and provides a 
platform for information collection, visualization and 
interactive mapping, especially for crises [24]. Micro sourcing 
is Philippines based company providing traditional outsourcing 
solutions. Micro sourcing started operations in 2004 and as of 
July 2011, they employ more than 1500 people working for 
more than 60 clients from all over the world [25]. Meanwhile, 
ODesk [26] was founded in 2003 and focus more on long-term 
work through remote staffing than real micro sourcing. 

 

Fig. 4. Monthly earnings($USD)  of top five workers by task category 

[20] 

C. Micro sourcing Scenario in Malaysia  

Micro sourcing project is not a green-field project but 
instead will tap on existing initiatives/ projects under the 
National ICT Policies.  By tapping on existing information and 
infrastructure, replication and redundancy can be avoided while 
the impact of these existing initiatives/ projects can be 
enhanced. Some the existing initiatives/ projects are e-
Government, myGovernment, National Broadband initiative 
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and Telecentre Development Program. Opportunities for micro 
sourcing industry are available in these initiatives.  For 
example, some tasks under e-Government initiatives can be 
done through micro sourcing.  Government agencies manage 
huge amounts of data under one system for internal and 
external use. Managing these data requires huge resources that 
can be minimised through micro sourcing by dividing the tasks 
required into micro tasks and outsourced them to micro 
workers.  Some of the suitable tasks for micro sourcing are data 
entry, maintenance of databases, data back-up/ recovery and 
data protection.  

Digitisation service is another suitable task for micro 
sourcing.  Data or document digitisation is a task where data or 
information are extracted from hard copies (newspapers, books, 
paper documents, business cards, and periodicals) and soft 
copies (image/ video/ audio files and analogue signal) which 
then converted into digital formats. Other Government 
initiatives such as National Broadband Initiative and Telecentre 
Development Program meanwhile, could become enablers for 
the local micro sourcing industry.  

Reference [27], the micro sourcing project is targeted to 
generate RM2.2 billion of income in the micro sourcing 
industry by 2020. About 70% of the income will be generated 
by the micro workers (employees) as payments for tasks 
completed.  The remaining of the income will be generated by 
micro sourcing platform operators via profits and salaries.  This 
project is also expected to create 1,425 full time jobs and 
provide income for 337,000 task workers by 2020. Another 
positive impact from this Project will be the value-added 
benefits to the low income group. Other than earning additional 
income to complement their existing income, they will also 
acquire new skills from the training provided.  

The existing micro souring business model in Malaysia 
involved three groups namely Job Providers, Platforms and 
Micro workers [15], [28]. Job providers will outsource their 
jobs to micro sourcing platforms. Number of job providers is 
also quite limited and concentrated within the private sector. In 
the local market the number of platforms is relatively small and 
their roles are very limited; as mediator between job providers 
and micro workers. They advertise the tasks source from job 
providers and once tasks completed by micro workers; they 
verify those tasks before submitting them to job providers. 
Their roles in the local micro sourcing industry are not as wide 
as international platforms. When a task is advertised on a 
platform, micro workers will pull the task based on their 
interests.  After the task is completed, the micro worker will 
submit it together with proof of the completed task to the 
platform.  Once the task is verified as completed by the 
platform, the macro worker will get paid directly by the job 
provider. However, the tasks available in the market are not 
targeted to any specific micro workers and these workers are 
not given proper training to perform the task.  The existing 
scenario could make the industry unsustainable in the long run. 

Study on micro sourcing in Malaysia is very limited since 
the micro sourcing industry in Malaysia is still at its infancy 
stage and not properly structured.  After analysing the current 
scenario of local micro sourcing industry, we are proposing 
development of a “Strategic Framework” to develop micro 

sourcing industry in Malaysia with focus on the participation of 
the low income group as micro workers in the industry. 

III. METHODOLOGY 

This study was conducted through documentation review, 
observations, meetings, workshops and discussions held with 
relevant stakeholders. Literature review and information 
gathering were from Digital Malaysia lab report, academic and 
industry literature, RMK10, EPP annual reports, and market 
studies. 

Focus group meetings and discussion were held starting 
with a focus group meeting and discussion with Micro sourcing 
for B40 Implementation Committee (MSIC-B40).  MSIC-B40 
is responsible to lead and oversee the development of this 
Project and is also responsible to formulate plans for local 
micro sourcing growth and identify micro sourcing 
opportunities for B40.  Members of MSIC-B40 come from 
various non-governmental organisations (NGOs), government 
agencies, private organisations, universities and distinguished 
individuals.  From these focus group meetings, initial direction 
of the study was identified and agreed.  The research group also 
participates in the Crowd Business Model Summit (Oct 2012) 
to identify benchmark and best practices. 

Two workshops were held to get the stakeholders 
engagement and to gather information. The first workshop was 
held with the objectives to gather information on micro 
sourcing potentials, opportunities, potential growth and critical 
enablers from the perspectives of stakeholders.  The second 
workshop was held to discuss the findings and 
recommendations on the micro sourcing proposed framework 
and its strategic directions.  Participants of both workshops 
were from MSIC-B40, government ministries and agencies, 
NGOs and private sectors.   

To enrich the data and information gathered, follow up 
interviews were done with some related government agencies 
and private sectors.  Interviews were also done with local, 
international platforms and potential job providers from Small 
Medium Enterprises (SME), Multi National Corporations 
(MNC) and Public Listed companies. The interviews help to 
uncover current practices, requirements and challenges in 
existing Malaysian micro sourcing environment. Interviews 
with related organisations also help to identify potential 
partnerships for micro sourcing strategic implementation. The 
information gathered from all these sources was then compiled 
and analysed as inputs for this study. 

IV. MICRO SOURCING STRATEGIC FRAMEWORK 

This study defines micro sourcing as the distribution of 
well-defined tiny tasks (also referred as micro tasks) to a large 
group of networked users (micro workers) through the internet.  
These tasks can be completed under flexible circumstances – 
own time and locations – using basic internet connected 
devices such as mobile phones, smart phones, tablets, 
notebooks and personal computers (PCs). 

Based on the analysis of the current scenario of local micro 
sourcing industry, we are proposing a strategic framework for 
the development of local micro sourcing industry based on five 
Strategic Thrusts (Figure 5). The Strategic Thrusts are: 
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1) Strategic Thrust 1: Harnessing Demand Side (Job 

Providers) of Domestic and International Market; 

2) Strategic Thrust 2: Platform Capacity and Capability 

Building; 

3) Strategic Thrust 3: Leverage and Utilise Existing 

Infrastructure; 

4) Strategic Thrust 4: Uplift and Enhance Capability of 

the Supply Side (Micro Workers); and 

5) Strategic Thrust 5: Instruments to Expedite Growth of 

Local Micro sourcing Industry. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Proposed micro sourcing strategic framework 

The rationale behind the Strategic Framework is to create 
the proposed Micro sourcing Ecosystem by narrowing or 

eliminating the gaps identified [15], [28]. Success of the 
Ecosystem relies on effective roles played by the relevant 
stakeholders.  Thus, this Strategic Framework is intended to be 
as follows: 

1) To provide strategic direction at national level to all 

stakeholders; 

2) To highlight key areas that need to be addressed in 

order to grow a sustainable micro sourcing industry in the 

country; and 

3) To serve as a guideline in the implementation of 

programs and plans related to micro sourcing industry 

development.  
Five Strategic Thrusts have been identified as the 

foundation for the Strategic Framework of the micro sourcing 
industry development in Malaysia.  These Thrusts are based on 
the SWOT and gap analysis involving the four groups of role 
players in the proposed micro sourcing industry ecosystem. 

B. Strategic Thrust 1: Harnessing Demand Side (Job 

Providers) of Domestic and International Market  

Strategy on the demand side (job providers) should focus 
on capturing local and international demand.  The job providers 
should be from local public and private sectors as well as 
international firms and organizations. 

1)  Rationale 
Key to the micro sourcing ecosystem is the volume of 

micro tasks available in the market.  Without enough volume, 
there will not be enough jobs available for micro workers to 
sustain the industry ecosystem.  There is a wide range of firms/ 
public agencies, local and international that can be tapped as 
micro sourcing job providers for local market.  The market size 
for global micro sourcing is estimated to grow to US$20 billion 
in 2015 with 780,000 workers.  The Malaysian outsourcing 
industry meanwhile, is predicted to be worth US$1.9 billion by 
2013. 

In general, there is still lack of awareness about micro 
sourcing among local firms and public agencies.  There is a 
need to promote micro sourcing as a way to lower operation 
costs especially for Small Medium Enterprises (SMEs) and 
public sector.  On the international front, Malaysia with its 
diverse population with multicultural background should be 
promoted as a regional micro sourcing hub to attract 
international firms outsourcing their micro tasks in Malaysia.   

2)  Components 

 Public Sector 

One of the main sources on the demand side is Federal and 
State public sectors.  Micro sourcing firms could anchored their 
businesses to public sector’s operations, providing them the 
opportunity to build a track record and scale up their operations 
before handling wider range of business processes in the 
private sector. There are large pools of Governments’ 
operations that can be utilised as micro sourcing tasks such as 
archive digitisation and e-Government platforms. 

 Private Sector 

There are many local businesses especially mobile carriers 
and banks that can provide tasks to local micro sourcing firms. 
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For example, there is increasing demand for digitisation of non-
digitised records across the private sector.  This includes one-
time drive to digitised old records and continuous need to 
digitised new data/ information.  Recipients of Government’s 
contracts and concessions can also sub-contract parts of those 
contracts and concessions to local micro sourcing firms. SMEs 
are another private sector group that has huge potential as 
micro sourcing job providers.  SMEs can utilise micro sourcing 
firms’ to reduce their operating costs. 

Micro tasks are not limited to ‘profitable’ business 
operations.  Non-profitable operations can also be micro tasked 
such as activities by non-profit associations and societies.  
Large corporate also involve in non-profitable tasks under their 
Corporate Social Responsibility (CSR) activities.  There are 
increasing number of “Triple” bottom line companies that 
focus on social, environment and financial results, which can 
utilise micro tasks for their CSR activities.  

 International  

Local micro sourcing firms should be encouraged to 
collaborate with large international business process 
outsourcing (BPO) firms to tap into jobs from international 
firms that can be utilised for local micro sourcing market.  
North American and European firms are the largest job 
providers for micro sourcing, collectively offering 90% of job 
market.  Today, the impact sourcing market generates an 
estimated US$4.5 billion in revenues globally, representing 
3.8% of the entire US$119 billion BPO industry, and directly 
employs about 144,000 people across all segments.  US$1.2 
billion of these revenues is estimated to be incomes for impact 
sourcing workers. Share of impact sourcing in total BPO is 
expected to increase to approximately US$20 billion in 2015, 
just over 11% of total BPO market, and directly accounting for 
780,000 jobs.  More than US$10 billion is expected to be 
income for impact sourcing workers [20]. 

C. Strategic Thrust 2: Platform Capacity and Capability 
Building  

Platform is important in the micro sourcing ecosystem to 
link job providers and micro workers. There should be enough 
platforms with diverse niche and focus areas that suit different 
key target groups of micro workers. These platforms should 
also be accredited to make them competitive. 

1) Rationale 
As there is no boundary in digital world, local micro 

sourcing platforms should be at the highest level of capacity 
and capability to compete with international platforms. 
Competitive platforms in local micro sourcing ecosystem 
require skilled and experienced talents that can design reliable, 
safe and diverse platforms.   

Currently, there is no established national minimum 
standard and certification program for micro sourcing 
platforms. Without this standard and certification, we will not 
be able to promote Malaysia as a micro sourcing industry hub.  
Standard and certification will not only ensure platforms adhere 
to services of the highest quality but also ensure there are 
enough platforms suitable for the key target groups of micro 
workers.   

Targeted micro workers have different competent levels 
and skills. Therefore, available platforms should be as diverse 
as possible to cater for these differences. 

2)  Components 

 Niche/ Focus Areas 

Each platform is specialised based on the type of task 
completed. These types of tasks can be categorised into ICT 
enabler or ICT related categories.  ICT enabler refers to the use 
of ICT as an enabler to advertise a job or obtaining a task.  ICT 
enabler does not require ICT to complete the tasks, but instead 
used to communicate the task to the workers. On the other 
hand, ICT related tasks refer to types of work that require ICT 
to complete the tasks.  ICT related tasks include ideation-based 
tasks, knowledge-based task, expertise-based tasks and micro 
task.  

Diverse platforms should be made available with different 
niche/ focus areas to cater for different types of targeted micro 
workers. Targeted micro workers have different competency 
levels and skills.  Diverse platforms will allow wider pool of 
workers to participate in the micro sourcing industry. 

 Platform Certification  

Platform certification is important to ensure platforms’ 
credibility.  It provides guidance to better integrate the 
application process into micro sourcing ecosystem and ensures 
the quality of functional design incorporated into the micro 
sourcing platform. This guidance includes information on the 
technical and business processes, implementation of platform 
requirements, and certification requirements for a micro 
sourcing platform. A micro sourcing platform that has gone 
through certification processes means that it has met or 
exceeded the standards required. The certification processes 
should cover a platform’s operations, security, performance, 
and resources to ensure the platform’s capabilities and services 

D. Strategic Thrust 3: Leverage and Utilise Existing 
Infrastructure  

Existing infrastructure should be leveraged and utilises to 
reach out targeted groups of micro workers and reduce cost of 
platforms. Existing public telecentres can be used as micro 
tasks centres for targeted micro workers.  In addition, targeted 
micro workers can also be assisted to have personal devices 
for micro tasks usage. Existing cloud computing infrastructure 
meanwhile, can provide flexibility, lower cost and improved 
scalability for platform providers  

1) Rationale 
Government has invested in various programs in rural 

areas, as well as selected urban areas to increase people’s 
access to the Internet. These programs, such as setting up 
public telecentres and building telecommunication towers, are 
intended to reduce the digital divide between rural and urban 
areas, and also increase access to Internet for the under-served 
sections of the society.  Currently there are 2,477 telecentres 
for different target groups that can be used as micro tasks 
centres to train micro workers as well as job locations for micro 
workers. However, proper coordination is needed to ensure that 
these telecentres are coordinated and managed properly to 
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ensure that they are properly utilised for the benefits of targeted 
micro workers.   

Other than telecentres, personal devices such as mobile 
phones, tablets, Personal Digital Assistants (PDAs) and smart 
phones are among essential connectivity infrastructures to be 
available among B40 micro workers. However, since most of 
B40 cannot afford to have smart devices with Internet 
connection, there is a need to leverage on existing public 
telecentres.   

Cloud computing is another existing IT infrastructure that 
can be utilised, especially with the increasing usage of personal 
mobile devices by micro workers. Cloud computing allows 
transfer of information and functionality between users and 
systems via mobile devices.  Platform operators can optimise 
their IT infrastructure through cloud computing by leveraging 
on various enterprise-level applications provided by many 
MSC status companies.  Utilising existing infrastructure will 
lower operating cost of platform operators and thus, make local 
platforms more competitive.   

2) Components 

 Computing and Connectivity (through Public 
Telecentres and Personal Devices) 

In order to reach the targeted micro workers, computing 
infrastructure and connectivity are important. There are two 
models that can be utilized:- 

o usage of personal computing devices for individuals to 
access to Internet and complete their tasks; and  

o usage of public telecentres as distribution centres for 
micro workers to complete their tasks.   

 Cloud Computing 

Cloud computing infrastructure allows platform operators 
to reallocate their IT operational costs from infrastructure-
related costs to other important costs such as platform 
designing.  In addition, with applications hosted centrally, 
updates can be released without the need for platform operators 
to install new software. In a business model using cloud 
computing, platform operators are provided with access to 
application software and databases hosted at a centralised 
server. Cloud computing allows platform operators to get their 
applications up and running faster, with improved 
manageability and less maintenance, and also enables them to 
rapidly adjust their resources to meet fluctuating and 
unpredictable business demand. Cloud-based applications will 
also make it easier for micro workers to access platforms via 
web browser from a desktop or mobile application. 

Using cloud computing, platform providers will have the 
opportunity to leverage enterprise-level applications and 
development without the associated upfront capital expenditure 
pinch or complex IT roll-out. Cloud computing may also be 
more flexible in developing new micro sourcing applications 
because the cloud includes middleware, and users are not 
limited to one server or one data centre.  Cloud computing also 
has been proven to be very scalable, and can overcome 
technical fault or maintenance related downtime.    

E. Strategic Thrust 4: Uplift and Enhance Capability of the 

Supply Side (Micro Workers) 

Supply side in a micro sourcing industry ecosystem is not 
only about the numbers of micro workers available but also the 
capability of these micro workers and the quality of the micro 
tasks that they completed.  Investment in training for micro 
workers’ development is important to ensure high quality of 
labour supplies in the ecosystem. Community Champions 
should be groomed to engage these targeted micro workers. 

1) Rationale 
Skills training are necessary to ensure sustainability of any 

industry.  This is particularly pertinent when considering the 
employability gap that is being seen today, where graduates can 
be deemed as non-employable due to skills gaps. As the 
proposed micro sourcing industry ecosystem is targeted at 
certain groups of micro workers especially the B40 group, 
skills training for these groups is a must since 52.3% of people 
in the B40 group have no education certificate and most of 
them have low to moderate competency in computer and 
Internet skills, as well as English proficiency [15].   

Programs and activities to enhance capability of these 
targeted micro workers should involve organisations/ agencies 
that have direct contact with these groups.  NGOs such as 
Yayasan Basmi Kemiskinan (YBK) and Yayasan 
Pembangunan Islam Malaysia (YAPEIM), and Government 
agencies such as Regional Development or Kementerian 
Pembangunan Luar Bandar dan Wilayah (KPLBW), Jabatan 
Kemajuan Masyarakat (KEMAS) and Pusat Zakat Selangor 
(PZS) should be roped in as they are well-verse with these 
targeted groups’ environment. These organisations/agencies 
should be groom as Community Champions to engage these 
targeted groups into the micro sourcing industry ecosystem.   

Funding for these programs and activities should come 
from the Government or sourced from private sectors’ 
contributions as most these targeted micro workers cannot 
afford to pay for them. 

2) Components 

 Community Champions 

Community Champions should be created within the micro 
sourcing ecosystem to engage participation of targeted micro 
workers from specific community.  Platform owner should 
identify the Community Champion for a distribution centre and 
work together closely in engaging these micro workers.  
Candidates for Community Champions most preferably are 
organisations/ societies/ individuals that have established 
relations with the community.  Platform firms will be the one to 
aggregate the tasks while the Community Champions will be 
responsible to maintain the infrastructure at the distribution 
centres.   

 Micro Worker Development. 

To support the sustainability of the Micro sourcing 
Ecosystem, targeted micro workers especially the B40 group 
need to be continuously trained.  Among crucial training 
required are ICT-related courses, communication skills and 
personality development courses. Training, skills and 

http://en.wikipedia.org/wiki/Business_model
http://en.wikipedia.org/wiki/Application_software
http://en.wikipedia.org/wiki/Web_browser
http://en.wikipedia.org/wiki/Mobile_app
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knowledge development must be on-going and therefore 
require considerable investment.  

F. Strategic Thrust 5: Instruments to expediate Growth of 

Local Micro Sourcing Industry 

An effective Micro sourcing Ecosystem requires proper 
governance. As with any established industry, proper 
monitoring or regulatory bodies are required to monitor fair 
play, enforce equitable standards, and prevent exploitation of 
stakeholders, especially micro workers. Government’s policies 
and incentives are also important to kick start the micro 
sourcing industry development.   

1) Rationale 
The micro sourcing industry in Malaysia is still at its 

infancy stage.  Therefore, lots of questions arise from potential 
role players from the four groups in the ecosystem – Job 
Providers, Micro Workers, Platforms Providers and Enablers – 
on the sustainability and security of the industry. Proper 
regulatory and monitoring frameworks to govern the industry 
will provide confidence to public and private sectors, 
organisations and individuals to participate in the industry. 
Proper regulatory and monitoring frameworks will also create a 
healthy ecosystem with proper marketing, enforcement, 
security and documented procedure.   

The Government has important role to play to expedite 
industry’s growth.  Government’s incentives are crucial as 
there will be lack of private investment at the initial stage.  
Potential local job providers need to be attracted, potential 
micro workers need to be trained, and potential platform 
developers need to be assisted to compete with international 
platforms.  Certain existing incentives need to be reshaped to 
suit micro sourcing industry’s requirement.  Government’s 
policies also need to be designed to support the industry’s 
growth. 

The micro sourcing industry is still lacking skilled/ 
experienced talents across the ecosystem. There is a need to 
develop skilled and experienced talents as well as project 
management and business development teams to support micro 
sourcing platforms.  Therefore, there is need to incentivise 
training and skilling of talents across the industry to ensure 
industry sustainability.   

Engagement with professional organisations, particularly 
those in the field of micro sourcing and outsourcing advisory 
services is important to spread awareness and understanding of 
what micro sourcing industry can offers. These organisations 
can provide leadership and promote sharing of solution and 
best practices, as well as spur new business process 
management and innovation.  

2) Components 

 Governance  

The micro sourcing industry ecosystem involves many 
stakeholders with their own agenda and objectives. As with any 
established industry, proper monitoring or regulatory bodies are 
required to supervise fair play, employ equitable standards, and 
prevent the exploitation of its players, particularly the 
employees.  

A proper governance structure is required to monitor 
payment, conditions, and competition, as well as to uphold the 
objective of micro sourcing industry as a mean to alleviate 
disadvantaged from poverty. 

 Policies 

Competing effectively in the micro sourcing market place 
requires Government’s role to create and introduce business 
friendly legal systems, policies and industry support 
mechanisms. For example, the Government could impose 
uniform restrictions on hiring foreign workers in an effort for 
private sectors to find ways in hiring local workers, including 
via micro sourcing. The Government could also provide 
leadership in the industry by outsourcing its non-core tasks and 
introducing micro sourcing-related tasks in its procurement 
policy. Other enabling policies could also be developed such as 
policies on micro sourcing self-regulation, telecentres opening 
hours and payment mechanism. 

 Incentives  

The Government can also promote micro sourcing industry 
through incentives.  Domestic outsourcing can be encouraged 
by incentivising organisations that provide outsourced services.  
Government can foster investment in the industry by providing 
special incentives to firms who invest in programs and 
activities that benefit marginalised and disadvantaged 
households such as those to engage participation of the B40 
group in the micro sourcing industry. Guideline on 
homeworking could be strengthened to encourage job providers 
to hire more micro worker especially the B40. 

 Business Process Management.  

New business process management that supports micro 
sourcing initiatives should be promoted. All relevant 
stakeholders such as Government agencies, private sectors, 
SMEs and NGOs need to be engaged and educated on micro 
sourcing and how to formulate a micro sourcing strategy.  
Micro sourcing pilot projects have to be monitored to ensure 
they have the necessary support and backing from all relevant 
stakeholders within the ecosystem.   

 Education 

All relevant stakeholders in the industry require continuous 
education and trainings. In addition, awareness programs are 
required from time to time to educate the general public about 
the industry.  The industry requires high skilled workers to 
manage micro sourcing platforms and therefore, training/ 
educational programs should be encouraged. Linkages between 
industry and institutes of higher learning (IHLs) are essential to 
ensure continuous supply of skilled talents into the industry. 

For micro sourcing industry to grow in Malaysia, all 
relevant stakeholders will need to be aware of the micro 
sourcing business processes.  The role of workplace is 
changing with technology development, combined with an 
increasingly cross-generational and distributed workforce, 
challenging traditional concepts of the workplace. Thus, the  
implementation of the Strategic Framework require strong 
governance and leadership, mandated actions where 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 4 No. 6, 2013 

105 | P a g e  
www.ijacsa.thesai.org 

appropriate, enforcement via spend controls, and monitoring 
and reporting.   

V. CONCLUSION 

As highlighted earlier, jobs for local micro sourcing 
industry would be sourced from local and international job 
providers.  Contrary, awareness level of micro sourcing is still 
low among potential local job providers.  In addition, potential 
job providers from the public sector have concerns on the local 
micro sourcing mechanism such as data confidentiality and 
payment mechanisms. These issues need to be adressed to get 
their confidence in the industry. As a pre-requisite to the local 
micro sourcing industry development, potential job providers 
in public and private sectors should have a thorough 
understanding, readiness, and awareness of the industry.  Other 
than local job providers, efforts must also be made to capture 
jobs from international market through international platforms 
as well as international BPO service providers. 

As in any new industry, support from the Government is 
very important in developing local micro sourcing industry.  
Each Strategic Thrust involves Government’s participation in 
different capacity. Supports from other ministries, agencies and 
other divisions in public sector are nevertheless important in 
making this project and the micro sourcing industry in general 
a success. This project cuts across multiple sectors and thus, 
requires different types of Government support from different 
ministries and agencies. Other stakeholders also have to 
perform their roles in to ensure the effectiveness of the 
proposed Strategic Framework. With full support from these 
stakeholders, this industry would be able to achieve its true 
economic potential and this project would be able to help 
improve the socioeconomic status of the low income group in 
Malaysia. 
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Abstract—In recent times the spatial autoregressive models 

have been extensively used to represent images. In this paper we 

propose an algorithm to represent and reproduce texture images 

based on the estimation of spatial autoregressive processes. The 

image intensity is locally modeled by a first spatial autoregressive 

model with support in a strongly causal prediction region on the 

plane. A basic criteria to quantify similarity between two images 

is used to locally select this region among four different 

possibilities, corresponding to the four strongly causal regions on 

the plane. Two global image similarity measures are used to 
evaluate the performance of our proposal. 

Keywords—Autoregressive Models; Texture Images; Similarity 

Measures. 

I. INTRODUCTION 

The goal of this work is to introduce a new algorithm to 
represent and reproduce texture images that uses and improves 
other recent proposals concerning this topic. 

Most of the images of interest, for example, the images of 
cultivated fields and concentration of population are naturally 
rich in texture, level of gray, etc. The same thing happens to 
the images of geographical regions that allow the making of 
maps and, in general, almost all the images of the earth. 
During the past decades, image representation and image 
texture recovery have been two important and challenging 
topics. In this sense the spatial autoregressive model (AR- 2D 
model) has been extensively used to represent images ([3], 
[14]) due to its two main properties. First, simulation 
experiments have shown that this model is adequate to 
represent a diversity of real scenarios ([4]). Second, the AR-
2D model does not require a large number of parameters to 
represent different real scenarios (parsimony) ([4]). In 
particular, the first-order AR-2D model is able to represent a 
wide range of texture images, as is shown in Figure 1; the 
image (a) have been generated by a first-order AR-2D model 
with three parameters, while images (b), (c), (d) and (e) have 
been generated by a model of the same type with two 
parameters. Theoretical properties of the first-order AR-2D 
model were studied by Basu and Reinsel ([2]). They derived 
the correlation structure of the model and the maximum 
likelihood estimators of the parameters. Also, the spatial 
autoregressive models have benefited other topics in image 
processing like image segmentation. An approach to perform 
image segmentation based on the estimation of AR-2D 
processes has been recently suggested by Ojeda et al. ([15]). 

First an image is modeled using a spatial autoregressive model 
for the image intensity. Then the residual autoregressive image 
is computed. This resulting image possesses interesting texture 
features. The borders and edges are highlighted, suggesting 
that the algorithm can be used for border detection. Later, a 
new scheme was proposed to enhance the segmentation 
yielded by the previous algorithm (Vallejos et al., 2012, [18]). 
It is based on the identifying of the best prediction window, 
and generalizes the previous algorithm to different prediction 
windows associated with unilateral processes on the plane. An 
analysis of the association between the original and fitted 
images shows how the algorithm works in practice. In all 
experiments carried out in [18], the first step of the 
segmentation algorithm was implemented using the same 
strongly causal prediction window. Consequently the support 
of the the local autoregressive models used to represent the 
images was always the same. Our proposal is a methodology 
that allows to identify locally the strongly causal prediction 
window (and consequently the support of the first-order AR-
2D processes) associated with the better local representation of 
the image. To analyze the performance of our method, we 
quantified the similarity between the original and fitted images 
by two image measures. The study shows that the new method 
is capable to enhance the capacity of the AR-2D models to 
reproduce and represent images. 

The rest of the paper is organized as follows: Section II 
presents a brief description of most used schemes of 
neighborhoods in   . Section III provides an overview of the 
spatial ARMA models. Section IV presents the recent 
algorithm developed by Ojeda et al. ([15]) and the 
improvement due to Vallejos et al. ([18]) in the context of 
image segmentation. In Section V we explain our proposal to 
reproduce and represent texture images based on the 
estimation of spatial autoregressive processes. Section VI 
shows the results of our study and provides an analysis of the 
performance of our methodology using two similarity image 
measures. Conclusions and future scopes will appear in 
sections VII and VIII respectively. 

II. NEIGHBOROODS IN    

In time series, there is a natural neighbor structure induced 
by the existing total order of   (the set of all past values of 
   ; is the set of all integers that are less than t). However, 
for points on the plane, for instance         , there are 
several different notions of neighborhood. 
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                   (a)                                   (b)                                    (c)                                      (d)                                     (e) 

Fig. 1 Texture images generated by AR-2D process: (a)          ,          ,          ; (b)          ,          ; (c)          , 

         ; (d)          ,          ; (e)          ,            

In general, definitions of neighborhood of a point        
on the plane are motivated by the physical acquisition system 
of the data like in the case of images that have been captured 
by satellites. A description of the most commonly used 
neighbor structures in statistical image processing can be 
found in [13]. In this paper we define the structure of 
neighborhood based on strongly causal regions. 

For all         
 we distinguish the following strongly 

causal regions: 

                                   

                                   
                                   
                                   

 
Considering the region        , a strongly causal 

prediction window containing two elements is 

                                   
             

   is shown in Figure 2 (a). Similarly, the strongly causal 
prediction windows  ,   , and   , with two elements each, 
can be defined considering         ,         and          
respectively (Figure 2, (b)-(d)). 

III. SPATIAL ARMA MODELS 

Spatial ARMA processes have also been studied in the 
context of random fields indexed over   ,    , where   

 is 
endowed with the usual partial order; that is, for   
             ,                 in    ,     iff for 

         ,      . Let                      

and                  , where       ;     and 
   . A random field          is said to be a spatial 

ARMA       with parameters       
 if it is weakly 

stationary and satisfies the equation 

 

                                                          (1) 

 

where               and               denotes, respectively 

the autoregressive and moving average parameters with 

       ; and          denotes a sequence of independent 

and identically distributed centered random variables with 
variance     Notice that if    , the sum over        is 
supposed to be zero and the process is called spatial moving 
average MA    random field, 

 

                                                                         (2) 

 

Similarly if     the process is called spatial autoregressive 

AR    random field, and it is defined as: 

 

                                                                         (3) 

 

The ARMA random field is called causal if it has the 

following unilateral representation 

 

                                                                              (4) 

 

with          . Similarly to the time series case, there 

are conditions for the (AR or MA) polynomials to have 
stationarity and invertibility respectively. Let        
    

 
         and            

 
        , where   

              and     
    

     
  . A sufficient condition 

for the random field to be causal is that the AR polynomial 
     has no zeros in the closure of the open disc    in   .  

Applications of spatial ARMA processes and the study of 
spatial unilateral first order ARMA model have been 
developed in [10], [7], [2]. Other extensions of the theory 
developed for time series to spatial ARMA models can be 
found in [11], [6], [1], [17], [9], [5], [8]. As an example, 
consider a particular case of model (3) when     and 
       . This model is called a first-order autoregressive 

process. In this case,                                    
and the model is of the form: 

                                                             

Note that         , implies that for all              , 

        is the strongly causal prediction window of the 

intensity         
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                           (a)                                                               (b)                                                              (c)                                                             (d) 

Fig. 2 Prediction windows for the first order spatial AR model with two parameters: (a)   , (b)   , (c)    and (d)   . 

IV. APPROXIMATION OF IMAGES BY USING 2D UNILATERAL 

AR PROCESSES 

In this section, we describe an algorithm to approximate an 
image by first-order AR-2D processes whit two parameters 
using blocks. This algorithm was originally defined by [14] 
and later adapted by [15]. Following, we briefly describe this 
methodology. 

Suppose that a real image is available. This fitted image is 
constructed by dividing the original image into squared sub-
images (e.g.,    ) and then fitting a first-order AR 2D model 
to each sub-image (i.e., block). Then, a sub-image is generated 
from each local fitted model and the final fitted image is 
yielded by putting together all generated sub-images. Let 

        ,      ,       be the original image, 

and let         ,      ,       where, for all 

     ,      ,                 ; and    is the 

mean of  . Let              (e.g.    ). For 
simplicity we shall consider from now on that the images to be 
processed (   and ) are arranged in such a way that the 
number of columns and the number of rows are multiples of  ; 
that is, 

          ;        ;       ; 

          ;        ;       ; 

Where     
 

 
    and     

 

 
   . Considering the values 

     
    

   
 and      

    

   
 . For all            and  

          , define the     block         of the image   

by 

                  , 

Where   and   are sub-index that satisfy: 

                         , 
                         . 

The       approximated image    of   is provided by the 

following algorithm. 

 

Algorithm 1: 

1) For each block           compute estimators of least 

squared    
 

 ,    
 of    and    corresponding to the block 

          in the strongly causal prediction region   , using 

the prediction windows   . 

2) Let            be defined in the block           by 

                       
                  

   
                   

when             and            . 

3)  Let     be defined in the block           by 

                               
                  

               with         and        . 

4) Define the approximated image     of the original 

image   as:  

       
         

      

with        and       . 
In order to propose a more efficient algorithm, Vallejos et 

al. ([18]) suggested new variants of this algorithm specially to 
address the problem of determining the most convenient (in 
terms of the quality of the segmentation) prediction window of 
unilateral AR-2D processes. In effect, they generalize the 
Algorithm 1 to different prediction windows associated with 
unilateral processes on the plane. Three variants of the 
Algorithm 1 (called Algorithm 2, Algorithm 3 and 
Algorithm 4) were implemented in the strongly causal 
prediction regions  ,    and  , using the prediction windows 
  ,    and   , respectively. In each block         , and for 
         , we denote the output corresponding to step 2-

Algorithm  , as           . Similarity,      denote the output 
corresponding to step 3 - Algorithm . The computation of the 
distance between each filtered image and the original was be 
done by using   and    image quality measures ([18], [19], 
[16]). We described briefly this measures: 

Let two weakly stationary processes,         and        , 

    , the index   ([19]) is  

  
          

   
    

           
 

   

    

       

         

     

   
    

  

     
where   is the mean of         ,    is the standard 

deviation of        , and     is the covariance between 
        and         (and similarly for   and    ). The quantity 

  
   

    
 models the linear correlation between         and 

       ,   
       

         
 measures the similarity between the 

sample means (luminance) of         and        , and 

  
     

   
    

  
 measures the similarity related to the contrast 
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between the images. Coefficient   is defined as a function of 
the correlation coefficient; hence, it is able to capture only the 
linear association between         and        . The    index 
was suggested by [16] and it is defined as: 

              
 

where       is the sample codispersion coefficient in the 
direction  . This index, can quantify the similarity between 
images that are generated using a local approximation of AR-
2D processes with different window sizes. Moreover,    
captures different levels of spatial similarity between two 
images by considering different directions in two-dimensional 
space. Note that values of   and    close to   point out a low 
similarity level between two images; instead, values of     or 
     close to 1, indicate a high similarity level (direct or 
inverse, respectively). 

V. A NEW ALGORITHM TO REPRESENT TEXTURE IMAGES 

In order to represent and reproduce texture images, we 
suggest a methodology that we have called Algorithm 5. As 
Algorithms 1-4, our proposal is also based on the idea that is 
advantageous approximate an image by first-order AR-2D 
processes using blocks, just that we introduce the possibility to 
select in each block the causal prediction window of the 

model. The goal is to get     , a new and better representation 
of the original image  , that improves the results achieved by 
the algorithms 1-4. Essentially in each block, our approach 
selects one among the algorithms 1, 2, 3 or 4, and uses it to 

approximate the image in the block. Previously to defined    , 
a       approximated image    

 of   is provided by the 
algorithm. This selection is based on the mean square error 
(MSE). This basic similarity measure for images is computed 
from the difference of intensity, of pixel to pixel, between two 
images. More formally, if         and        , with     , 
are two weakly stationary processes, 

         
 

  
                 

 

 

   

 

   

 

More details about the MSE can be consult in [19]. In the 
following we describe the new algorithm. 

Algorithm 5: 

1)  In each block          , and for          , compute 

the least squares estimators    
 ;    

 
 of the    and    

corresponding to the block          , in the strongly causal 

prediction region   , using the prediction windows    (Apply 

step 1-Algorithm  , with          ). 

2)  In each block          , and for          , compute 

            (Apply step 2-Algorithm  , with          ). 

3)  In each block          , and for          , compute 

                        . Choose the approximated image 

generated by the lowest mean square error. Denote it as 

          . 
4)  Let      be defined in the block           by 

                               
                  

with         and        . 

5)  The approximated image     of the original image   is: 

       
         

    with           
 

 
   and   

        
 

 
  . 

Note how Algorithm 5 (step 3), allows to locally identify 
(based on the MSE) the strongly causal prediction window 
associated with the more adequate local representation of the 
original image. 

VI. EXPERIMENTS AND RESULTS 

In this section we developed some examples in different 
scenarios to explore the performance of Algorithm 5. Six real 
images were used, Elaine, Lenna, Peppers, Threads, Rind and 
Aerial (Figure 3 (a)- (f)), all taken from the USC-SIPI image 
database [12]. We applied the Algorithms 1 to 5, for each 
original image, considering a block of size    , and we 
obtained five representations of the original image. Figure 4 
shows the image representations obtained by the five methods, 
from the original image Elaine.  

To gain insight on the quality of each image 
representation, the images produced by the five algorithms 
were compared with the original image using the similarity 
index   ([19]) and    ([16]), described in section IV. The 
results are shown in TABLE I. In all cases the highest values 
of the image quality measures were obtained for the image 
representation produced by the Algorithm 5. In practice, this 
means that the residual image (difference between the original 
and the approximated) is more compatible with a null image, 
when the Algorithm 5 is used.  

Visually, in the residual images produced from the 
Algorithm 5, it is more difficult to detect the patterns of the 
respective original images, in comparison with the residual 
images generated from the others methods. As an example, 
Figure 5 shows the residual images obtained by applying the 
five algorithms to the original image Elaine, and Figure 6 
shows the histograms of these images. Note that the residual 
image produced from Algorithm 5 (Figure 5 (e)) does not 
highlight the original borders and boundaries because the 
original image and the image representation are too similar. 
The histogram of the image (Figure 6 (e)) confirms this fact.  

The results presented in this section are not restrictive to 
the images treated in this paper. There is a large set of images 
for which the experiments developed in this article can be 
replicated. 
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                        (a)                                      (b)                                      (c)                                     (d)                                     (e)                                     (f) 

Fig. 3 Images of USC-SIPI image database. (a) Elaine, (b) Lenna, (c) Peppers, (d) Threads, (e) Rind and (f) Aerial. 

TABLE I.  PERFORMANCE OF THE ALGORITHMS 1, 2, 3, 4, AND 5 BY Q AND CQ INDEX. 

Met. (a) Elaine (b) Lenna (c) Peppers (d) Threads (e) Rind (f) Aerial 

Q CQ Q CQ Q CQ Q CQ Q CQ Q CQ 

1 0.9769 0.5115 0.9345 0.6372 0.9895 0.8071 0.8456 0.7321 0.9155 0.6885 0.9186 0.6247 

2 0.9784 0.5298 0.9529 0.6874 0.9880 0.8220 0.8804 0.7905 0.9196 0.7425 0.9154 0.6737 

3 0.9780 0.5126 0.9628 0.6556 0.9877 0.8066 0.8419 0.7284 0.9193 0.6908 0.9110 0.6214 

4 0.9778 0.5305 0.9472 0.6827 0.9898 0.8223 0.8782 0.7879 0.9219 0.7451 0.9059 0.6670 

5 0.9878 0.7520 0.9735 0.8119 0.9947 0.8871 0.9343 0.8844 0.9579 0.8379 0.9589 0.8169 

 

 
                         (a)                                              (b)                                               (c)                                               (d)                                               (e) 

Fig. 4  (a)-(e), Image representations generated by Algorithms 1-5 respectively. Original image: Elaine. 

 

 
                        (a)                                                (b)                                               (c)                                              (d)                                                (e) 

Fig. 5  (a)-(e), Residual images (difference between the original and image representations) generated from Algorithms 1-5 respectively. Original image: 

Elaine. 

 
                          (a)                                                 (b)                                                (c)                                               (d)                                                (e) 

Fig. 6 a)-(e) Image residual histograms produced from Algorithms 1-5 respectively. Original image: Elaine. 
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VII. CONCLUSION 

This paper proposes a new algorithm to represent and 
reproduce texture images based on the estimation of spatial 
autoregressive processes. Our proposal, as other methods, 
suggests approximating an image by first-order AR-2D 
processes using blocks, just incorporating the option to select 
in each block the causal prediction window of the model. This 
selection is based on the mean square error, a quantitative 
performance metric in the field of signal processing ([20]). 
The method, called Algorithm 5, can generate a wide range of 
textures using four different local approximations of AR-2D 
processes, corresponding to the four strongly causal regions on 
the plane. Using two image quality index that are extensively 
used in image similarity analysis, we carried out experiments 
that support our algorithm ([19], [20], [16]). Specifically, a set 
of images belonging to the image database ([12]) were 
processed and provided satisfactory results in order to 
reproduce and represent image textures. In addition the paper 
performs a review about the main characteristics and 
applications of the spatial autoregressive and moving average 
models. In the light of the examples presented in this article, 
we suggest in practice to use the Algorithm 5 as a replacement 
of other similar methods based on only one strongly causal 
region on the plane, to produce a more adequate representation 
of the texture images. 

VIII. FUTURE RESEARCH 

The performance of the algorithm under different kinds of 
contamination in images is an interesting open problem to be 
addressed in the future. The effect of considering noncausal 
and semi-causal prediction windows in the spatial AR model, 
with different window sizes, is also an open issue to be 
addressed in future research. 
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Abstract— Digital watermarking plays a very important role 

in copyright protection. It is one of the techniques which are used 

for safeguarding the origins of the image, audio and video by 

protecting it against Piracy. This paper proposes a low variance 

based spread spectrum watermarking for image and video in 

which the watermark is obtained twice in the receiver. The 

watermark to be added is a binary image of comparatively 

smaller size than the Cover Image. Cover Image is divided into 

number of 8x8 blocks and transform into frequency domain 

using Discrete Cosine Transform. A gold sequence is added as 

well as subtracted in each block for each watermark bit. In most 

cases, researchers has generally used algorithms for extracting 

single watermark and also it is seen that finding the location of 

the distorted bit of the watermark due to some attacks is one of 

the most challenging task. However, in this paper the same 

watermark is embedded as well as extracted twice with gold code 

without much distortion of the image and comparing these two 

watermarks will help in finding the distorted bit. Another feature 

is that as this algorithm is based on embedding of watermark in 

low variance region, therefore proper extraction of the 

watermark is obtained at a lesser modulating factor. The 

proposed algorithm is very much useful in applications like real-

time broad casting, image and video authentication and secure 

camera system. The experimental results show that the 
watermarking technique is robust against various attacks. 

Keywords—Watermark;Gold Code; Variance; Correlation. 

I. INTRODUCTION  
Digital watermarking plays a very important role in 

multimedia transmission. Consequently, digital watermark 
technique needs to be incorporated in digital rights to address 
different aspects of the content supervision. Due to the 
availability of digital equipments and rapid development of 
internet, access to digital information has become very easier. 
As a result protection of copyright and intellectual property of 

the media has become very much essential. Digital 
watermarking came as an efficient solution of the above 
mention. The watermarking embeds information into the host 
data in some invisible as well visible way that is supposed to 
identify the owner .Watermarking schemes can be classified 
into various ways: There are basically two types of 
watermarking scheme, spatial domain and frequency domain 
according to working field. Watermarking in transform 
domain provides more robustness to the watermarking 
process. In transform domain, the effect of noise and distortion 
of original Image during the watermarking process is less. The 
frequency domain schemes are generally considered more 
robust than the spatial domain schemes and are based on DCT 
(discrete cosine transform) and DWT (discrete wavelet 
transform), Fast Fourier Transform (FFT) in general. In most 
of transform domain watermarking technique s in which 
watermark is embedded once and the same is extracted in the 
receiver. However, if the watermarked image or video 
undergoes any attacks in the channel then a distorted 
watermark is obtained in the receiver. But, finding the error of 
a particular bit in the watermark is quite challenging when the 
original watermark is not present in the receiver. In this 
proposed method a single watermark is embedded twice with 
less distortion in the low variance region of the image. Also, 
the same watermark is obtained twice, comparing both the 
watermarks gives the error occurred. 

II. RELATED WORK 

Previously, some researchers have proposed various papers 
and implemented different techniques for the watermark 
algorithm. Ingemar J. Cox et al[1] proposed an algorithm  to 
insert a watermark into the spectral components of the data 
using techniques analogous to spread sprectrum  
communications, hiding a narrow band signal in a wideband 
channel that is the data. Mercy George et al[2] proposed the 
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direct sequence spread spectrum technique of watermarking 
for video and images which can be used for both special and 
spectral domain watermarking. T. Kohda et al [3] proposed a 
color image communication system through code division 
multiple access (CDMA) channels with spreading sequences 
of variable-period to transmit YIQ signals. In this paper, they 
proposed a digital watermarking system where YIQ signal 
channels and embedded watermark image channel are 
separately used. R. Bangaleea et al [4]   proposed a spatial 
domain-watermarking scheme for data hiding and copyright 
protection of still images using the attack characterisation 
approach. Here they have added two watermarks and used two 
keys for the watermarking system .The use of the key 
introduce uncertainty about the location of the watermark bits 
in spatial domain. Fan Zhang et al[5] proposed Digital Image 
Watermarking algorithm Based on CDMA Spread Spectrum   
where orthogonal gold code is used to spread spectrum of the 
copyright messages. The copyright messages can be extracted 
without the original image as it is a blind watermarking 
algorithm. Bo Chen et al [6] proposed a new robust-fragile 
double image watermarking algorithm. They have used the 
improved pixel-wise masking model and pseudo-random 
sequence to embed robust watermark and fragile watermark 
into the insensitive (robust) part and sensitive part of the 
wavelet coefficients of the host image. This makes the two 
watermarks non-interfering and increases the watermarking 
capacity of the host image without reducing watermark 
robustness and also the PSNR value is found to be high 
compared to the single watermarking scheme while 
considering the same robustness. Xiu-mei Wen at al[7] 
proposed a digital image watermarking algorithm based on 
Fourier domain. The fourier transform can embed watermark 
not only in the amplitude of transform domain but also in the 
phase degree of transform domain if it is satisfied with the real 
numbers inverse transform. In this paper, the algorithm 
embedds the watermark in the amplitude of transform domain. 

HO ATS et al[8] has proposed a robust digital image in 
image watermarking using Fast Hadamard Transform and he 
pointed out some of the advantages in terms of shorter 
processing time. Kutter et al[9] embedded the watermark by 
modifying a selected set of pixels in the blue channel because 
human eyes are less sensitive to changes  in this  color 
channel. The blue channel, however, is the frailest to JPEG 
compression among the three color channels, so the hidden 
watermark information is easy to be lost. 

III. WATERMARKING ALGORITHM 

The watermark algorithm is viewed as a sequence of 
stages. The block diagram for transmitter and receiver is 
shown in the transmitter and in the receiver part. 

A. Transmitter part 

 

Fig. 1 Watermark embedding block 

In the transmitter part, the image is taken from pc and the 
image is divided into (8x8) blocks. Each block will contain 64 
pixel values. The blocks are sorted according to the variance 
in ascending order. The low variance blocks are then taken 
because they can create less distortion in the image and so the 
watermark can easily be extracted by using the algorithm 
known to sender and the receiver. The equation of variance is 
given by— 

 
               Var(x)=∑(xi-x’)

2/N=∑ xi
2/N                               (1) 

Where ‘x’ is a 1D matrix, ‘x’’ is the mean and ‘N’ is the 

length of the matrix. 
After sorting the blocks according to the variance, the 

blocks are divided into two halves and half of them are 
considered having low variance and from those blocks some 
blocks are randomly selected and with them orthogonal gold 
codes are added whose number of bits is equal to the randomly 
selected blocks. Now DCT is performed to the selected blocks. 
Again the randomly selected blocks are divided into two 
halves by considering each having 31 AC co-efficients by 
ignoring the DC co-efficient and the last AC co-efficient. Now 
by performing XOR operation between two p-n sequences we 
get a gold code which is added to one half and subtracted from 
the other half. Now inverse discrete cosine transform of the 
blocks gives the watermarked image. The equation for 
watermarking is-. 

CASE 1- 
XW= XI  + mkgm if watermark bit is   ‘1’.                     (2) 

XW =XI   -  mkgm  if watermark bit is  ‘0’. 

CASE 2- 

 XW= XI    -  mkgm if watermark bit is  ‘1’. 

 XW =XI   +  mkgm  if watermark bit is ‘0’.                     (3) 

Where XW  is watermarked image, XI is the original image, 
mk  is the modulation factor and gm is the orthogonal gold 
code. 
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B. Receiver Part 

 

 

Fig. 2 Watermark extraction block. 

In the receiver section, from the watermarked image, 
blocks in which watermark is added are considered and DCT 
is performed. Like in the transmitter each block is again 
divided into two halves eliminating the DC component and 
last AC co-efficient. Now correlation is obtained between each 
half and the corresponding gold code added in the transmitter.  
Two means are obtained from the two sets of correlation 
values. For first set If the co-relation value is greater than the 
mean ,watermark bit is ‘1’ else it is ‘0’ and for the second set 
If the co-relation value is greater than the mean, watermark bit 
is ‘0’ else it is ‘1’. The equation for correlation is given as- 

   
         

           
 
           

 
 

          

Finally, two similar watermarks are obtained in the 
receiver. The advantage of getting two watermarks is that we 
can get the information hidden from any one of the watermark 
even if due to various attacks one watermark is lost. Again, in 
most of the cases, the researchers generally considered all the 
blocks of the image in the transform domain. But in this paper 
DCT is performed only to the blocks where watermark is to be 
added. 

C. DCT Watermarking 

A  DCT expresses finite number of data points in terms of 
sum   of cosine functions oscillating at different frequencies. 
(DCT)-based digital image watermarking which is used for 
image authentication and copyright protection is the transpose 
method. In this method the 2 Dimensional DCT is obtained by 
taking two 1- dimensional DCTs in series. The image pixel 
value is first divided into 8x8 blocks and the row-wise 1D 
DCT of each block is taken. The transpose of the blocks is 
then determined and a column-wise 1D DCT is ascertained 
which gives the 2D DCT of the data. Two dimensional 
discrete cosine transform (2D-DCT) is defined as— 

                           
        

  

   

   

   

   

  

                                               
        

  
                               

 

                           
        

  

   

   

   

   

  

                                                                    
        

  
          

 

IV. EXPERIMENTS AND RESULTS 

In this section, some experimental results for a low 
variance DCT based watermarking algorithm are shown. The 
algorithm is implemented in Matlab version 7.8.0.347( 
R2009a) with the standard [256x256] cameraman.tif image 
and rhinos.avi video.  

The watermark is a [8x8] binary image for Image 
watermarking and three [8x8] binary image for video 
watermarking.  Fig.3 and Fig.4 Represents the original image 
and the watermarked image. Fig.5 represents the added 
watermark in different portion of the image. 

 The various attacks performed are  Gaussian filter, Salt 
and pepper noise, Median filter, Histogram equalization and 
the results are shown in Fig.8, Fig.9, Fig.10, Fig.11. 

 

           
Fig. 3 Original image  

 

 

 

 

 

 

 

Fig. 4 Watermarked image 

 

 

Fig. 5 Added watermark 

The PSNR value of the watermarked image with different 
values of modulation factor (mk) is shown in TABLE I . 

TABLE I.      

                           
 

Fig. 6 PSNR values for different modulation factor. 

Also, PSNR values of the two extracted watermarks after 
different attacks are shown in TABLE II. 
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TABLE II.   

 

Fig. 7 Extracted watermarks and PSNR values. 

The experimental results shows that the PSNR values of 
the extracted watermarks are very much acceptable. The 
various attacks performed are  Gaussian filter, Salt and pepper 
noise, Median filter, Histogram equalization and the results are 
shown in Fig.8, Fig.9, Fig.10, Fig.11. 

 

            
 

Fig. 8 Gaussian noise and extracted watermark 

 

             
 

Fig. 9 Salt and Pepper noise and extracted watermark 

 

 

              
 

Fig. 10 Median filter and extracted watermark 

 

 

              
 

Fig. 11 Histogram equilization and extracted watermark 

The algorithm is also performed with [256 x 256] colored 
image as well as with various frames of a video. The original 
image, watermarked image and extracted watermark   are 
shown in Fig. 12(a), Fig. 12(b) and Fig. 12(c) for images and 
Fig. 13 is for some of original frames of a video, Fig. 14 
shows the watermarks, Fig. 15 shows watermarked frames 
along with PSNR values and Fig. 16 represents extracted 
watermarks of 10 frames. 

         
               (a)         (b)PSNR=39.07                          (c) 

 

             
            (d)                          (e)PSNR=37.08 

 

Fig. 12 a)Original image, (b) Watermarked image, modulation 

factor(mk)=0.5, (c) Added watermark, (d) Extracted watermarks, (e) 
Watermarked image,  modulation factor(mk)= 0.7. 

              
   (a)   (b)       (c) 

            
 (d)  (e)      (e) 

            
 (e)  (f)       (g) 

 
 (h) 

Fig. 13 Original Frames. 
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Fig. 14 Watermarks. 

        
   (a)  39.08          (b) 38.90             (c)  40.05 

       
   (d), 38.06  (e)  41.07            (f)  38.88 

      
    (g) 40.82      (h) 41.05          (i) 40.55 

 
     (j) 41.06  

 

Fig. 15 Watermarked Frames, PSNR values. 

  
(a) 

 
   (b) 

Fig. 16 Double Extracted Watermarks. 

V. CONCLUSION 

In this paper, the watermark algorithm is implemented 
based on low variance of various blocks of image and video 
frames. For the same watermark, it is embedded twice with 
gold codes, within the same randomly selected blocks 
equivalent to the number of bits in the watermark.  Here there 
is no need of converting all the blocks to transform domain as 
a result time required for transformation of the blocks is 
reduced.  

Also the watermark algorithm extracts two watermarks in 
the receiver; therefore even if the information is lost in one 
watermark, we can retrieve the information from the other 
one. As compared to other watermarking techniques it helps in 
finding the location of the error bit of the watermark without 
the help of original watermark. But, the size of the watermark 
must be comparatively smaller than the original image.  
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Fig.1. Screen shot of the Blender user interface 
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Abstract—This paper discusses the deployment of existing 

render farm manager in a typical compute cluster environment 

such as a university. Usually, both a render farm and a compute 

cluster use different queue managers and assume total control 

over the physical resources. But, taking out the physical 

resources from an existing compute cluster in a university-like 

environment whose primary use of the cluster is to run numerical 

simulations may not be possible. It can potentially reduce the 

overall resource utilization in a situation where compute tasks 

are more than rendering tasks. Moreover, it can increase the 

system administration cost. In this paper, a framework has been 

proposed that creates a dynamic distributed rendering 

environment on top of the compute clusters using existing render 

farm managers without requiring the physical separation of the 

resources.  

Keywords—distributed; rendering; animation; render farm; 

cluster 

I. INTRODUCTION 

A. Background 

Rendering is a process of generating one or more digital 
image(s) from a model or a collection of models, characterized 
as a virtual scene. A virtual scene is described in a scene file 
that contains the information such as geometry, textures, lights, 
etc. It is modelled in a 3D modelling application. Most 
commonly used modelling applications are Blender [1], 
Autodesk 3D Studio Max [2] and Autodesk Maya [3]. All 
modelling applications have a user interface with a drawing 
area where users can create a variety of geometrical objects, 
manipulate them in various ways, apply textures, and even 
animate etc. Fig. 1 shows the user interface of Blender 3D 
modelling application [1]. A virtual scene is then given to the 
renderer that generates a set of high quality images later to be 
used to produce the final animation. Some of the most popular 
renderers are mental ray [4], V-Ray [5] and Blender [1]. 

Rendering is a compute-intensive and time-consuming 
process. Rendering time for an individual frame may vary from 
a few seconds to several hours. The rendering time depends on 
scene complexity, degree of realism (shadows, lights etc.) and 
output resolution. For example, a short animation project may 
be two-minutes in length, but at 30 frames per second (fps), it 
contains 3,600 frames. An average rendering time for a fairly 
simple frame can be approximately 2 minutes, resulting in a 
total of 120 hours. Fortunately, rendering is a highly 
parallelizable task as rendering of individual frames does not 
depend on any other frame. In order to reduce the total 

rendering time, rendering of individual frames can be 
distributed to a group of computers on the network. An 
animation studio, a company dedicated to production of 
animated films, typically has a cluster of computers dedicated 
to render the virtual scenes. This cluster of computers is called 
a render farm. 

B. Objectives 

In a university environment, it can be complicated to do the 
rendering because many researchers do not have access to a 
dedicated machine for rendering [6]. They do not have access 
to a rendering machine for a long time as it may become 
unavailable for other research use. Moreover, they can lose 
their data due to hardware failure. By creating a distributed 
rendering environment, these problems can be addressed. 
However, some universities have one or more compute clusters 
that are normally used to perform high performance computing 
tasks. Distributed rendering on a compute cluster is possible, 
but it requires a lot of manual interaction with a cluster's job 
scheduler and is cumbersome. 

In this paper, a framework has been presented to create a 
render farm-like environment on a compute cluster by using 
existing render farm software. This way, researchers and 
students will be presented with an interface similar to what 
typically animation studios have. Moreover, it does not require 
manual interaction with the cluster's job scheduler and makes 
the rendering workflow smoother. 
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C. Related Work  

There has been some work on doing the image rendering on 
the cluster and on grids [7]. In this section, related work is 
briefly presented. 

Huajin and Bing [8] discuss the design and implementation 
of a render farm manager based on OpenPBS. OpenPBS is a 
resource managers used for compute clusters. They have 
proposed to extend the OpenPBS functionality in order to 
facilitate the render job management. They maintain a state 
table to hold the render jobs status. They implement a new 
command "qsubr" to submit the job and another command 
"qstatr" to monitor the render jobs. They also provide a web-
based interface in order to facilitate the job submission and 
monitoring. 

Gooding et al. [6] talk about implementation of distributed 
rendering on diverse platforms rather than a single cluster. 
They consider utilizing all available resources such as recycled 
computers, community clusters and even TeraGrid [9]. One 
benefit of this approach is that it gives access to diverse 
computing resources, but on the other hand it requires 
significant changes in the infrastructure. They require adding a 
couple of new servers to host the software for job submission 
and distribution to render machines. They also need a new 
central storage system because it is essential for the network 
distribution of the render job's resources (textures etc.) so that 
all render nodes could access it and save the output back. It is 
obvious that it requires a change in networking infrastructure. 
They offer only command line interface for job submission and 
support, only RenderMan rendering engine [10]. 

Anthony et al. [11] propose a framework of distributed 
rendering over Grid by following two different approaches. 
One approach is to setup the portal through which a user can 
submit a rendering job on-demand and download the rendered 
images from the remote server at a later time. Another 
approach is to submit the job to the Grid through a GUI plug-in 
within the 3D modelling software where every rendered image 
will be sent back individually to the client concurrently. Both 
of these approaches require significant effort for 
implementation. They also talk about compression methods 
that are beyond the scope of this paper. 

All of these approaches focus on implementing the render 
farm manager (or job manager). They provide users a way to 
interface to submit and control the render jobs in the form of 
command line using SSH, online web portal and/or plug-in 
within 3D modelling software. In summary, they need a 
significant amount of time and resources to implement all the 
nitty-gritties of various software components. In the next 
section, a new approach will be proposed. 

This paper is divided in to several sections. Section II and 
III give an overview of render farms and compute clusters 
respectively. Section IV describes the current approaches and 
proposed approach to render the computer animation in 
distributed computing environments. Section V presents the 
experimental results and, finally, section VI and VII presents 
the conclusion and future work respectively. 

II. RENDER FARM 

A render farm is a cluster of computers connected to a 
shared storage dedicated to render the compute-generated 
imagery. Usually, a render farm has one master (or head) 
machine (or node) and multiple slave machines. The head node 
runs the job scheduler that manages the allocation of resources 
on slave machines to jobs submitted by users (artists). Fig. 2 
shows the client/server architecture of a render farm. In the 
diagram, Render Head Node runs the server software of render 
farm manager, whereas, Render Slave Node runs the client 
software. 

A typical rendering workflow (see Fig. 3) can be described 
in the following steps: 

1) Artists create the virtual scenes on their workstations. 

2) Artists store their virtual scene files, textures etc. on 

the shared storage. 

3) Artists submit rendering jobs to the queue manager, a 

software package running on the head node. 

4) Queue manager divides the job into independent tasks 

and distributes them to slave machines. A task could be 

rendering of one full image, a few images, or even a sub-

section (tile) of an image. A job may have to wait in the queue 

depending on its priority and load on the render farm. 

5) Slave machines read the virtual scene and associated 

data from the shared storage. 

6) Slaves render the virtual scene and save the resulting 

image(s) back on the file server. 

 
 

….

Render 

Head Node

Render 

Slave Node
Render 

Slave Node

Render 

Slave Node

Render Farm Manager
(DrQueue, Qube, etc)

Renderer
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Fig.2. Render farm architecture 

Fig.3. Rendering workflow 
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7) User is notified of job completion or errors, if any. 
A render queue manager (also known as render farm 

manager or job scheduler), typically a client-server package 
facilitates the communication between the slaves and master. 
The head node runs the server component whereas all slave 
nodes run the client component of the render queue manager; 
although some queue managers have no central manager. Some 
common features of queue managers are prioritization of 
queue, management of software licenses, and algorithms to 
optimize the throughput in the farm. Software licensing 
handled by the queue manager might involve dynamic 
allocation of available CPUs or even cores within CPUs. 

III. COMPUTE CLUSTER 

A compute cluster is a group of computers linked with each 
other through a fast local area network. Clusters are used 
mainly for computational purposes rather than handling the IO-
oriented operations such as databases or web services. For 
instance, a cluster might support weather forecast simulation or 
flow dynamics simulation of a plane wing.  

A typical compute cluster comprises one head node and 
multiple compute (or slave) nodes. All clusters run a resource 
management software package that accepts jobs from users. 
They preserve them until they are run, run the jobs, and deliver 

the output back to user. Fig. 4 shows the architecture of a 
compute cluster. Compute Head Node runs the server software 
of the resource manager, whereas, Compute Slave Node runs 
client software. 

A typical workflow to execute a job on a cluster is 
described below: 

1) User prepares the job file that contains some 

parameters and path to the executable or script to run. For 

instance, the amount of memory and number of CPU cores 

required are specified.  

2) User submits the job file to the job scheduler. 

Submission is done usually over SSH terminal but some job 

schedulers also offer the web interface for job submission. 

3) Scheduler puts the job in to appropriate queue. 

4) When the job's turn comes, scheduler allocates the 

resources and starts the execution of executable/script 

specified in job description on the allocated slave node. 

5) When job finishes its execution, the output and error 

log is saved to disk. The scheduler can terminate a job if its 

execution time exceeds a predefined amount of time. 

6) User is notified of job completion. 

IV. RENDERING ON A COMPUTE CLUSTER 

 It is clear that both render farms and compute clusters have 
similar architecture. Both of them contain one master machine 
(or head node) and one or more slave machines. Both run a 
resource manager software package and both have similar 
workflows. A render farm can be considered as a special kind 
of compute cluster that uses resource manager and other 
software (renderers) specific to rendering the computer-
generated imagery. 

This section focuses on running the render-farm ecosystem 
over a compute cluster. First, current approaches to solve this 
problem and their limitations have been described. Then, a new 
approach has been proposed that not only can present existing 
and familiar interfaces to users but also requires less 
implementation effort. 

A. Proposed Cluster-based Rendering Framework 

As mentioned above, all of existing work [6][8][11] have 
focused on developing all components of rendering job 
management and scheduling from scratch. However, this paper 
proposes a new approach using existing open-source or 
commercial render farm managers, meeting the requirements 
mentioned later, and using the compute cluster's resource with 
minimal or no change in existing setup.  

Recall from earlier sections that a render farm manager has 
client/server architecture. The server software (r-server) runs 
on the head node whereas the client component (r-client) runs 
on slave nodes. The key difference between existing 
approaches and the proposed approach is that current 
approaches schedule the render jobs submitted by users directly 
to the cluster or grids and manage their state and execution 
process themselves. However, the new approach proposes to 
schedule the client-component of the render farm manager 
rather than the render jobs directly. The server component can 
either run on the cluster's head node (compute head node) 
along with cluster's existing job manager or a new server 
machine (render head node) that can be added to the existing 
environment.  The render head node also runs a software 
module called Rendering on Cluster Meta Scheduler (RCMS) 
(see Fig. 5). 

The RCMS scheduling module queries the render farm 
manager and dynamically adjusts the number of active r-client 
jobs. Each r-client job appears to the r-server as a render slave 
node. The number of active r-client jobs depends on the current 
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load of the compute cluster and the number of render jobs in 
queue. If there are pending render jobs, RCMS can submit new 
r-client jobs to the compute cluster. It also kills the active r-
client jobs if there is no render job in queue and releases the 
resources to make them available for compute jobs. It 
maintains a state table to keep track of r-client jobs submitted 
to the cluster (see Fig. 6).  

 

The RCMS module should be able to talk to render farm 
manager and cluster resource manager in order to keep the 
rendering system running effectively. Interfacing with cluster 
managers is trivial because most of cluster managers support at 
least command line interface for job submission etc. On the 
other hand, not all render farm managers are compatible with 
this framework. There is a set of requirements that a render 
farm has to meet in order to be compatible with the proposed 
framework. These requirements are described in the following 
sub-section. 

B. Render Farm Manager Compatibility Requirements 

There are several open-source and commercial render farm 
managers available. But, in order to be compatible with 
proposed distributed rendering on cluster framework, it should 
meet the following requirements: 

1) Job control API: Render farm manager should 

support a set of calls to query the information about the render 

jobs submitted by users. This interface can be either command-

line programs or API of any programming language such as 

Python, Ruby, C/C++ etc. 

2) Failsafe rendering: The render farm manager should 

be able to detect failed or incomplete rendered images. As an r-

slave job can run only for a fixed amount of time. After that, the 

cluster job manager will terminate it. It is important that the 

render farm manager should detect the incomplete rendered 

images and reschedule them. 

3) Automatic client recognition: The server should 

automatically detect active clients on slave nodes. Clients 

should send so-called heartbeats to the server, so that the 

server will automatically know their existence. It is required as 

clients are expected to be active dynamically over a set of 

compute nodes in the cluster. 

4) Supervisor required: Some render farm managers do 

not need the server component to manage the resources. 

However, the proposed approach requires that render farm 

management software has a supervisor to centrally control the 

jobs and resources. 

Table 1 shows some of the popular render farm managers 
along with some features. As it is clear that Smedge and Spider 
are not compatible with the proposed framework because they 
do not support either supervisor and/or job control API. 

Cluster Resource Manager Compatibility Requirements 

All major cluster resource managers like PBS and LSF 
support at least SSH over command-line interface for user 
interaction. Some resource managers also support online web-
interface.  

Proposed distributed rendering framework requires that the 
cluster resource manager should have support for the following 
operations via command-line: 

1) Job submission: A cluster manager should support job 

submission via command line. RCMS will prepare a job file 

that will specify the desired resources like number of cores, 

memory and execution time. 

2) Query jobs: It should support querying the currently 

active jobs by their names. RCMS will use its own naming 

scheme in order to identify the r-client jobs.  

3) Job deletion: As r-client jobs on cluster will be 

dynamically deleted in order to release the cluster resources to 

be used for other computation tasks, it is necessary that cluster 

resource manager support this feature. 

Compute 
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Compute 

Slave Node

Compute 

Head Node

Render 

Head Node

Render 
Farm Client

Render 
Farm Client

RCMS
State 
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Fig.6. Render farm integration with the compute cluster 

TABLE I.  RENDER QUEUE MANAGEMENT SOFTWARE 

 

Name Supported 3D Applications 
Supervisor 
Required? 

Job Control 
API 

DrQueue 
Blender, Maya, mental ray, 
Pixie, command-line tools Yes Yes 

Qube! 

Maya, mental ray, SoftImage, 
RenderMan, Shake, command-

line tools Yes Yes 

Smedge 
3ds max, After Effects, Maya, 

mental ray, SoftImage No Yes 

Spider Maya No No 

RenderPal 

3ds max, Blender, Cinema 4D, 
Houdini, Maya, mental ray, 

SoftImage 
Yes Yes 

ButterflyNetR
ender (BNR) 

All major applications and 
command-line tools Yes Yes 
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Fig. 7. A 3D virtual scene modeled in Maya 

V. EXPERIMENTAL RESULTS 

As a proof of concept, a prototype of proposed distributed 
rendering framework is implemented and benchmarked. In this 
section, the benchmark results are presented. The prototype 
uses PipelineFX Qube [12] as render farm manager and PBS 
[13] for cluster resource management. It is implemented in 
Python language. The compute cluster (named Suqoor) at 
Texas A&M University at Qatar [14] has been used as a test 
environment. Out of ten available licenses for Qube, one is 
consumed by Qube Supervisor that manages all render jobs and 
remaining nine licenses are used by Qube workers. Each 
worker requires one license. A virtual scene (see Fig. 7) that 
comes with Autodesk Maya [3], a 3D modelling application, is 
used for the benchmarking. This scene has a 30-second long 
animation that comprises of 720 frames at 24 frames per 
second. For performance comparison, the same animation has 
been rendered (software rendering) on Suqoor and three other 
workstations as well. Software rendering refers to a rendering 
process that is unassisted by any specialized graphics hardware 
(such as graphics processing units or GPUs). Hardware 
rendering, utilizing the graphics hardware for rendering, cannot 
be performed on Suqoor due to lack of graphics hardware. 
However, performance of hardware rendering on workstations 
have also been compared to software rendering on Suqoor. 

Table 2 summarizes the hardware specification of the 
workstations and single compute node of the compute cluster 
(Suqoor). Note that two of the workstations have the same 
hardware specification (Dell 690) but have different operating 
systems. One has Windows XP x64 and other has Cent OS 6. 

Fig. 8 shows the average rendering time per frame on a 
single node (8 cores) of Suqoor and other workstations. Note 
that rendering time on a single compute node of cluster having 
8 cores (25.22s) and HP Z800 workstation having 12 cores 
(25.86s) differs just by a fraction of a second. It has also been 
observed that rendering on Windows XP is almost 2.76 times 
slower than CentOS Linux on the same hardware 
configuration. 

 

 

 

 

 

 

 

 

 

Fig. 9 shows the average rendering time per frame by using 
1, 4, 7 and 9 compute nodes, respectively. Due to the limited 
number of available Qube licenses (10), the experiment could 
not be performed with more than 9 compute nodes.  

TABLE II.  HARDWARE AND SOFTWARE SPECIFICATION OF TEST PLATFORMS 

 

Machine Dell 690 Suqoor (single node)  HP Z800 

CPU 2x Intel Clovertown X5355 @ 2.66 
Ghz 

2x Intel Harpertown E5462 @ 2.80 
GHz 

2x Intel Westmere-EP X5650 @ 
2.66 GHz 

Cores (per CPU) 4 4 6 

Threads (per CPU) 4 4 12 

L2 Cache  (per CPU) 8 MB 12 MB  12 MB 

CPU Launch Date Q4'06 Q4'07 Q1'10 

Memory 16 GB 32 GB 16 GB 

Operating System(s) Win XP 64-bit/Cent OS 6  

(64-bit) 

SuSE Linux Enterprise Server 10 

(64-bit) 

Red Hat Enterprise Linux 5  

(64-bit) 

GPU Quadro FX 4600 None Quadro Plex 6000 

 

 
Fig. 8. Average rendering time per frame (software rendering) 

 

 
 

Fig. 9. Average rendering time per frame versus number of cluster 

nodes (software rendering) 
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Fig. 10 shows the number of rendered frames and 
aggregated rendering time spent by each compute node. It 
shows how the Qube supervisor has distributed the render jobs 
across compute nodes. With an average distribution of 80 
frames per node, it is apparent that work distribution is almost 
equal. 

Fig. 11 shows the average rendering times per frame with 
respect to each compute node. The variation in the result can be 
characterized to the variation in the 3D model complexity from 
different view angles. 

Fig. 12 shows the rendering time of all frames. Remember 
that there are 720 frames in the animation. It is observed that 
workstations render the frames one after the other by utilizing 
multiple CPU cores for single-frame rendering. On the other 
hand, Suqoor renders multiple frames on individual compute 
nodes. The numbers of active frames depend on the number of 
available cores on the compute nodes by assigning each core to 

an individual frame. Due to this, rendering time of individual 
frames is higher on Suqoor than other workstations.  

Fig. 13 shows the performance speed-up with respect to 
other platforms. For instance, a cluster with nine compute 
nodes performs nearly 51 times better than the Dell 690 
workstation with Windows, nearly 18 times better than the Dell 
690 workstation with Linux, and nearly 9 times better than the 
HP Z800 workstation. 

Fig. 14 compares the performance of software rendering on 
Suqoor to hardware rendering on other workstations. This plot 
shows how fast hardware rendering is on other workstations 
with respect to Suqoor. Remember that Suqoor does not 
support hardware rendering. It is observed that hardware 
rendering, especially on Linux workstations, is remarkably 
faster than software. The performance gap is drastically 
reduced by using more nodes on the cluster. 

 

 
 

Fig. 10. Number of frames rendered and accumulated time spent 

 
 

Fig. 11. Average rendering times per frame with respect to compute 

nodes 

 

 

 
Fig. 12. Rendering time of individual frames (software rendering) 

 

 

Fig. 13. Speed up with cluster (software rendering) 
 

Fig. 14. Software rendering on cluster versus hardware rendering on 

Windows and Linux workstations 
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VI. CONCLUSION 

This paper has presented a framework that creates a 
distributed rendering environment on a general-purpose 
compute cluster by using an existing render farm management 
application. It can be used to create the rendering environment 
similar to that of an animation studio in a university 
environment where users do not have exclusive access to the 
computers to perform time-consuming image renderings. The 
prototype of the proposed framework, using Qube! for render 
farm management and PBS for compute cluster management, 
has been implemented. The experimental results show that the 
compute cluster reduces the rendering time significantly in case 
of software rendering. Moreover, by using the existing render 
farm manager, the overall rendering workflow becomes 
efficient.  

VII. FUTURE WORK 

One thing, where compute cluster lacks behind is the 
hardware rendering that is due to the absence of GPUs in the 
compute nodes. Texas A&M University at Qatar is soon 
expected to acquire a larger cluster that will also have GPUs in 
several compute nodes. For the future work, the same 
experiment will be repeated on the new cluster and 
performance of the hardware rendering will be analyzed. The 
new cluster is expected to outperform the workstation by a 
large margin. 
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Abstract—This paper gives design, and implementation of a 

newly proposed vehicle tracking system, that uses the popular 

social network as a value added service for traditional tracking 

system. The proposed tracking system make use of Google maps 

service to trace the vehicle, each vehicle has an account that 

contains a posts of Google maps that display the vehicle location 

on real time mode. A hardware module is inside the vehicle that 

uses Global Positioning System (GPS) – to detect vehicle location- 

and Global system for mobile communication (GSM) – to update 

vehicle location in vehicle account on social network -. System 

uses the well-known Arduino microcontroller to control GSM-

GPS Modem. The proposed system can be used for a broad range 

of applications such as traffic management and vehicle tracking/ 

anti theift system, and finally traffic routing and navigation. it 

can be applied in many business cases, like public transportation, 

so passengers can track their buses, trains, by following the 

vehicle account on social network. It also can be used in private 

business sector as an easy and simple fleet tracking and 

management system , or can be used by anyone who wants to 
track his car, or to find his way in case he get lost. 

Keywords—Vehicle Tracking; GSM; GPS; Microcontrollers; 

Twitter; Google maps. 

I. INTRODUCTION  

A. Overview 

Vehicle tracking systems [1], this term covers a range of 
products which, uses communications technology, or a 
combination of technologies, identify vehicle land report and, 
its real-time location and present this information to vehicle 
trackers on a remote server through internet. Vehicle tracking 
systems are commonly used by fleet operators for fleet 
management functions such as routing, dispatch, on-board 
information and security. Other applications include 
monitoring driving behavior, such as an employer of an 
employee, or a parent with a teen driver. Vehicle tracking 
systems are also popular in consumer vehicles as a theft 
prevention and retrieval device. Police can simply follow the 
signal emitted by the tracking system and locate the stolen 
vehicle. 

social network sites (SNSs) [2] such as Twitter, Facebook, 
have attracted millions of users, many of whom have integrated 
these sites into their daily practices. Till now there are alot of 
SNSs, with various technological affordances, supporting a 
wide range of interests and practices. The great benefit behind  
SNSs that they help strangers connect based on shared 
interests, political views, or activities. They attract people 

based on common language or shared racial, sexual, religious, 
or nationality-based identities. Most SNSs incorporate new 
information and communication tools, such as mobile 
connectivity, blogging, and photo/video-sharing. 

B. Background and Related Works 

Vehicle Tracking service [3] [4] is a GPS based solution 
that provides instant location information to the vehicle 
owner/authorized person through web/SMS with other 
flexibilities. The basic feature of popular vehicle tracking 
systems is locating real-time position of the vehicle. There are 
many other value added features and services,  like applying 
rules on the vehicles (e.g.: speed limit, No Go Area, etc.), 
securing the vehicles by adding  security features like remote 
immobilization, panic alarm. Some of the other features are: 
Speed Violation Alert/Report (speed of all vehicles can be 
controlled, monitored, and hence when violated, immediate 
contact can be made to reduce such violation). Area Alarm (an 
area can be assigned to vehicles, the owner/authorized person 
will be notified, if the rule is violated); 'No-Go' area (A 'No-Go' 
area can be created for the vehicles, the owner/authorized 
person will be notified, if the rule is violated); in addition, the 
car owner can find out whether the ignition is on or off; if on, 
then whether the vehicle is moving or stationary, thus vehicles 
can be monitored even if they are switched off. 

Most social networking websites are supported by paid 
advertisements that appear on member pages. Because of this, 
most social networking websites do not carry membership 
charges and offer free services to all users. The main goal of 
social networking websites are designed to allow members to 
connect and communicate with one another - so features of 
these sites foster interaction, activity, and of course, 
community. 

II. SYSTEM ANALYSIS 

A. Problem definition 

The proposed vehicle tracking system is an open system 
that uses a free and open source software and is composed of 
commodity hardware that is easy-to-find. Our system is 
composed of four components, a GPS/GSM Tracking Device, a 
web server with database, social network, and finally Map. The 
GPS tracking device is an embedded system that transmits 
location information to the server through GPRS networks. The 
server is a personal computer that receives the information and 
put it in the database. Twitter is selected as value added service 
to common vehicle tracking system, vehicle presented on the 
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social network as virtual profile that users can simply follow 
vehicle account. Vehicle send tweets in regular bases, that 
contains a link to a map showing the current location of the 
vehicle. 

B. Proposed system feature 

The proposed vehicle tracking system provides the 
following features; 

 Vehicle position Tracking system 

 Intelligent Transportation System (ITS) 

 Fleet Management System 

 Vehicle anti-theft system. 

C. Proposed system objectives and scope 

 Exploring GPS based tracking systems 

 Developing Automatic Vehicle Location system using 
GPS for positioning information and GSM/GPRS for 
information transmission with following features: 

 Acquisition of vehicle’s location information (latitude 
and longitude) after specified time interval. 

 Transmission of vehicle’s location and other 
information (including ignition status, door open/close 
status) to the monitoring station/Tracking server after 
specified interval of time. 

 Server is capable to place the latitude and longitude on 
Google maps, preparing a simple URL for a map 
containing the current location of the tracked vehicle 

 Server posts the vehicle status to vehicle account on the 
social network 

 Now users who follow vehicle profile will find vehicle 
feeds attached with a Google map showing vehicle 
current location. 

III. SYSTEM DESIGN 

A. Proposed System layout 

 Overall system is partitioned into four major units. 

 In-Vehicle unit 

 Server 

 Social network 

 User interact with the system using web browser 
through vehicle account on the social network, Figure 1 
shows system layout 

B. In-Vehicle Unit functions and components 

This is major part of the system and it will be installed into 
the vehicle. It is responsible for capturing the following 
information for the vehicle.  

 Current location of vehicle 

 Speed of vehicle 

 Door open/close status 

 Ignition on/off status 

In-vehicle unit is also responsible for transmitting this 
information to Tracking Server through the internet. To achieve 
all these functionalities In-Vehicle unit uses following 
modules. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Proposed system layout 

1) GPS module 
GPS [5] module is responsible of capturing the current 

location and speed. Location and speed data provided by 
GSM/GPS module need some fragmentation to be compatible 
with Google maps format. CPU is required to process this raw 
data. SiRF Star III single-chip GPS receiver is used which 
comes integrated with GM862-GPS. GPS receiver can also 
provide information of altitude, time of last reported location, 
status of GPS last reported location, number of satellite used to 
compute current location information along with location and 
speed. System truncate the vehicle coordinates and time. Other 
data provided by GPS receiver is used to determine the validity 
of location information, and will be ignored 

2) Central Processing Unit 
CPU captures raw data from GSM/GPS receiver to extract 

the required vehicle location and speed information. CPU is 
also responsible for monitoring vehicle door open/close, engine 
status on/off and controlling the vehicle ignition on/off status.  

CPU is also responsible of establishing connections 
between GSM/GPS module and remote server, through internet 
over the GSM network, CPU sends detected vehicle location, 
speed, door status, and engine status. On other hand, CPU 
process commands being sent from the remote server to control 
the vehicle like ignition on/off.  

The microcontroller selected to serve as CPU for In-vehicle 
unit is Ateml’s ATmega328. a popular microcontroller based 
called Arduino[6] uses the Atmega328. It has 14 digital 
input/output pins (of which 6 can be used as PWM outputs), 6 
analog inputs, a 16 MHz ceramic resonator, a USB connection, 
and power connector. It contains everything needed to support 
the microcontroller; it can simply programmed through USB 
connection, and can be directly interfaced to GSM/GPS 
module, door, generator, and ignition 
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3) Data Transceiver 
For real time tracking of vehicle, a reliable wireless 

network is required to transmit data to remote server. Existing 
GSM network is selected because of its broad coverage, and its 
cost effective rather than to deploy own network for 
transmission of vehicle information.  

For data transmission over GSM network, GSM modem is 
required as a data transceiver module. GM862-GPS [7] 
GSM/GPRS modem is selected to transmit data over GSM 
network because of its features and capabilities. GM862-GPS 
provides AT commands interface i.e. all functions can be 
accessed using AT commands. AT commands can be sent to it 
using UART serial interface 

C. Design of In-Vehicle Unit 

In-Vehicle unit consists of two main modules, the Telite 
GM862-GPS GSM/GRPS modem, and Arduino 
microcontroller board. Figure 2, shows the block diagram of in-
vehicle unit. 

GPS antenna should be directed toward sky in a correct 
computation of the GPS satellites location to be able to receive 
GPS satellites signals. Arduino microcontroller communicates 
with modem through a Simple UART serial interface. Arduino 
process raw data received from GPS/GSM modem, then 
transmits this information to remote server using GSM/GPRS 
modem over the internet through GSM network. 
Microcontroller controls the operation of GSM/GPRS modem 
through serial interface using AT commands. To assure a 
reliable transmission and receiving of data an external GSM 
antenna is required by the GSM/GPRS modem.  

Arduino microcontroller receives commands and 
information passed from remote server through GPS/GSM 
modem, then passes this information to which analyses 
received information and performs action accordingly (i.e. 
turns on/off ignition of vehicle, transmits current location, etc).  

Arduino microcontroller is directly connected to vehicle 
different components, as a normal digital sensors or actuators, 
like ignition on/off circuitry and door status output of vehicle. 
Information packet sent to server also contains status 
information of these I/O ports 

 

 

 

 

 

Fig. 2. block diagram of in-vehicle unit. 

Arduino microcontroller receives commands and 
information passed from remote server through GPS/GSM 
modem, then passes this information to which analyses 
received information and performs action accordingly (i.e. 
turns on/off ignition of vehicle, transmits current location, etc).  

Arduino microcontroller is directly connected to vehicle 
different components, as a normal digital sensors or actuators, 
like ignition on/off circuitry and door status output of vehicle. 

Information packet sent to server also contains status 
information of these I/O ports.  

D. GM862-GPS Arduino shield card 

As mentioned before, Arduino microcontroller 
communicates with GM862-GPS through UART serial 
interface [8]. The first step is to design and implement 
extended PCB with GM862-GPS modem that can be installed 
over the Arduino microcontroller, called GM862-GPS Arduino 
shield. Which acts as an upgrade module that can easily 
interface the GM862-GPS module to Arduino microcontroller. 
The following figure shows the designed GM862-GPS shield 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Fig. 3. GM862-GPS shield 

E. In-Vehicle Unit Software Design 

Arduino Microcontroller is the Central Processing Unit for 
In-Vehicle unit, it controls all its operations. 

A software program written in C language, that is compiled 
then burnt into the microcontroller’s flash memory. Complete 
software consists of small modules as shown in the Figure 4. 

 

 

 

 

 

 

 

 

Fig. 4. block diagram of in-vehicle unit. 

All these modules are implemented as subroutines in the 
software. Each subroutine performs series of its designated 
tasks. Flow chart of each subroutine is described below 

1) Startup- subroutine 
Startup routine is executed only when device is powered on 

and reset. It initializes all hardware of the In-Vehicle unit and 
configures GM862-GPS. It powers up the GM682-GPS modem  
then performs various tests to ensure that modem is working 
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properly and is ready to use. If microcontroller failed to 
communicate with modem, alarm led set on, and sends error 
description to its serial interface.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Startup routine flow chart. 

Figure 5 shows the startup subroutine flowchart. The flow 
chart shows that the subroutine starts with initializing 
peripherals of the microcontroller.  

All peripherals in use need to be initialized in this step. 
After initializations Microcontroller power up the GM862-GPS 
modem then it starts modem checking process. Microcontroller 
sends “AT” command to the modem  using “Send AT 
Command” subroutine. 

All AT commands sent to the modem are sent using this 
subroutine. If the device responds with “OK”, it means 
microcontroller can communicate with module. If device 
doesn’t respond after expiration of timeout modem is restarted, 
and the microcontroller sends “no response” message to its 
serial port (device console port) .  If the modem doesn’t 
respond to microcontroller for three successive trials,  and 
problem then persists definitely something in hardware is 
damaged. Then microcontroller sends “error initializing 
modem” message, then go to halt mode. 

After receiving “OK” response from the modem, which 
refers to modem status that is connected and ready. Then 
various parameters of modem need to be initialized, and 
checked, SIM presence is checked by sending command 
“AT+CPIN?” If device responds with “+CPIN: READY” 
message, SIM is ready to be useed. Microcontroller will 
consider any other response message as an error. 
Microlcontroller will send “SIM card error” message to 

console port, and module will be restarted after expiration of 
timeout. 

When SIM card check is OK,, microtroller is going  to 
make sure that  modem is connected to network or not. 
Network status can be tested with command “AT+CREG?” If 
module responds with “+CREG: 0, 1” module is connected to 
network and ready to communicate over the  network. If any 
other response is received module keeps on checking for 
network status until it is connected. Once it made sure that 
module is connected to network, subroutine is ended 

 

 

 

 

 

 

 

 

 

Fig. 6. Send AT command routine flow chart. 

2) Send AT commands - Subroutine 
This subroutine is the basic routine that handles all the 

communications with GM82-GPS modem. This routine accepts 
AT command as input string argument or parameter then sends 
it (character by character) to the modem followed by carriage 
return (‘\r’) as a command terminating character. Figure 6 
shows routine flowchart During the startup routine, a soft serial 
port (UART) is initialized on two pins which is connected to 
modem serial port, as shown in figure 3. The communication 
baud-rate (between microcontroller and modem) is specified 
during the initialization process too. Transmit buffer is a 
software register of UART. As soon as a 8-bit data is written 
into the transmit buffer. It will be transmitted  through UART 
at the specified baud-rate. Each character of command string 
will be sent in same way. After sending the command 
characters, microcontroller terminates the command by sending 
carriage return to the modem. Response received from the 
modem will be handled in another subroutine. 

3) GPRS configuration - Subroutine 
The in-vehicle unit sends vehicle information for the server 

through internet using GPRS service [9]. The first step is to 
configure modem. 

Figure 6 shows the required steps to configure the 
GM682/GPS module for GPRS data transmission. First step is 
to define GPRS context, which means identify the internet 
entry point interface of your network provider. Hence 
microcontroller sends the following command 
“AT+CGDCONT” with some parameters to identify network 
entry point interface in order to gain access to the internet and 
define the value of IP address of the module as follows; 

AT+CGDCONT=1, “IP”, “wap.vodafone.com.eg”, 
”0.0.0.0”, 0, 0.  
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First parameter is context id, it is possible to define up to 5 
contexts. Next parameter is communication protocol, third 
parameter is APN assigned by network server provider.  

The next step is to set the parameters for Quality of service. 
Commands used are ; 

“AT+CGQMIN= 1,0,0,0,0,0” and  

“AT+CGREQ=1,0,0,3,0,0”.  

These parameters are recommended by manufacturer of the 
GM862-GPS module. 

Network service provider provides a user name and a 
password to authenticate the network connection, so the next 
step is to set user name and password for current GPRS 
context. Commands used are;  

“AT#USERID=WAP” and  

“AT#PASSW=WAP”.  

Next step is to configure the TCP/IP stack, which mainly 
sets the minimum packet size, data sending timeout and socket 
inactivity timeout. Command used for configuring TCP/IP 
stack is:   

“AT#SCFG=1,1,140,30,300,100”.  

The first parameter of command is connection identifier; 
2nd parameter is the context identifier for which stack is being 
configured. the 5th parameter (300) is the minimum number of 
bytes that will be sent in one packet. The last parameter (100) 
is the  inactivity timeout, connection timeout, and data sending 
timeout.  

Next step of the subroutine is to configure the firewall 
settings, which allows certain computers to connect to the the 
module. In this case server IP address will be provided to 
firewall so that Tracking server can connect to In-Vehicle unit. 
Command used for firewall settings is; 

AT#FRWL=1,”server ip”, “subnet mask” 

Server IP address is to the Tracking server address on the 
internet and subnet mask. 

Last step is activate current GPRS context through the 
following command;  

“AT#SGACT=1, 1.“ 

First parameter is context id to be activated and next 
parameter is status i.e. 1 for activation and 0 for deactivation. 

4) Read GPS data- Subroutine 
Microcontroller requests current location from GM862-

GPS by sending the following command “AT$GPSACP”. 
Microcontroller waits for modem reply as follows; 

“$GPSACP:080220,4542.82691N,01344.26820E,259.07,3,
2.1,0.1,0.0,0.0,270705,09” 

Microcontroller extract the latitude and longitude from the 
modem message, which are the 2nd and 3rd parameters 
“4542.82691N,01344.26820E” in the following format 
“ddmm.mmmm N/S” for latitude and “dddmm.mmmm E/W” 

for longitude. dd: degree (0-90 for latitude) and (0-180 for 
longitude), mm.mmmm: minutes ( 0- 59.9999 minutes), N/S:  

North / South, and E/W: East / West. Microcontroller 
converts [10] these values first to decimal values instead of 
degree value in order to send these coordinates to server. 
Figure 7 shows the subroutine flow chart. 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Read GPS data subroutine  

5) Receiving data from server- Subroutine 
Microcontroller is always listening to GM-862-GPS 

module data stack, checking for its buffer, if any data is 
available, it starts processing data saved in data stack buffer. 
Microcontroller decide what is server asking for then call the 
appropriate subroutine, like acquiring vehicle status, or 
acquiring vehicle location, or applying a command to vehicle. 
Figure 8 shows subroutine flowchart. 

6) Sending data to server- Subroutine 
In order to send data over the internet (IP network), 

application needs an interface to medium access and physical 
layers, which named as socket. The socket is an interface 
contains three main entries, the transport protocol type 
(TCP/UDP) the server IP address, and the port number .This 
subroutine starts with opening socket for currently configured 
TCP/IP stack [11]. Command used to open socket for 
configured embedded TCP/IP stack is “AT#SD=1, 0, 
80,”server address””. 

The first parameter is connection identifier of TCP/IP stack, 
2nd is protocol i.e. 0 for TCP and 1 for UDP, the 3rd parameter 
is the port number, and the last parameter is the IP address/host 
name of Tracking server. If command returns the response 
CONNECT; connection is accepted. Now the connection to the 
server is established and ready to send data to the server 
broadcast and activated on the module. When GPRS 
connection is alive, module can’t accept AT commands and 
GPS data can’t be read from module. To return to At command 
mode socket is suspended using escape sequence +++.  

If In-Vehicle unit is configured for continuous transmission 
of vehicle information after regular intervals then 
microcontroller will automatically update server with vehicle 
status including vehicle location (latitude, and longitude), and 
vehicle sensors status like door, and ignition status. Figure 9 
shows the flowchart for this subroutine. 
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Fig. 8. Receiving data from server- Subroutine flow chart. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. Sending data to server- Subroutine 

7) Acquiring vehicle status - Subroutine 
In this subroutine the microcontroller collects the vehicle 

sensors status like the door, and ignition status. The second part 

of this subroutine is to get the vehicle location and speed, so 
microcontroller should call the “Read GPS data” subroutine. 
Finally the information string received from Read GPS data 
subroutine is appended with status of I/O ports then sent back 
to tracking server after resuming socket connection. All above 
steps are repeated otherwise module waits for incoming 
requests from Tracking server. Figure 10 shows subroutine 
flow chart. 

 

 

 

 

 

 

 

Fig. 10. Acquiring vehicle status – Subroutine flowchart 

8) Applying vehicle configuration/ Execute vehicle 

Command - Subroutine 
Server can send request for vehicle shutdown, restart the In-

Vehicle unit. Microcontroller process the received data from 
server, then accordingly execute the proper action. Figure 11 
shows subroutine flow chart 

 

 

 

 

 

 

 

 

Fig. 11. Applying vehicle configuration/ Execute vehicle Command – 
Subroutine flow chart 

9) Main Routine of In-Vehicle Unit 
The main routine just calls all above subroutines. When in-

vehicle unit starts  up, the microcontroller calls startup 
subroutine once,  if the GM862-GPS modem successfully 
started, microcontroller calls the GPRS configuration 
subroutine, finally  microcontroller enters an endless loop.  

In this loop, microcontroller listens to data being received 
from tracking server by calling “receiving data from server” 
subroutine, if any data is received microcontroller starts 
processing requests then take necessary action.  If the in-
vehicle unit is configured to continuously update tracking 
server with vehicle status, microntroller will read GPS data, 
acquire vehicle status, then finally send these data to tracking 
server in regular bases, based on unit configuration. All 
subroutines are implemented in C language. Compiler used 
Arduino IDE software . Figure 12 shows main subroutine flow 
chart. 
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Fig. 12. In-Vehicle unit main program 

F. Tracking Server 

1) Tracking Server software design 
Tracking server maintains all received information from all 

In-Vehicle units installed in different vehicles into a central 
database. This database is accessible from internet through user 
friendly interface to authorized users through a web 
application.  Here all vehicle updates are available, like vehicle 
location, door status, ignition status, and authorized user can 
send commands to in-vehicle unit like shut down the vehicle or 
restart the in-vehicle unit. Authorized users control vehicle 
accounts on twitter social network, and can automatically make 
server posts vehicle updates (vehicle location) to vehicle’s 
account on twitter. Vehicle location is automatically placed on 
Google maps, which make it easier for tracking the vehicle by 
vehicle trackers. Tracking Server consists of four major parts. 

(i) Communication Software with GM862-GPS 

(ii) Communication Software with Twitter social network 

(iii) Database 

(iv) Web Interface  

2) Web Interface software module 
As described in previous section Tracking Server maintains 

all information in a database. To display this information to 
authorized End users, front end software is required. The 
Authorized end users are the persons who have installed the In-
Vehicle unit in their vehicle and also the system administrators 
who are managing Vehicle Tracking System. Server is 
designed to handle many In-Vehicle units at once; each unit 
presents a car in the tracking server. Each in-Vehicle unit has a 
unique identifier that identifies the vehicle to server and their 
authorized users. Whenever In-Vehicle unit is installed, 
information about that vehicle is stored in the database. Web 
interface supports this functionality. As the tracking server will 
be available on the internet, access to the vehicle information 
should be restricted to the authorized users.  

3) Database module 
Database is designed to store all received vehicle 

information (vehicle updates), information about In-Vehicle 
units and users of the system. Figure 13 show the ER diagram 
of tracking server database 
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Fig. 13. tracking server DB ER diagram 

4) Communication Software with GM862-GPS software 

module 
GM862-GPS is GSM/GPRS modem that was used in the 

In- Vehicle unit. From tracking server point of view it’s a 
seamless TCP/IP communication protocol. Server simply 
listens to pre-defined socket port, after receiving information 
form in-vehicle system, it extract the vehicle location and 
vehicle status, and save it in database. If server is configured to 
posts vehicle location to vehicle account on twitter, server also 
forwards a Google map traking the vehicle location on it. 
Authorized end users who are authorized to access vehicle 
account on server can monitor vehicle sensors status, and send 
commands to in-vehicle unit by forwarding these information 
to in-vehicle unit as a reply to the same socket that in-vehicle 
unit opened before to communicate with tracking server.  

5) Communication Software with twitter social network 

software module 
As mentioned before tracking server can be configured to 

automatically post vehicle location on vehicle’s twitter account. 
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To do so user needs first to create an application via a vehicle 
twitter account with Read/Write permission, and of course the 
twitter’s account password is known to tracking server, and 
saved in its database. To gain access to vehicle twitter’s 
account we used The OAuth 2.0 authorization framework, 
which enables a third-party application to obtain limited access 
to an HTTP service. If user is storing protected data on original 
user’s behalf, they shouldn't be spreading their passwords 
around the web to get access to it. OAuth is used to give users 
access to data while protecting original users accounts’ 
credentials. Finally authors use PHP Library to support OAuth 
for Twitter’s REST API. Figure 14 shows the flow chart of that 
software module  

 

 

 

 

 

 

 

 

Fig. 14. tracking server and Tracking Server software design 

G. System Data Flow diagram 

Figure 14 shows the flowchart of main program. Main 
program listens to incoming TCP/IP connections from in-
vehicle units, and creates separate thread for each incoming 
connection, which allows any number of In-Vehicle units to 
connect to server at once 

IV. SYSTEM TESTING AND RESULTS 

The proposed system is verified by testing it after 
integration of all components of the system. The following 
section contains a few  testing information of each module. 

A. Testing In-Vehicle Unit 

GM862-GPS interface board was connected to 
microcontroller board through a serial cable. When In-Vehicle 
unit is powered on, it executes Startup routine. At first it reads 
and displays the existing configuration of the system. Next 
step, the microcontroller configures the GM862-GPS. It tests 
the communication interface by sending “AT” command. 
GM862-GPS responded with “OK” message which shows that 
interface is working. +CPIN: READY response shows that 
SIM card is ready and +CREG:0, 1 response shows that 
module is connected to network. Figures 15 shows in-vehicle 
unit. 

B. Testing Tracking Server 

In order to test server, an i7 PC was configured to act as a 
server. Apache server was installed to make it act like server. 
MySQL database server was installed.  

C. Web Interface Testing 

After logging to the website it displays vehicle location 
placed on Google maps, and the status of vehicle sensors like 
door, and ignitions status. User can send commands to in-
vehicle unit to restart it or to shut down the vehicle. Figure 16 
shows web interface. 

D. Twitter social network integration 

Each in-vehicle unit has its account on twitter social 
network. in-vehicle unit update vehicle information on tracking 
server in frequent basis, and server inturn update vehicle 
location on twitter’s vehicle profile. The following figure 17, 
shows vehicle account on twitter social network 

 

 

 

 

 

 

 

 

Fig. 15. In-Vehicle Unit 

V. FUTURE WORK 

System can get vehicle speed from some sensor installed in 
the vehicle, then posts remaining time for the next stop in 
social network. That would be a good value added for 
public/private transportation services. System can also analyze 
the time between stops, then report the traffic flow status on 
social network. 

VI. CONCLUSION 

This paper propose a new vehicle tracking and security 
system, that make use of social network as a value added 
service for traditional tracking systems. For vehicle tracking in 
real time, in-vehicle unit and a tracking server is used. The 
information is transferred to Tracking server using GSM/GPRS 
module on GSM network by direct TCP/IP connection with 
Tracking server through GPRS. Vehicle information is 
recorded in tracking server database. This information like 
vehicle location (on google maps), and vehicle status (door, 
and ignition) is only available to authorized users of the system 
via web interface over the internet. User can send different 
commands to in-vehicle unit (restart, shut down) to remotely 
controls his vehicle, which can be used as vehicle security and 
tracking system. Tracking server posts vehicle location placed 
on a Google maps to vehicle’s twitter account, which make the 
vehicle followers easily find targeted vehicle, which can be 
applied to public transportation tracking. Currently In-Vehicle 
unit was implemented with Arduino. Microcontroller board 
which is connected to GM862-GPS through extension board 
named GM862-GPS shield 
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Fig. 16. proposed web interface 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Fig. 17. Twitter posts of vehicle location “#GeoBus” 
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Abstract—Image Processing refers to the use of algorithm to 

perform processing on digital image. Microscopic images like 

some microorganism images contain different type of noises 

which reduce the quality of the images. Removing noise is a 

difficult task. Noise removal is an issue of image processing. 

Images containing noise degrade the quality of the images. 

Removing noise is an important processing task. After removing 

noise from the images, the visual effect will not be proper. This 

paper presents an approach to de-noise based on averaging of 
pixels in 5X5 window is proposed. 

Keywords—Salt & Pepper Noise; Filter; PSNR; MSE 

I.  INTRODUCTION  

Images of microorganism are extensively used in the area 
of medicine and biotechnology. Microorganism image analysis 
is having very important role in modern diseases diagnosis. The 
study of microorganism needs identification of different type of 
microorganism. For that qualitative analysis is required. By the 
term qualitative analysis mean the differentiation of different 
type of microorganism that are present in industrial sludge. In 
microscopic image capturing, impulse noise is caused due to 
environmental conditions, system noise, and motion of the 
object and so on, there will be difference between the original 
image and the resulting image. Impulse Noise must be removed 
for its improvement so that real information about image will 
be obtained for special purpose. There are two types of impulse 
noise (i) salt and pepper noise (ii) random valued noise. Salt 
and Pepper Noise can have values either 0 or 255 but random 
valued impulse noise can have any value from 0 to 
255[2].There are number of algorithms for noise removal [1]-
[5]. 

In this paper, a simple method of removal of impulse noise 
for gray scale image is presented. The proposed method 
includes two steps 1) Detection of noisy pixels and noise free 
pixels 2) Filtering of noisy pixels. Here noisy pixel and noise 
free pixels are separated based on averaging of neighborhood 
pixels along each direction. After that noisy pixels are removed 
and replaced by the pixel using adaptive median. Here optical 
microscope (400X) image of Cyanobacteria with a size of 583 
X 345 has been taken for analysis. 

The rest of the paper is organized as follows:- 

In the second section the impulse noise is described. In the 
third section detection algorithm and reduction algorithm is 
described and in fourth section assessment parameter is 

discussed. Experimental result and discussion is presented in 
section 5.Section 6 contains the conclusion.  

II. IMAGE IMPULSE NOISE 

The Image impulse noise is a very common noise in 
communication [7, 8]. Let  xi, j  be the grey level of noisy image 
x at (i, j) and can be described as follows:- 

 










p1 probabiltywithf

p probabiltywithb
x

ji,

ji,

ji,            (1) 

Where bi,j   ϵ [Wmin,Wmax] is the noisy pixel at location (i,j) 
with probability P. where Wmin and Wmax be the maximum and 
minimum intensity value. fi,j is the noise free pixel with 
probability (1-P). 

Impulse noise alters at random the value of some pixels. In 
Binary image some white pixel become black and some black 
pixel become white [4]. In binary image this means that some 
black pixels become white and white pixels become black. This 
is also called salt and pepper noise. 

III. PROPOSED ALGORITHM 

A. Detection Algorithm 

In this paper, algorithm based on averaging of pixels in 5x5 
windows is proposed. There will be four main directions that 
will include 7 pixels as shown in the figure 1. An edge aligned 
with each direction is considered separately. Pixels aligned 
with each direction will be considered to find average. There are 

four steps in detection algorithm and is followed.  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Four Directional Pixels in the 5x5 window 
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1) Let Rk (k=1 to 4) denotes a set of seven pixels in kth 

direction, origin at (i, j) i.e. 

   

        2j1,i2j2,i1j1,iji,1j1,i2j2,i2j1,iR1   

        2j1,i2ji,1ji,ji,1ji,2ji,2j1,iR 2   

        1j2,i2j2,i1j1,iji,1j1,i2j2,i1j2,iR3   

        1j2,ij2,ij1,iji,j1,ij2,i1j2,iR 4   

 

2) Detection of pixels as noise candidates or noise free is 

done by temple window of size 5x5 centered at (i,j). The center 

pixel Xi,j is considered as noisy by comparing the maximum 

and minimum intensity value in the 5x5 temple window. The 

algorithm first gets the minimum and maximum intensity value 

in the temple window 5x5 of the central pixel. If the test pixel 

lies within the range of its neighbor it is considered as non 

impulsive otherwise it is considered as noisy pixel.  Let S be 

the set of noise free pixel and NP is the set of noisy pixels. 

Wmin and Wmax be the maximum and minimum intensity 

value. 












maxji,min

maxji,min

ji,
wxwS

wxwNP
x           (2) 

Once the noise free candidates are identified, they are 
separated and noisy pixels are separated. 

For NP, algorithm goes second level detection.  

3) For all noisy candidates, in each direction shown in 

the figure 1, average of the absolute difference between two 

closest pixels from the center pixel is denoted by Amcl. 

Average of absolute difference between two far pixels from the 

center pixel is denoted by Amfr.Average of absolute difference 

between two corner pixels from the center pixel is denoted by 

Amcr. 
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And 

1j1,iji,1cl xxw
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And 

2j2,iji,1fr xxw
1  , 2j2,iji,2fr xxw

1   

2ji,ji,2fr xxw
1  , 2ji,ji,2fr xxw

2   

2j2,iji,1fr xxw
3  , 2j2,iji,2fr xxw

3   

j2,iji,1fr xxw
4  , j2,iji,2fr xxw
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And 

2j2,iji,1cr xxw
1  , 2j1,iji,2cr xxw

1   

2j1,iji,1cr xxw
2  , 2j1,iji,2cr xxw

2   

1j2,iji,1cr xxw
3  , 1j2,iji,2cr xxw

3   

1j2,iji,1cr xxw
4  , 1j2,iji,2cr xxw

4   

 

4)  mcrmfrmclji, A,A,Ameanr                           (6) 

255r0where ,  ji  

For an image the pixels in the set NP are considered as 
noisy pixels based on the value ri,j . For an image with grey 
label in the interval (0, 255), the pixel will be noisy if r i,j is in 
between 230 and 255. When ri,j is less than 230, the pixel is not 
noisy. In the case of an image with grey label (0, 1). ri,j should 
be less than 0.90 for noiseless pixel. So complete detection rule 
as 
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B. Reduction Algorithm 

 The signal pixels are kept same and only noisy pixels are 
corrected. There are number of filtering methods which can be 
adopted. When the noisy pixels are identified, they should be 
filtered. In this paper filtering is done as follows. Here adaptive 
median filter is used to remove noise.  

If the processing pixel is noisy, it should be replaced by 
median of NXN window. But it may be possible that median 
itself will be noise i.e. maximum or minimum point and if this 
is the case then window size should be increased by 2 and 
median is calculated. This process will go on until the 
maximum window size is reached. So      filtering process will 
be as follows 
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Where adpmed is adaptive median filter. 
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IV. ASSESSMENT PAPRAMETER FOR ANALYZING THE 

OUTPUT OF THE ALGORITHM 

There are number of parameters such as Noise Standard 
Deviation (NSD), Mean Square Error (MSE), Equivalent 
Numbers of Looks (ENL), and Peak Signal to Noise the 

algorithm. 

A. Mean Square Error(MSE) 

The Mean Square Error is used to find the total amount of 
difference between two images. It indicates average difference 
average difference of the pixels of throughout the image where 
K is the de noised image and I is the original image with noise. 
A lower MSE indicates that there is small difference between 
the original image with noise and de noised image. The 
formula is 

 
21m

0i

1n

0j

j)K(i,j)I(i,1/mnMSE 








            (9) 

 

B. Peak Signal to Noise Ratio 

To assess the performance of the noise removal method, 
PSNR is used. The formula is 

 /MSE25510logPSNR 2

10            (10) 

V. RESULT AND DISCUSSION  

The microscopic image of Cyanobacteria with a size of 583 
X 345 has been corrupted by salt and pepper noise at different 
density. In this section result are presented to illustrate the 
performance of proposed algorithm. An original noise free 
image shown in figure 2 is given as reference. A quantitative 
comparison is performed between different techniques in terms 
of PSNR. Figure 3 shows the result of Cyanobacteria corrupted 
by noise at different density. Noise of different densities 
ranging from 30% to 90%.The proposed method has been 
compared with simple median, progressive median and 3X3 
median filter. Progressive median and 3x3 median filter is 
giving better result compare to simple median filter. Noisy 
image is filtered using proposed algorithm and result is shown 
in the figure 3, 4,5,6,7. Figure 3 is the image of Cyanobacteria 
which is corrupted by salt and pepper noise of different density. 
Figure 4 is filtered image of Cyanobacteria on which simple 
median filter is implemented. .Figure 5 is filtered image of 
Cyanobacteria by progressive median filter. .Figure 6 is filtered 
image of Cyanobacteria by 3x3 median algorithm. Figure 7 is 
filtered image of Cyanobacteria by proposed algorithm. It can 
be seen that result using the proposed method are significantly 
better than other three methods when noise density is more than 
30%.The results are measured quantitavely using PSNR.Table 
1 shows the comparison table of PSNR of different techniques. 

Figure 8 show the comparison graph of PSNR of different 
techniques for Cyanobacteria. 

VI.  CONCLUSION 

Here an efficient approach for impulse noise removal is 
proposed. The algorithm goes in two stages. Stage one 
identifies noisy and noise free pixels. This stage separates those 
two sets of pixels.  

Again in these stage noisy pixels is considered as 
undetected pixels and goes for second level detection. Second 
stage does filtering to restore the image. The noisy pixels are 
replaced by adaptive median which is calculated recursively by 
increasing the size of the window up to limited size of window. 
It shows that the method proposed in the paper is effective for 
microbiologist in digital image processing. With experimental 
result it is seen that proposed algorithm gives good result for 
noise removal, edge preservation and image detail preservation. 
The peak signal to noise ratio also shows improvement as 
compared to other methods.   

TABLE I.  Comparison of PSNR of Different Techniques   for 
Cyanobacteria  

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Fig. 2 Original microscopic image of Cyanobacteria. 

 

 

 

 

 

 

Noise 

Density 
Simple 

Median 

Filter  

Progressive 

Median 

Filter  

Algorithm 

With 3X3  

window 

Proposed  

Algorith

m  

30 29.3076 32.5432 32.5632 32.6886 

50 19.7264 24.3708 24.3708 24.3809 

60 14.0519 22.9781 23.002 23 .7285 

80 10.6808 18.7064 19.0809 19.8350 

90 8.7102 16.4250 17.5643 19.2911 

95 6.4048 15.0521 16.0008 18.6506 
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Fig. 3 Image Cyanobacteria corrupted by salt & pepper noise. (a) Noise Density 30%, (b) Noise Density 60%, (c) Noise Density 80%, (d) Noise Density 90% 

 

 
 

 

 

     
                                                                                           

 

 

 

       

 

 

 

 
                                                       

Fig. 4 De-noising by Simple Median filter (a) De-noising image of figure 3(a),(b) De-noising image  of figure  3(b) ,(c) De-noising image of figure  3(c) ,(d) 
De-noising image of figure  3(d)   

 

 
                                                                                                                          

 

 

 

 

 
 

 

                                                             

 
 

 

 

 

 

Fig. 5 De-noising by Progressive median (a) De-noising image of figure  3(a) ,(b) De-noising image of figure 3(b) ,(c) De-noising image of figure  3(c) , (d) 

De-noising image of figure  3(d)   
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Fig. 6 De-noising by 3X3 median (a) De-noising image of figure  3(a) ,(b) De-noising image of figure  3(b) ,(c) De-noising image of figure  3(c) , (d) De-

noising image of figure  3(d)   

 

 
                                                                                          
    

 

 

 

 

 

 

 

 
 

 

 

 
   

Fig. 7 De-noising by Proposed Algorithm (a) De-noising image of figure  3(a) ,(b) De-noising image of figure  3(b) ,(c) De-noising image of figure  3(c) , (d) 

De-noising image of figure  3(d) 
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Fig. 8 Comparison graph of PSNR at different noise density for different techniques 
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Abstract—As mobile and personal communication services 

and networks involve providing seamless global roaming and 

improve quality of service to its users, the role of such network 

for numbering and identification and quality of service will 

become increasingly important, and well defined. All these will 

enhance performance for the present as well as future mobile and 

personal communication network, provide national management 

function in mobile communication network and provide national 

and international roaming. Moreover, these require standardized 

subscriber and identities. To meet these demands, mobile 

computing would use standard networks. Thus, in this study the 

researcher attempts to highlight a comparative picture of the 

three standard digital cellular mobile communication systems: (i) 

Global System for Mobile (GSM) -- The European Time Division 

Multiple Access (TDMA) Digital Cellular Standard, (ii) Interim 

Standard-136 (IS-136) -- The North American TDMA Digital 

Cellular Standard (D-AMPS), and (iii) Personal Digital Cellular 

(PDC) -- The Japanese TDMA Digital Cellular Standard. 
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I. INTRODUCTION 

In the last two centuries, mobility has been redefined such 
that both physical and virtual object are now mobile. The 
foundation of mobility of information was laid by Joseph 
Henery (1797-1878) who invented the techniques for distant 
communication. Later Samuel F.B Morse used the same 
property of electricity to invent the Telegraph. In 1876, 
Alexander Graham Bell laid the foundation by making the first 
voice call over wire i.e. “Mr. Watson, come here, I want to see 
you.” 

After the launch of Sputnik by USSR in 1957, US formed 
Advance Research Project Agency (ARPA) and laid the 
foundation of packet switched data networks. With the 
evolution of computer and the packet switched network 
movements, now byte has move to a new state of maturity. The 
convergence of telecommunication and information technology 
in 1965 leads to Information Communication Technology 
(ICT) that addresses the need to accommodate data formation 
and knowledge from anywhere and anytime. 

Due to the achievement and advancement of the ICT, 
mobile computing has become a very important part. Now it 
can be defined as a computing environment over physical 
mobility. In this environment, a user has the capacity to 

perform anywhere, using a computing device, in the public, 
corporate and personal information spaces. While on the move, 
the preferred device could be a mobile device, and back home 
or in the office, a desktop computer could be preferred. 
Nevertheless computing should be through wired and wireless 
media -- be it for the mobile workforce, holidaymakers, 
enterprises or rural population. The access to information and 
virtual objects through mobile computing are absolutely 
necessary for optimal use of resource and increased 
productivity. Thus, mobile computing is used in different 
contexts such as virtual home environment and nomadic 
computing. 

II. MOBILE COMMUNICATION SYSTEMS 

It has been known for centuries that knowledge is power 
but in this information age, communication is becoming the 
real power. In this present age, mobile communication takes a 
great role. For example, a modern aircraft with 800 seats 
already offer limited Internet access. However, aircraft of the 
next generation would offer easy Internet access. In this 
scenario, a mobile network moving at high speed above the 
ground with a wireless link will be the only means of 
transporting data to and from passengers. Again the underlying 
vision for the emerging mobile and personal communication 
service and the system is to enable communication any time, 
any place and in any form. Thus, for seamless communication, 
personal communication cover terminal mobility provided by 
wireless access, personal mobility based on personal number 
and service portability through use of intelligent network 
capabilities. 

Terminal mobility systems are characterized by their ability 
to locate and identify a mobile terminal or it moves and allows 
the mobile terminal to access telecommunication services from 
any location and even while on the move. In this scenario, 
communication is always between the network and the static 
terminal. So call delivery and billing are always based on 
terminal identity and mobile station number. 

In personal mobility, the relation between the terminal and 
the user is dynamic and the call delivery and billing can be 
based on a personal identity (personal no) assign to the user. 
This is characterized by the ability to identity end user on the 
move and allows end users to originate, receive calls, and 
access subscribed telecommunication services, in any location. 
It is applicable to both the wired and the wireless network. 
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In service portability, it refers to the capability of a network 
provided subscribed services at the terminal or location 
designated by the user. It is accomplished through the use of IN 
concept whereby the user service profile can be maintained in a 
suitable data base and the user can access, interrogate and 
modify to manage and control subscribed services. 

III. TIME DIVISION MULTIPLE ACCESS DIGITAL 

CELLULAR MOBILE SYSTEM 

A. Global System for Mobile  

Development of GSM started in 1982 within European 
Conference of Postal and Telecommunications Administrations 
(CEPT) for a future pan-European Cellular system. This was 
designed to replace the incompatible analog systems. The 
development was transferred to European Telecommunications 
Standards Institute (ETSI) in 1989 and the phase 1 standards 
were frozen in 1990. The first commercial GSM service was 
launched in 1992 and) the first GSM-1800 is also called DCS 
(Digital Cellular Service) DCS1800 was launched in 
September 1993. GSM standardization continues with Phase 2 
standards completed in 1995. The enhancement of GSM 
services from the original concept of a pan-European standard 
shows that GSM was an attractive option to operators around 
the world including USA, and has become the number one 
digital cellular standard. 

B. Interim Standard-136: North American Time Division 

Multiple Access 

North American TDMA, often referred as TDMA, was 
developed in response to the need to increase cellular capacity. 
Unlike Europe and Japan where additional spectrum was made 
available for second generation digital systems, US operators 
were constrained to re-use the same spectrum used for Advance 
Mobile Phone System (AMPS). As a result the TDMA 
standard was developed to be compatible with the analogue 
AMPS system. Again the pressure on capacity forced the 
Telecommunications Industry Association (TIA) to consider a 
rapid development of a digital standard. As a result two TDMA 
standards were developed. Interim Standard – 54 (IS-54) often 
referred to as Digital-AMPS (D-AMPS), was the first of these. 
It shares the same 21 analogue call set-up channels with AMPS 
so that the call processing is the same between the two systems 
and handsets can support dual AMPS/ D-AMPS. The second 
phase standard is IS-136 which implements digital call set-up 
channels to enable stand-alone TDMA handsets. IS-136 has 
effectively replaced IS-54. 

C. Personal Digital Cellular 

Personal Digital Cellular (PDC) is a second-generation 
technology used in digital cellular telephone communication in 
Japan. It uses a variation of TDMA which divides each cellular 
channel into individual time slots in order to increase the 
amount of data that can be carried. PDC is currently used only 
in Japan, with the first systems introduced by Nippon 
Telegraph and Telephone (NTT) DoCoMo in 1991 as a 
replacement for the earlier analog networks. It operates in the 
800MHz and 1,500MHz bands, making very efficient use of 
the available bandwidth. With bandwidth demand so high in 
Japan, the system can operate in two modes: full rate and half 
rate. Half-rate channels have reduced speech quality and data 

transmission rates, but allow more channels to occupy the same 
bandwidth. Subscriber numbers are so high in Japan that, 
although PDC is only operational in this one country, it 
accounted for 12% of global digital subscriptions in December 
1999. 

Along with the other mobile communication standards, 
PDC can be developed along a gradual evolutionary path to the 
global International Mobile Telecommunications -2000 (IMT-
2000) standards. Indeed, one of the IMT-2000 technologies, 
Wideband Code Division Multiple Access (WCDMA), is going 
through initial testing in Japan. 

IV. NEED OF THE STUDY 

As mobile and personal communication services and 
networks involve providing seamless global roaming and 
improve quality of service to its users, the role of such network 
aspect as numbering and identification and quality of service 
will become increasingly important and well defined. To 
provide national management function in mobile 
communication network and provide national and international 
roaming, well defined standardized subscriber and identifies 
are required. To meet these demands, mobile computing will 
use standard networks. Some of the standard digital cellular 
mobile communication systems are (i) Global System for 
Mobile (GSM) -- The European Time Division Multiple 
Access (TDMA) Digital Cellular Standard, (ii) IS-136 -- The 
North American TDMA Digital Cellular Standard (iii) Personal 
Digital Cellular (PDC) -- The Japanese TDMA Digital Cellular 
Standard and (iv) IS-95 -- The North American Code Division 
Multiple Access (CDMA) Digital Cellular Standard. The 
cellular industry continues to experience massive growth. 
While there remains a large subscriber base for analog systems, 
most of the recent growth has been on digital systems. So this 
is an attempt in trying to enhance knowledge of the networks 
by comparing the networks based on radio aspects.  

V. OBJECTIVE OF THE STUDY 

The main objective of this paper is to study the three 
TDMA based Cellular mobile system namely (i) GSM: The 
European TDMA Digital Cellular Standard, (ii) IS-136: The 
North American TDMA Digital Cellular Standard (D-AMPS) 
(iii) PDC: The Japanese TDMA Digital Cellular Standard and 
to prepare a comparative analysis based on the Radio Aspects.  

VI. COMPARATIVE ANALYSIS 

The International Telecommunication Union (ITU), which 
manages the international allocation of radio spectrum, 
allocated the bands 890-915 MHz for the uplink and 935-960 
MHz for the downlink for mobile in Europe. Since this range 
was already used in the early 1980s by the analog systems of 
the day, the CEPT had the foresight to reserve the top 10MHz 
of each band for the GSM network that was still being 
developed. Eventually, GSM will be allocated to the entire 2 x 
25 MHz bandwidth. 

On the other hand the radio technology used in the IS-136 
system provides a channel for advance services and improved 
system efficiency through the use of voice digitization, speech 
compression (coding), efficient radio modulation, enhanced 
radio frequency (RF) power control, and a flexible approach to 
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spectrum usage. D-AMPS will utilize the currently allocated 
spectrum for analog AMPS that is a total of 50 MHz (uplink) 
and 869-894 MHz (downlink), with each frequency channel to 
30 KHz spacing. Each frequency channel then is time-
multiplexed with a frame duration of 40ms, which is 
partitioned into six slots of 6.67 ms duration. 

PDC is the most spectrally efficient of TDMA technologies, 
with six half-rate or three full-rates channels possible in a 25 
kHz frequency space, compared to three channels in 30 kHz in 
IS-136 and eight channels in 200 kHz for GSM. It even 
compares favorably to Code Division Multiple Access 
(CDMA), using spread-spectrum technology to allow up to 131 
channels in a 1,250 kHz spectrum band.  

Full-rate speech normally requires a digital data transfer 
rate of 9.6kbps (kilobits per second), as is used in GSM, and 
TDMA IS-136 networks. PDC offers two alternative rates: 
9.6kbps in full-rate channels or 5.6kbps in the half-rate 
channel. The quality of speech along a 5.6kbps connection is 
significantly lower than the standard 9.6kbps connection, but is 
a useful trade-off with the number of channels available. 

About the advantages of PDC, the newly developed 
Linearized Saturated Amplifier with Bidirectional Control 
(LSA-BC) improves efficiency. Although it is a saturated 
amplifier, the voltage controlled power supply results in linear 
operation. Coherent detection with Adaptive Carrier Tracking 
(ACT) has been developed for digital systems. ACT gives 
excellent performance under fast Rayleigh fading because of 
fast carrier tracking ability. ACT is made by all digital circuits 
so that adjustment are not necessary and power dissipation is 
very low (1/40 that of conventional differential demodulator). 
A direct modulator made of only one differential amplifier is 
advantageous in terms of compactness and power consumption 
(1/8 that of previously developed modulator IC’s).  

The comparison of three cellular digital systems are done 
through a number of sub parameters like downlink frequency, 
uplink frequency, symbol rate frequency channel, modulation, 
access etc. and shown in the table no.1. 

It is seen that the number of channels/carriers of GSM is 
greater than IS-136 and PDC. It is also observed that PDC 
employs diversity reception in the mobile station which 
obviates the need for equalizers, which are an essential 
component of GSM. PDC uses a much lower transmission bit 
rate (42kb/sec vs. 270.83 kb/sec in GSM/48.6kb/sec in IS-136) 
which leads to better spectrum utilization, higher capacity and 
lower cost. PDC has significant similarities with the IS-136 D-
AMPS system. 

The call sequence of GSM is similar to that of IS-136. 
However, it uses gateway Mobile Switching Centre (MSC) or 
International Mobile Subscriber Identity (IMSI). The call 
sequence of IS-136 is similar to that of GSM but recently it 
does not use gateway MSC and IMSI. It uses mobile 
identification number (MIN). However, PDC uses gateway 
mobile control centre. The access signaling protocols in PDC 
are simpler and require fewer procedures and are simpler to use 
and lower in cost. 

 

TABLE I.  RADIO PARAMETER AND CHARACTERISTICS FOR GSM, 
IS-136 AND PDC 

 

Parameter  GSM IS-136 PDC 

Downlink 

frequency (MHz) 

935-960 

1805-1880 

1930-1990 

869-894 

1930-1990 

810-826 

1429-1453 

Uplink 

frequency (MHz) 

890-915 

1710-1785 

1850-1910 

824-849 

1850-1910 

940-956 

1477-1501 

Symbol rate 271 ksymbols 

(271 kbit/s) 

24.3 

ksymbols  

(48.6 kbits/s) 

21 

ksymbols 

(42 kbits/s) 

Frequency 

channels  

200 KHz 30 KHz 25 KHz 

Modulation  GMSK
*
 (BT=0.3) π/4 –DQPSK

**
 

(α=0.35) 

π/4 – DQPSK  

(α=0.5) 

Access  FH/TDMA TDMA TDMA 

Channels/ 

Carrier 

8 Full Rate 

16 Half Rate 

3 Full Rate 

6 Half Rate 

3 Full Rate 

6 Half Rate 

Voice Codec RPE-LTP*** 

22.8kb/s full,  

13kb/s 

Source, VSELP 

11.4kb/s half 

VSELP**** 

13kb/s full, 

7.95kb/s 

source, 6.5kb/s 

half 

VSELP 

11.2kb/s full, 

6.7kb/s Source, 

3.45kb/s half 

source 

Max delay time 16μs  50μs 10μs 

 

*GMSK: Gaussian Minimum Shift Keying 

**DQPSK: Differential Quaternary Phase Shift Keying 

***RPE-LTP:  Regular Pulse Excitation with Long-Term Predictor 

****VSELP: Vector Sum Excited Linear Prediction 

 

VII. FINDING 

From the comparative analysis of the three standards the 
following are the highlights of the findings: 

A. GSM 

1) From the original concept of a pan-European 

standard, it soon became clear that GSM was an attractive 

option to operators around the world including USA, and has 

become the number one digital cellular standard. 
2) Low terminal and service cost is an attractive feature 

for the users. 
3) It has also an emergency service, where the nearest 

emergency service provider is notified by dialing three digits 
similar to 911. 

4) Interestingly the key drivers for GSM are pan-
European roaming to offer compatibility throughout Europe 
and interaction with Integrated Services Digital Network 
(ISDN) and bill to home. 

5) It has SIM (Subscriber Identity Module) card which 

contains the IMSI used to identify the subscriber to the system, 

a secret key for authentication, and other information. The 

International Mobile Equipment Identity (IMEI) and the 

International Mobile Subscriber Identity (IMSI) are 

independent, thereby allowing personal mobility. The SIM 

card may be protected against unauthorized used by a 

password or personal identity number. 
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6) In GSM, Regular pulse excitation – long term 
prediction (RPE-LTP) scheme is employed in order to reduce 
the amount of data sent between the mobile station and base 
transceiver station. In essence, when a voltage level of a 
particular speech sample is quantified, the mobile station's 
internal logic predicts the voltage level for the next sample. 
When the next sample is quantified, the packet sent by the 
Mobile Station (MS) to the Base Transceiver Station (BTS) 
contains only the error (the signed difference between the 
actual and predicted level of the sample). 

B. IS-136 

1) It share the same 21 analog call set up channels with 

AMPS so that the call processing is the same between the two 

systems and handsets can support dual AMPS/D-AMPS. 

2) Its modulation is π/4 – DQPSK with (α=0.35) so it 

provides lower envelopes fluctuation than standard DQPSK, 

allows non-coherent detection and performs well in a 

multipath environment. 

3) The IS-136 system adds new power class of mobile 

phone to allow reduces the minimum cell site radius. 

4) It supports a new function Mobile Assisted Channel 

Assignment (MACA) similar to Mobile Assisted Hand Over 

(MAHO). MACA is a process in which signal strength 

reporting takes place while mobile phone is monitoring a 

Digital Control Channel  (DCCH) camping. 

5) Each cell site in a cellular system has its own unique 

Digital verification color code (DVCC). A unique DVCC for 

each cell site ensures that the correct mobile phone is 

communicating with the proper station since frequencies are 

reused in most cellular systems. 

6) It allows several types of phone identities. They are 

(a) TMSI – Temporary mobile station identity, (b) IMSI – 

International mobile subscriber umber and (d) ESN – 

Electronic serial number 

7) Vector sum excited linear prediction (VSELP) is a 

speech coding method used in IS-136 (D-AMPS). It was used 

in the first version of RealAudio for audio over the Internet. D-

AMPS (IS-54 and IS-136) VSELP specifies an encoding of 

each 20 ms of speech into 159-bit frames, thus achieving a 

raw data rate of 7.95 kbit/s. In an actual TDMA cell phone, 

the vocoder output is packaged with error correction and 

signaling information, resulting in an over-the-air data rate of 

16.2 kbit/s. For internet audio, each 159-bit frame is stored in 

20 bytes, leaving 1 bit unused. The resulting file thus has a 

data rate of exactly 8 kbit/s. 

C. PDC 

1) It is found from the study that PDC is one of the most 

spectrally efficient of TDMA technologies. It has six half-rate 

or three full-rates channels possible in a 25 kHz frequency 

space, compared to three channels in 30 kHz in IS-136 and 

eight channels in 200 kHz for GSM.  

2) PDC compares favorably to Code Division Multiple 

Access (CDMA), using spread-spectrum technology to allow 

up to 131 channels in a 1,250 kHz spectrum band.  

3) PDC offers two alternative rates: 9.6kbps in full-rate 

channels or 5.6kbps in the half-rate channel. The quality of 

speech along a 5.6kbps connection is significantly lower than 

the standard 9.6kbps connection, but is a useful trade-off with 

the number of channels available. 

4) The PDC network supports many advanced features 

in-line with the other second-generation technologies, such as 

text messaging and caller identification.  

5) Utilizing its Intelligent Network (IN) capabilities, 

PDC also supports pre-paid calling, personal numbers, 

Universal Access Numbers, advanced charging schemes and 

wireless virtual private networks (VPNs). 

6) As already mentioned PDC is a TDMA system and it 

operates by splitting each channel into several time slots and 

thereby allowing several users to use the same frequency 

channel. For each channel it is possible to support three users 

under normal circumstances. However when traffic levels are 

high it is possible to use half data rate speech. Although this 

reduces the speech quality, it enables six calls to be supported 

by each channel. This compares very favourably to GSM that 

manages eight within each 200 kHz channel.  

7) Speech encoding is an important factor. PDC uses a 

different encoder to that used on IS54/IS136. The standard 

rate is 9.6 kbps along with similar technologies such as GSM, 

but when half rate encoding is used this falls to 5.6 kbps. 

Although this gives a significant reduction in voice quality, it 

is still adequate to maintain intelligibility and enables the 

network capacity to be increased to accommodate further 

calls. 

8) It is also found that PDC has similar speech coding 

method like IS-136.  

VIII. CONCLUSION 

In this paper the researcher gives an overview of mobile 
communication and the standards of digital cellular especially 
for GSM: The European TDMA digital cellular standard, IS-
136: TDMA based digital cellular system in United States and 
PDC: The Japanese TDMA based digital cellular system. 
Nowadays industry speeding up the development of mobile 
communication system where both voice and data services can 
be delivered regardless of location, network or terminal. The 
study clears that the three digital cellular systems have their 
own special features that satisfy diverse needs of mobile 
commutation system.  
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Abstract—SPARQL is one of the powerful query languages 

for querying semantic data. It is recognized by the W3C as a 

query language for RDF. As an efficient query language for RDF, 

it has defined several query result formats such as CSV, TSV and 

XML etc. These formats are not attractive, understandable and 

readable. The results need to be converted in an appropriate 

format so that user can easily understand. The above formats 

require additional transformations or tool support to represent 

the query result in user readable format. The main aim of this 

paper is to propose a method to build HTML report dynamically 

for SPARQL query results. This enables SPARQL query result 

display, in HTML report format easily, in an attractive 

understandable format without the support of any additional or 
external tools or transformation. 

Keywords—SPARQL query; Oracle database 11g semantic 

store; Jena adapter; HTML report. 

I. INTRODUCTION  

The goal of semantic web [1] is to extend the current web 
standards and technology so that machine understands the web 
content. The knowledge representation technology used in the 
semantic web is ontology. An ontology is a common, shared 
and formal description of important concepts in specific 
domain [2]. Researchers have developed several ontology 
languages such as RDF, RDFS, and OWL etc. There are 
several query languages based on the ontology data format [3]. 
For example XPath and XQuery query languages for XML 
format, RDQL [4] and SPARQL [5] for RDF format and 
OWL-QL for OWL format of ontologies. Among the ontology 
query languages, SPARQL is one of the most efficient query 
languages for the Semantic Web [6] and it is recommend by 
W3C.  

The SPARQL query language for RDF has several query 
result forms such as CSV, TSV [7] and XML etc. These 
formats are not clear to the user to realize and analyze query 
results. There is a need to represent SPARQL query result in 
an attractive format so that user can easily understand the 
SPARQL query results. The above SPARQL query result 
formats require additional conversions or tool support to 
represent query results in user readable format. This paper 
proposed a method to represent SPARQL query results in 
more attractive and user graspable format. 

The rest of the paper is organized as follows. Section II 
describes survey on SPARQL query result formats. Section III 
defines the problem statement and over view of the proposed 
system architecture. Section IV describes the implementation 

details of the proposed system. Section V shows results of the 
proposed method. Finally section VI concludes. 

II. RELATED RESEARCH WORK 

Most RDF stores use one of the common RDF query 
languages like RDQL [4] or SPARQL [5]. Among them 
SPARQL is efficient query language for semantic web and it 
has W3C recommendation. Basically the SPARQL language 
for RDF defines several query result forms such as CSV, TSV 
[7], and XML etc. The SPARQL binds the variables of query 
results into XML notation. The conversion process of 
SPARQL query results into XML format is described by RDF 
data access working group (DAWG). DAWG has described 
four implementations. Among them two implementations 
produce SPARQL result in XML format and other two 
implementations, consumes the query results that are in XML 
format. The producer implementations are Joseki [8] and 
AllegroGraph [9]. The producer implementations produce 
SPARQL query results in XML format. The two consumers 
are python [10] and XSL Transform (XSLT). Python parses 
the format into an internal graph to check for correctness. 
XSLT consumes SPARQL query results XML format and 
generates an HTML document [11].  

SPARQL 1.1 query results CSV (comma separated values) 
and TSV (tab separated values) formats provide simple and 
easy to process formats for the transmission of tabular data. 
These formats are supported as input to many tools like 
spreadsheets. SPARQL 1.1 query results in JSON format [12] 
is designed to represent the query results in an array object. 
The results of a SELECT query are serilialized as an array, 
where each array element is one "row" of the query results. 
BIRT [13], an open source Eclipse-based reporting system that 
can be used to generate charts and other reports from input 
data. BIRT takes input from relational databases or 
spreadsheets. TopBraid Composer [14] integrates with BIRT 
to generate reports for SPARQL query results [15]. TopBraid 
Composer's Maestro Edition  provides an interface between 
any OWL/RDF data source and BIRT.  

The SPARQL query result formats CSV, TSV, JSON and 
XML require additional transformations or tool support to 
represent query result in an appropriate format. BIRT is not 
developed specifically for SPARQL query results. To use 
BIRT SPARQL query result needs to be converted into any 
BIRT specific input format. Our approach enables the user to 
build HTML document dynamically for variable binding 
SPARQL query results and browse the constructed HTML 
document automatically to view the report. 

http://www.eclipse.org/birt/phoenix/
http://www.topbraidcomposer.com/tbc-me.html
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Fig. 1. Proposed System Architecture 

 
Fig.2. User interface to write SPARQL query 

III. PROPOSED SYSTEM ARCHITECTURE 

From the literature study, the conclusion is that, there is no 
direct method to represent SPARQL query result in user 
understandable format.All the existing formats require 

additional conversions or tool support to represent query 
results in user understandable format. The problem is to design 
and implement a method to represent results of a SPARQL 
SELECT query that is executed on semantic data which is 
stored in the oracle database 11g semantic store using Jena 
adapter [16].  

The method should enable the user to build HTML 
document dynamically for variable binding SPARQL query 

results and browse the constructed HTML document 
automatically to view the query result. 

The architecture describes generation of HTML page for 
variable binding SPARQL query results. Fig1 shows the 

system architecture. The user interface allows user to write 
SPARQL SELECT query. The query is executed on semantic 
data stored in the oracle database using the oracle Jena 
adapter. The HTML file construction section lists the variables 
involved in the query and extracts the variable binding values. 
A HTML Document is constructed with the variables and 
query results. Finally the constructed HTML document is 
displayed to view the report using any web browser like 
internet explorer, etc. 
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Fig.3. Execution process of SPARQL query and construction of 

HTML 

 

IV. IMPLEMENTATION 

The proposed architecture is implemented using Java 
NetBeans IDE and Jena API. A simple user interface is 
designed for writing SPARQL query using Java NetBeans 
IDE. Fig2 shows the interface for writing SPARQL query. 
Implementation of the proposed method has two phases. First 
phase consist query execution process using the Oracle Jena 
adapter and the second phase describes generation of HTML 
document for SPARQL query results. The entire process is 
described in fig3 

Phase1: SPARQL query execution  

Executing SPARQL query using Jena adapter has the 
following steps. 

a) Create model for the ontology store 

b) Model 

model=ModelOracleSem.createOracleSemModel(oracle,"RD

F Model"); 

c) Take SPARQL query string from the interface 

d) String q=txtQuery.getText(); 

e) Create query using QueryFactory. 

f) Query query=QueryFactory.create(q, 

Syntax.syntaxARQ); 

g) Pass query and model to the QueryExecutionFactory 

and execute the query 

QueryExecution 
exec=QueryExecutionFactory.create(query, model); 

Phase2: HTML document construction for SPARQL query 
results 

Constructing HTML document from the variable binding 
SPARQL query result has the following steps. 

a) List out the variables involved in the query 

ResultSet rs=exec.execSelect(); 
List l=rs.getResultVars(); 

b) Extract variable binding values (it is an iterative 

process) 

QuerySolution qs=rs.nextSolution(); 
String val=qs.get(l.get(i).toString()).toString(); 

c) Constructing HTML document with the listed 

variables and binding values. The following code shown in 

fig4 constructs HTML document dynamically. 

d) Pass the constructed HTML document to a web 

browser to display the result 

Desktop dt=Desktop.getDesktop(); 
dt.browse(new URI("result.html")); 

V. RESULTS 
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PrintWriter pw=new PrintWriter(new File("result.html")); 

pw.print("<html><body bgcolor=\"#EAE6F5\">"); 

pw.print("<h2 align=center><font color=\"#FF00FF\">SPARQL 

RESULT</font></h2>"); 

pw.print("<table border=1 align=\"center\">"); 

pw.print("<tr>"); 

for(int i=0;i<l.size();i++) 

    pw.print("<th bgcolor=\"#FFA500\"><font 

size=6>"+l.get(i)+"</font></th>"); 

pw.write("</tr>"); 

pw.print("<tbody bgcolor=\"#C0C0C0\">"); 

while(rs.hasNext()) 

{ 

    QuerySolution qs=rs.nextSolution(); 

     pw.print("<tr>"); 

     for(int i=0;i<l.size();i++)  

    { 

           val=qs.get(l.get(i).toString()).toString(); 

           pw.print("<td>"+val+"</td>"); 

     } 

     pw.print("</tr>"); 

 } 

 pw.print("</tbody></table>");             

 pw.print("</body></html>"); 

 pw.close(); 
 

 

Fig.4. Code to generate HTML document for SPARQL query result 

( ?Funding_Body = "DRDO" ) ( ?Cost_in_Lakhs = "4.85600014E1"^^xsd:float ) ( ?Title = "Rooting System" ) ( ?Status = "On going" ) ( ?ID = 

<http://www.Project.org/project#P0002> ) ( ?StartDate = "2011-05-12T00:00:00"^^xsd:dateTime ) ( ?Administartive_Authority = "Prof. K. Lakshmi" ) ( ?PI = 

"Prof. M. R. Naidu" ) ( ?Duriation = "3 Years" ) 

( ?Funding_Body = "DRDO" ) ( ?Cost_in_Lakhs = "4.05600014E1"^^xsd:float ) ( ?Title = "Knowledge Representation System" ) ( ?Status = "Completed" ) ( 

?ID = <http://www.Project.org/project#P0004> ) ( ?StartDate = "2006-05-26T00:00:00"^^xsd:dateTime ) ( ?Administartive_Authority = "Dr. Gurdeep" ) ( ?PI = 

"Prof. Mohanlal" ) ( ?Duriation = "2 Years" ) 

( ?Funding_Body = "ISRO" ) ( ?Cost_in_Lakhs = "7.52600021E1"^^xsd:float ) ( ?Title = "Resource Management System" ) ( ?Status = "Completed" ) ( ?ID = 

<http://www.Project.org/project#P0005> ) ( ?StartDate = "2007-01-24T00:00:00"^^xsd:dateTime ) ( ?Administartive_Authority = "Dr. M. Jawahar" ) ( ?PI = 

"Dr. A. Usha Rani" ) ( ?Duriation = "3 Years" ) 

( ?Funding_Body = "MOES" ) ( ?Cost_in_Lakhs = "1.05E1"^^xsd:float ) ( ?Title = "Managing Cloud in the Internet" ) ( ?Status = "Completed" ) ( ?ID = 

<http://www.Project.org/project#P0001> ) ( ?StartDate = "2009-03-24T00:00:00"^^xsd:dateTime ) ( ?Administartive_Authority = "Dr. Ajaipal" ) ( ?PI = "Dr. L. 

Kanhaiya Lal" ) ( ?Duriation = "2 Years" ) 

( ?Funding_Body = "MOES" ) ( ?Cost_in_Lakhs = "3.03999996E1"^^xsd:float ) ( ?Title = "Knowledge Managment System" ) ( ?Status = "On going" ) ( ?ID = 

<http://www.Project.org/project#P0003> ) ( ?StartDate = "2011-06-25T00:00:00"^^xsd:dateTime ) ( ?Administartive_Authority = "Prof. M K Naidu" ) ( ?PI = 

"Prof. Dimpu Rani" ) ( ?Duriation = "3 Years" ) 
 

 

Fig. 5. SPARQL query result actual format 

 

 

 

 

 

 
 

Fig. 6. Variable binding SPARQL query result using proposed method 

To evaluate the proposed method, OWL ontology for R&D 
projects is constructed using NeOn toolkit [17] and loaded into 
the oracle database 11g semantic store. This section describes 
the difference between actual SPARQL query result format 
and the proposed method output. 

To show the difference, a sample SPARQL SELECT 
query is taken to print all the principal investigators involved 
in various research projects.  

SPARQL SELECT Query: To print various R&D project 
details 

SELECT ?ID ?Title ?Funding_Body ?PI 
?Administartive_Authority ?Duriation ?Cost_in_Lakhs 
?StartDate ?Status where {?ID rdf:type :Project; :hasTitle 
?Title; :hasPI ?p; :hasAA ?a; :sponsorBy ?f. ?f 
organization:hasName ?Funding_Body. ?p people:hasName 
?PI. ?a people:hasName ?Administartive_Authority. ?ID 
:hasDuration ?Duriation; :hasCost ?Cost_in_Lakhs; 
:hasStartDate ?StartDate; :hasStatus ?Status. } 

The query is executed and fig5 shows actual format of 
SPARQL query result. The format has unnecessary data and 
query results are combined with variables. It is not effective, 
difficult to read and understand.  

Fig6 shows output of the above SPARQL query using 
proposed method. The resulting format is effective 
understandable and readable. 

VI. CONCLUSION 

This paper presents a method to represent results of 
SPARQL query executed on semantic data stored in the oracle 
11g database. This method uses the Oracle Jena adapter to 
execute SPARQL query. The proposed method is 
implemented using Java code and HTML elements to render 
the query results in presentable format. Compared to other 
approaches, this approach does not require intermediate 
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transformations to present query results in readable format and 
user need not to take much effort to view the result. The 
proposed method is examined with R&D project OWL 
ontology loaded in the oracle 11g database. As shown in the 
results, the proposed method constructs an HTML report 
dynamically for SPARQL query results and displays 
automatically using a web browser to view the result. 
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Abstract—The tangent plane algorithm is a fast sequential 

learning method for multilayered feedforward neural networks 

that accepts almost zero initial conditions for the connection 

weights with the expectation that only the minimum number of 

weights will be activated.  However, the inclusion of a tendency to 

move away from the origin in weight space can lead to large 

weights that are harmful to generalization.  This paper evaluates 

two techniques used to limit the size of the weights, weight 

growing and weight elimination, in the tangent plane algorithm.  

Comparative tests were carried out using the Extreme Learning 

Machine which is a fast global minimiser giving good 

generalization. Experimental results show that the generalization 

performance of the tangent plane algorithm with weight 

elimination is at least as good as the ELM algorithm making it a 

suitable alternative for problems that involve time varying data 
such as EEG and ECG signals.   

Keywords—neural networks; backpropagation; 

generalization; tangent plane; weight elimination; extreme 
learning machine  

I. INTRODUCTION 

In Lee [1] an algorithm was described for supervised 
training in multilayered feedforward neural networks giving 
faster convergence and improved generalization relative to the 
gradient descent backpropagation algorithm.  This tangent 
plane algorithm starts the training with the connection weights 
set to values close to zero in the expectation that the minimum 
weights necessary will be activated.   

The results based on two real world datasets indicated that 
the tangent plane algorithm gives improved generalization 
over a range of network sizes and that it is robust with respect 
to the choice of its internal parameters.   

Despite the success of the tangent plane algorithm there is, 
however, strong evidence to suggest that growing the weights 
to assume large values can actually hurt generalization in 
different ways.  Excessively large weights feeding into output 
units can cause wild outputs far beyond the range of the data if 
an output activation function is not included.  To put it another 
way, large weights can cause excessively large variances in 
the output.  According to Bartlett [2], the size of the weights is 
more important than the number of weights in determining 
good generalization.  This poses the following question: can 
we modify this algorithm so that it discourages the formation 

of weights with large values?  Further, can the algorithm 
encourage weights with small values to decay rapidly to zero 
thus producing a network having the optimum size for good 
generalization? 

Weight decay is a subset of regularization methods.  The 
principal idea of weight decay is to penalize connection 
weights with small values so that the network removes the 
superfluous weights itself.  The simplest method is to subtract 
a small proportion of a weight after it has been updated [3].  
This is equivalent to adding a penalty term ∑ji wji

2 to the 
objective function and performing gradient descent on the 
resulting total error.  Unfortunately this method penalizes 
more of the wji’s than necessary whilst keeping the relative 
importance of the weights unchanged.  This can be cured by 
using a different penalty term, ∑ji wji

2 
/ (1 + wji

2
), so that the 

small wji’s decay faster than the larger ones [4].  Williams [5] 
proposed yet another type of penalty function which is 
proportional to the logarithm of the l1 norm of the weights, 

∑ji | wji |.  It was shown in [5] that using this penalty term is 
more appropriate for internal weights than weight decay.  
Hoyer [6] proposed a sparseness measure based on the l1 norm 
and l2 norm of weights.  Experiments with Hoyer’s method 
indicate that it performs well in comparison with weight decay 
and weight elimination.  A further refinement involves using a 
mixed norm penalty term [7].  In this procedure the l1 norm of 
the weight vector is minimised subject to the constraint that 
the l2 norm equals unity. 

II. OBJECTIVES 

The principal objective of this paper is to describe an 
alternative strategy for improving generalization in neural 
networks trained using the tangent plane algorithm.  In the 
newly developed algorithm, the training is started from 
arbitrary initial conditions and the inactive weights in the 
network encouraged decaying to zero by using the weight 
elimination procedure.  

Unlike other implementations of weight elimination 
procedures [4, 6, 8 - 9], the method used here is built into the 
geometry used in the derivation of the algorithm.  A secondary 
objective is to compare the newly developed algorithm with 
the extreme learning machine [10], which obtains the least 
squares solution with the minimum training error and 
minimum norm of weights. 
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III. DERIVATION OF THE ALGORITHM  

In Lee [1] an algorithm is described that accepts almost 
zero staring conditions for the connection weights, and which 
moves away from the origin in a direction indicated by the 
training data with the expectation that only the minimum 
weights would be activated.  This tangent plane algorithm uses 
the target values of the training data to define a (n – 1) surface 
in weight space Rn.  The weights are adjusted by moving from 
the current position to a point near to the foot of the 
perpendicular to the tangent plane to this surface, but 
displaced somewhat in the direction away from the origin, on 
the expectation that the smaller the distance moved from the 
foot of the perpendicular the less disturbance there will be to 
the previous learning.   

Two enhancements are made to the tangent plane 
algorithm to obtain the improved tangent plane algorithm 
referred to as iTPA.  Firstly, a directional movement vector is 
introduced into the training process to push the movement in 
weight space towards the origin.   

This movement vector simulates weight decay which is 
known to have a beneficial effect on generalization in 
backpropagation learning.  Secondly, the directional vector is 
further modified to give a heavier weighting to weights with 
small weight values to avoid penalizing more of the weights 
than necessary; one large weight costs much more than many 
smaller ones.  A high degree polynomial term is used to select 
the proportion of weights for pruning.  This term can be 
adjusted so that a weight decay procedure is implemented or 
refined in a way that specific weights are removed by causing 
them to decay more rapidly to zero.   

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Movement from the present position a to the point d inclined at an 

angle β to the perpendicular from a to the tangent plane to the constraint 

surface фk = f
 -1

(yk) at point b in the weight space R
n
.   The vector m 

represents the orthogonal projection of the weight elimination vector w’ 

orthogonally onto the normal n to the constraint surface at point b 

The method assumes a feed-forward neural network of 
units { uj}, where the connection between ui and uj is mediated 
by wji.  фj and θj denote the input and output of uj, so that θj = 
f(фj), and фj = ∑i wji θi. The single output unit uk is trained to 
mimic the target value yk.  Let n denote the number of weights 

in the network.  For a given set of inputs we can consider фk 
to be a function of the weights фk : R → R

n.  The tangent 
plane algorithm adjusts the weights by moving along the line 
at an angle β to the perpendicular from the current position a 
to the tangent plane to the surface фk = f

 - 1
(yk), on the side of 

the perpendicular away from the origin (see Fig. 1).   

Let a = ∑ji w'ji iji be the current values of the weights, 
where iji is a unit vector in the direction of the wji axis.  Use 
the equation f -1

(yk) = wk0 + ∑i≠0 wki θi to find a value, w''k0, for 
the bias weight wk0 from the values wji of the other weights, so 
that the surface фk = f

 - 1
(yk) contains the point  

b = w''k0 ik0 + ∑j,i≠k,0 w'ji iji. Now, if we use the equation             
f 

-1
(yk) = w''k0 + ∑i≠0 w'ki θi and f -1

(θk) = w'k0 + ∑i≠0 w'ki θi, and 
note that b differs from a only in the value of wk0, we get  
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Let n̂  be the unit normal to the surface at b, so 
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The vector that is directed towards the origin and biased 
along the axes of the weights wji that have small weight values 
relative to some small positive constant wa is  

w' = - ∑j,i (wji /wa) iji / (1 + w
2

ji /w
2
a).  The projection of w' onto 

the tangent plane is given by 
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Thus, if d is the point of intersection with the tangent plane 
of a line from a inclined at angle β to the perpendicular, then 
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Let δ = f 
– 1

(yk) – f 
– 1

(θk) be the error in the input to final 
unit.  Hence using equations (2), (3) and (4) in (5) yields 
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Thus, to adjust a given weight wji 
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The term 
jik w  is the partial derivative of the net 

input to the output unit.  The treatment of this term follows 
from Lee [1] 
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Where Mj is the set of units to which uj passes its output. 

The new iTPA algorithm requires two parameters that 
need to be set manually.  First parameter is the angle 
parameter tanβ, which gives the angle between the movement 
vector and the perpendicular from the current position to the 
tangent plane.  Its value is usually chosen to be small, 
typically 0.05, so that movement is to a point nearby the foot 
of the perpendicular.  Second parameter is the weight 
sensitivity parameter wa, which gives the value an individual 
weight wji receives a large push towards the origin.  wa is 
preferred to be small, typically 0.5, so that weights with small 
values are selected for removal from the network.  This will 
produce the required separation of active and inactive weights 
in the network.    

An individual term w'ji = - (wji /wa) / (1 + (wji /wa)
2
) in the 

directional vector w' varies according to (wji /wa) in an anti-
symmetric fashion.  This permits the necessary sign changes 
in w'ji so that the movement along a weight dimension is 

always directed towards the origin.  When | wji | < wa the 
directional term for that weight is approximately linear.  On 
the other hand, when | wji | > wa the directional term 
approaches to zero.  Thus a weight will receive a large push 
when wji equals wa.  A potential difficulty arises when both wji 

and wa are less than 0.5.  If | wji | = wa, the resulting push 
may be large enough to overshoot the origin.  This situation 
can be avoided through the appropriate choice of tanβ. 

The approach of the new iTPA algorithm is reminiscent of 
the Newton-Raphson method of first degree [10] used to find 
the zero points of functions that depend on one value.  An 
important difference is that it provides a whole R

n plane of 
suitable points to move towards.  Any method that does a 
zero-point search of a function cannot get trapped in a local 
minimum unless it hits one by accident.  The new iTPA 

algorithm uses the vector  фk to do a linear extrapolation of 
the surface фk = f 

– 1
(yk) in order to gain a new weight vector 

that is hoped to be on, or at least close, to this surface. 

A simple cost saving can be made by replacing the term 

||m|| = ||w' – (w'. n̂ ) n̂ || in the algorithm with w'. || w'|| is 

greater than or equal to ||w' – (w'. n̂ ) n̂ || with equality holding 

when w' is perpendicular to n̂ .  Its use will result in a 
reduction in the size of m, but this term is scaled by tanβ 
anyway. This reduction is greatest when w' is perpendicular to 
the tangent plane.  According to equation (9) ||m|| involves 

adding n products of the terms w'lm and фk / wlm, and then 

using this result to scale n partial derivatives, фk / wji.  Thus 
the total computational saving is 2n operations per weight 
update. 

The algorithm can be further improved by using a high 
degree polynomial in the denominator of each term w’

ji in the 
directional vector w', so that w'ji = -(wji/wa)/(1 + (wji/wa)

n
) 

where n is a positive constant.  The curves of an individual 
directional term w'ji for three values of parameter n are shown 

in Fig. 2.  Examination of the curves for | wji| > wa yield the 
following observation.   When n is large (typically > 6), the 
directional term w'ji for that weight decays rapidly to zero.  
Thus the proper choice of the parameter n will permit some 
weights in the network to assume values that are larger than 
with n  = 2.   

 

 

 

 

 

 

 

 

 

Fig. 2 Variation of an individual directional term w’
ji for different values 

of the parameter n 
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IV. ESTIMATING THE WEIGHT SENSITIVITY  

The rationale of pruning is to reduce the number of free 
parameters in the network by removing dispensable ones.  If 
applied properly, this approach often reduces overfitting and 
improves generalization.  At the same time it produces a 
smaller network.  The approach adopted in this paper is to 
automatically prune superfluous weights by using the method 
of weight elimination [4].  But how do we know whether the 
method of weight elimination actually produces the required 
separation of active and inactive weights?  One approach 
might be to measure the significance or importance of each 
weight, as the magnitude of the weights is not the best 
measure of their contribution to the training process [11].       

There are several methods suggested for calculating the 
importance of connection weights.  Karnin [12] measures the 
sensitivity sji of each weight by monitoring the sum of all the 
changes to the weights during training.  Thus the saliency of a 

weight is given as sji = ∑t 
(t)

k / wji  w
(t)

ji w
f
ji  / (w

f
ji – w

0
ji), 

where t is the number of epochs trained, w
 f

ji and w0
ji are the 

final and initial values of weight wji.  LeCun et al [13] measure 
the saliency of a weight by estimating the second derivative of 
the error.  They also reduce the network complexity by 
constraining certain weights to be equal.  Low saliency means 
low importance of the weights.  A more sophisticated 
approach avoids the drawbacks of approximating the second 
derivatives by computing them exactly [14].    

The last two methods have the disadvantage of requiring 
training down to the error minimum.  The autoprune method 
[11] avoids this problem.  It uses a statistic t to allocate an 
importance coefficient to each weight based upon the 
assumption that a weight becomes zero during the training 
process 

)( jiwt log
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In the above formula, sums are over all training examples t 
of the training set, and the overline means arithmetic mean 
over all examples.  A large value of tji indicates high 
importance of weight wji.   

V. SIMULATIONS AND RESULTS 

The convergence behaviour of the new iTPA algorithm 
was evaluated and compared with the gradient descent 
backpropagation algorithm.  The dataset used was the two 
spiral problem [15 – 16].  Like most published work 
classifying the two spiral problem [17], a network with three 
hidden layers was used.  10 trials were performed with the 
classification error on the training and test sets, mean number 
of epochs to converge, and number of successful trials 
recorded.  Network training was terminated when all the 
training patterns were learned correctly or 5,000 epochs or 
presentations of the entire dataset.   

Next, the ability of the new iTPA and original tangent 
plane algorithms to generalise from a given set of training data 
was evaluated and compared with the Extreme Learning 

Machine [18].  The Extreme Learning Machine (ELM) is a 
fast learning algorithm that obtains the least squares solution 
with the minimum training error and minimum norm of the 
weights.  The benchmark datasets used were the Henon map 
[19] and the non-linear dynamic plant [20].  A standard 
feedforward neural network with two hidden layers was 
utilised with the number of hidden units determined by grid 
search.  For each test, 10 trials were performed with the 
normalised mean square error on the training and test sets 
recorded together with the number of successful trials.  
Network training was terminated after 5,000 epochs or 
presentations of the entire training set.   

Finally, the evolution and development of the weights in 
the new iTPA algorithm was evaluated and compared with the 
original tangent plane algorithm.  The benchmark datasets 
used were the Henon map [19] and the non-linear dynamic 
plant [20].  The method used to estimate the sensitivity of the 
weights was autoprune [11].  Histograms of weight 
sensitivities were plotted after 100, 300 and 500 epochs.    

A. Network initialization 

The algorithms used in the study require manually set 
parameters.  Preliminary tests showed that the best results 
were obtained with the parameters set as follows.  First test is 
the new iTPA algorithm.  For the two spiral problem, tanβ = 
0.01.  The weight sensitivity parameter wa and n were varied 
according to a grid search.  The input weights were set to 
random values in the range [-2, 2].  For the Henon map and 
non-linear dynamic plant, tanβ = 0.01, wa = 0.5, and n = 4.0.  
The input weights were set to random values in the range [-
0.5, 0.5].  Next test is the original tangent plane algorithm.  
The angle parameter tanβ = 0.01. The input weights were set 
to random values in the range [-0.01, 0.01].  Finally test is the 
standard back-propagation algorithm.  For the two spiral 
problem, the learning rate η = 0.01, and momentum 
coefficient α = 0.3.  The input weights were set to random 
values in the range [-2, 2].   

B. Simulation problems 

The two spiral problem consists of two interlocking 
spirals, each made up of 97 data points.  The network must 
learn to discriminate the two spirals.  Traditionally this is 
known to be a very difficult problem for the back-propagation 
algorithm to solve.  There are two inputs and one output.  The 
inputs are the x and y co-ordinates, and the output notifies 
which spiral the point belongs to.  For the points in the first 
spiral the output is set to +1, and for points on the other spiral 
the output is set to -1.   The number of training samples is 194.  
A test set of 192 samples was generated by rotating the two 
spirals by a small angle.   

The Henon map problem is a chaotic time-series prediction 
problem.  The time series is computed by  

)()()( ][ 1t2t1t xbxc1x    (11) 

Where x(t) is the value at taken time t, and the parameters b 
= 0.3, and c = 1.4.  Initial values for the time series are x

(1)
 = 

x
(0)

 = 0.63133545.  This point is called the fixed point of the 
time series.  In neural network simulations, four successive 
values of the time series are used in predicting the next value.  
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Thus, the number of inputs is four and the number of output is 
one.  Data values were taken from the range [31,230] as given 
in Lahnajärvi et al [19].  The number of training samples is 
100, and testing samples is 100.   

The non-linear dynamic plant problem is a high order non-
linear system introduced in Narendra and Parthasarathy [20].  
It is modelled by the following discrete time equation 
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Where y(t) is the model output at time t.   Like Narendra and 
Parthasarathy [20], training data was generated using a 
random input signal uniformly distributed over the interval    
[-1, 1].  Five hundred data points were generated, the first 
three hundred used as training data whilst the remaining used 
as test data.   

C. Error metrics used to determine convergence 

The error metrics used in the simulations were CERR 
(Classification ERRor) for classification problems and NMSE 
(Normalized Mean Square Error) for regression problems.  
The CERR was calculated using the 40-20-40 criteria e.g. the 
actual output does not differ from the target output by more 
than 0.4 [15 – 16].  The NMSE was calculated by dividing the 
MSE by the variance of the target output. 

D. Discussion of results  

Two spiral problem.  The first test is a difficult non-
linearly separable problem where a set of co-ordinates (x,y) is 
classified as belonging to one of two interwoven spirals.  A 2-
100-100-100-1 network topology was chosen as given in [16].  
For the new iTPA algorithm, 10 trails gave no failures and a 
mean number of steps to converge of 28 with standard 
deviation 9.  The classification error on the test set was      
1.3×10-2 (e.g. % test set learned = 98.7) with all of the points 
on the training set correctly classified.  Using the standard 
backpropagation algorithm, there was one failure and a mean 
number of steps to converge of 736 with standard deviation 
462.  The classification error on the test set was 1.5×10-2 (e.g. 
% test set learned = 98.5).  The results compare very 
favourably with those given in Linder et al [16] (Aprop: 
epochs = 67, % test set learned = 96.6; Rprop: epochs = 246, 
% test set learned = 65.6).   

Table 1 demonstrates the effects of changing the weight 
sensitivity parameters wa and n of the new iTPA algorithm.  A 
2-20-20-20-1 architecture was chosen to determine the degree 
to which the iTPA algorithm could generalize in a large 
network with many free parameters.  It was found that the 
classification error improved slightly when large values were 
chosen for the weight sensitivity parameter wa.  

Further, increasing the value of the parameter n caused the 
classification error to dip to a clearly defined minimum.  
When wa is large (e.g. typically > 0.5) the directional vector w' 
will push more of the network weights to small values close to 
zero thus implementing a weight decay procedure.  This 
suggests that weight decay is a far more effective strategy for 

improving generalization than weight elimination in large 
neural networks trained using the tangent plane algorithm. 

TABLE I.  CONVERGENCE SPEED AND CLASSIFICATION ACCURACY FOR 

DIFFERENT PARAMETERS IN THE ITPA ALGORITHM 

Note:  the columns in Table 1 refer to the classification 
error on the training set (Cerr) and test set (Cerr*), the mean 

number of steps to converge, and number of success trials for 
different values of the weight sensitivity parameter wa and n. 

Fig 3 and 4 show some typical test curves for both 
algorithms on the two spiral problems.  Different sets of initial 
weights were used in each test.  The test curves of the new 
iTPA algorithm show some variation (Fig 3).  In many of the 
curves generated the test error was found to diminish slowly at 
the start of the training run with intermittent rises in the test 
error fairly typical (test 2).  When the new algorithm was close 
to a solution, the convergence was usually rapid (test 1 and 3).  
The test curves of the standard back-propagation algorithm 
also show wide variation in the test error.  Some curves 
exhibited turbulent behaviour similar to the new iTPA 
algorithm (test 3).  Other curves got trapped in local minima 
of the error landscape resulting in very long runtimes (test 1).  
Generally speaking the new iTPA algorithm is prone to 
problems with stability.  Introducing a 50% staged reduction 
in the step size resulted in faster convergence speeds. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Typical generalization behaviour of the new iTPA algorithm on 
the two spiral problem  

aw  n  Cerr Cerr* Steps Succ 

0.10 4.0 0.46 1.35 497 10 

0.20 4.0 0.36 1.56 634 10 
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1.00 4.0 0.36 0.78 460 10 

0.50 2.0 0.31 0.89 435 10 
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Fig. 4 Typical generalization behaviour of the gradient descent 
backpropagation algorithm on the two spiral problem 

Henon map time series.  The second test is a classical 
deterministic one-step-ahead prediction problem.  Preliminary 
tests showed that the best results for both tangent plane 
algorithms were obtained using a 4-15-15-1 architecture.  
Network training was terminated after 5,000 epochs or 
presentations of the entire dataset.  For the new iTPA 
algorithm, 10 trials gave a normalised mean square error on 
the training set and test set of 0.00007 and 0.00008 
respectively.  Using the original tangent plane algorithm, 10 
trials gave (training set = 0.00005, test set = 0.00009).  There 
was little evidence of overtraining.  The performance of both 
tangent plane algorithms compare favourably with the 
Extreme Learning Machine.  For ELM a single hidden layer 
feedforward neural net with 80 hidden units gave (training set 
= 0.00001, test set = 0.00011).   

Fig 5 and 6 show histograms of the importance 
coefficients of the weights for both algorithms on the Henon 
map problem.  The importance coefficients were recorded 
from the same trial at epochs 100, 300 and 500.  The 
coefficient sizes were grouped in classes of width one and 
histograms plotted to show the distribution of the tji values at 
three different stages of training.  The new iTPA algorithm 
gave average coefficient sizes at 100, 300, 500 epochs of 1.82, 
1.95, and 1.95 respectively.  The original algorithm gave 1.70, 
1.96, and 2.25.  Notice the right skewness of the histograms 
produced by the new algorithm (see Fig 5).  After 500 epochs 
the histogram is dominated by a single high peak and long 
right tail.  This suggests that many of the weights have taken 
on equally important roles in the network.  Thus are likely to 
be fewer outlier weights with extreme values that are known 
to produce overtraining in neural networks.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Importance coefficient histograms for the new iTPA algorithm 

(Henon map problem). Horizontal axis: coefficient size grouped in classes of 

width 1. Vertical axis: absolute frequency of weights with this coefficient 
size.  

 

 

 

 

 

 

 

 

 

Fig. 6 Importance coefficient histograms for the original tangent plane 

algorithm (Henon map problem). Horizontal axis: coefficient size grouped in 

classes of width 1. Vertical axis: absolute frequency of weights with this 
coefficient size 

Non-linear dynamic plant.  The third test is a high order 
non-linear discrete time system.  Preliminary tests showed that 
the best results for both tangent plane algorithms were 
obtained using a 2-10-10-1 architecture.  Network training 
was terminated after 5,000 epochs or presentations of the 
entire dataset.  For the new iTPA algorithm, 10 trials gave an 
average normalised mean square error on the training and test 
sets of 0.00045 and 0.00086 respectively.  Using the original 
tangent plane algorithm, 10 trials gave (training set = 0.00142, 
test set = 0.00393).   
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Once again the performance of both tangent plane 
algorithms compare favourably with the Extreme Learning 
Machine.  For ELM a single hidden layer neural net with 200 
hidden units gave (training set = 0.00007, test set = 0.00568).  
The results on the training set suggest that the new iTPA 
algorithm is an effective global minimizer capable of reaching 
the smallest training error. 

Fig 7 and 8 show histograms of the importance 
coefficients of the weights for both algorithms on the non-
linear dynamic plant problem.  The importance coefficients 
were recorded from the same trial at epochs 100, 300 and 500.  
The coefficient sizes were grouped in classes of width one and 
histograms plotted to show the distribution of the tji values at 
three different stages of training.  The new iTPA algorithm 
gave average coefficient sizes at 100, 300, 500 epochs of 2.24, 
2.68, and 2.79 respectively.  The original algorithm gave 2.56, 
3.33, and 3.81.  Notice the left drift of the histograms 
produced by the new algorithm (see Fig 7).  In contrast the 
histograms produced by the original algorithm tend to drift 
right, as expected (Fig 8).  Further, these histograms have a 
long right tail which suggests that some weights are taking on 
a far more active role in the network.  This might account for 
the worse generalization of the original algorithm on this 
problem. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7 Importance coefficient histograms for the new iTPA algorithm 

(non-linear dynamic plant). Horizontal axis: coefficient size grouped in 

classes of width 1. Vertical axis: absolute frequency of weights with this 
coefficient size 

VI. COMPARISON OF THE DIFFERENT ALGORITHMS 

In order to determine whether the difference in the results 
is statistically significant, we perform some hypothesis tests.  
The test used was a standard t-test with the sample of test 
errors from the iTPA algorithm compared with the 
corresponding sample from the original tangent plane 
algorithm for each dataset used in the study.  A second test 
was carried out by comparing these test results with the ELM 
algorithm on the same set of problems.   

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8 Importance coefficient histograms for the original tangent plane 

algorithm (non-linear dynamic plant). Horizontal axis: coefficient size 

grouped in classes of width 1. Vertical axis: absolute frequency of weights 
with this coefficient size 

The ELM algorithm requires the number of hidden units to 
be set which was found be grid search.  For the correct 
application of the t-test, it was necessary to take the logarithm 
of the test errors (since the test errors have log-normal 
distribution) and remove any outliers, following the same 
procedure in [21].  The resulting samples were tested for 
normality using the Kolmogorov-Smirnov test. 

TABLE II.  RESULTS OF A T-TEST COMPARING THE MEAN TEST ERRORS 

OF THE DIFFERENT ALGORITHMS 

Note:  The entries show differences that are statistically 
significant on a 10% level and dashes mean no significance 
found.  Column (a): iTPA algorithm (“L”) vs. original tangent 
plane algorithm (“T”). Column (b): iTPA algorithm vs. ELM 
algorithm (“E”).  Column. (c): original tangent plane 
algorithm vs. ELM algorithm.     

The results are tabulated in Table 2.  Dashes mean 
differences that are not significant at the 10% level i.e. the 
probability that the differences are purely accidental.  Other 
entries indicate the superior algorithm (e.g. iTPA algorithm - 
L, original tangent plane algorithm – T, ELM algorithm - E), 
and the value of the t statistic.  Column (a) gives a comparison 
between the new iTPA algorithm and the original tangent 
plane algorithm.  The results show two times L is better (spiral 
and non-linear dynamic plant) and once T is better (Henon 
map).   
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The new iTPA Algorithm performed better on the datasets 
that were more difficult to learn and so convergence speeds 
tended to be slower.  Where convergence occurred quickly the 
original algorithm was the better method.  Column (b) and (c) 
give comparisons between the new iTPA and original tangent 
plane algorithms, and the ELM algorithm.  The results show 4 
times no statistical difference, once L is better and twice E is 
better.  

This suggests that the generalization performance of the 
tangent plane method is at least as good as the ELM 
algorithm, which is one of the best neural network classifiers.  
In situations where time varying signals are required, such as 
EEG and ECG signals, the sequential learning ability of the 
tangent plane algorithm might be the preferred method. 

VII. CONCLUSIONS 

A new variant of the tangent plane algorithm referred to as 
iTPA is proposed for feed-forward neural networks.  This new 
algorithm includes two modifications to the existing 
algorithm.  Firstly, a directional movement vector is 
introduced into the training process to push the movement in 
weight space towards the origin.  This directional vector is 
built into the geometry of the tangent plane algorithm and 
implements a weight elimination procedure.  Secondly, a high 
degree polynomial term is utilised to adjust the proportion of 
weights that receive an inwards push.  Thus the algorithm can 
be tuned to decay specific weights to zero (which can help 
generalization).   

Comparative tests were carried out using the new iTPA 
and original tangent plane algorithms, the gradient descent 
back-propagation algorithm and the Extreme Learning 
Machine.  The results indicate that the new iTPA algorithm 
retains the fast convergence speed of the original method.  
However, the new iTPA algorithm is prone to problems with 
stability.  Including a 50% reduction in step size often 
improves convergence behaviour without any diminution in 
learning speed.  The results also show that the new algorithm 
gives improved generalization relative to the original 
algorithm in some problems, and has comparable 
generalization performance in yet others.  Further, the 
generalization performance of the tangent plane method is at 
least as good as the Extreme Learning Machine, which is one 
of the best neural network classifiers. 

VIII. FUTURE WORK 

This paper shows that the newly developed improved 
tangent plane algorithm (iTPA) is at least as good as the 
extreme learning machine, which is one of the best neural 
network classifiers.  In situations where time varying signals 
are required, such as EEG and ECG signals, the sequential 
learning ability of the improved tangent plane algorithm might 
be the preferred method. 

REFERENCES 

[1] C.W. Lee, “Training feedforward neural networks: an algorithm giving 
improved generalization,” Neural Networks, vol. 10. 1997 pp. 61-68. 

[2] P. Bartlett, “For valid generalization, the size of the weights is more 

important than the size of the network,”  Advances in Neural 
Information Processing Systems 9, Cambridge, MA: The MIT Press, 

1997, pp. 134-140. 

[3] S. J. Nowlan, and G. E. Hinton, “Simplifying neural networks by soft 
weight sharing,”  Neural Computation, vol. 4, no. 4, pp. 473-493, 1992 

[4] A.S. Weigend, D.E. Rumelhart and B.A. Huberman, “Generalization by 

weight elimination with application to forecasting,” Advances in neural 
information processing (3), 1991, pp. 875-882. 

[5] P.M. Williams, “Baysian regularisation and pruning using a Laplacian 

prior,”  Technical report, (312), 1994 

[6] P.O. Hoyer,  “Non-negative matrix factorisation with sparseness 
constraints,”  Journal of machine learning research, (5): 1457 – 1469. 

2004 

[7] Huiwen Zeng, “Dimensionality reduction using a mixed term penalty 

reduction,”  IEEE workshop on machine learning for signal processing, 
2005 

[8] C.M. Ennett and M. Frize, “Weight elimination neural networks applied 

to coronary surgery morality prediction.”  IEEE Trans Inf Technol 
Biomed, 2003, 7(2):86-92. 

[9]  R.M. Zur, Yulei Jiang, L. Pesce, and K. Drukker, “Noise injection for 

training neural networks: a comparison with weight decay and early 
stopping,”  Med. Phys. 2009, 36(10): 4810-4818. 

[10] J. Stoer, “Einführung in die numerische Mathematik, ”, Springer, Vol. 1. 

S, 1976 

[11] W. Finnoff,  F. Hergert, and H.G. Zimmermann, “Improving model 
selection by non-convergent methods,” Neural Networks, vol.6, 1993, 

771-783. 

[12] E.D. Karnin, “A simple procedure for pruning back-propagation trained 
neural networks,”  IEEE trans neural networks, vol. 1, no. 2, 1990, pp. 

239-242. 

[13] Y.L, LeCun, J.S., Denker,and S.A. Solla, “Optimal brain damage,” 

Advances in neural information processing systems, vol.2, 1990, pp. 
598-605. 

[14] B. Hassibi, and D.G. Stork, “Second order derivatives for network 

pruning,” Advances in neural information processing systems, vol.5, 
1993, pp. 164-171. 

[15] S. Fahlman, and C. Lebiere, “The cascade correlation learning 

architecture,” Advances in neural information processing systems, vol. 
2. 1990, pp. 524-532. 

[16] R. Linder,  S. Wirtz, and S.J. Poppl, “Speeding up backpropagation 

learning by the APROP algorithm,”  Proceedings of the second 
international ICSC symposium on neural computation, ICSC Academic 

Press, 2000, pp. 122-128. 

[17] K.L. Lang, and M.J. Witbrock, “Learning to Tell Two Spirals Apart,”  
Proceedings of the 1988 Connectionist Models Summer School, Morgan 

Kaufmann 1988. 

[18] Guang-Bin Huang, Qin-Yu Zhu, and Chee-Kheong Slew, “Extreme 
learning machine: Theory and applications,” Neurocomputing, 70, 489-

501, 2006 

[19] J.J.T. Lahnajärvi,  M.I. Lehtokangas, and J.P.P. Saarinen, “Evaluation of 

constructive neural networks with cascade architectures,”  
Neurocomputing, vol. 48, 2002, pp. 573-607. 

[20] K.S Narandra, and K. Parthasarathy, “Identification and control of 

dynamical systems using neural networks,”  IEEE transactions on 
neural networks, 1 (1), 4 1990. 

[21] L. Prechelt, “Connection pruning with static and adaptive pruning 

schedules,” Neurocomputing, Volume 16, Issue 1, 1997, pp. 49-61 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No. 6, 2013 

157 | P a g e  
www.ijasca.thesai.org 

Exploiting the Role of Hardware Prefetchers in 

Multicore Processors

Hasina Khatoon 

Computer & Info. Sys. Engg. Dept. 

NED Univ. of Engg. & Technology 

Karachi, Pakistan 

Shahid Hafeez Mirza 

Usman Institute of Engg. & Tech. 

Karachi, Pakistan 

Talat Altaf 

Electrical Engg. Dept. 

NED Univ. of Engg. & Tech. 

Karachi, Pakistan 

 
 

 

 

 

Abstract—The processor-memory speed gap referred to as 

memory wall, has become much wider in multi core processors 

due to a number of cores sharing the processor-memory 

interface. In addition to other cache optimization techniques, the 

mechanism of prefetching instructions and data has been used 

effectively to close the processor-memory speed gap and lower 

the memory wall. A number of issues have emerged when 

prefetching is used aggressively in multicore processors. The 

results presented in this paper are an indicator of the problems 

that need to be taken into consideration while using prefetching 

as a default technique. This paper also quantifies the amount of 

degradation that applications face with the aggressive use of 

prefetching. Another aspect that is investigated is the 

performance of multicore processors using a multiprogram 

workload as compared to a single program workload while 

varying the configuration of the built-in hardware prefetchers. 

Parallel workloads are also investigated to estimate the speedup 

and the effect of hardware prefetchers.   

This paper is the outcome of work that forms a part of the 

PhD research project currently in progress at NED University of 

Engineering and Technology, Karachi.  

Keywords—Multicore; prefetchers; prefetch-sensitive; memory 

wall; aggressive prefetching; multiprogram workload; parallel 

workload. 

I. INTRODUCTION 

Multicore processors are the mainstream processors of 
today with the number of cores increasing at a fast pace. A 
number of issues have emerged in these processors that are 
becoming more acute with the increasing number of cores. A 
large body of publications has accumulated in the last decade 
that has summarized these issues. Some of the challenges are 
presented in [1]. One of the main issues that directly impacts 
application performance is the large processor-memory speed 
gap referred to as memory wall by Wulf and Mckee [2] and 
elaborated by Weidendorfer [3]. Recent researches have 
sought solution to this problem through on-chip cache 
hierarchy [4] and novel architectural features like NUCA 
cache [5]. Other solutions include R-NUCA [6], Victim 
Replication [7], and Pressure-Aware Associative Block 
Placement [8]. A detailed summary of the publications related 
to the memory wall problem is presented in [9]. 

One of common solution to the memory wall problem is 
prefetching of instructions and data at every level of memory 
hierarchy. Prefetching is a latency hiding technique that access 
instructions and data from the next level of memory hierarchy 
before the demand for it is actually raised by the processor. 

Prefetching was almost always beneficial in single core 
processors, even though there were some useless prefetches. 
As a result, prefetchers now form an integral part of most of 
the current generation processors. In multicore processors, all 
cores share chip resources that include on-chip memory 
hierarchy and the processor-memory interface. If all cores 
generate prefetch requests in addition to demand requests, a 
large amount of interference takes place causing contention for 
resources. This prefetcher caused contention may result in 
performance degradation in multicore processors, especially if 
prefetchers are used aggressively. Therefore, there is a need to 
investigate the effectiveness of prefetchers in multicore 
processors under different conditions and for all types of 
applications. The contribution of this paper is the analysis and 
quantification of the behaviour of applications in the presence 
and absence of prefetchers. The derived results provide 
guidelines for applications to activate prefetchers only when 
they are useful.  

Recent research has focused on improving data prefetching 
mechanisms, especially for big data analysis and other 
streaming applications. Though prefetching pose degradation 
problems in multicore processors, especially when used 
aggressively, they remain the most effective mechanism to 
avoid stalls that are caused due to long latency accesses and 
contention based delays. This necessitates enhancements in the 
prefetcher designs that adapt to congestion and dynamically 
adjust their aggressiveness. Chen et al. in their publications 
[10, 11] have proposed storage efficient data prefetching 
mechanisms and power efficient feedback controlled adaptive 
prefetchers that are accurate and efficient. Other recent 
enhancements are discussed in Section II.         

The rest of the paper is organized as follows. Section II 
gives a brief overview of related work. Section III outlines the 
experimental setup including test programs and specifications 
of the experimental platforms. Section IV presents the results 
and a brief analysis of the results and Section V concludes the 
paper. 

II. RELATED WORK 

Since prefetching is considered to be an important latency 
hiding technique, it has been used effectively in both single 
core processors and single core multiprocessors. Prefetching is 
performed in hardware, in software or in both. Software 
prefetching is supported by prefetch instructions and requires 
effort by the programmer or the compiler writer. Nataranjan et 
al. [12] have explored the effectiveness of compiler directed 
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prefetching for large data accesses in in-order multicore 
systems. Since the focus of this work is hardware prefetching, 
this section shall briefly describe some of the recent 
publications related to hardware prefetchers in the context of 
multicore processors. 

Prefetchers are beneficial due to the principle of locality, 
an attribute of software. This is true most of the time in single 
core architecture, but as pointed out in [13], aggressive 
prefetching in multicore processors result in a large amount of 
interference giving rise to performance degradation. Ebrahimi 
et al. [13] have proposed more accurate prefetching with the 
use of local as well as global feedback by Hierarchical 
Prefetch Access Control (HPAC) to partially alleviate the 
above problem. Using coordinated prefetching, the authors 
compare the results of aggressive prefetching in multicore 
processors with that of a single core processor. With dynamic 
control of the prefetch aggressiveness using feedback directed 
control, they have shown that their technique improves the 
system performance by 14%. 

Lee et al. [14] have identified degradation in performance 
due to congestion in the interconnection network especially 
due to prefetch requests in multicore processors. They have 
proposed to prioritize demand traffic by using TPA (Traffic-
Aware Prioritized Arbiter) and TPT (Traffic-Aware Prefetch 
Throttling) to counter the negative effects of prefetch requests. 
Fukumoto et al. [15] have proposed the use of cache-to-cache 
transfer to reduce the overall congestion on the memory-bus 
interface.  

Kamruzzaman et al. [16] have proposed a different way of 
using prefetching especially for applications like the legacy 
software that are inherently sequential in nature and cannot 
use all cores of the CMP. They have suggested the use of 
prefetch threads as helper threads to run on unused cores and 
make use of the injected parallelism for prefetching code and 
data. Using thread migration techniques, an overall 
improvement of 31% to 63% is shown for legacy software. 
The authors have concluded in their final analysis that the 
technique can also be used to enhance the performance of 
applications that are parallel.  

Wu et al. [17] have proposed an automatic prefetch 
manager that estimates the interference caused by prefetching 
and adjusts the aggressiveness while programs are running. 
They have shown that this dynamic management improves the 
application performance and makes it more predictable. 
Verma et al. [18] have evaluated the effectiveness of various 
hybrid schemes of prefetching and have proposed to 
adaptively reduce the number of prefetches to reduce the 
interference. Lee et al. [19] identify the lack of parallelism that 
exists in DRAM banks, especially in multicore processor-
based systems. They have proposed mechanisms to maximize 
DRAM Bank Level Parallelism (BLP) using BLP-aware 
Prefetch Issue (BAPI) with BLP-Preserving Multi core 
Request Issue (BPMRI) that helps improve the application 
performance with parallel servicing of requests. Ebrahimi et 
al. [20] have proposed mechanisms to exploit prefetching for 
shared resource management in multicore systems.  

Nachiappan et al. [21] have suggested prefetch 
prioritization in the interconnection network on the basis of 

the potential utility of the requests in order to reduce the 
negative effects of prefetching. Wu et al. [22] characterize the 
performance of the LLC (Last Level Cache) management 
policies in the presence and absence of hardware prefetching. 
They propose Prefetch-Aware Cache Management (PACMan) 
for better and predictable performance. Lee et al. [23] have 
proposed prefetch-aware on-chip networks and network-aware 
prefetch designs that is sensitive to network congestion. 
Manikantan and Govindarajan [24] have proposed 
performance-oriented prefetching enhancements that include 
focused prefetching to avoid commit stalls. The authors claim 
that this enhancement also improved the accuracy of 
prefetching.   

A number of recent publications have proposed complex 
prefetching mechanisms that take into account various factors 
while prefetching code and data [18, 25]. Grannaes et al. [25] 
have proposed Delta Correlating Prediction Table (DCPT), a 
pefetching heuristics based on the table-based design of 
Reference Prediction Tables (RPT) and the delta correlating 
design of Program Counter/ Delta Correlating Prefetching 
(PC/DC) with some improvements. These complex 
prefetching techniques have overheads that cannot be ignored 
as prefetchers incur a significant burden on system resources. 
Since simple prefetchers have low overheads, they are used 
mostly in current generation processors. For example, the 
prefetchers used in our experimental platform are simpler [26] 
as compared to the prefetchers discussed in [18, 25]. 

III. THE EXPERIMENTAL SETUP 

This section gives an account of the test programs, the 
experimental platforms and the hardware prefetchers present 
in these experimental platforms. 

Although prefetching code and data have been 
significantly effective in single core processors, some of the 
recent publications have pointed out an anomaly that takes 
place when prefetchers are used in multicore processors. Use 
of aggressive prefetching cause interference and results in 
overall degradation of performance [13], demanding an 
adjustment in the prefetch strategy. In many instances, it has 
been observed that applications perform better without all the 
prefetchers used by default as these are built-in in all current 
generation processors. The designers of most of these 
processors have therefore provided mechanisms where 
applications may use prefetch manipulating techniques to 
selectively enable/ disable the built-in hardware prefetchers, 
whenever desired. This involves manipulation of Machine 
Specific Registers (MSRs) related to hardware prefetchers. 
The decision to enable/ disable pefetchers is left to the 
application designer. The application areas that benefit most 
due to cache locality and being prefetch sensitive may 
continue using the prefetchers, but these applications should 
also investigate the benefits, before using it by default.  

A. Test Programs 

Three types of benchmark programs are used to measure 
and evaluate performance with enabled/ disabled 
configurations of prefetchers: SPEC 2006 [27], the parallel 
Parsec Benchmark suite [28] and the concurrent matrix 
multiplication program [29]. SPEC 2006 is a commonly used 
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benchmark for evaluation of single and multiprogram 
workloads; the Parsec Benchmark suite is used to evaluate the 
performance for parallel workloads and the concurrent matrix 
multiplication program is used to evaluate the performance of 
concurrent workloads. A brief description about the three sets 
of benchmarks/ programs is given in the following 
subsections. 

1) SPEC 2006 Workload  
The first set of experiments are conducted to evaluate the 

effect on the performance of SPEC 2006 [27] benchmark 
programs when run on multicore processor with various 
configurations of the built-in hardware prefetchers. Since 
SPEC 2006 benchmarks are not inherently parallel, multiple 
copies of each benchmark are run in parallel as a 
multiprogram workload to keep all cores busy and observe the 
results with and without prefetchers. Most of the runs are 
reportable runs [27] and the results of reference input set is 
used to perform the analysis. The experiments performed on 
the example platform took between 9 to 19 hours each and in 
some cases, it was even higher. In case of multiprogram 
workloads, the time taken was up to 31 hours for complete 
execution.  

2) The Parallel Benchmarks Suite 
The Princeton Application Repository for Shared Memory 

Computers (PARSEC) is a parallel benchmark suite that is 
suitable to evaluate multicore processors [28]. It consists of 13 
benchmark programs taken from several different application 
domains including financial analysis, animation, data mining, 
computer vision, etc. These are diverse and emerging 
multithreaded workloads focusing on desktop and server 
applications that are expected to be the eventual workloads for 
multicore processors. The number of threads of each program 
can be adjusted depending on the number of cores and the 
application requirements. A detailed description of the design 
and implementation of this benchmark suite is given in [30]. 
However, a brief description is given below. 

Both current and emerging workloads from recognition, 
mining and synthesis (RMS) application areas are represented 
in this benchmark suite. Each of the applications has been 
parallelized fulfilling the requirements of multithreaded 
applications that can be run on parallel architectures like 
multicore processors. Using parallelization models of 
Pthreads, OpenMP and Intel TBB, these programs provide 
portability for various types of platforms. Some of the 
programs present in the suite are dedup, blackscholes, facesim, 
fuidanimate, etc., taken from the application areas of computer 
vision, data mining, visualization, media processing, 
animation, financial analysis, etc. Six different input sets with 
different properties are defined for each workload that can be 
used with variable number of threads. Out of the input sets of 
test, simdev, simsmall, simmedium, simlarge and native, the 
native input set is the largest and is closest to the actual inputs. 

All 13 benchmark programs are run with the native input 
set using single thread and n threads, where n is chosen to be 
the number of cores for each of the experiments. A more 
detailed description about the use of this benchmark suite can 
be found in [31].   

3) Matrix multiplication program 
The third test program is the parallel matrix multiplication 

program. This program has been parallelized to run on 
multicore processors using SPC3PM (Serial, Parallel and 
Concurrent Core to Core Programming Model [29]), an 
algorithm developed at NED University by Ismail et al. for 
parallelization of programs. This programming model allows 
the user to specify any number of cores depending on the 
amount of parallelism and the available resources. More 
details about the model and algorithm can be found in [29].   

B. The Experimental Platforms  

Most of the experiments were conducted on a platform 
based on the 4-core Intel Core2 Quad processor running 
OpenSUSE 11.1 Linux 2.6.27.7 operating system. The main 
features of this machine are summarized in Table I as Platform 
No. 2. Both integer and floating point programs of 
SPECCPU2006 benchmark suite [27] and the Parsec 
Benchmark suite [28] were run on this platform using various 
combinations of the four built-in prefetchers per core in the 
multicore processor. A detailed description of the four 
prefetchers per core and a description of the Model Specific 
Register (MSR) to control them are given in the Intel Software 
Developers Manual [26].  

Some experiments were also conducted on a 2-core and an 
8-core machine to examine and validate some of the results 
obtained from the main platform. The salient features of these 
platforms are also listed in Table 1 as platform Nos. 1 and 3 
respectively. The results of experiments conducted on 
platforms 1 and 3 are used as additional data for validation and 
testing of results and only a summary of the results are 
presented. The platform chosen to run the third test program is 
the dual-core Intel Xeon processor X5670 Series based 
SR1600UR server system having 24 cores. Other salient 
features of this platform are also listed in Table I as the 
specifications of platform No. 4.  

C. Prefetchers in the main Experimental Platform 

The example platforms 1 to 3 that are used to conduct most 
of the experiments in this study have four prefetchers per core, 
each performing the function of prefetching a specific set of 
information [26]. A brief description of the  four  hardware 
prefetchers in the experimental platforms is given in the 
following paragraph. 

 The Instruction Prefetcher (IP), referred to as pf4 in 
this paper, prefetches instructions in the L1 instruction-
cache based on branch prediction results.  

 The Adjacent Cache Line (ACL) prefetcher, referred to 
as pf2, prefetches the next matching block in a cache 
block pair in to L2 cache.  

 The Data Cache Unit (DCU) prefetcher, referred to as 
pf3, observes and detects the number of accesses to a 
specific cache block for a predetermined period of time 
and prefetches the subsequent block in the L1 D-cache. 

 The Data Prefetch Logic (DPL) prefetcher, referred to 
as pf1, functions similar to the DCU prefetcher, except 
that the blocks are prefetched in L2 cache after it 
detects accesses to two successive cache blocks.  
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TABLE I.  SPECIFICATIONS OF EXPERIMENTAL PLATFORMS 

Each of the four prefetchers can be selectively enabled/ 
disabled by putting On/Off individual bits in the Model 
Specific Register (MSR) number 0x1A0h present in each core. 
This register can be accessed and the corresponding bits can 
be manipulated using assembly-level instructions. The tool 
used to manipulate the register bits for these experiments is 
msr tools [32] available as free software. In addition to 
hardware prefetchers, prefetch instructions are also provided 
in all current generation processors that can be used to 
program prefetching of data through software prefetching. It 
may be noted that the experimental platform No. 4 does not 
allow selective enabling/ disabling of its hardware prefetchers. 
It only allows all prefetchers to be either enabled or disabled.  

The following paragraphs summarize the results of the 
experiments performed after selective enabling/disabling of 
prefetchers and the effect it has on the performance of 
multicore processors. 

IV. RESULTS AND ANALYSIS 

Table II gives a summary of the experiments conducted to 
deduce the following results on the main platform (platform 
2). A number of experiments that were conducted on platforms 
1, 3 and 4 are also discussed in this section (not given in Table 
II). 

A. Benchmarks and Measurement Metrics  

The experiments were conducted by running all 29 
SPECCPU2006 programs comprising of 12 integer 
benchmarks and 17 floating-point benchmarks, all 13 

programs of Parsec Benchmark suite Version 2.1 and the 
concurrent matrix multiplication program. The effect of the 
use of prefetch inhibiting techniques on the overall 
performance of benchmark programs is illustrated through 
column charts. In addition, collected data is also presented in 
the form of tables that give more accurate information. Two 
separate sections present the results of SPEC2006 benchmarks 
as single program and multiprogram workloads. A third 
section presents the results of parallel benchmarks. 

Some of the terms that shall be used to explain the results 
in this paper have been taken from [13] and are discussed here 
briefly.  An application is said to have cache locality if the 
number of L2 cache hits per 1000 instructions is greater than 
five. If the L2 cache miss is greater than 1 per 1000 
instructions (MPKI – Miss Per Kilo Instructions), the 
application is referred to as memory intensive. If the   
improvement in performance when a prefetcher is used is 
greater than 10% compared to no prefetching, the application 
is said to be prefetch sensitive.  

B. SPEC CPU 2006 Results 

 Results of experiments 1 to 16 that were conducted with 

various prefetcher options are presented in this section. 

1) SPEC CPU 2006 as Single Program Workload  
Experiments 1 to 4 and 9 to 12 were conducted by using all 

SPEC programs as single program workload with various 
prefetcher options.  

2) SPECint as Single Program Workload 
In experiments 1 to 4, use of prefetchers mostly proved to 

be beneficial, because all resources were utilized by only a 
single core as SPEC benchmarks are not inherently parallel. 
Fig. 1 shows the performance in terms of execution time for 
SPECint 2006 benchmarks executed with and without the 
built-in hardware prefetchers in each of the cores. A number 
of experiments were conducted using various configurations 
of on-chip hardware prefetchers. Four of these experiments are 
listed in Table II. The data collected from the experiments is 
presented in Table III. An overall average degradation of 
14.4% is observed in 10 out of 12 integer benchmarks when 
the DPL (pf1) prefetcher is disabled. This is because 
prefetching in L2 is more beneficial for most of the 
applications. The highest degradation of 54% is observed in 
libquantum benchmark. Since this benchmark consists of a 
library of software that simulates a quantum computer, it is 
expected to be prefetch sensitive and benefits most from any 
kind of prefetching mechanism. The other benchmark 
programs that are prefetch sensitive are mcf, sjeng and 
xalancbmk. Two of the benchmarks, namely, hmmer and 
omnetpp give better performance when the prefetcher is off, 
with hmmer giving an improvement of 7.3%. This is because 
hmmer is database search software that searches for a gene 
sequence.  

The experiments were again conducted by disabling two of 
the four prefetchers and a different set of results were obtained 
(experiment 3). When both DPL (pf1) and ACL (pf2) 
prefetchers are disabled, there is an average degradation of 
13.5% in only 3 out of 12 integer benchmarks and 9 
benchmark programs show an average improvement of 8.4%. 
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Fig. 1 Execution time of single copy of SPECint 2006 Benchmark programs 

with various prefetcher configurations 
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The highest degradation of 34.6% is observed in libquantum 
program because of the reasons mentioned before. The hmmer 
program shows the highest improvement of 22.6%. 

When all four prefetchers are disabled (experiment 4), the 
benchmarks show degradation in almost all SPECint programs 
with an average degradation of about 14%, with libquantum 
program suffering from the highest degradation of 84%. The 
reason for this behaviour has already been mentioned before. 
Only one of the programs namely, hmmer shows an 
improvement of 11% when all the four prefetchers are off,  
because it does not benefit from prefetching. 

The results show that prefetchers are beneficial for single 
SPECint programs in multicore processors. Most of the 
applications benefit from prefetchers because the interference 
between demand and prefetch requests is not significant as 
only a single core generates prefetch and demand requests. 

a) SPECfp as Single Program Workload 

The results of SPECfp benchmarks are shown in Fig. 2 
(experiments 9 to 12). Compared to the integer benchmarks, 
only 6 out of 17 floating-point benchmarks suffer from an 
average degradation of 6.1% in performance when the DPL 
(pf1) prefetcher is disabled. There is only one SPECfp 
benchmark that is prefetch sensitive, namely bwaves which 
suffers from the highest degradation of 19.8%. bwaves is a 
computational fluid dynamics software that simulates blast 
waves in three dimensions. Such software tends to benefit 
from prefetching. An average improvement of 6.4% is 
observed in 10 out of 17 floating point benchmarks with as 
high as 13.9% improvement observed in povray benchmark 
program. This is an image rendering software that uses ray 
tracing to visualize an object. 

TABLE II.  LIST OF EXPERIMENTS WITH DIFFERENT PREFETCHER 

OPTIONS ON PLATFORM 2 WITH EXECUTION TIME 

The ray tracing programs do not benefit from prefetching. 
As a result of experiment 11, the behaviour of floating point 
benchmarks remains almost the same as with one prefetcher 
disabled, with only a small change that can be observed from 
Fig. 2. 

When all the four prefetchers are disabled, 8 out of 17 
benchmark programs suffer from an average degradation of 
17% with the highest degradation of 31% seen in GemsFDTD 
program. This program benefits from prefetching because it is 
a computational electromagnetic application that comprises 
mostly of loops. All the above results indicate that there is 
anomaly even when a single copy of benchmarks is run and 
different applications show different behaviour with or 
without the use of prefetchers. Moreover, floating point 
benchmarks mostly perform better when prefetchers are 
disabled selectively as compared to integer benchmarks. A 
closer examination reveals that most of the SPECfp programs 
are not prefetch sensitive. 

Benchmark Execution 

Mode 

Experi-

ment No. 

Prefetcher 

option 

Execution 

Time in 

seconds 

SPECint 

Single 

Program 

Workload 

1 All Enabled 32400 

2 DPL=Disabled 35520 

3 DPL+ACL= 

Disabled 

31200 

4 All Disabled 35280 

Multi-program 

workload  

(4-copies) 

5 All Enabled 44400 

6 DPL= Disabled 43860 

7 DPL+ACL = 

Disabled 

47040 

8 All Disabled 46380 

SPECfp 

Single 

Program 

Workload 

9  All Enabled 72120 

10 DPL=Disabled 70140 

11 DPL+ACL = 

Disabled 

69960 

12 All Disabled 70680 

Multi-program 

Workload  

(4-copies) 

13 All Enabled 104400 

14 DPL=Disabled 104520 

15 DPL+ACL= 

Disabled 

106320 

16 All Disabled 112440 

PARSEC 

Benchmarks 

Single Thread 

Workload  

17 All Enabled 6840 

18 DPL=Disabled 6780 

19 ACL =Disabled 7020 

20 IP =Disabled 6600 

21 All Disabled 7560 

Multiple 

Thread 

Workload  

(4 threads) 

22 All Enabled 3480 

23 DPL=Disabled 3720 

24 ACL=Disabled 3960 

25 IP=Disabled 3360 

26 All Disabled 3720 
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Fig. 2 Execution time of single SPECfp 2006 Benchmark programs 

with different prefetcher configurations 
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Fig. 3 Comparison of execution time of SPECint programs as single 

and multiprogram workloads on an 8–core machine (Platform No, 3) 

 

TABLE III.  EXECUTION TIME OF SPEC2006 PROGRAMS AS SINGLE 

PROGRAM WORKLOADS  

 

3) SPEC CPU 2006 as Multiprogram Workload  
In this section, we present the results of experiments 5 to 8 

and 13 to 16, which were performed by running SPEC 
programs as multiprogram workload to keep all cores busy. 
Although multicore processors are more useful and powerful 
for parallel workloads, most of the software that runs on these 
processors today is not parallel. For all such software, the 
main advantage that can be gained with multicore processors 

is higher throughput. Hence, studying the behaviour of 
multicore processors for multiprogrammed workload is also as 
important as for parallel workloads.  

It was observed during these experiments, that there is a 
large increase in execution time with multiprogram workload. 
This is because a large number of memory requests, including 
demand and prefetch requests share the same limited 
bandwidth of the processor memory interface. The amount of 
memory required to run the programs also increases. In case of 
mcf, one of the integer benchmarks, the program becomes very 
slow and its progress almost stops on our experimental 
platforms because of the heavy usage of memory. This 
program is therefore not included in these measurements. For 
all other programs, the interference caused by multiple 
requests result in an overall degradation in performance as 
compared to the single program run on multiple cores. The 
execution time on the 4-core machine increases by an average 
of 50% for all integer benchmarks with the highest increase of 
200% in the libquantum benchmark program. In case of 
floating-point benchmarks, multiprogram workload increases 
the execution time by almost 74% over the single program 
execution time, with the highest increase of 206% in the lbm 
benchmark program. In such a scenario it would not be fair to 
compare the performance of benchmarks when a single 
program is run with the performance of multiprogram 
workload with and without hardware prefetchers. The 
comparison is therefore made when a single program is run 
with and without prefetchers and when multiprogram 
workload is run with and without the hardware prefetchers. 

The performance further degrades when multiprogram 
workload executes on an 8-core machine. The 8-core machine 
is an i7-based computer and the architecture of cores is similar 
to that of our main experimental platform. The gap between 
the execution time of single program and multiprogram is 
much wider than that of the 4-core machine. The average 
degradation in performance for 8-copies of integer 
benchmarks as compared to a single program run on the same 
machine is 150%, with libquantum suffering from the highest 
degradation of 490%. Fig. 3 shows the comparison of 
execution time of each SPECint benchmark program. When 
floating point benchmarks are run as multiprogram workload, 

Benchmarks Execution Time (in seconds) of Benchmark 

programs with selective enable/ disable of on-

chip Prefetchers 

 All  PFs 

enabled 

pf1 

disabled 

pf1+pf2 

disabed 

All PFs 

disabled 

Perlbench 670 728 644 712 

bzip2 874 951 776 923 

Gcc 652 684 601 692 

mcf 679 778 686 849 

gobmk 852 907 767 896 

hmmer 866 803 670 768 

sjeng 855 1085 895 968 

libquantum 1279 1975 1722 2357 

h264ref 1285 1342 1188 1296 

omnetpp 682 673 633 692 

astar 822 854 810 877 

xalancbmk 486 540 469 531 

bwaves 1124 1347 1283 1334 

gamess 1995 1845 1751 1448 

milc 899 907 904 1060 

zeusmp 1119 1076 1073 1150 

gromacs 1297 1116 1192 900 

cactusADM 2263 2185 2199 2016 

leslie3d 2046 2190 2165 2348 

namd 914 914 915 778 

dealII 752 730 728 686 

soplex 704 756 811 920 

povray 508 437 430 317 

calculix 1938 1808 1894 1759 

GemsFDTD 1768 1770 1822 2319 

tonto 1274 1183 1199 967 

lbm 1204 1170 1140 1197 

wrf 1520 1536 1586 1763 

sphinx3 1720 1685 1576 1802 
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the average degradation as compared to a single program is 
173% with lbm suffering from the highest degradation of 
above 700%. The contention for resources is much higher in 
an 8-core machine because of a higher interference/ conflict 
between demand and prefetch requests giving rise to higher 
execution times. Similar results are obtained on a 2-core 
machine where two copies of benchmarks take much longer to 
execute as compared to a single program on the same 
machine. 

b) SPECint as Multiprogram Workload 

Keeping in view the objectives mentioned in the first part 
of section V.B.2 to compare multiprogram workloads 
separately, Fig. 4 summarizes the performance measurements 
of the benchmarks as a result of experiments 5 to 8. Table IV 
presents the data that were collected from these experiments. 
The increase in execution time is attributed to a number of 
factors including the interference that takes place between the 
demand and prefetch requests generated by all cores. The 
observations from Fig. 4 are summarized in the following 
paragraph. 

Five out of 11 integer benchmarks suffer from an average 
degradation of 1.2% if the DPL (pf1) prefetcher is disabled 
(experiment 6), with the highest degradation of 2.2% observed 
in h264ref benchmark. This is video compression software 
that encodes video streams using two different parameter sets. 
6 out of 11 integer benchmarks show an average improvement 
of 4.4% with the highest improvement of 12% observed in 
omnetpp benchmark. The omnetpp benchmark performs 
discrete event simulation by modelling a large Ethernet 
network on a campus. When both DPL (pf1) and ACL (pf2) 
prefetchers are disabled (experiment 7), 9 out of 11 integer 
benchmarks suffer from an average degradation of 10.7% with 
sjeng suffering from the highest degradation of 16.9%. Almost 
25% of integer benchmarks perform better with an average 
improvement of 6.5%. When all the prefetchers are disabled, 9 
out of 11 benchmark programs degrade in performance with 
an average degradation of 8% and the highest degradation of 
15.2% is observed in bzip2 program. bzip2 is a compression 
software that benefits from pefetching. Two of the integer 
benchmarks improve in performance with an average 
improvement of 10.4%.  

With multiprogram workload, disabling DPL prefetcher 
gives a better performance for most of SPECint benchmarks. 
This prefetcher belongs to L2 cache, which is interfaced to 
main memory. 

a) SPECfp as Multiprogram Workload 

The result of SPECfp programs (experiments 13 to 16) is 
illustrated in Fig. 5 with the data presented in Table IV. When 
the DPL(pf1) prefetcher is disabled, the SPECfp benchmarks 
show an average degradation of 3.3% in 10 out of 17 
benchmarks with the highest degradation of 9% in leslie3d 
benchmark.  This is a computational fluid dynamics program 
consisting of a large number of loops that benefit from 

prefetching. There is an average improvement of 3.3% in 7 out 
of 17 floating point benchmarks with the highest improvement 
of 16% in milc benchmark.  

Almost 71%  SPECfp benchmarks suffer from an average 
degradation of 4.7% when both DPL(pf1) and ACL(pf2) 
prefetchers are disabled (experiment 15), with the highest 
degradation of 10.5% in leslie3d benchmark. On the other 
hand, 5 out of 17 benchmark programs show an average 
improvement of 4.8% with the highest improvement of 17.2% 
observed in milc program. SPECfp gives the best performance 
improvement when the ACL(pf2) prefetcher is disabled with 
an average improvement of 8.2% in all programs. The highest 
improvement of 14.3% takes place in povray program, which 
is a computer visualization program that renders images 
through ray tracing. 

TABLE IV.  EXECUTION TIME OF SPEC2006 BENCHMARKS AS 

MULTIPROGRAM WORKLOADS 

Benchmarks 

Execution Time (in seconds) of 4-copies of 

Benchmark programs with selective enable/ 

disable of on-chip Prefetchers 

All PFs 

enabled 

pf1 

disabled 

pf1+pf2 

disabled 

All PFs 

disabled 

perlbench 817 799 936 882 

bzip2 1131 1144 1315 1303 

gcc 948 908 953 977 

gobmk 1023 1018 1159 1109 

hmmer 950 957 1067 1037 

sjeng 1139 1141 1331 1244 

libquantum 3771 3837 4002 4003 

h264ref 1566 1601 1758 1687 

omnetpp 1247 1098 1094 1037 

astar 1269 1212 1261 1220 

xalancbmk 794 768 825 835 

bwaves 2129 2244 2276 2370 

gamess 2341 2359 2427 2161 

milc 2304 1930 1907 1819 

zeusmp 1416 1445 1516 1498 

gromacs 1430 1437 1474 1303 

cactusADM 2660 2658 2705 2542 

leslie3d 2698 2939 2980 3654 

namd 1131 1121 1137 1053 

dealII  915 951 967 1011 

soplex 1536 1487 1487 1631 

povray 559 564 568 513 

calculix 2232 2227 2221 2184 

GemsFDTD 3042 2984 2971 3301 

tonto 1584 1618 1633 1645 

lbm 3678 3650 3653 3646 

wrf 2001 2124 2120 2650 

sphinx3 2713 2778 2884 3827 

C. Parallel Benchmarks Results and Analysis   

Three sets of experiments were conducted using the 
parallel benchmarks of ‘Parsec Benchmark suite’. The first 
and second set was run on platform number 2 and the third set 
of experiment was run on platform 3. The results are presented 
in the following paragraphs. 
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Fig. 4 Execution time of SPECint 2006 Benchmarks as multiprogram workloads (4-copies) with different prefetcher configurations 
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Fig. 5 Execution time of SPECfp 2006 Benchmarks as multiprogram 

workload (4-copies) with different prefetcher configurations 
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Fig. 6 Execution time of PARSEC Benchmarks with single thread and 

different prefetcher configurations 

 

 

1) Parsec Benchmarks with Single Thread 
Experiments 17 to 21 were performed with single thread 

and various configurations of hardware prefetchers. In 
experiment 18, 7 out of 13 benchmarks perform 9.5% better 
on the average, with the vips benchmark giving the highest 
improvement of 19.6%.  The best results are obtained when 
the IP prefetcher is disabled (experiment 20), giving an 
average performance improvement of 5.3% in 9 out of 13 
programs with the highest improvement of 20.6% in vips 
benchmark program. This is a media processing application 
that applies a series of transformations to an image. Other 
benchmarks that perform better with IP disabled are mostly 
image processing related applications. Fig. 6 gives the 
comparison of execution times when all prefetchers are 
enabled versus the DPL prefetcher disabled versus the IP 
prefetcher disabled respectively.  

2) Parsec Benchmarks with n Threads 
Experiments 22 to 26 were conducted using four parallel 

threads on a 4-core machine and eight parallel threads on an 8-

core 

machine.  As expected, there is an overall improvement in 
execution time with an average speedup of 2.2 over the single 
thread execution time on the 4-core machine with the highest 
speedup of 2.8 in vips benchmark program. Similarly, there is 
an average speedup of 3.3 over a single thread execution time 
on an 8-core machine. Fig. 7 shows the comparison between 
the execution times of Benchmark programs using a single and 
8-threads on the 8-core machine.   

The overall performance improves when prefetchers are 
enabled/ disabled for each of the benchmark programs. The 
best performance is achieved when the IP Prefetcher is 
disabled (experiment 25), where 11 out of 13 benchmark 
programs give an average improvement of 6.4% with the 
highest improvement of 19.3%  in streamcluster program. 
This is a machine learning application that performs optimal 
clustering for a stream of data points. It is a prefetch sensitive 
application that benefits from pefetching into L1 cache. Fig. 8 
gives the comparison of execution time of the benchmark 
programs when all prefetchers are enabled versus the IP 
prefetcher disabled versus all prefetchers disabled. 
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Fig. 8 Execution time of PARSEC Benchmarks with 4-threads on the 

4-core machine (Platform No. 2) 
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Fig. 9 Execution time of Conc. Matrix Mult. program for (a) Fl. Pt. (b) 
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Fig. 7 Execution time of PARSEC Benchmarks with single and 8-

thread on an 8-core machine (Platform No, 3) 

 

D. Concurrent Matrix Multiplication 

 The platform used to run this program did not allow 
select-ive enabling and disabling of hardware prefetchers. This 
platform only allows all the prefetchers to be enabled/ 
disabled. The experiments were conducted by varying the 
number of matrix elements from 100x100, 1000x1000, 
2000x2000 to 10000x10000 for both integer and floating point 
operands and by varying the number of cores from 4, 8, 12 to 
24. Some results of Matrix multiplication program for integer 
and floating point operands on the 24-core platform is given in 
Fig. 9 (a) and (b) respectively. There is a degradation observed 
in all cases when the prefetchers are disabled with an average 
degradation of 6.7% for integer operands and 5.95% for 
floating point operands, indicating that the use of prefetchers 
is beneficial for concurrent matrix multiplication program. 

E. Observations and Analysis 

The results presented in this paper give an insight into the 
effectiveness of hardware prefetching, one of the most 
commonly used cache optimization technique in multicore 
processors. We have carried out a detailed set of experiments 
to estimate the performance with and without the built-in 
hardware prefetchers in multicore processors on a number of 

platforms. Both multiprogrammed and parallel workloads 
were used to study the effect. Two separate subsections briefly 
outline the observations and analysis of multiprogrammed and 
parallel workloads with various combinations of hardware 
prefetchers. 

1) Multiprogrammed Workload 
The results indicate that the effect of prefetching varies 

when an application is run as single program on a multicore 
processor compared to the case when the application is run as 
multiprogram workload. This is mainly because single 
programs suffer from less contention and interference. In 
general, most of the integer benchmarks benefit from 
prefetchers, whereas most of the floating-point benchmarks 
perform better without prefetchers. 

Prefetching may be beneficial for applications that are 
prefetch sensitive. A larger number of integer applications are 
prefetch sensitive as compared to floating-point benchmarks. 
Even among integer applications, very few are prefetch 
sensitive, especially when run as multirpogram workloads. 
This is because the benefits of prefetching are overshadowed 
by the problems caused due to contention for resources and the 
interference between demand and prefetch requests generated 
by all cores. Some of the prefetches may also be useless. 
Prefetch to L1 cache by all cores cause redundant prefetches 
as multiple copies of the same block reside in multiple L1 
caches. This also results in waste of cache space. In addition, 
all applications do not benefit from prefetching and do not 
exhibit the same behaviour for all types of prefetching. 
Database applications, image rendering through ray tracing, 
data mining applications and some image processing 
applications are some of the example areas that perform better 
with selective disabling of prefetchers.  

The floating point benchmarks demonstrate a different 
behaviour pattern as compared to integer benchmarks. Most of 
these benchmarks perform better without prefetchers, 
especially when ACL prefetcher is disabled. 

Another aspect that was explored was the performance of 
multicore processors for multiprogram workload. There is a 
significant increase in execution time as compared to single 
program workload. The average increase is 50% for a 4-core 
machine (4-copies) and 150% for an 8-core machine (8-
copies) for SPECint benchmarks. Similar results are obtained 
for SPECfp benchmarks. The main reason attributed to this 
behaviour is the large amount of contention for resources, 
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which increases with the increasing number of cores. The 
proposed solution to this problem is that there should be a 
proportional increase in resources with the increase in the 
number of cores. This includes memory capacity, bandwidth 
of the interface between processor and memory and other 
components of the computer, as in case of conventional 
mutiprocessors. This is not what is observed from the 
architecture of multicore-based computers. Even though it 
may be possible to write fully parallel software that 
concurrently uses all cores of a multicore processor, the 
performance may not be as good as expected because of the 
above-mentioned reasons.  

2) Parallel Workload 
Since most of emerging applications for multicore 

processors are parallel workloads, the results obtained from 
these experiments are significant. When all prefetchers are 
enabled, average speedup of 4-threads execution is 2.2 over 
single thread execution (experiments 17 and 22).  The speedup 
improves for most of the applications when the hardware 
prefetchers are manipulated. For example, the highest speedup 
of 3.1 is obtained when all prefetchers are disabled and vips 
program is run with four threads on the four-core machine 
(experiment 26). The main reason for this improvement is that 
there is less contention and interference among threads when 
prefetchers are disabled. The prefetch sensitive parallel 
benchmarks degrade in performance when hardware preftchers 
are disabled. For example, freqmine degrades in performance 
when prefetchers are disabled. This is a data mining 
application that identifies frequently occurring patterns in 
transaction databases. Fig. 8 gives an insight about other 
programs in this benchmark suite. 

The use of prefetchers is beneficial for matrix 
multiplication program. The performance is better with 
prefetchers enabled because this is a data intensive application 
where the data access pattern is regular and predictable. 
Prefetching is considered to be suitable for such applications. 
The performance improves proportionately with the increase 
in the number of threads/ cores.  

V. CONCLUSIONS  

The role of hardware prefetchers have been exploited to 
examine their effectiveness in multicore processors with the 
goal of improving the overall system performance. Due to 
heavy sharing of on-chip resources including cache memory, 
there is degradation in performance when prefetchers are used 
aggressively, especially with multiprogram and parallel 
workloads.  

The prefetchers need to be selectively enabled/ disabled 
depending upon the nature of the application and the type of 
prefetching. The selective use of prefetchers can control the 
interference of prefetch requests which interfere with demand 
requests due to extensive sharing of bandwidth at all levels of 
memory hierarchy and to the cache pollution caused due to 
useless prefetches. This results in better overall performance, 
thus effectively reducing the processor memory speed gap and 
lowering the memory wall. 

Test results based on single program workload, 
concurrently running multiprogram workloads and parallel 

workloads confirm that appropriate enabling/ disabling of 
prefetchers can be used by application programmers to 
improve the execution time of programs. Experimental results 
indicate that database applications, image rendering 
applications, animation and some data mining applications 
perform better when prefetchers are disabled selectively.   
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Abstract—This paper firstly explains the importance of 

assessment management, then introduces two assessment tools 

currently used in the School of Information Technology at 

Deakin University. A comparison of assignment marking was 

conducted after collecting test data from three sets of 

assignments. The importance of providing detailed marking 

guides and personalized comments is emphasized and future 

possible extension to the tools is also discussed at the end of this 

paper. 
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I. INTRODUCTION  

Assessment management plays very important role at all 
educational levels. Good aassessment management helps 
educators collect data about students’ learning and their 
performance, as well as informing decisions about classroom 
instruction and curriculum content based on the collected data 
to personalize students’ learning  and maximise the outcomes.  

The assessment process may consist of a number of tasks.  
First, creating assessment material, which can be essays, 
diagrams, drawings, programs, databases, spreadsheets and so 
on; then collecting the submissions after students complete the 
assessment; marking the submissions and recording grades 
before delivering feedback and results back to students. 
Students then review their results and if they feel they have 
been unfairly assessed, they can request a remark and marks 
adjusted accordingly.    

This whole process is time consuming.  Every assessor has 
their own customized methods and opinions of how to do the 
assessment. Also every assessor needs to provide accurate and 
meaningful evaluation feedback to students, which puts a lot of 
pressure on them.  

To meet the assessment needs of both students and staff, the 
following factors should be considered [1]: 

 The criteria for marking must meet the objectives of the 
course. 

 The marking must provide a measure of the learning. 

 The marking should provide effective feedback to the 
student. 

II. BACKGROUND AND RELATED WORKS 

There are many educational software development 
companies and institutions that have been providing solutions 
to improve student achievement. For instance, 

CompassLearning Odyssey [2] provides assessment, 
curriculum, data management, and American state standards 
correlation engine. Its browser-based solution allows 
administrators and teachers to track student, class, school, and 
district data, aggregate and disaggregate the data, and produce 
detailed reports.  

WebQuiz XP, developed by Smartlite [3], can be used to 
create online quizzes, tests, assessments and questionnaires. A 
custom explanation message can be shown if a wrong answer is 
chosen; users can even set a different message according to the 
answer given. WebQuiz XP also supports surveys or 
psychological tests, where questions do not have correct 
answers; this way, it can be used to collect data and display 
statistics. 

Deakin University has been using WebCT Vista [4] as its 
primary on-line learning environment, called Deakin Studies 
Online (DSO) for a few years. Recently it is changed to 
Desire2Learn [5], called CloudDeakin. Both these learning 
environments are powerful teaching and learning platforms 
providing discussions, whiteboard, content reuse, performance 
reporting, on-line quizzes, easy-to-manage gradebook and 
assignment tools, etc. However, very few backend tools are 
available for assessment management in the WebCT Vista or 
Desire2Learn environmenst. They do not meet the many varied 
assessment needs of education today, such as creating a 
detailed marking guide, or returning students a result report 
with detailed comments and statistical information about the 
whole assignment.   

For instance, in the School of Information Technology, 
students are usually required to submit their assignment 
attempts in electronic form. CloudDeakin provides dropboxs 
and a simple rubric editing/marking interface. But the majority 
of marking is still a manual process. As far as the authors are 
aware, many academics, especially in the mathematics 
discipline, simply download assignments from CloudDeakin, 
print them out, mark on paper and return to students. 
Alternatively they demand hard-copy submissions. Others may 
mark via the CloudDeakin provided interface directly, which is 
all right to provide comments, but it is hard to integrate a 
detailed marking guide or statistical information in the returned 
assessment report. Even using the rubric functionality in 
CloudDeakin has limitations. It is rather basic with only one 
grading scale accommodated across all marking criteria.  

Some Computer Assisted Assessment tools support the 
creation of online quizzes with answersr but do not provide the 
functionality or flexibility that we expect and need for effective 
reporting of feedback to students, especially the integration 
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with CloudDeakin. Colleagues in the School of Information 
Technology, Deakin University have developed two 
assessment tools, Markers Assistant (MA) [6] and On-line 
Grades System (OGS) [7].  

The objectives of both these tools are to reduce the amount 
of time spent on administrative tasks associated with marking, 
increase the range of feedback that can be easily delivered to 
students, and provide an easy interface to access online 
submissions as well as deliver marks and feedback to students, 
thus allowing more time to be spent on working one-to-one 
with students to achieve good results. 

III. ASSESSMENT TOOLS COMPARISON 

In the following sections, we briefly introduce these two 
tools (Markers Assistant and On-line Grades System) and then 
use SIT104 Introduction to Web Development assignment 
marking as a case study to compare these assessment tools 
against the above assessment criteria. Conclusions and 
recommendations are also given at the end of this paper. 
SIT104 is a core unit in the Bachelor of Information 
Technology. Students generally complete this unit in the 
second half of their first year of study. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. Markers Assistant 

Markers Assistant (MA) [6] is a Windows based 
application developed to provide a flexible method of 
managing, assessing and delivering results to small and large 
numbers of students.  It is designed to automate as many 
components of the marking process as possible, whilst 

maintaining and improving the assessment feedback to the 
students within a reasonable timeframe [1]. It can:  

1) provide automation that retrieves student submissions 

and presents them via a predetermined application 
Individual students are identified by information such as 

student number or ID and an associated email address if results 
are to be delivered via email.  Students can be found either by 
identifying them in a drop down menu via there ID or email 
address. A predetermined application is triggered automatically 
based on the format of the submission.  

2) provide a flexible marking guide GUI that only requires 

the identification of the criteria and/or assessment of an item’s 

value 
The marking guide is displayed in the form of checkboxes 

and is organised in a hierarchical configuration where high 
level criteria must be met before other items within that criteria 
are considered, as shown in Fig. 1.  

3) automate the calculation of results within the 

application 
Each time a checkbox is ticked the marks are adjusted 

accordingly.  Comments can be added, edited or deleted against 
an individual item in the marking guide or as a general 
comment that relates to the submission as a whole.  All 
comments entered are stored in a general repository and can be 
reused for a another student if required.   

4) provide facilities to deliver student results via email 
When the marking is complete, all results can be emailed to 

the students or exported in a file format that is recognised by 
WebCT or Desire2Learn.   

5) provide facilities to collate final marks summaries 
The result report is a text file containing the assessment 

criteria and the associated mark the student received for each 
item in the criteria.  Any comments relating to the assessment 
are also included, as shown in Table. I. It also provides result 
summaries of all assessment performed, which is not possible 
in traditional methods of assessment. MA enables the following 
statistics [1]:  

Marks summaries for each student: 

 criterion mark;  comment adjustments; total marks 

Statistics for all students: 

 number of students; number of students marked; 
number of zero marks; number of full marks; average 
mark; maximum mark; minimum mark    

Item Statistics: 

 item no; attempted; not attempted; average mark; 
description 

Comments for all students: 

 frequency 

This analysis data helps students gain a better 
understanding of their strengths and weaknesses as well as 
provide them with an overview of all items within an 
assessment (Table. II). 

 

 

Fig. 1. Example MA marking guide 
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TABLE I.  EXAMPLE ASSESSMENT REPORT 

SIT104 -Assignment 1 Marking Guide 

Legend: 

  # - Comments have been made, refer to SPECIAL COMMENTS by 

selecting the link 

 

 
Submission . 
     URL correctly specified  3/3  

     All copied images / text referenced if any  0/5  

     Files uploaded and permissions set correctly  3/3  

Web Pages . 

     Information pages  2/2  

     Contact pages  0/3  

     Product descriptions and pages . 

         Adequate categories of products (>=2) /  products in 

each category (>=2)  
4/4  

         Products appropriately displayed and described  4/4  

     FAQ/Help pages  0/3  

     Disclaimer page appears on each page  2/2  

     Forms . 

         Order Form . 

             Appropriate  form controls used  4/4  

             Form Fields positioned appropriately  3/3  

         Search Form . 

             Appropriate  form controls used  0/4  

             Form Fields positioned appropriately  0/2  

     Web pages resize appropriately in browser  5/5  

Navigation . 

     Navigation clear  2/2  

     Navigation consistent  2/2  

     Navigation complete  1/2  

HTML . 

     Correct selection and use of HTML Tags  10/10  

     valiated HTML Tags  5/5  

     HTML well structured  3/3  

     HTML commented  2/2  

Style Sheets . 

     Style sheets / styles included  3/5  

     Appropriate styles used  2/2  

Meta Tags . 

     Meta Tags Included  2/2  

     Appropriate Meta Tags used  2/2  

Original Images . 

     Images uploaded and correct preferences set  3/3  

     Images formatted/ resized  3/3  

     Relevant images used  2/2  

Colors . 

     Suitable colors used  2/2  

     Consistent use of color  2/2  

Fonts . 

     Font size and color suitable  2/2  

     Consistent use of Fonts  2/2  

 
Sub Total 80 

 
General Comments and Adjustments  

1. You should have demostrated the use of images by using 

more than 2  
0 

 
Adjustments Sub Total 0 

 

Total Mark 
80 (Out of 100) 

 

12.00 (Out of 15.00%)  
 

SPECIAL COMMENTS 

Refer to the following for explanations on why you may have lost marks 

for individual items within the marking guide. 

 

6) Enable all data collected to be saved and retrieved via 

a project file 
Backup projects are automatically created in the 

background, as each student is marked and backup projects 
saved when the application is closed.   

TABLE II.  EXAMPLE STATISTICS DATA 

------------------ Project Statistics ------------------------- 

Number of students             : 210 

Number of students marked      : 210 

Number of students NOT marked  : 0 

Number of zero marks           : 45 

Number of full marks           : 32 

Highest mark                   : 100 

Lowest mark                    : 0 

 

Average mark                   : 68.05/100 

Average mark (no zero's)       : 86.61/100 

Variance (no zero's)           : 178.20 

Standard Deviation (no zero's) : 13.35 

 

------------------ Item Statistics ----------------------------------------------- 

Item | Attempted | Not Attempted | Avg      | Avg (no zero's)| Description 

---------------------------------------------------------------------------------- 

 1   | 155       | 55            | 2.21/3   |       2.82/3   | URL correctly specified 

 2   | 91        | 119           | 2.12/5   |       2.70/5   | All copied images / text 

referenced if any 

 3   | 155       | 55            | 2.20/3   |       2.79/3   | Files uploaded and 

permissions set correctly 

 5   | 153       | 57            | 1.45/2   |       1.84/2   | Information pages 

 6   | 150       | 60            | 2.13/3   |       2.72/3   | Contact pages 

 8   | 143       | 67            | 2.70/4   |       3.43/4   | Adequate categories of 

products (>=2) /  products in each category (>=2) 

 9   | 144       | 66            | 2.67/4   |       3.39/4   | Products appropriately 

displayed and described 

 10  | 141       | 69            | 2.00/3   |       2.54/3   | FAQ/Help pages 

 11  | 156       | 54            | 1.43/2   |       1.82/2   | Disclaimer page appears 

on each page 

 14  | 122       | 88            | 2.26/4   |       2.87/4   | Appropriate form 

controls used 

 15  | 122       | 88            | 1.70/3   |       2.16/3   | Form Fields positioned 

appropriately 

 17  | 114       | 96            | 2.17/4   |       2.76/4   | Appropriate  form 

controls used 

 18  | 114       | 96            | 1.09/2   |       1.38/2   | Form Fields positioned 

appropriately 

 19  | 164       | 46            | 3.90/5   |       4.96/5   | Web pages resize 

appropriately in browser 

 21  | 152       | 58            | 1.42/2   |       1.81/2   | Navigation clear 

 22  | 151       | 59            | 1.42/2   |       1.81/2   | Navigation consistent 

 23  | 150       | 60            | 1.42/2   |       1.81/2   | Navigation complete 

 25  | 165       | 45            | 7.84/10  |       9.98/10  | Correct selection and 

use of HTML Tags 

 26  | 77        | 133           | 1.83/5   |       2.33/5   | valiated HTML Tags 

 27  | 165       | 45            | 2.36/3   |       3.00/3   | HTML well structured 

 28  | 161       | 49            | 1.53/2   |       1.95/2   | HTML commented 

 30  | 157       | 53            | 3.69/5   |       4.69/5   | Style sheets / styles 

included 

 31  | 159       | 51            | 1.51/2   |       1.93/2   | Appropriate styles used 

 33  | 163       | 47            | 1.55/2   |       1.98/2   | Meta Tags Included 

 34  | 161       | 49            | 1.53/2   |       1.95/2   | Appropriate Meta Tags 

used 

 36  | 156       | 54            | 2.22/3   |       2.83/3   | Images uploaded and 

correct preferences set 

 37  | 158       | 52            | 2.26/3   |       2.87/3   | Images formatted/ 

resized 

 38  | 156       | 54            | 1.49/2   |       1.89/2   | Relevant images used 

 40  | 163       | 47            | 1.55/2   |       1.98/2   | Suitable colors used 

 41  | 162       | 48            | 1.54/2   |       1.96/2   | Consistent use of color 
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 43  | 162       | 48            | 1.54/2   |       1.96/2   | Font size and color 

suitable 

 44  | 163       | 47            | 1.55/2   |       1.98/2   | Consistent use of Fonts 

 

B. On-line Grades System 

On-line Grades System (OGS) [7] is a Web based 
application developed to provide an easy way to access 
hyperlink-based assignments, assessing them and delivering the 
results within a browser.   

It is designed to automate hyperlink access, to mark 
assignments via a GUI and to send feedback to students purely 
online. It can:  

1) provide automation that retrieves student submitted 

hyperlinks and presents them in a browser. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Individual students are identified by an associated email 
address.  Students can be selected from an email address 
selection menu.  

2) provide an easy to use marking GUI that only requires 

the identification of the criterion and assessment value for an 

item after loading a HTML based marking guide. 
Detailed marking guide items are displayed in the form of 

dropdown lists, as shown in Fig. 2. 

3) automate the calculation of results within the 

application 

Each time a dropdown list item is chosen, the mark is 
adjusted accordingly.  Comments can be added, edited or 
deleted at the bottom of the marking guide page.   

4) provide a seperate interface to deliver student results 

online 
When the marking is completed, all results can be viewed 

via a “lookup result” interface by typing the student ID and 
email address.  The result report is a file stored in the 
underlying database containing the assessment criteria and the 
associated mark that the student receives for each item in the 
criteria.  All the comments relating to the assessment are also 
included, as shown in Fig. 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5) enable all data collected to be saved and retrieved via a 

database 
Backup has to be done manually to ensure the marking and 

comments are saved in the database. 

IV. COMPARISON AND CONCLUSION 

To compare these two tools, data was collected relating to 
the first and second assignments in the unit SIT104 
Introduction to Web Development during trimester 2, 2012. 
The first two stages of the second assignment were included in 
the comparison. The unit SIT104 is delivered to students on 
three campuses, on-campus at Geelong (in regional Victoria), 
on-campus at Burwood (suburban campus in Melbourne) and 
off-campus (ie distance education). 

 

 
 

Fig. 2. Example OGS marking guide 

 

 
 

Fig. 3. Example OGS assessment report 
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A. Comparison 

For assignment 1, both the MA and OGS were used to mark 
submissions made by the Geelong on- and off-campus students. 
The MA is used to provide just detailed comments to students 
but not the mark; the actual marking that was distributed to 
students was completed using the OGS.  

For assignment 2 stage 1, the MA and OGS were both used 
for marking all submissions. To maintain consistency, only the 
OGS results were released to students, together with the 
comments created in MA.  

For assignment 2 stage 2, the OGS is used for marking all 
student submissions. Comments were made as informative as 
possible on each submission in OGS.  

Student feedback was collected via email query, in-class 
and after-class discussion. 

By comparing these three different marking methods and 
feedback from students, the following similarities and 
differences are found: 

 Similarities: 

a) Both of the assessment tools support an easy-to-use 

interface with file loading automation; 

b) Both of the assessment tools automate the calculation 

of results within the application; 

c) Both of the assessment tools support data backup. 

 Differences: 

a) MA results are sent out via email; OGS results can be 

viewed online; 

b) MA backups results in .txt file; OGS stores all the 

data in a database;  

c) MA receives positive feedback on detailed marking 

criteria and personalised comments on each item; 

d) MA receives positive feedback on providing results 

summaries and statistics information;    

e) OGS’s marking guide is considered somewhat 

“vague” and needs to be refined;  

f) Well commented OGS marking results receive near 

“zero” marking complaints; 

g) Although MA’s comments can be reused, there is a 

low limit on the size of the comment editing field, whereas 

OGS provides enough text area to accommodate long 

comments; 

h) OGS does not require additional training once the 

assessment environment is setup; MA requires additional 

training because of the availability of more powerful 

functionality.     

B. Conclusion 

The marking guide identifies the expectations of the 
assessment and the marks provide a measure of the student’s 
success in meeting the expectations.  In addition to the marking 
guide, it would be better to provide information for each 
marking item which explains what the expectation of each item 
is.   

It was found that when students are given a correct answer 
they would not only identity where they went wrong for 
themselves but also discover what is required or is correct.  
From this point of view, no matter what kind of assessment 
tools we use, providing detailed and informative comments 
also help students improve their learning outcomes.   

According to a recommendation of the University’s 
Teaching and Learning Committee [8], feedback on 
assignments to students should: 

 Be clearly linked to each published assessment criterion 

 Assist learning, reward achievement, provide 
encouragement, explain results and enable students to 
improve their performance 

The evidence provided above also suggests that a well 
written marking guide and informative comments does provide 
meaningful feedback to students.  

V. FUTURE WORK 

The above two assessment tools remove much of the 
complication from assessment by automating many of the 
tedious tasks, which allows assessors to focus on the 
assessment itself rather than the associated administrative 
processes.   

Also the marking guides created using the tools are reusable 
and editable for future assessments.   

Other features that will further improve the supporting 
environments and functionality of the two tools include: 

For MA: 

 Extend the system to allow annotated attachments to the 
results 

 Provide database connectivity 

For OGS 

 Provide facilities to create and edit a marking guide 
within the application 

 Add statistical output. 

By combining the positive features of the two tools, a 
comprehensive, easy to use marking tool can be developed that 
not only minimises the tedious tasks of marking from an 
academic’s perspective, but also provides students with 
comprehensive, detailed feedback that will encourage them to 
learn from their mistakes. 
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Abstract—combining classifiers appears as a natural step 

forward when a critical mass of knowledge of single classifier 

models has been accumulated. Although there are many 

unanswered questions about matching classifiers to real-life 

problems, combining classifiers is rapidly growing and enjoying a 

lot of attention from pattern recognition and machine learning 

communities. For any pattern classification task, an increase in 

data size, number of classes, dimension of the feature space and 

interclass separability affect the performance of any classifier. It 

is essential to know the effect of the training dataset size on the 

recognition performance of a feature extraction method and 

classifier. In this paper, an attempt is made to measure the 

performance of the classifier by testing the classifier with two 

different datasets of different sizes. In practical classification 

applications, if the number of classes and multiple feature sets for 

pattern samples are given, a desirable recognition performance 

can be achieved by data fusion. In this paper, we have proposed a 

framework based on the combined concepts of decision fusion 

and feature fusion for the isolated handwritten Kannada 

numerals classification. The proposed method improves the 

classification result. From the experimental results it is seen that 

there is an increase of 13.95% in the recognition accuracy. 

Keywords—feature selection; feature fusion; decision fusion; 

Curvelet transform; K-NN classifier; data fusion; isolated 

handwritten Kannada numerals; OCR; 

I. INTRODUCTION  

Achieving the best possible classification performance for a 
given problem domain has become the ultimate goal of 
designing the pattern recognition systems. This objective 
traditionally led to the development of different classification 
schemes for any pattern recognition problem to be solved. In 
the recent past, studies have been done to obtain the optimal 
feature set and classifier set.  

Features play a very important role for any pattern 
classification task. A set of bad features can deteriorate the 
performance of a good classifier. With the increase in noise and 
dimensionality, feature selection becomes an essential step.  

A feature that is having too much of confusing 
(contradictory) information than the rest of the set should be 
avoided as these features confuse the classifiers. To reduce the 
noise in the data, features which are weakly correlated to the 
class information should be removed. “Curse of 
dimensionality” is also a big motivation for feature selection. 

Too many features increase the computational time without any 
significant change in the performance during the training phase 
[1]. 

In practical classification applications, if the number of 
classes and multiple feature sets for pattern samples are given, 
a desirable recognition performance can be achieved based on 
these sets of features using data fusion [2]. Fusion strategies are 
mainly classified into information fusion (low-level 
fusion/pixel level fusion), feature fusion (intermediate-level 
fusion), and decision fusion (high-level fusion) [3]. 

Information fusion combines several sources of raw data to 
produce new raw data that is expected to be more informative 
and synthetic than the inputs. Feature fusion deals with the 
selection and combination of features to remove redundant and 
irrelevant features. If two features have similar or nearly 
similar distribution, one of them is redundant. A feature is said 
to be irrelevant if it correlates poorly with the class 
information. The final set of features is fused together to obtain 
a better feature set, which is given to a classifier to obtain the 
final result. Feature fusion is an advancement of information 
fusion. Decision fusion uses a set of classifiers to provide a 
better and unbiased result. The classifiers can be of same or 
different type and can also have same or different feature sets.  

There are different classifiers such as KNN, SVM, ANN 
etc., and a single classifier may not be well suited for a 
particular application. Hence a set of classifiers are merged 
together by various methods to obtain the final output [1]. It 
has been found that a consensus decision of several classifiers 
can give better accuracy than any single classifier [4]. 
Therefore, combining classifiers has become a popular research 
area during recent years. The goal of combining classifiers is to 
form a consensus decision based on opinions provided by 
different base classifiers. Combined classifiers have been 
applied to several classification tasks, for example to the 
recognition of faces, handwritten characters identification, and 
fingerprint verification [5, 6]. 

In this paper we have proposed a framework which 
combines both the concepts of feature fusion and decision 
fusion. First, a feature selection method is presented to find the 
best feature set from a set of features .Next the best feature set 
is applied on two training data sets with different sizes and of 
different complexity to know the effect of the training dataset 
size on the recognition performance of a feature extraction 
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method and the classifier used. After finding the best feature 
set, this feature set is combined with the other feature sets to 
form fused feature sets(union vector).These fused feature sets 
are classified using K-NN classifier and the fused feature set 
with highest recognition accuracy is chosen for the level. 
Lastly, the decision fusion method is used for a better 
classification results. Here, we have applied the proposed 
framework for the recognition of isolated handwritten Kannada 
character recognition. Results are presented using our own built 
handwritten Kannada numeral datasets.  

Over the last few years, extensive research is being carried 
out on Handwritten Character Recognition (HCR) systems in 
the academic and production fields. A Handwritten Character 
Recognition system can either be online or offline. The process 
of finding letters and words present in a digital image of 
handwritten text is called off-line handwritten recognition. A 
number of methods of recognition of English, Latin, Arabic, 
Chinese scripts are excellently reviewed in [7, 8, 9, 10]. A 
HCR system has various applications such as being used as a 
reading aid for the blind, applications involving bank cheques, 
automatic pin code reading for sorting of postal mail. 

A lot of work has been done on the recognition of printed 
characters of Indian languages. On the other hand, attempts 
made on the recognition of handwritten characters are few. 
Most of the research in this area is concentrated on recognition 
of off-line handwritten characters for Devanagari and Bangla 
scripts. From the literature survey it is seen that there is a lot of 
demand for character recognition systems for Indian scripts and 
an excellent review has been done on the OCR for Indian 
languages [11]. A Detailed Study and Analysis of OCR 
Research on South Indian Scripts can be seen in [12]. 

A method for the recognition of isolated Devanagari 
handwritten numerals based on Fourier descriptors has been 
proposed by Rajput and Mali in [13]. Another method 
proposed in [14] involves computing the zone centroid and 
further dividing the image into equal zones. The average 
distance from the zone centroid to each pixel present in the 
zone is computed. The aforementioned process is repeated for 
all the zones present in the image of the numeral. At last, n 
such features are extracted and considered for classification and 
recognition. F-ratio Based Weighted Feature Extraction for 
Similar Shape Character Recognition for different scripts like 
Arabic/Persian, Devnagari English, Bangla, Oriya, Tamil, 
Kannada, Telugu etc can be seen in [15]. 

The key factor in achieving high recognition rate in 
character/numeral recognition systems is the selection of a 
suitable feature extraction method. A survey on the feature 
extraction methods for character recognition is reviewed in 
[16]. 

Curvelet transform is used as one of the feature extraction 
methods in [17, 18, and 19]. Here the curvelet transform 
function is applied on the given image and the coefficients are 
obtained. The obtained coefficients are used in the feature 
vector for that particular image. 

Literature survey shows that the automatic recognition of 
handwritten digits has been the subject of intensive research 
during the last few decades. Digit identification is very 

important in applications such as interpretation of ID numbers, 
Vehicle registration numbers, Pin Codes, etc. In Indian context, 
it is evident that still handwritten numeral recognition research 
is a fascinating area of research to design a robust optical 
character recognition (OCR), in particular for handwritten 
Kannada numeral recognition. 

The paper is organized as follows: in section II, we discuss 
the properties of the Kannada numerals and their complexity. 
Section III deals with generation of handwritten Kannada 
numeral datasets. The need for feature selection is presented in 
section IV. Section V details the proposed methodology used 
for the recognition. The experimental results and discussions 
are shown in section VI followed by the paper’s conclusion in 
section VII. 

II. KANNADA NUMERALS AND THEIR COMPLEXITY 

Kannada or Canarese, the official language of the southern 
Indian state of Karnataka is described as ‘sirigannada’. 
Kannada has now received the Classical Language status in 
India. It has a history of more than 1500 years and is also 
spoken in the neighboring states of Tamilnadu, Andhra Pradesh 
and Maharastra. The expatriate population of Kannada origin is 
also present in USA, Australia, Asia Pacific and Africa. The 
Kannada speaking population is of no more than 70 million. 
The script includes 10 different Kannada numerals of the 
decimal number system as in Table I. 

Kannada characters have more complex structure and 
curved in shape. There are a large number of similar character 
groups (Table II).  

The challenging part of Kannada handwritten character 
recognition is the distinction between the similar shaped 
components. Sometimes a very small part is the distinguishing 
mark between two characters or numerals. These small 
distinguishing parts increase the recognition complexity and 
decrease the recognition accuracy. The style of writing 
characters is highly different and they come in various sizes 
and shapes (Fig. 1). Same character may take different shapes 
and conversely two or more different character of a script may 
take similar shape. Kannada lacks a standard test bed of 
character images for OCR performance evaluation. 

 

Fig. 1. Samples showing the style of writing characters with different size 

and shapes 
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TABLE I.  KANNADA NUMERALS 

Numeral 

Printed sample of 

the numeral 

Handwritten 

sample of the 

numeral 

0  

 

1  

 

2 

 
 

3 

 

 

4 

 

 

5 

 

 

6 

 
 

7 

 

 

8 

 
 

9 

 

 
   

TABLE II.  EXAMPLES OF SOME SIMILAR SHAPED NUMERALS    

Numeral 

 

Handwritten 

sample 

Printed 

sample 

Handwritten 

sample 

Printed 

sample 

0 and 1 

 

 
 

 

 

 

6 and 9 

 

 
 

 

 
 

3 and 7 

 

 
 

 

 
 

      

III. GENERATION OF HANDWRITTEN KANNADA NUMERAL 

DATASETS 

A major obstacle to research on handwriting character 
recognition of Indian scripts is the non existence of 
standard/benchmark databases. From the literature review, it 
can be seen that most of the experimentation is reported on the 

basis of small databases collected in laboratory environments. 
Several standard databases such as NIST, MNIST, CEDAR 
and CENPARMI are available for Latin numerals [20]. But we 
can say to the best of our knowledge that, only two such 
standard databases namely databases for Bangla and 
Devanagiri scripts are available in the Indian Context until 
now. Hence we have made an attempt to create a database of 
our own for the experimentation in reference with [20].    

The handwritten Kannada numeral database consists of two 
datasets, original and synthetic. Each dataset is randomly 
divided into respective training and test sets in the ratio of 8:2. 

A.  Generation of original dataset 

Samples for the database have been collected using plain 
A4 paper and a tabular form designed for data collection 
purpose so that both constrained and unconstrained samples 
could be collected as shown in Fig.2. The only restriction 
imposed on the writers was to write one numeral in one box in 
case of the tabular form. These samples have been collected 
from a wide spectrum of population of various age groups 
which includes students from school and college, housewives 
and employees. Some of the samples were collected from the 
people with no knowledge of the Kannada language.  There 
was no restriction on the type of pen and color of the ink used. 

The collected documents were scanned at 300 dpi using a 
HP flatbed scanner and stored in jpg format. The individual 
numerals were extracted manually from the scanned documents 
and labeled. The images were not size normalized. Thus 100 
different samples of each numeral were created with the total of 
1000 samples. This dataset is considered as the dataset 1 for 
our experimentation. 

B. Generation of Synthetic dataset. 

Hand-printed patterns come from different writers and 
possess great variations. Recognition of hand-printed patterns 
is difficult when compared to machine-printed patterns.    Some 
factors that complicate the recognition process in hand-printed 
character recognition in noise-less situations are discussed in 
[21].Various strategies are followed in a recognition system in 
order to reduce the variability caused due to slant writing. 
Some of them are as follows: 1) the slanted word/character is 
normalized before recognition2) the slant is compensated 
during training process by having a dataset covering as many as 
slant angles as possible 3) slant invariant feature extraction 
method is used. 

In order to increase the dataset size with as many as slant 
angles, we generated synthetic data. Synthetic data was 
generated by subjecting the original data to the two 
transformations namely blurring and rotation, thereby 
increasing their number by a factor of 10[20]. 

In the first step all the samples in the original dataset were 
blurred by applying a Gaussian blurring kernel. Thus, the 
volume of the database was increased by 2(with and without 
blurring). 

In the next step, both the blurred and original images were 
rotated by an angle of -5o,-10o, +5o and +10o. Thus, the volume 
of the dataset was increased five times. Thus the total increase 
in volume was ten times the original number i.e., for each 
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original sample 9 synthetic images were generated (as shown in 
the Fig.3) and hence a total of ten images were obtained for 
each sample taking the total number of samples to 10,000. This 
dataset is considered as the dataset 2 for our experimentation. 

 

Fig. 2. Handwritten Kannada numeral samples (spaced discrete 

unconstrained and constrained handwriting) 

 

Fig. 3. Samples of synthetic data generated for numeral 9 

IV. NEED OF FEATURE SELECTION 

Feature selection is well- known problem and has been 
much explored specially in the areas of data mining and content 
based image retrieval. The problem deals with finding an 
appropriate subset of features from a given set, for some 
particular application domain, to improve the accuracy. This 
involves finding a minimal subset that represents the whole set, 
or to rank the features based on their importance, from the 
overall set. 

Feature selection methods are mainly classified into filter 
method, wrapper method and hybrid method [22].In the filter 
approach, the feature set is evaluated at once which is 
independent of any clustering algorithm or classifier. On the 
other hand the wrapper method calls the clustering algorithm or 
the classifier for each subset evaluation to find the final subset. 
While the filter method is unbiased and fast, the wrapper 
method gives better results for a particular clustering algorithm 
or classifier. Hybrid method is a fusion of both filter and 
wrapper methods. In this paper, we have used the wrapper 
based feature selection method. 

V. PROPOSED METHODOLOGY 

In this section, selection of feature set and recognition of 
isolated handwritten numerals using a framework based on the 
combined concepts of feature fusion and decision fusion is 
proposed as shown in the Fig.4. The proposed method consists 
of three stages. In the first stage, a framework for selection of a 
better feature set is proposed and in the second stage the fused 
feature vector is selected and in the last stage improvement in 
accuracy is shown using decision fusion approach applied on 
the fused feature vector. 

 

Fig. 4. A framework for the improvement of the recognition accuracy based 
on the combined concepts of feature fusion and decision fusion. 

A. Framework for feature selection  

The framework designed for the feature selection has 
various steps described as follows: 

Dataset1  Preprocessing   Feature extraction  
Dimensionality reduction using standard deviation  
Classification  Subset evaluation and selection of final 
feature set  final feature set 

1)  Preprocessing 
Initially the color images were converted to gray scale and 

in turn the gray scale images were converted to binary using 
the global threshold method. Thinning was applied on the 
binary image. Thinning is an image preprocessing operation 
performed to make the image crisper by reducing the binary-
valued image regions to lines that approximate the skeletons of 
the region. Region labeling was then performed on the thinned 
binary image of the numeral and a minimum rectangle 
bounding box was inserted over the numeral. The bounding 
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box image would be of variable size due to different style and 
size of numeral. Hence this image was resized to a 256*256 
and thinning was applied again. These preprocessed samples 
are used in the next stage i.e., feature extraction. 

2) Feature extraction 
The feature extraction technique that we have used to 

extract the features of a numeral is the Curvelet transform. We 
have used the Curvelet Transform because it extracts features 
efficiently from images which contain a large number of C2 
curves (i.e. an image which has a large number of long edges) 
[23]. 

We have applied wrapping based discrete curvelet 
transform using Curvelab-2.1.2, a toolbox implementing the 
Fast Discrete Curvelet Transform, to find the coefficients of 
every 256*256 image in the database. These coefficients are 
used as the feature vectors for those images. In this experiment 
we have used the default orientation and 5 levels of discrete 
curvelet decomposition. Hence for an image of size 256*256, 
curvelet coefficients in five different scales were obtained. 
Thus we have five different feature sets. 

3) Dimensionality reduction using standard deviation 
 The curvelet coefficients obtained for each sample are 

numeric. In this implementation, we have chosen wavelet in the 
finest level of curvelet transform. This is due to the fact that use 
of wavelet reduces the redundancy factor [24]. One subband at 
the coarsest and one subband at the finest level of curvelet 
decomposition are obtained after the application of curvelet 
transform in Scale 1 on the input. The numbers of subbands 
obtained at each level for the other scales of curvelet 
decomposition is different. The number of coefficients obtained 
after application of curvelet transform is very high. Hence if all 
the coefficients obtained are used in the feature vector, the size 
of the feature vector and the time taken for feature vector 
formation increases drastically. Therefore, for extracting the 
best features and also decreasing the size of feature vector for 
each sample, we use standard deviation as the dimension 
reduction technique [23]. 

 The standard deviation of the coarsest and the finest levels 
are calculated first using the equation (1). Then, we calculate 
the standard deviation of the first half of the total subbands at 
each of the remaining scales.  

We consider only the first half of the total subbands at a 
resolution level for feature calculation because; the curvelet at 
angle θ produces the same coefficients as the curvelet at angle 
(θ+π) in the frequency domain i.e. these subbands are 
symmetric in nature. Hence, considering half of the total 
number of subbands at each scale reduces the total computation 
time for the feature vector formation without the loss of 
information of the image. For the finest and the coarsest 
subbands the standard deviation calculated is used directly in 
the feature vector but for the other subbands the sum of the 
standard deviation is calculated and stored in the feature vector. 
It is seen that by applying standard deviation we can reduce the 
features as shown in the Table III. 

TABLE III.  THE REDUCTION IN THE NUMBER OF FEATURES 

Scale 

Obtained number of 

features after applying 

curvelet transform 

Number of features 

obtained after 

applying standard 

deviation  

1 29,241 171 

2 94,777 426 

3 1,64,953 348 

4 1,80,601 322 

5 1,84,985 316 

 

     
 

   
          

    
   

         (1)       

  Where     
 

 
   

 
    , and n is the number of elements in 

the sample. 

4) Classification  
The classifier used in the proposed method is the k nearest 

neighbor classifier [25]. The Nearest Neighbor Classifier is an 
efficient technique to use when the classification problem has 
pattern classes that display a reasonably limited degree of 
variability. It considers each input pattern given to it and 
classifies it to a certain class by calculating the distance 
between the input pattern and the training patterns. It takes into 
account only k nearest prototypes to the input pattern during 
classification. Here, Cityblock measure is used as the distance 
and nearest used as the rule. The decision is generally based on 
the majority of class values obtained by classifying k nearest 
neighbors 

5) Subset evaluation and selection of final feature set 
A subset of features is evaluated based on its recognition 

accuracy i.e., its capability for class separability. The subset 
which gives highest recognition accuracy for the given dataset 
is selected as best feature set for the classification. The scale 1 
feature (subset 1) has the highest recognition accuracy and is 
selected as the final feature set. 

B. Combining classifiers (decision fusion) 

A traditional approach in classification is the use of a single 
classifier, which assigns a class label for each feature vector 
describing the image content. The decision functions produced 
by different classification principles differ from each other. 
This makes the classification accuracy somewhat varied the 
feature patterns obtained from the real world images are non-
homogenous , noisy and overlapping which may cause 
variations in the decision boundaries of different classifiers , 
due to these reasons different classifiers may classify the same 
image in different ways. As the features or classifiers of 
different types are able to complement one another in 
classification performance, the consensus decision of several 
classifiers can yield improved performance compared to 
individual classifiers [26]. 

1) Need for classifier combination 
To improve the accuracy and efficiency of the classification 

system, a multi classifier system is preferred over a single 
classifier due to some of the following reasons like [1, 26]  
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 In certain applications, the volume of data to be 
analyzed is too large to be handled by a single classifier. 
Training a classifier with such a vast amount of data is 
usually not practical. A multi classifier system will be 
an efficient approach, where data is partitioned into 
smaller subsets, trained with different classifiers for 
different subsets and the outputs are combined. 

 A single classifier cannot perform well when the nature 
of features is different. Using multiple classifiers with a 
subset of features may provide a better performance. 

 Another reason for combining classifiers is to improve 
the generalization performance: a classifier may not 
perform well for a certain input when it is trained with a 
limited dataset. Finding a single classifier to work well 
for all test data is difficult. Instead multiple classifiers 
can be combined to give a better output than a single 
classifier. It may not necessarily out-perform a single 
best classifier, but the accuracy will be on an average 
better than all the classifiers. 

2)  Categories of multiple classifier systems 
In a multiple classifier system, it is common that there are 

several base classifiers that are combined using a particular 
classifier combination strategy. It is obvious that a combination 
of base classifiers with identical errors does not improve the 
classification and hence, the base classifiers with decorrelating 
errors are preferred. Consequently, the base classifiers should 
differ from each other in some manner. This type of classifier 
combination can be achieved in one of the following ways: [1, 
26 and 27] 

 Variation of initial parameters of the classifiers: a set of 
classifiers can be created by varying the initial 
parameters, using which each classifier is trained with 
the same training data. For example, in K-NN 
classification, the value of k needs to be selected. By 
using different parameter values, it is possible to obtain 
differently behaving classifier. 

 Variations of the training dataset of the classifiers: multi 
classifier systems can be built by training the same 
classifier with different training datasets. The type of 
training in the two level scheme can be either training 
the individual classifier and applying fusion or by 
training the individual classifier followed by training the 
fusion 

 Variations in the number of individual classifiers used: 
training different types of classifiers like SVM, ANN, 
etc., with the same training dataset. 

 Variations in the architectures: In several kinds of 
classifiers, the architecture can be selected. For 
example, the size of neural networks in the base 
classifiers can be varied. 

 Variations in the feature sets: the base classifiers may 
use separate feature sets as their inputs. These feature 
sets may describe different properties of the object to be 
classified. 

Once the base classifiers have been constructed, it is 
necessary to combine their opinions using some combination 
strategy. Classifier combination strategies are mainly classified 
into classifier fusion and classifier selection. In classifier 
fusion, every classifier is provided with complete information 
on the feature space, and the outputs from different classifiers 
are combined. Every classifier contributes to make a final 
decision whereas in classifier selection methods, every 
classifier is an expert in a specific domain of the feature space 
and the local expert alone decides the output of the ensemble. 
Classifier fusion is further categorized based on the output of 
classifiers and classifier selection is classified into dynamic and 
static classifier selection. 

Some of the different classifier combination strategies are 
[26, 27 and 28]: 

Strategies based on probabilities: These methods are also 
known as fixed combining rules. These strategies utilize the 
fact that the base classifier outputs are not just class numbers, 
but that they also include the confidence of the classifier. 

Voting based strategies: The basic idea behind these 
methods is to make a consensus decision based on the base 
classifier opinions using voting. Hence, the class labels 
provided by the base classifiers are regarded as votes, and the 
final class is decided to be the class that receives the majority 
or most of the votes. The benefit of these methods is that the 
decision can be made solely on the basis of the class labels 
provided by the base classifier. 

Strategies employing the class labels: In addition to the 
voting and the probability-based classifier combination 
methods, various classifier combination methods have been 
proposed that utilize the base classifier outputs in other ways 
than voting. In the most common case, these outputs are the 
class labels given by the base classifiers, though in certain 
cases methods such as probability distributions are employed. 
Some examples of these methods are class ranking, stacked 
generalization, error-correcting output codes. 

C. Feature fusion 

Once the best feature subset is obtained from the original 
set, we can use the derived set or can derive a new feature 
based on two or more of the selected features for the task of 
classification. Based on this concept, there are two existing 
techniques of feature combination: serial and parallel 
combination [2]. 

Feature combination (feature fusion) is the general 
technique where two features    and   are concatenated 
together [2].If m and n are the weights of   and    , 
respectively, then according to the serial fusion, the combined 
feature is             . In parallel combination, a complex 
variable is used to combine the two features into a complex 
feature. The absolute value of the complex feature is taken as 
the final feature. Hence, if m and n are the weights of   and  , 
respectively, then the combined feature is set as       
       .In these cases, the weights m and n can be decimal or 
binary values. In the latter case, 0 as a weight for a particular 
feature denotes that the corresponding feature is discarded, 
while 1 denotes that the corresponding feature is selected for 
the final subset of features [1]. 
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To improve the accuracy we have proposed a method based 
on feature fusion. Here we have used a serial based feature 
combination where the weights of the features are taken as 
1.Features from the selected feature subset is serially combined 
with the features of the other extracted feature subsets to form a 
union vector. For example, selected feature set 1 is combined 
with feature subset 2 to form union vector (1, 2).Similarly, we 
have obtained four such union vectors (1, 2), (1, 3), (1, 4) and 
(1, 5). 

VI. RESULTS AND DISCUSSIONS 

The experiments were carried out in Matlab 7.5.0, on a 64-
bit 2.67 GHz INTEL i5 processor, with 4 GB RAM. The 
curvelet transformation was done using the Curvelet 2.1.2 
toolbox, available from http://www.curvelet.org. The 
morphological operations were performed using Matlab’s 
Image Processing Toolbox. 

The curvelet transform is used to extract the features from 
the numeral samples in the dataset1.All the five different 
subsets of features extracted (scale 1, scale 2…, scale 5) are 
applied on this dataset and classified. The recognition accuracy 
is calculated for each of the scales or the feature subset (as 
shown in Fig.5).The feature subset with the highest recognition 
accuracy is considered as the final or selected feature set for the 
next level of our methodology.  

In our case scale 1 or (subset 1) has a highest recognition 
accuracy of 91% and is selected as the final feature set.  The 
selected feature set (scale 1 features) from the feature selection 
framework is experimented on two datasets with a size of 1000 
and 10,000 samples respectively using K-nearest neighbor with 
Cityblock as the distance measure. We obtained a 91% of 
recognition accuracy for the dataset 1 and 65.65% for dataset 2 
proving that for any pattern classification task, an increase in 
data size affect the performance of any classifier [1]. 

 To improve the accuracy we have proposed a method 
based on the concepts of decision fusion and feature fusion. 
Here we have built a classifier combination based on the 
variation of initial parameters of the classifier. K-NN classifier 
is used to build the multi classifier system. A set of differently 
behaving classifiers can be created by varying the initial 
parameters like K-value, the distance measures in the K-NN 
classifier. 

For our experimentation we have varied the distance 
measure parameter of the K-NN classifier and built the multi 
classifier system. We have applied four distance measures-
Euclidean, City block, Cosine and Correlation to build the base 
classifiers. A feature vector selected as the best features from 
the feature selection process that is scale 1 features (subset 1) 
was given to K-NN classifiers with different distance measures 
.The results of all these classifiers are combined and a vote was 
taken to see the class to which the sample was classified the 
maximum number of times and this was considered as the class 
to which the sample belonged to (plurality voting). 

Multi classifier system built was experimented on the 
dataset2 and from the results we find that there was an increase 
in the accuracy for the dataset2.  

An increase in the recognition accuracy is seen from the 
experimental results as shown in Table IV. 

 

Fig. 5. Recognition accuracy of different feature sets on dataset1 

Next, a method based on feature fusion was used. Features 
from the selected feature set are combined with the features of 
one of the subsets to form a union vector. In our case we have 
obtained four such union vectors (1, 2), (1, 3), (1, 4) and (1, 
5).Using these union vectors, the experiment was repeated on 
the dataset 2(synthetic dataset).Recognition accuracy for each 
of these union vectors is found (as shown in Fig 6).  

Another important observation is that when the 
combination of scales are used for classification, the 
recognition rates appear better for the dataset2 and is the best 
(78.45%) with 0% rejection rate when the scales 1 and 5 are 
used together. One of the reasons of this result can be the using 
of image’s information in different size’s partitions and various 
scales.  An increase in the recognition accuracy is seen from 
the experimental results as shown in Table IV.  

Finally, we combined both the decision and feature fusion 
concepts and came up with a new framework .First we obtained 
the fused feature set which gave the highest recognition rate 
and this fused feature set was given to K-NN classifiers with 
different distance measures. 

The results of all these classifiers are combined and a vote 
was taken to see the class to which the sample was classified 
the maximum number of times and this was considered as the 
class to which the sample belonged to (plurality voting).From 
the results it is seen that there is an increase in the recognition 
accuracy as shown in the Fig.7. 

From the experimental results (Table V), we observe that 
the average time required for the recognition is very less and 
that is in seconds which is not going to affect the efficiency of 
the proposed method. This can be attributed to the fact that the 
entire co-efficient set obtained is reduced using standard 
deviation and this result in dimensionality reduction of the 
feature vector and hence reducing the time taken for 
recognition. 
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TABLE IV.  IMPROVEMENT IN RECOGNITION ACCURACY (%) USING OUR 

PROPOSED FRAMEWORK 

Dataset 

Recognition Accuracy (%) 

Before 

fusion 

After 

decision 

fusion 

only 

After 

feature 

fusion 

only 

After 

feature 

and 

decision 

fusion 

Improvement 

in accuracy 

(%) 

Synthetic 

dataset(data 

set2) 

65.65 70.2 78.45 79.6 13.95 

 

 

Fig. 6. Recognition accuracy of different feature fused feature sets on 
dataset2 

TABLE V.  AVERAGE RECOGNITION TIME 

Dataset 

Average recognition time in seconds 

Before 

fusion 

After 

decision 

fusion 

After 

feature 

fusion 

After 

decision 

and feature 

fusion 

Synthetic 

dataset(data 

set2) 

0.516 11.063 1.855 52.440 

VII. CONCLUSION 

In practical classification applications, if the number of 
classes and multiple feature sets for pattern samples are given, 
a desirable recognition performance can be achieved based on 
these sets of features using data fusion. Data fusion is an ever 
growing field with a wide scope of interdisciplinary research 
over the fields of computer science, mathematics, statistics and 
machine learning. In this paper, we have proposed a framework 
based on the combined concepts of decision fusion and feature 
fusion for the isolated handwritten Kannada numerals 
classification. The proposed method improves the classification 
result. From the experimental results it is seen that there is an 
increase of 13.95% in the recognition accuracy. 

 

 

Fig. 7. Recognition accuracy of fusion methods 
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Abstract—Cognitive Radio Network (CRN) aims to reduce 

spectrum congestion by allowing secondary users to utilize idle 

spectrum bands in the absence of primary users. However, the 

overall user capacity and hence, the system throughput is 

bounded by the total number of available idle channels in the 

system. This paper aims to solve the problem of limited user 

capacity in basic CRN by proposing a 2-tier CRN that allows 

another tier (or layer) of secondary users to transmit, in addition 

to the already existing set of primary and secondary users in the 

system. Markov Models are designed step-wise to map the 

interaction between primary and secondary users in both tiers by 

including suitable traffic distribution models and system 

parameters. Spectrum handoff is also incorporated in the 

developed Markov Models. Performance analysis is carried out 

in terms of SU transmission, dropping, blocking and handoff 

probabilities along with mathematical formulation of the overall 

SU throughput in 2-tier CRN. It confirms better spectrum 

utilization in spectrum handoff enabled 2-tier CRN over basic 

CRN with enhancement in quality of service for secondary users 
in terms of reduced dropping and blocking probabilities. 

Keywords—Cognitive Radio Network; 2-tier; Voice over IP; 

Markov Model; Spectrum Handoff 

I. INTRODUCTION 

Wireless communication has witnessed increased 
popularity owing to rapid development of mobile and portable 
applications that have enabled users to communicate "anytime 
anywhere". This has led to formulation of admission control 
and network management policies to deal with the problems of 
scalability, fairness, synchronization and security, that arise 
with increased subscribers in wireless domain. Recent studies 
[1,2] have clearly demonstrated that while spectrum congestion 
hinders further growth in wireless communication, there are 
plenty of idle spectrum regions that are left unutilized. 
Cognitive Radio Network (CRN) [3-5] aims to create a 
common spectrum pool by including all such unused spectrum 
bands and allocate them to applications based on their 
requirements. It deploys opportunistic mode of communication 
where secondary or unlicensed users (SUs) transmit in the 
frequency slots when the corresponding primary or licensed 
users (PUs) are absent. However, practical implementation of 
CRN must address the issues of spectrum analysis, 
management and mobility, along with architectural 
specifications [6].  

Extensive research work is being carried out to achieve 
higher spectrum utilization in CRN through formulation of 

appropriate Medium Access Control (MAC) protocols [7, 8], 
handoff schemes [9], timing parameters [10, 11], etc. However, 
the system capacity in all these works has a maximum upper 
bound as derived in [12]. This paper introduces the concept of 
“2-tier CRN” that increases the capacity of CRN by admitting 
more number of SUs in the network. The SUs are categorized 
into two tiers. The SUs in the first tier are Voice over IP (VoIP) 
[13] users that transmit in the secondary transmission interval 
when the PUs are sensed idle. The second tier of SUs performs 
data transmission during the silence periods of VoIP SUs in the 
first tier. To the best of our knowledge, no such work has been 
reported on this issue so far as primarily, research has been 
carried out in CRN comprising of only one tier of SUs. 

Markov Model serves as an effective tool to design CRN 
and has been implemented widely in recent works [14, 15]. 
The primary advantage of developing CRN with Markov 
Model is that it incorporates user-defined traffic distribution for 
PUs and SUs, along with customized network conditions and 
thereby, facilitates study of the complex interaction between 
PU and SU in CRN. Accordingly, the objective of this paper is 
to design Markov Models for basic and 2-tier CRN and analyze 
the increase in system capacity of 2-tier CRN over basic CRN 
with respect to SU dropping, blocking, handoff and 
transmission probabilities. A mathematical framework is also 
established that calculates the SU throughput for a complete 
spectrum handoff enabled 2-tier CRN. 

The paper is organized as follows. The principle for 2-tier 
CRN is discussed in Section II. Markov Models for the first 
and second tier of 2-tier CRN are described in Section III along 
with spectrum handoff in these networks. Section IV provides 
mathematical model to calculate SU throughput in 2-tier CRN 
followed by performance analysis in Section V. 

II. PRINCIPLE OF 2-TIER COGNITIVE RADIO NETWORK 

 The proposed 2-tier CRN consists of one tier of PUs and 
two tiers of SUs. PUs are allotted designated channels for 
transmission. When PUs are not transmitting, the idle channels 
are utilized by SUs. SUs are categorized into VoIP SUs and 
DATA SUs. VoIP SUs demand higher Quality of Service 
(QoS) and hence, have priority over the DATA SUs  in 
accessing idle channels. Therefore, channels are utilized by 
SUs in the following manner. 

 Whenever a licensed channel is sensed idle, VoIP SU 
occupies the channel and starts transmission. As VoIP 
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transmission occurs in talkspurts [16], there are idle 
periods of inactivity that are detected by codecs. Silence 
suppression [16] is performed, thereby making channel 
accessible to other users. At the onset of another 
talkspurt, the channel is reclaimed back by the VoIP SU 
for transmission. VoIP SU, therefore, occupies the first 
tier of 2-tier CRN and is denoted by SUtier1. 

 DATA SU utilizes the channel during “off” period of 
SUtier1 and continues transmission until the channel is 
either reclaimed back by VoIP SU or is sensed busy at 
the end of secondary transmission time slot. These SUs 
implement queuing models to reduce packet loss when 
connection is terminated. DATA SU, thus, constitutes 
the second tier of 2-tier CRN and is denoted by SUtier2. 

The principle of 2-tier CRN is depicted in a flowchart in 
Fig. 1.  

 

Fig. 1. Flowchart depicting the principle of 2-tier CRN 

III. DESIGN OF MARKOV MODEL FOR 2-TIER CRN 

This section deals with the design of Markov Models to 
study the interaction among PU, SUtier1 and SUtier2 under 
diverse channel conditions. Network is modelled as collection 
of states where each state denotes channel status with respect 
to PU, SUtier1 and SUtier2. Let the steady state probability for 
every such state be denoted by P (i,j,k,l,m) where 

 i= total number of active PUs transmitting in CRN, 

 j= total number of active SUtier1 in CRN, that has 
arrived in the CRN,  

 k= total number of active SUtier2 in CRN, that has been 
accepted by SUtier1, 

 l=current “status” of SUtier1, and 

 m=current “status” of SUtier2 

The term “status” denotes the action taken by SU under 
different network conditions. The various status symbols along 
with their meanings are described in Table I. 

Development of Markov model for 2-tier CRN is carried 
out incrementally in three phases. Initially, the first tier of CRN 
is modeled considering appropriate traffic distributions of PU 
and SUtier1. Secondly, SUtier2 is incorporated into the 
designed model following the principle of 2-tier CRN as 
discussed in Section II. Finally, spectrum handoff is 
incorporated for all SUs in the CRN. 

A. Markov Model Design for first tier of CRN with Spectrum 

Handoff 

Initially, the first tier of CRN is designed using Markov 
Model. It is obvious that in the absence of any further tier of 
SUs in the network, the first tier of CRN corresponds to the 
basic CRN comprising of PUs and a single set of SUs. It is 
considered that PU and SUtier1 arrive in CRN following 
Poisson distribution with mean rates λp and λs respectively and 
have negative exponential service time distribution with mean 
rates 1/µp and 1/µs respectively. In order to design the Markov 
Model, P(i,j,k,l,m) is calculated for every possible state. As 
SUtier2 is not present, k=0 for all P( ) in this scenario.  

Spectrum handoff is implemented for SUtier1 such that on 
arrival of PU in current channel, SUtier1 shifts to the nearest 
available idle channel. It is to be noted that the implementation 
of spectrum handoff is dependent on several factors that 
include underlying MAC protocol, CRN architecture, handoff 
policies, etc. and hence, its discussion is beyond the scope of 
this paper. The generalized Markov model for CRN 
comprising of N channels is developed in Fig. 2 followed by 
the balance equations guiding the transmission of SUtier1. 

TABLE I.  STATUS SYMBOLS USED IN MARKOV MODEL 

Status Value Meaning Definition 

0 

Transmission 
Mode 

The SU has obtained access to a 
channel and is successfully 
transmitting. 

Null Mode 
SU is not performing any 
transmission, handoff, blocking or 
dropping functions. 

1 Handoff Mode 

On PU arrival, the SU is 
performing spectrum handoff 
considering that an idle channel is 
available in the system. SU 
transmission is suspended 
temporarily during the handoff 
process. 

2 Dropping Mode 

SU transmission is suspended 
permanently as PU has arrived in 
the current channel and there are 
no idle channels available in 
CRN. 

3 Blocking Mode 

The incoming SU is not allowed 
to gain access to any channel for 
initiating transmission as there is 
no idle channel left in CRN. 

A 

A 

Start 

Sense  

Is PU 

Present? 

Allot to 
PU 

Is VoIP SU 

Present? 

Allot to VoIP SU 

Perform Speech 

Activity Detection 

Is Silence 

detected? 

Allot to DATA SU 

Stop 

Is DATA SU 

Present? 

Allot to DATA SU 

YES 

YES 

YES 

YES 

NO 

NO NO 

NO 

A 
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Fig. 2. Markov Model for the first tier of CRN 

The balance equations governing the transmission of SUtier1 in the Markov Model for CRN are defined as follows. 

i) 0,1  iNji :            mlkjiPjmlkjiPmlkjiPmlkjiPj spsssp ,,,1,1,,,,1,,,1,,,,,  
   

(1)
 

ii) 0,1  iNji :    
 
 

     0,1,,1,,,,1,,,,,1
1

1
,,,, kjiPmlkjiPmlkjiP

iN

jiN
mlkjiPij sppssp 












 

       mlkjiPjmlkjiPi sp ,,,1,1,,,,11  
                                                                                          (2)

 

iii) 0,  iNji :        0,0,,1,0,3,,,,,,, kjiPkjiPmlkjiPj sssp  
     (3)

 

iv) 0,  iNji :    
 
 

     0,1,,1,,,,1,,,,,1
1

1
,,,, kjiPmlkjiPmlkjiP

iN

jiN
mlkjiPij sppssp 












 

   0,3,,,0,2,,, kjiPkjiP 
                                                                                                                                    

(4)

B. Markov Model Design for 2-Tier CRN with Spectrum 

Handoff only for SUtier1 

In a 2-tier CRN, each SUtier1 allows SUtier2 to transmit 
during the silence periods as depicted in Fig. 1. Let SUtier2 
arrive in CRN following Poisson distribution with λt as the 
mean rate and has negative exponential service time distribution 
with mean rate of 1/µt. Considering total number of PU and 
SUtier1 in the network at a certain time interval to be i and j 
respectively, the maximum number of SUtier2 admitted in CRN 
is j. The addition of SUtier2 by SUtier1 is depicted by a 
segment of the Markov Model in Fig. 3.  

 

Fig. 3. Admission of SUtier2 in 2-tier CRN 

i,j,0,0,0 

λt 2µt 

(j-1)µp 

i,j,1,0,0 

i,j,2,0,0 
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The maximum system capacity in terms of users admitted in 
2-tier CRN is given by, 

21max SUtierSUtierPUCp  jijji 2
  (5)

 

SUtier2 does not perform spectrum handoff in this model. 
Rather, it is dropped under three conditions namely, i) at a time 
when SUtier1 is dropped, ii) when SUtier1 performs spectrum 
handoff, and iii) after SUtier1 finishes transmission. Therefore, 
status of SUtier2, as denoted by m in P(i,j,k,l,m), accepts values 
of 0, 2 and 3 depending on its transmission, dropping and 
blocking mode respectively. At any point of time, status 
combinations for SUtier1 and SUtier2 as represented by {l,m} 
follow the conditions described in Table II.  

Accordingly, the Markov Model for 2-tier CRN (where 
spectrum handoff is performed by SUtier1 only) is illustrated in 
Fig. 4 along with the balance equations for SUtier1 and SUtier2. 

TABLE II.  STATUS CONDITIONS FOR THE DESIGNED MARKOV MODEL 

OF 2-TIER CRN 

Condition Reason 

    1:,2,0  lmlmm

 
SUtier2 is dropped when the 

corresponding SUtier1 

implements spectrum handoff.   1:,1  mmlll  

    3:,3,0  lmlmm

 

The fact that SUtier2 is blocked 

from accessing the channel 

implies that SUtier1 is already 

blocked.   3:,3  mmlll  

    2:,2,0  lmlmm  Both SUtier1 and SUtier2 

transmissions can be dropped on 

the arrival of PU. A special case 

occurs when SUtier2 transmission 

is dropped when the transmission 

time interval for SUtier1 is over 

and the channel is released. 

  2:,0  mmlml  
when 

kj   

  2:,2  mmlm  when 

kj   

 

 
Fig. 4. Markov Model for 2-tier CRN with spectrum handoff only for SUtier1 
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The balance equations guiding the transmission of SUtier1 and SUtier2 in Markov Model for 2-tier CRN as per Fig. 4 are 
defined as follows. 

CASE I: SUtier1  

i) 0,1  iNji :              mlkjiPmlkjiPjmlkjiPmlkjiPmlkjiPj tspsstsp ,,1,,,,,1,1,,,,1,,,1,,,,,    (6)                                                                 

ii) 0,1  iNji :            mlkjiPkjiPmlkjiPmlkjiPij tpjkipstsp ,,1,,0,1,,1,,,,,1,,,, 1   

           2,1,,1,,,,1,1,,,,11,,,1, kjiPmlkjiPjmlkjiPimlkjiP sps  
                         (7)

 

iii) 0,  iNji :          mlkjiPmlkjiPkjiPmlkjiPj tsstsp ,,1,,,,,1,0,3,,,,,,,  
   (8)

 

iv) 0,  iNji :            0,1,,1,,,,1,,,,,1,,,, 1 kjiPmlkjiPmlkjiPmlkjiPij spjkipstsp   

       2,1,,1,3,3,,,0,2,,,,,1,, kjiPkjiPkjiPmlkjiPt  
                                                                           (9)

 

CASE II: SUtier2  

v) jkNji  ,1 :            mlkjiPmlkjiPmlkjiPkmlkjiPkj psttstsp ,,,,1,,,1,,,1,,1,,,,                                                                          

     mlkjiPjmlkjiP st ,,,1,1,,1,,  
                                                                                                        (10)

 

vi) 0,,1  ijkNji :              2,0,,,,,1,,,,,,1,,,1,1,,,, kjiPmlkjiPmlkjiPmlkjiPjmlkjiPkj tpstssp    (11)                                                            

vii) 0,,1  ijkNji :              mlkjiPmlkjiPimlkjiPmlkjiPkji tpjkitspsp ,,1,,,,,,11,,,,1,,,, 1                                                                          

     2,0,,,,,,1,1 kjiPmlkjiPj s  
                                                                                                                    (12)

 

viii) 0,,  ijkNji :            mlkjiPkjiPkjiPmlkjiPkji pjkitsptsp ,,,,12,1,1,1,0,1,,1,,,,, 1   

             0,3,,,0,0,1,,10,0,1,,0,0,,1,0,2,,,2,2,,, kjiPkjiPkkjiPkjiPkjiPkjiP tts  
    (13)

 

ix) 0,,  ijkNji :            0,2,,,2,2,,,,,,,1,,,, 1 kjiPkjiPmlkjiPmlkjiPkji pjkitspsp   

   3,3,,,,,1,, kjiPmlkjiPt 
                                                                                                                                 (14)

 

x) 0,,  ijkNji :        mlkjiPkjiPmlkjiPkj ttssp ,,1,,3,3,,,,,,,  
   (15)

 

xi) 0,,  ijkNji :              0,3,,,,,1,,1,,1,,,,,1,,,,, kjiPmlkjiPkmlkjiPmlkjiPmlkjiPkj ttststsp  
   (16)      

 

C. Design of Markov Model for 2-Tier CRN with Spectrum 

Handoff for SUtier1 and SUtier2 

In this section, Markov Model is designed for 2-tier CRN 
where both SUtier1 and SUtier2 perform spectrum handoff on 
sudden PU arrival. As PU arrives in the current channel and 
SUtier1 shifts to another channel, it sends information about 
the new channel to SUtier2. Thereafter, SUtier2 reorients its 
transceiver to frequency band corresponding to new channel 
and, thus, implements spectrum handoff. However, it must be 
noted that since admission of SUtier2 in CRN is completely 
governed by SUtier1, spectrum handoff can be performed by 
SUtier2 only when corresponding SUtier1 executes spectrum 
handoff and is represented by the following condition. 

                 
    1:,1,0  lmlmm

            (17) 

where l, m denote the status symbols in P( ). 

Enabling handoff for all SUs in the network implies that as 
long as there are idle channels available in the system, the 
average system capacity is close to the maximum system 
capacity that is expressed in (5). Table III illustrates the 
conditions under which spectrum handoff can be performed by 
either only SUtier1 or both SUtier1 and SUtier2.  

However, handoff mechanisms fail when all the idle 
channels are occupied by PUs and SUs. Mathematically, it is 

represented by,    jiN            (18) 

where N, i, j denote total number of channels, PU and 
SUtier1 in CRN respectively. 

In this scenario, it can be ascertained from Table III that,  

                        1    0 jiN                 (19) 
Any further arrival of PU results in two cases. 

 Case 1:  jiNjk  ,  

Only SUtier1 is dropped as there is no SUtier2 in this 
channel. The probability of SUtier1 being dropped on PU 
arrival is given by, 

                                  iN

j




                               (20) 

 Case 2:  jiNjk  ,  

Both SUtier1 and SUtier2 are dropped on arrival of PU 
with probability as expressed in (21). 
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iN

kj




                              (21) 

 Case 3:  jiNjk  ,  

SUtier1 and SUtier2 are dropped as PU arrives with 

probability = 1. 

The complete Markov Model for 2-tier CRN with spectrum 
handoff implemented by all SUs is depicted in Fig. 5. Symbols 
as used in Fig. 4 are applied to denote the states in Fig. 5. The 
most significant balance equations for SUtier1 and SUtier2 
corresponding to Fig. 5 are given as under. 

 

The balance equations governing transmission of SUtier1 and SUtier2 in 2-tier CRN as per Fig. 5 are defined as follows. 

CASE I: SUtier1  

i) 0,1  iNji :              mlkjiPmlkjiPjmlkjiPmlkjiPmlkjiPj tspsstsp ,,1,,,,,1,1,,,,1,,,1,,,,,    (22)                                                                 

ii) 0,1  iNji :            mlkjiPkjiPmlkjiPmlkjiPij tpjkipstsp ,,1,,0,1,,1,,,,,1,,,, 1   

           2,1,,1,,,,1,1,,,,11,,,1, kjiPmlkjiPjmlkjiPimlkjiP sps  
                       

(23) 

iii) 0,  iNji :          mlkjiPmlkjiPkjiPmlkjiPj tsstsp ,,1,,,,,1,0,3,,,,,,,  
   

(24) 

iv) 0,  iNji :            0,1,,1,,,,1,,,,,1,,,, 1 kjiPmlkjiPmlkjiPmlkjiPij spjkipstsp   

       2,1,,1,3,3,,,0,2,,,,,1,, kjiPkjiPkjiPmlkjiPt  
                                                                         

(25) 

CASE II: SUtier2  

v) jkNji  ,1 :            mlkjiPmlkjiPmlkjiPkmlkjiPkj psttstsp ,,,,1,,,1,,,1,,1,,,,      

     mlkjiPjmlkjiP st ,,,1,1,,1,,  
                                                                                                        

(26) 

vi) 0,,1  ijkNji :              2,0,,,,,1,,,,,,1,,,1,1,,,, kjiPmlkjiPmlkjiPmlkjiPjmlkjiPkj tpstssp     (27)                                                               

vii) 0,,1  ijkNji :              mlkjiPmlkjiPimlkjiPmlkjiPkji tpjkitspsp ,,1,,,,,,11,,,,1,,,, 1                                                                          

       1,1,1,1,2,0,,,,,,1,1  kjiPkjiPmlkjiPj s                                                                                  
(28) 

viii) 0,,  ijkNji :            mlkjiPkjiPkjiPmlkjiPkji pjkitsptsp ,,,,11,1,1,1,0,1,,1,,,,, 1   

             0,3,,,0,0,1,,10,0,1,,0,0,,1,0,2,,,2,2,,, kjiPkjiPkkjiPkjiPkjiPkjiP tts  
    

(29) 

ix) 0,,  ijkNji :            0,2,,,2,2,,,,,,,1,,,, 1 kjiPkjiPmlkjiPmlkjiPkji pjkitspsp   

   3,3,,,,,1,, kjiPmlkjiPt 
                                                                                                                                 

(30) 

x) 
0,,  ijkNji

:        mlkjiPkjiPmlkjiPkj ttssp ,,1,,3,3,,,,,,,  
                             

(31) 

xi) 
0,,  ijkNji

:
             0,3,,,,,1,,1,,1,,,,,1,,,,, kjiPmlkjiPkmlkjiPmlkjiPmlkjiPkj ttststsp  

(32) 

TABLE III.  DIFFERENT HANDOFF AND DROPPING CONDITIONS FOR SUTIER1 AND SUTIER2 

Condition PU Arrival Status Probability 

Handoff by SUtier1 only Handoff by SUtier1 and SUtier2 

Value 

of 

{l,m} 

Remark 

Value 

of 

{l,m} 

Remark 

kj   

PU arrives at a channel occupied by both SUtier1 

and SUtier2. There are idle channels available in 

CRN. iN

j


  {1,2} 

Handoff by SUtier1. 

SUtier2 is dropped. 
{1,1} Handoff by SUtier1 and SUtier2 

PU arrives at a channel that is used by SUtier1 only. 

There are idle channels available in CRN. iN

kj




  {1,0} 

Handoff only by 

SUtier1. SUtier2 is 

unaffected. 

{1,0} 
Handoff only by SUtier1. SUtier2 is 

unaffected. 

PU occupies the channel not used by both SUtier1 

and SUtier2. 
  1  {0,0} No handoff required {0,0} No handoff required 

kj   

PU arrives at a channel occupied by both SUtier1 

and SUtier2. There are idle channels available in 

CRN. iN

k
γ


  {1,2} 

Handoff by SUtier1. 

SUtier2 is dropped. 
{1,1} Handoff by SUtier1 and SUtier2 

PU occupies the channel not used by both SUtier1 

and SUtier2. 
 1  {0,0} No handoff required {0,0} No handoff required 
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Fig. 5. Complete Markov Model for 2-tier CRN with spectrum handoff for both SUtier1 and SUtier2 
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IV. MATHEMATICAL FORMULATION OF SU THROUGHPUT 

IN 2-TIER CRN 

A mathematical expression is derived to obtain the 
throughput for the 2nd SUtier1 that arrives in the proposed 2-
tier spectrum handoff enabled CRN. It must be noted that the 
number of available idle channels varies significantly 
depending on total number of spectrum handoff instances 
performed by existing SUs. Similarly, the number of SUs to 
get access to idle channels depends on the total number of 
SUtier2 supported by SUtier1. Let m(t) be the overall number 
of available idle channels in CRN. Considering the effects of 
imperfect sensing by SUtier1 (false alarm and miss-detection), 
the total number of measured unoccupied channels as 
expressed in [17] is modified with respect to a particular time 
interval t and is defined as, 

              df ptmMptmtmtm 1'
    

(33) 

Let Phb(a) be the probability of spectrum handoff 
performed by bth SU in tier 1 to shift from the current channel 

a’ to ath channel. Therefore, the throughput for the bth SUtier1 
having transmission rate Ra’(VoIP) in a particular idle channel 

a’ at a time interval t is given by, 
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(34)

 where  j=total number of SUs in the system 

Let Pss(  ) be a binary variable that defines whether 
SUtier2 is granted access by SUtier1 and is defined as follows. 

Pss(b) = 1 when bth SUtier1 allows SUtier2 to transmit 

           = 0 otherwise.           (35) 

Accordingly, throughput of SUtier2 with transmission rate 

as Ra’(DATA) in the a’th channel at time interval t is given by, 
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(36) 

Combining (34) and (36), the total throughput for a 
particular set of SUtier1 and SUtier2 is expressed in (39). 

There are several possibilities with respect to allotment of 
an idle channel to SUtier1 and is depicted as a three-layered 
tree in Fig. 6. For the 2nd SUtier1 in the system, the first layer 
determines whether the preceding SUtier1 grants access to 
SUtier2 or not. The second layer specifies the probabilities 
with which the 1st SUtier1 performs spectrum handoff in 
different channels. The third layer indicates the different 
spectrum handoff probabilities for the 2nd SUtier1. 

A special case occurs when the 1st SUtier1 performs 
repeated handoff and finally occupies the penultimate channel. 
In this condition, the 2nd SUtier1 occupies only the last 
available idle channel and is dropped on the event of any 
further PU arrival as it cannot perform any spectrum handoff. 
Let C2ndSUthrou denote the throughput of 2nd SUtier1 
corresponding to the second layer of the tree. The general 
expression for C2ndSUthrou is derived in (36). It is further 
modified to include the different conditions of spectrum 
handoff as per Fig. 6 and is expressed in (40). 

Let C2ndSU be the overall throughput of 2nd SUtier1 at the 
topmost layer of the tree and is given by, 

        tCPtCPtC ndSUthroussndSUthroussndSU 222 11)1( 
     

(37) 

V. PERFORMANCE ANALYSIS 

This section analyzes the developed Markov models to 
establish the superiority of 2-tier CRN over basic CRN and 
also records significant performance improvement after 
incorporating spectrum handoff in 2-tier CRN. The key 
parameters that are used to analyze the performance 
improvement of 2-tier CRN over basic CRN include SU 
transmission, spectrum handoff, blocking and dropping 
probabilities and overall SU throughput. 

Let PL denote limiting probability of SU acceptance by 
available idle channel in CRN and is expressed as follows.  
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Fig. 6. Schematic Representation of all possibilities regarding channel allocation for 2
nd

 SUtier1 on arrival in CRN 
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Fig. 7. Variation in limiting probability of SU acceptance by CRN with SU 

arrival rate  

It is observed from Fig. 7 that 2-tier CRN provides higher 
probability of SU acceptance than basic CRN and thus reduces 
the overall blocking probability (denoted by PB).  

Let PD define the steady state dropping probability that SU 
transmission is dropped before scheduled transmission interval 
is over. The expression for PD is derived from [18] and is 
expressed in (41) as per the designed Markov Model. 

  sB

drop

D
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P
P




1

   

                                                   (41) 

where        2,0|0,2|2,2,),,,,(  mlmlkjiPPdrop
 

Therefore, spectrum handoff must be performed by SUs to 
shift to available idle channels on PU arrival to reduce PD. Let 
Phandoff_tier1 and Phandoff_tier2 be the probabilities of spectrum 
handoff performed by SUtier1 and SUtier2 respectively and are 
expressed as follows. 
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The dropping and handoff probabilities for SUs in 2-tier 
CRN are plotted in Fig. 8 and Fig. 9 respectively, for two 
scenarios that correspond to i) spectrum handoff by SUtier1 
only, and ii) spectrum handoff by SUtier1 and SUtier2. It is 

imperative that when SUtier1 performs spectrum handoff, 
SUtier2 is either dropped or else it must also perform handoff. 
This situation is clearly reflected in Fig. 8 where PD is less for 
scenario 2 compared to scenario1.  

Therefore, reduction in blocking and dropping probabilities 
must increase SU throughput in spectrum handoff enabled 2-
tier CRN. This is illustrated in Fig. 10 that plots the probability 
of successful transmission by SUs with increase in PU activity. 
It is observed from the figure that 2-tier CRN with complete 
spectrum handoff has the highest probability of transmission  

     

   

Fig. 8. Variation in SU dropping probability in CRN with PU arrival rate  

 

Fig. 9. Performance of 2-tier CRN with respect to SU handoff probability for 

varying PU arrival rate 

 

Fig. 10. Variation in probability of successful transmission by SU in CRN 
with PU arrival rate  
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Fig. 11. Effect of spectrum handoff on normalized SU throughput with 

varying PU arrival probability for basic and 2-tier CRN  

The normalized SU throughput as obtained from (37) is 
plotted in Fig. 11 for increasing probability of PU arrival on the 
current channel with respect to 2-tier CRN and basic CRN. As 
observed from the figure, spectrum handoff enabled 2-tier CRN 
provides the highest SU throughput compared to the other 
scenarios. In addition, CRN implementing spectrum handoff 
performs better as it records almost 25% enhancement in 
throughput (for 0.5 PU arrival probability) compared to 
spectrum handoff disabled CRN. However, as PU activity 
increases in CRN, number of idle channels reduces drastically. 
Under such circumstances, throughput for SUs supporting 
spectrum handoff decreases as reflected in Fig. 11.  

Thus, observation from the designed Markov Model in Fig. 
10 is validated using output derived from the mathematical 
model as represented in Fig. 11. 

VI. CONCLUSION 

This work has addressed the problem of limited system 
capacity in basic CRN by designing a 2-tier CRN that allows 
more number of SUs in the system. While the first tier of SUs 
involve in VoIP communication, the second tier of SUs exploit 
the silence periods in VoIP transmission to send data. Markov 
Models have been designed in this regard to highlight the 
difference between basic and 2-tier CRN. Spectrum handoff 
has also been incorporated in the developed Markov Model for 
performance enhancement. Analysis of the Markov models has 
recorded significant reduction in SU dropping and blocking 
probabilities in spectrum handoff enabled 2-tier CRN along 
with increase in successful transmission probabilities for SUs. 
A mathematical framework to study SU behavior has been 
formulated, that has recorded highest SU throughput after 
enabling spectrum handoff in 2-tier CRN and has, thus, 
confirmed the inference drawn from the Markov models. The 
2-tier CRN is being studied presently to devise appropriate 
MAC protocols and spectrum handoff policies apart from 
architectural modifications and channel reservation schemes. 

ACKNOWLEDGMENT 

The first author acknowledges the support of INSPIRE 
Fellowship 2012 from DST, Govt. of India. 

REFERENCES 

[1]  Federal Communications Commission, “Spectrum policy task force 
report,” ET Docket No.02-135, 2002.  

[2] U.S Department of Commerce, “United States Frequency Allocations: 

The Radio Spectrum”, 2011. 

[3] Federal Communications Commission, “Notice of proposed rule making 

and order: Facilitating opportunities for flexible, efficient, and reliable 
spectrum use employing cognitive radio technologies,” ET Docket No. 

03-108, February 2005. 

[4] T. Y’ucek and H. Arslan, “A survey of spectrum sensing algorithms for 
cognitive radio applications,” IEEE Communications Surveys and 

Tutorials, vol.11, no.1, pp.116–130, 2009, doi: 
10.1109/SURV.2009.090109. 

[5] J. Mitola III and G. Q. Maguire, Jr, “Cognitive radio: making software 

radios more personal,” IEEE Personal Communications, vol. 6, no. 4, 
pp. 13–18, August 1999, doi: 10.1109/98.788210. 

[6] F. Akyildiz, W. Y. Lee, M. C. Vuran and S. Mohanty, “NeXt generation 

/ dynamic spectrum access / cognitive radio wireless networks: A 
survey,” Computer Networks Journal (Elsevier) 50, pp. 2127- 2159, 

September 2006. 

[7] C. Qian, L. Ying-Chang, M. Motani and W. Wai-Choong, “A Two-
Level MAC Protocol Strategy for Opportunistic Spectrum Access in 

Cognitive Radio Networks,” IEEE Transactions on Vehicular 
Technology, vol.60, no.5, pp.2164-2180, June 2011, doi: 

10.1109/TVT.2011.2141694. 

[8] T.T. Le and L.L. Bao, “Distributed MAC Protocol for Cognitive Radio 
Networks: Design, Analysis, and Optimization,” IEEE Transactions on 

Vehicular Technology, vol. 60, no. 8, pp. 3990-4003, October 2011, doi: 
10.1109/TVT.2011.2165325. 

[9] L. Wang, C. Wang and C. Chang, “Modeling and Analysis for Spectrum 
Handoffs in Cognitive Radio Networks,” IEEE Transactions on Mobile 

Computing, vol. 11, no. 9, pp. 1499-1513, September 2012, doi: 
10.1109/TMC.2011.155. 

[10] T. Chakraborty, I.S. Misra, and S.K. Sanyal, “Selection of optimal 

transmission time in cognitive radio network for efficient VoIP 
performance”, Proc. of Fifth International Conference on Computers and 

Devices for Communication (CODEC), pp.1-4, India, 17-19 December 
2012, doi: 10.1109/CODEC.2012.6509230. 

[11] P. Wang, L. Xiao, Shidong Zhou and J. Wang, “Optimization of 

detection time for channel efficiency in cognitive radio systems,” Proc. 
of Wireless Communications and Networking Conference, (WCNC 

2007), pp.111-115, Hong-Kong, March 11-15, 2007. 

[12] S. Srinivasa and S. Jafar, “How much spectrum sharing is optimal in 
cognitive radio networks?,” IEEE Transactions on Wireless 

Communications, vol. 7, no. 10, pp. 4010-4018, October 2008, 
doi:10.1109/T-WC.2008.070647. 

[13] B, Khasnabish, Implementing Voice over IP. Wiley-Interscience, John 

Wiley & Sons, Inc., 2003. 

[14] Z. Xiaorong, S. Lianfeng and T.-S.P.Yum, “Analysis of Cognitive Radio 
Spectrum Access with Optimal Channel Reservation,” IEEE 

Communications Letters, vol.11, no.4, pp.304-306, April 2007, 
doi: 10.1109/LCOM.2007.348282. 

[15] Y.R. Kondareddy, N. Andrews, and P. Agrawal, “On the capacity of 
secondary users in a cognitive radio network,” Proc. of IEEE Sarnoff 

Symposium (SARNOFF '09), pp.1-5, U.S.A., March 30 -April 1, 2009. 

[16] I.A. Qaimkhani and E. Hossain, “Efficient silence suppression and call 
admission control through contention-free medium access for VoIP in 

WiFi networks,” IEEE Communications Magazine, vol. 46, no. 1, pp. 
90-99, January 2008, doi: 10.1109/MCOM.2008.4427236. 

[17] H. Lee and D. Cho, “Capacity Improvement and Analysis of VoIP 

Service in a Cognitive Radio System,” IEEE Transactions on Vehicular 
Technology, vol. 59, no. 4, pp. 1646-1651, May 2010, doi: 

10.1109/TVT.2009.2039503. 

[18] J. Martinez-Bauset, V. Pla and D. Pacheco-Paramo, “Comments on 
“analysis of cognitive radio spectrum access with optimal channel 

reservation”,” IEEE Communications Letters, vol.13, no.10, pp.739, 
October 2009, doi: 10.1109/LCOMM.2009.090668. 

 

N
o
r
m

a
li

ze
d

 S
U

 T
h

r
o
u

g
h

p
u

t 

(p
a
c
k

e
ts

 p
e
r 

se
c
o
n

d
) 

PU Arrival Probability 
0 0.2 0.4 0.6 0.8 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 

 

Spectrum handoff enabled 2-tier CRN

Spectrum handoff disabled 2-tier CRN

Spectrum handoff enabled basic CRN

Spectrum handoff disabled basic CRN



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 4, No. 6, 2013 

193 | P a g e  
www.ijacsa.thesai.org 

A Fuzzy Rule Based Forensic Analysis of DDoS 

Attack in MANET 

Ms. Sarah Ahmed 

Research Scholar: dept. of Computer Science & Engineering 

G. H. Raisoni College of Engineering, Nagpur  

Maharashtra, India 

Ms. S. M. Nirkhi 

Assistance Professor: dept. of Computer Science & 

Engineering 

G. H. Raisoni College of Engineering, Nagpur 

Maharashtra, India 

 

 
Abstract—Mobile Ad Hoc Network (MANET) is a mobile 

distributed wireless networks. In MANET each node are self 

capable that support routing functionality in an ad hoc scenario, 

forwarding of data or exchange of topology information using 

wireless communications. These characteristic specifies a better 

scalability of network. But this advantage leads to the scope of 

security compromising. One of the easy ways of security 

compromise is denial of services (DoS) form of attack, this attack 

may paralyze a node or the entire network and when coordinated 

by group of attackers is considered as distributed denial of 

services (DDoS) attack. A typical, DoS attack is flooding excessive 

volume of traffic to deplete key resources of the target network. 

In MANET flooding can be done at routing. Ad Hoc nature of 

MANET calls for dynamic route management. In flat ad hoc 

routing categories there falls the reactive protocols sub category, 

in which one of the most prominent member of this subcategory 

is dynamic source routing (DSR) which works well for smaller 

number of nodes and low mobility situations. DSR allows on 

demand route discovery, for this they broadcast a route request 

message (RREQ). Intelligently flooding RREQ message there 

forth causing DoS or DDoS attack, making targeted network 

paralyzed for a small duration of time is not very difficult to 

launch and have potential of loss to the network. After an attack 

on the target system is successful enough to crash or disrupt 

MANET for some period of time, this event of breach triggers for 

investigation. Investigation and forensically analyzing attack 

scenario provides the source of digital proof against attacker. In 

this paper, the parameters for RREQ flooding are pointed, on 

basis of these parameters fuzzy logic based rules are deduced and 

described for both DoS and DDoS. We implemented a fuzzy 

forensic tool to determine the flooding RREQ attack of the form 

DoS and DDoS. For this implementation various experiments and 
results are elaborated in this paper. 

Keywords—DoS and DDoS attack; DSR; Fuzzy logic; MANET; 

Network forensic analysis. 

I. INTRODUCTION  

Network forensics is still under active investigation by the 
research community, especially to address the issues in 
wireless networks [2]. Mobile Ad hoc network (MANET) a 
kind of wireless networks. It is the distributed systems having 
wireless mobile nodes that can freely and dynamically self-
organise into arbitrary, temporary, and ad hoc network 
topologies, allowing connections within the network neither 
having pre-existing communication infrastructure nor 
centralized administered control management. As any network 
are having security vulnerabilities, so as MANET. However, 

the MANET unique characteristics and features are 
advantageous, on the contrary can add up to security threats. 
One of the major types of problems in the network security is 
Denial of service (DoS) attacks because they are one of the 
most frequently used attack methods [6]. DoS are active 
attacks, which cannot be made stealth [5]. MANET are 
particularly susceptible to DDoS attack [1].  So, DoS/DDoS 
are easy to implement in MANET and to make it 
unrecognizable it is required to be done keenly. Flooding 
attack causes excessive volume of traffic to deplete key 
resources of the target legitimate users, since the system get 
congested so forth, there is denial of services. Flooding attack 
is a kind of denial of service attack in which the malicious 
node tries to inundate the victim by repeatedly sending 
redundant packets/data. The dynamic nature of MANET 
allows routing like dynamic source routing (DSR) and 
attackers can take the advantage of this dynamic source 
routing (categorized under the reactive routing) in which route 
is discovered on demand or when needed, for this interested 
node sends Route request message (RREQ) at discover phase 
and attacker can flood the network with RREQ causing denial 
of services. 

Mission-critical applications demands technologies and 
methods for security incident investigation [2]. Network 
forensic is the act of capturing, recording, and analysing 
network audit trails in order to discover the source of security 
breaches or other information assurance problems [7].  
Network forensics uncovers the facts of unauthorised or 
malicious activities. Forensic investigation aims to gain insight 
into and reach conclusions about critical questions of network 
security incident. The study of network forensics analysis for 
attacks in wireless network [2] and in MANET is considered 
still in progress. Forensic analysis can be done by 
unsupervised method it may require long iterations. Statistical 
methods like Cumulative sum (CUSUM), adaptive threshold, 
statistical moments. CUSUM or adaptive threshold methods 
main disadvantage is that require parameters for appropriate 
threshold value and statistical modelling method main 
problem is modelling the network traffic [6]. Modelling and 
estimating accurate threshold parameter for network traffic is a 
difficult problem. Security expert or forensic investigator 
analyses the network traffic using the empirical knowledge. 
Fuzzy logic deals with reasoning that is approximation and 
uncertainty assumption rather than exact value. This technique 
can be well implemented for analysis. Fuzzy based analysis 
system perform better for low and high intensity attack [6] and 
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reduce the time and cost of analysis [7]. This technique is 
efficient in complex analysis and it is rule based so easily 
modifiable, but requires fine tuning of rules.  

This paper is organized as follows. Section II defines 
problem statement. Section III, IV points out various 
parameter of register request message in dynamic source 
routing is considered at general scenario and attack scenario. 
Section V describes the proposed fuzzy rules for network 
forensics analysis. Section VI determines the experiment and 
result for fuzzy forensic analysis tool. Section VII describe 
conclusion. Section VIII shows snapshots. 

II. PROBLEM STATEMENT  

Flooding attack is a kind of DoS attack. DoS are active 
attacks. DoS can be caused by an attacker to compromise one 
node or group of nodes in a network and DDoS can be caused 
by group of attacker nodes to compromise one node or group 
of nodes in the network. In our work, we have considered the 
DoS caused by an attacker to compromise group of nodes and 
DDoS caused group of attackers to compromise group of 
nodes. 

 MANET is mobile wireless network and requires ad-hoc 
settings, so routing is needed to find the path between source 
and destination. Dynamic routing eliminates the periodic 
routing updates and prevents nodes from unnecessary battery 
loss. In Dynamic source routing (DSR) [16], a node need to 
discover a route, it broadcasts a route request (RREQ) with a 
unique identification and the destination address as parameters. 
Any node that receives a route request, either if the node has 
already received the request it drops the request packet, or if 
the node recognizes its own address as destination the request 
reached target, otherwise the node appends its own address to 
the list of traversed hops in the packet and broadcasts this 
update route request. In MANET when attack is launched at 
routing (DSR routing), ROUTE REQUEST (RREQ) packet is 
broadcasted is sent again and again with address spoofing and 
without address spoofing (in our work we have considered non 
address spoofed RREQ packet) in a second violating of 
broadcast management causing DoS/ DDoS in the network. 
By doing this attacker tries to inundate the legitimate user by 
redundant RREQ packet. In DoS the rate of attack by a 
attacker is high as compared to DDoS attack to cause damage 
of same intensity. DoS attacks can be limited by enforcing the 
maximum route length that a packet should travel, source 
authentication, message integrity or using some other active 
approaches to trace the location of attacker by estimating 
signal strength, for this, nodes in MANET should have 
capabilities [1] to implement preventive measure as above 
which itself has own constrainer.  

After attacks that had compromised the security of the 
entire network for a duration of time investigation. Forensic 
investigation uncovers the various facts related to attack by 
forensically analyzing the attack pattern.  

In the proposed work, forensic analysis is done using fuzzy 
logic. Motivation of using fuzzy logic is that, through fuzzy 
logic more appropriate pattern analysis rules can be 
implemented for both DoS and DDoS due to RREQ flooding. 

 

 

 

 

 

 

 
 

 

 

Fig. 1. Flow of work. 

III. PARAMETERS BELONG TO GENERAL SCENARIO FOR 

ROUTE DISCOVERY 

When a node wants to send a packet to the destination 
node, it first searches its Route Cache from a suitable route to 
the destination node. If no route from source node to 
destination node exists in source route cache, then source node 
initiates Route Discovery and sends out a ROUTE REQUEST 
message to find a route. When the message is first sent by a 
sender node, which is willing to find route of some destination 
node. The sender that is initiator node set the Initiator ID, the 
Target Id and the Unique Request Id in the ROUTE 
REQUEST message and then broadcasts the message. Nodes 
within the wireless transmission range receive this RREQ. The 
sender/initiator keeps a copy of the packet in a send buffer. 
The timestamps of message can be used to determine if it 
should send packet/message again. When any node receives a 
ROUTE REQUEST message it examines the Target ID to 
determine if it is the target/destination of the message. If the 
node is not the target it searches its own route cache for a 
route to the target. If a route is found it is returned. If not, the 
node`s own id is appended to the Address List and the 
ROUTE REQUEST is broadcasted ahead to its neighbor. 

TABLE I.  FIELDS OF ROUTE REQUEST(RREQ) MESSAGE. 

Fields   Explanation 

Initiator ID The address of the source node. 

Target ID  The address of the target node. 

Unique Request ID  A unique ID for identification of message. 

Address List  
A list of all addresses of intermediate nodes that 

the passes before its destination.  

Hop Limit  

The hop limit can be used to limit the number of 

nodes that the message is allowed to pass 

(varies from 1 to 255). 
Acknowledgement 

bit  

Option is set so that the destination node returns 

an acknowledgement when a packet is received. 
 

If a node subsequently receives two ROUTE REQUESTs 
with the same Request id, it is possible to specify that only the 
first should be handled and the subsequent is discarded .If the 
node is the destination/target it returns a ROUTE REPLY 
message to the sender/initiator.  

IV. PARAMETERS THAT BELONG TO ATTACK  SCENARIO 

FOR ROUTE DISCOVERY 

     Various parameters which can be considered in attack 
situation for route discovery are: 

Capturing and preserving log files. 

Analysing by mining log files using Fuzzy logic. 

Visualizing and presenting the result as a forensic report. 
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 Total number of RREQ packet sent by the neighbor per 
unit time. In attacking scenario, attacker would not 
comply with broadcast management techniques 
adopted in current routing protocols such as limiting 
the maximum number of (continuous flow) RREQ 
packets sent per second. Therefore in attack scenario 
there is no limit, on the rate of RREQ message is 
considered by attackers for continuous flow.   

 The hop count (TTL) is limitless in attacking scenario. 

 The time duration for which targeted node is 
compromised, engaged in handling unnecessary routing 
load.  

 In attacking situation the acknowledgement option is 
not emphasized and acknowledgement is not 
considered. 

 To maintain a continuous flow by an attacker do attack 
with high rate and group of attackers do attack with 
low rate.  

V.  FUZZY RULES 

Fuzzy forensic analysis tool uses fuzzy IF-THEN rules. A 
fuzzy IF-THEN rule is of the form, IF X1 = A1 and X2 = A2 
and Xn= An THEN Zn, where Xi is linguistic variable 
description and A and Z are linguistic terms.  

The ‘IF’ part is the antecedent or premise and the ‘THEN’ 
part is the consequence or conclusion. 

TABLE II.   LINGUISTIC VARIABLES AND DESCRIPTIONS. 

Variables  Description  

X1  
 The total number of RREQ continuous flow  

from a node in a second. 

X2 
 For continuous flow  the RREQ message length 

(Expanding ring searches on hop count). 

X3  
Time duration count of RREQ  a node is 

targeted. 

X4 

Count of acknowledgement forwarded to 

initiator node of continuous flow, which is 

unattended (Route reply).  

X5 
The total number of RREQ continuous flow  

from group of nodes in a second. 

X6 Count of Initiator nodes of continuous flow . 

TABLE III.   INPUT LINGUISTIC TERMS AND DESCRIPTIONS. 

Name  Description  

A1  
greater than 1. 

A2 
greater than 255 hops.(for our work we 
considered 50) 

A3  
Difference in time stamp of continuous 
flow is greater than 1. 

A4 greater than 0. 

A5 greater than 1. 

A6 greater than 1. 

TABLE IV.  OUTPUT LINGUISTIC TERM AND DESCRIPTION. 

Name  Description  

Z1 
Flooding RREQ attack by a node. 

Z2 Flooding RREQ attack by group of nodes. 

TABLE V.  RULES REPRESENTATION  

Rule Name  Rule Representation  

R1=DoS Attack  If(X1=A1,X2=A2,X3=A3,X4=A4) then 
Z1 

R2=DDoS Attack  If(X2=A2,X3=A3,X4=A4,X5=A5,X6=A6
) then Z2 

Motivation of using fuzzy logic is that, through fuzzy logic 
more appropriate attack pattern analysis rules can be 
implemented [8]. 

For implementation of complete linguistic description of 
rule require compound rule structures which is implemented 
by disjunctive antecedents. One of the compound structures in 
our implementation is like X1, can be no attack (general 
normal scenario), lower rate attack and higher rate attack that 
is evaluated on: 

µX1 =   0   if   A1<2,  

              ((A1-2) % 9)   if   2 ≤A1≤11,  

              1   if   A1>11 
The membership is considered as 0 when no attack is 

launched, membership is considered as ((X1-2) % 9) when 
lower rate attack of RREQ flooding is launched, and 1 when 
higher rate attack of RREQ flooding is launched. 

Same way, other compound structures X2, X3, X4, X5, 
and XC6 are implemented for A2, A3, A4, A5, A6 
respectively. 

The Mamdani Min type of fuzzy modeling is used to for 

composition of rules R1 and R2, using max-min rule of 

composition. 

VI. EXPEREMENT AND RESULTS 

    In the experiment, for evaluation we implemented the 
various attack scenario and the trace files we considered as a 
log, is input to the forensic analysis tool which uses fuzzy 
logic for analysis to generate the forensic digital proof for each 
case having a unique hash value. 

 Experiment 1st: 
     To implement the attack scenario we simulated the 

various attacks in NS-2 simulator. About 20 attack scenarios 
causing flooding of route request message on random 50 
nodes with mobility speed 20ms, with varying simulation time 
between 60sec to 300sec, and varying number of attackers 
(one for DoS attack and three to seven for DDoS attack), at 
different rates per second (six to ten attack rate for DoS and 
three to five for DDoS attack) had been launched. In NS2 the 
connectivity is static.  
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After launching the attacks, the trace file (as log) is 
inputted to the fuzzy forensic analysis tool. The tool generates 
the case and attaches the hash value to the particular case. 
Then the proof report with particular hash value is deduced 
with details like attacker nodes, compromised nodes time 
duration of attack and rate of attack. The results are:  

TABLE VI.  RESULTS FOR DOS ATTACKS 

Number of attacker node: one 

Number of Attack launched: Ten 

 

TABLE VII.  RESULTS FOR DDOS ATTACKS 

Number of Attack launched: Ten 

Fuzzy Forensic analysis tool is capable to find eighteen 
attack scenarios out of twenty attacks.  

 Experiment 2nd: 
    To implement the attack scenario we simulated the 

various attacks using .Net technology for 50 nodes. In this the 
nodes as well as the attackers are randomly selected. The 
results are: 

TABLE VIII.  RESULTS FOR RANDOM ATTACKS 

Random 
attacking 

scenario case 

Randomly selected 
Attacker/ attackers 

Detected Correctly 

1 39 y 

2 12,48,26 y 

3 31,16 y 

4 42 y 

5 23,27,39,8 n 

 
  Fuzzy Forensic analysis tool is capable to find four attack 

scenarios out of five attacks. 

Snap shots 

VII. CONCLUSION 

In this paper, we emphasized over the DoS/ DDoS carried 
due to flooding of RREQ routing packet while dynamic source 
routing in MANET. Flooding RREQ message per unit time 
without following broadcasting rule can easily implemented 
by attacker and for some duration attacker engage the network 
in unnecessary routing management leading to denial of 
services for some duration. There is requirement for gathering 
proof against attacker for this forensic analysis of attack trace 
evidence is needed to be done. Fuzzy forensic do this analysis 
using fuzzy logic.  

For analysis we considered the various parameters of 
register request in dynamic source routing protocol at general 
scenario and in attacking scenario. According to these 
parameters the fuzzy analysis rules are generated and 
determined. Attack scenarios having varying simulation time 
and number of attackers is launched in NS2.     

As well as in simulation for attack scenario using .Net 
having random attackers, random number of attackers is also 
implemented. Fuzzy forensic analysis tool provide protected 
reports with hash value with details like attacker nodes, 
compromised nodes time duration of attack and rate of attack. 
Our tool gives approximately 90% of correct detection for 
both DoS and DDoS RREQ flooding. 

VIII. SNAPSHOTS 

  

 

Simula-

tion time 

in 

seconds 

Rate of 

Attack  

 

Number of 

attacks 

with same 

rate 

 

Time 

Duration in 

micro seconds 

Detected 

Correctly  

60/150 6 2 344/403 y/y 

80/250 7 2 419/427 y/y 

60/200 8 2 423/724 y/n 

70/300 9 2     516/807 y/y 

60/170 10 2 472/790 y/y 

 

Simulation 

time in 

seconds 

 

Number of 

attacker 

nodes 

Rate of 

Attack 

 

Time 

Duration in 

micro 

seconds 

Detecte

d 

Correct

ly  

60 3 5 448 y 

150 3 4 394 y 

80 4 5 406 y 

250 4 4 412 y 

60 5 4 386 y 

200 5 3 401 y 

70 6 4 256 y 

300 6 3 427 n 

60 7 4 229 y 

170 7 3 236 y 
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Attack simulation in NS2: 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Attack simulation using .net environment: 
 

 

 

 

 

 

 

 

 

Case with hash value generation: 

 
 

 

 

 

 

 

 

 

 

Log evaluation: 

 

 
 

 

 

 

 

 

 

 

 

Report generation: 
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Abstract—Image segmentation has recently become an 

essential step in image processing as it mainly conditions the 

interpretation which is done afterwards. It is still difficult to 

justify the accuracy of a segmentation algorithm, regardless of 

the nature of the treated image. In this paper we perform an 

objective comparison of region-based segmentation techniques 

such as supervised and unsupervised deterministic classification, 

non-parametric and parametric probabilistic classification. Eight 

methods among the well-known and used in the scientific 

community have been selected and compared. The 

Martin’s(GCE, LCE), probabilistic Rand Index (RI), Variation 

of Information (VI) and Boundary Displacement Error (BDE) 

criteria are used to evaluate the performance of these algorithms 

on Magnetic Resonance (MR) brain images, synthetic MR image, 

and synthetic images. MR brain image are composed of the gray 

matter (GM), white matter (WM) and cerebrospinal fluid (CSF) 

and others, and the synthetic MR image composed of the same 

for real image and the plus edema, and the tumor. Results show 

that segmentation is an image dependent process and that some 

of the evaluated methods are well suited for a better 
segmentation. 

Keywords—Evaluation criteria; Martin’s; Rand Index; Image 

Segmentation; Magnetic resonance image. 

I. INTRODUCTION 

TRegion-based segmentation methods are powerful tools 
for objet detection and recognition. These methods aim at 
differentiating regions of interest (objects / background). Their 
objective is to divide the image into homogeneous zones to 
separate the different entities in the image. This is usually a 
first step in a more complex treatment chain involving pattern 
recognition. For example in medical imaging, segmentation is 
very important for representation and visualization as well as 
for the extraction of parameters and the analysis of images. 
Region based segmentation is a specific approach in which 
one seeks to construct surfaces by combining neighboring 
pixels according to a criterion of homogeneity. The nature of 
the considered images and the objective of the segmentation 
being multiple, there is no unique technique for image 
segmentation and segmenting an image into meaningful 
regions remains a real challenge [1].  According to Cocquerez 
et al.[2], the choice of a technique is related to the texture 
which is one of the important characteristics of an image. The 
purpose for based-region segmentation is to identify coherent 
regions of an image. 

 In order to compare the suitability of a segmentation 
method, we propose a comparative study between regions 

based segmentation techniques. To correctly validate a result 
of segmentation of medical images, it is necessary to have the 
ground truth, which is quite difficult in this case of real 
images. The quality of imagery and the requirement of 
accurate segmentation are the crucial aspect in characterizing 
the performance of segmentation algorithms in brain images 
[3],[4]. Many image processing techniques have been 
proposed for brain MRI segmentation, most notably 
thresholding [5], region-growing [6], classifying [7], 
clustering[8], modelling [9], neural network based [10] and 
others.  

As can be seen on Error! Reference source not found., 
region based segmentation methods can be grouped into two 
famous families: deterministic based methods and 
probabilistic based classification methods. By the same way, 
each of these families can be subdivided into two groups. 
Deterministic classification family is composed of 
unsupervised and supervised methods. Whereas, probabilistic 
classification family contains parametric and non-parametric 
methods. In this paper, we present a comparative study of 
clustering based segmentation methods on synthetic and MR 
images. This paper is mainly devoted to study situations in 
which using different methods for the image segmentation. Its 
principal purpose is used five criteria and shows its suitability 
in unsupervised image segmentation. The performance of each 
technique is evaluated using the Martin’s [11], Probabilistic 
Rand Index [12], Variation of Information [47] and Boundary 
Displacement Error criteria [53]. These measures compute the 
consistency degree between the regions produced by two 
segmentations. The evaluation of a segmentation algorithm 
consists in measuring the similarity between the reference 
algorithm and that obtained by this algorithm. The choice of 
an accurate measure is quite critical in order to provide a strict 
evaluation and reflect the real quality of an automatic 
segmentation with comparison to a manual one. The 
remainder of the paper is organized as follows: Section 2 
presents the different region-based segmentation methods used 
for MR image analysis. The evaluation criteria are described 
in section 3. Section 4 describes the materiel and data used in 
this study. Experimental results on synthetic and real images 
are presented in section 5. Finally, a discussion concludes this 
paper in section 6. 

II. REGION-BASED SEGMENTATION TECHNIQUES  

A large number of segmentation approaches have been 
proposed in the literature [13, 14, 15, 16]. A good survey 
about their evaluation can be found in [17][18]. A list of  
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Fig. 1 Region-based segmentation methods

unsupervised, supervised, and non-parametric region based 
segmentation algorithms are presented in this section, such as 
Mean Shift (MS), Fuzzy C-Means (FCM), KMeans, 
Expectation Maximization (EM), Spatial Constraint Fuzzy C-
Means (SCFCM), Markov Random Fields (MRF), Pulse 
Coupled Neural Network (PCNN), and Support Vector 
Machine (SVM). In the next subsections we will introduce 
briefly each of these techniques. 

A. K-Means  

K-Means algorithm is an unsupervised clustering 
algorithm that classifies the input data points into multiple 
classes based on their inherent distance from each other. The 
iterative K-Means clustering algorithm was first proposed by 
MacQueen [19]. The algorithm aims at partitioning the data 
set, consisting of ℓ expression patterns {x1,..., xℓ} in an n-

dimensional space, into k disjoint clusters        
 
, such that 

the expression patterns in each cluster are more similar to each 
other than to the expression patterns in other clusters[20]. 
There are two popular partitioned clustering strategies: square-
error and mixture modeling. The sum of the squared Euclidian 
distances between the samples in a cluster and the cluster 
center is called within-cluster variation. K-Means are widely 
used in many applications such as data extraction and image 
segmentation [21]. The K-Means method is an iterative 
algorithm that minimizes the sum of distances between each 
object and its cluster centroid.  

B. Fuzzy C-Means (FCM) 

Fuzzy C-Means (FCM) is an unsupervised fuzzy clustering 
algorithm[22]. Excerpted from the algorithm of C-means[23], 
it introduces the concept of fuzzy set in the definition of 
classes, each point in the data set belongs to each cluster with 

a certain degree, and all clusters are characterized by their 
center of gravity. The FCM clustering algorithm was first 
suggested by Dunn [24] and later improved by Bezdek 
[25].The FCM method proposes a fuzzy membership that 
assigns a degree of membership for each class by iteratively 
updating the cluster centers and the membership degrees for 
each data point. The cluster that has an associated pixel is one 
whose membership degree is highest. A novel approach called 
enhanced possibilistic Fuzzy C-Means clustering is proposed 
for segmenting MR brain image into different tissue types on 
both normal and tumor affected pathological brain images.  
FCM methods has been proposed for the segmentation of MR 
Images [26,27]and for the segmentation of major tissues in 
[28,29] and possible tumor on T1-weighted volumes. The 
FCM is often used in medical image segmentation [30, 31]. 
Chen et al. [32], have proposed an algorithm based on FCM 
for the correction of intensity in homogeneity and for 
segmentation of MRI images.   

C. Fuzzy C-Means algorithm with Spatial Constraint  

(SCFCM) 

Fuzzy C-Means algorithm with Spatial Constraint 
(SCFCM) is based on the clustering algorithm FCM described 
above, two kinds of information in image are used, the gray 
value, and space distributed structure. Based on the relevance 
of nearly pixels, the neighbors in the set should be similar in 
feature value. Its effectiveness contributes not only to 
introduction of fuzziness for belongingness of each pixel but 
also to exploitation of spatial contextual information. SCFCM 
clustering algorithm preserves the homogeneity of the regions 
better than existing FCM techniques, which often have 
difficulties when tissues have overlapping intensity. In order 
to reduce the noise effect during segmentation, the proposed 
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method incorporates both the local spatial context and the non-
local information into the standard FCM cluster algorithm 
using a novel dissimilarity index in place of the usual metric 
distance.  

D.  Expectation Maximization (EM)  

Expectation Maximization (EM) is one of the most 
common algorithms used for density estimation of data points 
in an unsupervised setting. The EM algorithm [33]is used to 
estimate the parameters of this model; the resulting pixel-
cluster memberships provide a segmentation of the image. The 
EM algorithm can be considered as a variant of the K-Means 
algorithm where the membership of any given point to the 
clusters is not complete and can be fractional. An EM 
algorithm was proposed in [34]to model the homogeneities as 
a bias field of the image logarithm. This algorithm has been 
applied for the segmentation of brain MR image 
[35].According to [36]the EM algorithm has demonstrated 
greater sensitivity to initialization than the K-Means or FCM 
algorithms.  

E. Mean Shift (MS)  

The Mean Shift (MS) [37] algorithm clusters an n-
dimensional data set by associating each point with a peak of 
the data set’s probability density. For each point, Mean Shift 
computes its associated peak by first defining a spherical 
window at the data point of radius r and computing the mean 
of the points that lie within the window. At each iteration the 
window will shift to a more densely populated portion of the 
data set until a peak is reached, where the data is equally 
distributed in the window. MS was successfully applied by 
Mayer et al. [38]in clustering, segmentation and filtering of 
natural resources in 2D images [39], using a paradigm 
adaptively to segment the brain MR images. 

F. Markov Random Field (MRF) 

The Markov Random Field (MRF) models are used for the 
restoration and segmentation of digital images. They can make 
up for deficiencies in observed information by adding a-priori 
knowledge to the image interpretation process in the form of 
models of spatial interaction between neighboring pixels. 
Hence, the classification of a particular pixel is based, not only 
on the intensity of that pixel, but also on the classification of 
neighboring pixels. The goal of segmentation is to estimate the 
correct label for each site. The segmentation is obtained by 
classifying the pixels into different pixel classes. These classes 
are represented by multivariate Gaussian distributions. A most 
of reference are cited, It can be viewed as a particular model 
selection problem, and different techniques have been 
proposed in the classical HMF case [40]. It has been used for 
brain image segmentation by modeling probabilistic 
distribution of the labeling of a voxel jointly with the 
consideration of the labels of a neighborhood of the voxel 
[41].  

G. Support vector machine (SVM) 

The Support Vector Machine (SVM) is a learning machine 
for two-group classification problems.  

The machine conceptually implements the following idea: 
input vectors are non-linearly mapped to a very high-

dimension feature space. SVM is a set of supervised learning 
techniques for solving problems of discrimination, regression 
and are particularly adapted to data process at very high 
dimensions [42]. The algorithm of the SVM is described as 
follows: 

First specifies a small set of training pixels, such as a small 
part of an object and a small part of the background, as the 
clues. Then, fast SVM is applied to train the classifiers based 
on the training pixels. Finally, the remaining image, which is 
viewed as the test set, is subdivided into several regions by the 
classifier. A comparison between a segmentation method with 
SVM and FCM is applied in [43].  

H. The Pulse-Coupled Neural Network (PCNN) 

The Pulse-Coupled Neural Nets (PCNN) is a two-
dimensional non-training neural network in which each neuron 
in the network corresponds to one pixel in an input image. The 
neuron receives its input as an external stimulus. These stimuli 
are combined in an internal activation system, and are 
accumulated until they exceed a dynamic threshold. This will 
result in a pulse output and through an iterative process. The 
algorithm produces a temporal series of binary images as 
outputs algorithm is based on the neurophysiologic models 
evolving from studies of small mammals. Depending on time 
as well as on the parameters, this dynamic output contains 
information, which makes it possible to detect edges, do 
segmentation, identify textures and perform other feature 
extractions. For the PCNN, the neurons associated with each 
group of spatially connected pixels with similar intensities 
tend to pulse together [44]. This is the basic principle of 
segmentation of the PCNN. In fact, there are many approaches 
for image segmentation with the PCNN. Generally, all the 
methods of segmentation can be classified into two kinds of 
schemes: common image segmentation and automatic image 
segmentation. 

III. EVALUATION CRITERIA 

The goal of this study is to perform a quantitative 
comparison between automatic segmentation and a set of 
ground truth segmentation (reference). We use the same 
methodology reported in, and an evaluation metric for image 
segmentation of multiple objects [45], where a quantitative 
predictive performance evaluation used full reference image 
quality assessment metrics has been conducted. In this section 
we present five criteria, the Probabilistic Rand Index, Global 
Consistency Error, Local Consistency Error, Boundary 
Displacement Error and Variation of Information. 

A. The Probabilistic Rand Index (PRI) 

In literature there are many criteria of nonparametric 
measures such as: Jaccard’s index, Fowlkes, and Mallow’s 
index [46] , he is work by counting pairs of pixels that have 
compatible label relationships between the two segmentations 
to be compared. We consider two images reference and 
segmented respectively S1 and S2 of N points X = {  ,   ,   , 

  , … ,   }; that assigned labels {  } and {  
 } respectively 

to point xi. The Rand Index can be computed as the ratio of 
the number of pairs of vertices or faces having the compatible 
label relationship in S1 and S2. Can be defined as: 
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Where I is the identity function, and the denominator is the 
number of possible unique pairs among N data points.  This 
gives a measure of similarity ranging from 1, when the two 
images reference and segmented respectively are identical, to 
0 other wise. We first outline a generalization to the Rand 
Index, termed the Probabilistic Rand (PR) index, which we 
previously introduced in [47] The PR index allows comparison 
of test segmentation with multiple ground-truth images 
through soft non uniform weighting of pixel pairs as a function 
of the variability in the ground-truth set. The Rand index [47] 
counts the fraction of pairs of pixels whose labeling are 
consistent between the computed segmentation and the ground 
truth. This quantitative measure is easily extended to the 
probabilistic Rand index (PRI) [48] by averaging the result 
across all human segmentations of a given image. Consider a 
set of manually segmented (ground truth) images {S1, S2,..., 
SK} corresponding to an image X = {x1,x2,...x i,...,xN}, 
where a subscript indexes one of N pixels. Let S test be the 
segmentation that is to be compared with the manually labeled 
set.  

B. Martin Evaluation Criteria 

Martin et al.[49] proposed two error measures to quantify 
the consistency between image segmentations of differing 
granularities, and used them to compare the results of 
algorithms  to a database of manually segmented images. The 
Martin’s similarity index which outperforms the others in 
terms of properties and discriminative power is employed for 
performance evaluation to compare the different region-based 
segmentation methods. The role of the test is to assess the 
quality of segmentation by transforming the measurements 
into a mathematical function called test. These criteria may be 
a test of homogeneity of a set of points of similarity, or any 
statistical test. Martin et al. [50] proposed an interesting error 
measure, which takes 2 images S1 and S2 as input, and 
produces a real-valued output in the range [0, 1], the Martin’s 
distance where 0 signifies no error and 1 worst segmentation, 
which the inverse for similarity 1 signifies no error and 0 
worst segmentation. The measure is shown to be effective for 
qualitative similarity comparison between segmentations by 
humans, who often produce results with varying degrees of 
perceived details, which are all intuitively reasonable and 
therefore ‘‘correct”. On the other hand, the Martin error 
measure is sensitive to qualitatively different segmentations. A 
segmentation error measure takes two segmentations S1 and 
S2 as input, and produces a real valued output. For a given 
pixel pi consider the segments in S1 and S2 that contain that 
pixel. The segments are sets of pixels. If one segment is a 
proper subset of the other, then the pixel lies in area of 
refinement and the local error should be zero. If there is no 
subset relationship, then the two regions overlap in an 
inconsistent manner. In this case, the local error should be 
non-zero. If R(S, pi) is the set of pixels corresponding to the 
region in segmentation S which is the region that contains 
pixels pi, the local refinement error, E, is defined as: 

            
 
        

        
  

          
                                    (2)       (2) 

 Note that this local error measure is not symmetric. It 
encodes a measure of refinement in one direction only: 
             is zero precisely when S1 is a refinement of S2 at 
pixel pi, but not vice versa. There are two natural ways to 
combine the values into a measure of the error for the entire 
image. Global Consistency Error (GCE) forces all local 
refinements to be in the same direction. Local Consistency 
Error (LCE) allows refinement in different directions and in 
different parts of the image. Let n be the number of pixels: 
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Although these error metrics are calculated by grouping 
pixels into objects first, they unfortunately tolerate over-
segmentation and under-segmentation, as a consequence of 
their intended purpose for comparing human segmentations. 

As LCEGCE, it is clear that GCE is a tougher measure than 
LCE. 

C. Boundary matching (Boundary Displacement Error) 

Several measures work by matching boundaries between 
the segmentations, and computing some summary statistic of 
match quality. The Boundary Displacement Error (BDE) 
measures the average displacement error of one boundary 
pixels and the closest boundary pixels in the other 
segmentation [48] . Work in [51] proposed solving an 
approximation to a bipartite graph matching problem for 
matching segmentation boundaries, computing the percentage 
of matched edge elements, and using the harmonic mean of 
precision and recall, termed the F-measure as the statistic. 
Furthermore, for a given matching of edge elements between 
two images, it is possible to change the locations of the 
unmatched edges almost arbitrarily and retain the same 
precision and recall score. 

D. Information-based (Variation of Information) 

The proposed metric measure is termed the variation of 
information (VI) and is related to the conditional entropies 
between the class label distributions of the segmentations. 
Work in [52] computes a measure of information content in 
each of the segmentations and how much information one 
segmentation gives about the other. Several measures work by 
counting the number of false- positives and false-negatives 
[53] and similarly assume existence of only one ground truth 
segmentation. Due to the lack of spatial knowledge in the 
measure, the label assignments to pixels may be permuted in a 
combinatorial number of ways to maintain the same 
proportion of labels and keep the score unchanged. 

IV. MATERIEL 

A. Data synthetic MR image 

 A large number of segmentation approaches have been 
proposed in the literature [54, 55, 56, 57].A good survey about 
their evaluation can be found in [58][59] A list of 
unsupervised, supervised, and non-parametric region based 
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segmentation algorithms are presented in this section, such as 
Mean Shift (MS), Fuzzy C-Means (FCM), KMeans, 
Expectation Maximization (EM), Spatial Constraint Fuzzy C-
Means (SCFCM), Markov Random Fields (MRF), Pulse 
Coupled Neural Network (PCNN), and Support Vector 
Machine (SVM). The image is constitute with: White 
matter(WM), gray matter (GM), cerebrospinal fluid(CSF), 
edema, tumor for the synthetic MR image are represented as  a 
set of spacial probability maps for tissue  and pathology shows 
in Figure.2.  In our laboratory, from these different matters we 
have created the ground truth for each image.  

  

 

       e                     f                          g                                         

Fig. 2 From left to right : (a) image T1, (b) ground truth, (c) white matter, 
(d) gray matter,  (e) CSF, (f) edema, (g) tumor. 

In this section we compare the results of segmentation 
methods on synthetic MR image. In Fig 2 present an example 
of synthetic MR image with the display the images of different 
segmentation methods. And in the Table 2 below shows the 
values of evaluation criteria. These examples we allow to 
understand how to meet these criteria have different images 
segmentation. The values obtained in Table 2 shows the 
comparison between the automatic image segmentation and 
the ground truth image for synthetic MR images. The results 
of average and variance we applied for 25 synthetic MR image 
the results are given in following are varies between 
0.3245±0.0012 and 0.5021±0.0013 for GCE criterion, the 
value between 0.124±0.0034 and 0.3585±0.0070 for LCE, the 
values between 0.4069±0.0058 and 0.5912±0.0067for PRI, the 
values between 1.5021±0.5871 and 5.2314±1.2341 for VI, and 
92.8908±22.5487and 3.7077±0.6532 for BDE criterion. 

     

     

Fig. 3 Representative examples  of results obtained with the different 

segmentation methods, (a) original image, (b) ground truth image, (c) FCM, 
(d) K-Means, (e) SCFCM, (f) MS, (g)  EM, (h) MRF,(i) PCNN (j) SVM. 

B. Real data 

 In this section, images are obtained from the IBSR 
(Internet Brain Segmentation Repository) database [60]. As 
described on the IBSR, the database is composed of three-
dimensional coronal brain Magnetic Resonance Images 
(MRI). The coronal three-dimensional T1-weighted spoiled 
gradient echo MRI scans were performed on 2 different 
imaging systems.  

The MR Brain data sets and their manual segmentations 
were provided by the center of morphometric analysis at 
Massachusetts general hospital and are available at IBSR. The 
voxels contain images segmented by experts for each sub-
databases are the ground truth voxels. These databases are 
used by many that users’ all around the world. It supplies brain 
MR images as well as the segmentation results that are 
performed by the trained experts in a manually guided 
manner. Error! Reference source not found.3shows different 
images from the IBSR database. For our experiment, we used 
25 test images from the IBSR database and the corresponding 
ground truth (segmented by the expert) to each image.  

The different based segmentation methods are applied on 
each image and the Martin's criteria are used to evaluate the 
performance of each algorithm.   

Fig. 4 Representative examples  of results obtained with the different 

segmentation methods, (a) original image, (b) ground truth image, (c) FCM, 
(d) K-Means, (e) SCFCM, (f) MS, (g)  EM, (h) MRF,(i) PCNN (j) SVM. 

The analysis of the results of Fig. 4 demonstrates that some 
of the used algorithms generate as many classes as those 
generated by the laboratory. These findings are confirmed by 
the criteria reported in Table 3.  

Comparison of the eight segmentation algorithms using 
LCE and GCE errors (mean) in the case of real images in these 
paper 25 images. The MS method performs better than the 
FCM, followed respectively by SVM, SCFCM, EM, K-Means, 
MRF, and PCNN. Accordingly, we compare the segmentation 
performance in brain tissue. To say that actual results are 
consistent with the results obtained on synthetic images.  

For a quick interpretation of the results, Fig. 4 report the 
evolution of the martin’s criteria. The best criterion values are 
obtained for the EM method (GCE criterion = 0.9268, LCE 
criterion = 0.9047, PRI=0.9724, VI = 0.4935, and BDE= 
3.245) in average. 

  

     

     

       a                     b                       c                d                                               
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TABLE I.  Averages and STD of: GCE, LCE, PRI, VI, and BDE mean values 
of the synthetic MR Dataset for the different segmentation methods. 

 

 

TABLE II.  Averages and STD of: GCE, LCE, PRI, VI, and BDE 
mean values of the dataset for the different segmentation methods. 

  

criteria  FCM K-Means SCFCM MS EM MRF PCNN SVM 

GCE 
Average 0.4152 0.4090 0.3795 0.3397 0.5021 0.4040 0.4021 0.3245 

 

STD 0.0052 0.0049 0.0050 0.0064 0.0013 0.0062 0.0063 0.0012 

 

LCE  
Average 0.3569 0.3443 0.1941 0.3149 0.3585 0.1284 0.3054 

 

0.124 

 

STD 0,0041 0,0071 0,0564 0,0083 0,0070 0.0017 0,0064 

 

0.0034 

 

PRI  

Average 0.5882 0.5826 0.5912 0.5552 0.5771 0.4165 0.4069 0.502 

 

STD 0.0077 0.0066 0.0067 0.045 0.0088 0.0062 0.0058 0.0084 

 

VI 
Average 3.1525 

 

 

3.0997 3.2087 3.5489 2.3710 1.5021 1.5845 
5.2314 

STD 0.9154 0.885 0.456 0.658 0.451 0.5871 0.1854 
1.2341 

BDE 
Average  4.6365 

 

4.7548 4.5193 4.5782 3.7077 92.8908 53.3238 24.2145 

 
STD 0.9124 0.7245 0.8546 0.8546 0.6532 22.5487 16.2354 5.123 

 
criteria  FCM K-Means SCFCM MS EM MRF PCNN SVM 

GCE 
Average 0.4152 0.4090 0.3795 0.3397 0.5021 0.4040 0.4021 0.3245 

 

STD 0.0052 0.0049 0.0050 0.0064 0.0013 0.0062 0.0063 0.0012 

 

LCE  
Average 0.3569 0.3443 0.1941 0.3149 0.3585 0.1284 0.3054 

 

0.124 

 

STD 0,0041 0,0071 0,0564 0,0083 0,0070 0.0017 0,0064 

 

0.0034 

 

PRI  

Average 0.5882 0.5826 0.5912 0.5552 0.5771 0.4165 0.4069 0.502 

 

STD 0.0077 0.0066 0.0067 0.045 0.0088 0.0062 0.0058 0.0084 

 

VI 
Average 3.1525 

 

 

3.0997 3.2087 3.5489 2.3710 1.5021 1.5845 
5.2314 

STD 0.9154 0.885 0.456 0.658 0.451 0.5871 0.1854 
1.2341 

BDE 
Average  4.6365 

 

4.7548 4.5193 4.5782 3.7077 92.8908 53.3238 24.2145 

 
STD 0.9124 0.7245 0.8546 0.8546 0.6532 22.5487 16.2354 5.123 

 

criteria  FCM KMeans SCFCM MS EM MRF PCNN SVM 

GCE 

 Mean 0.9161 0.9169 0.7922 0.9180 0.9268 0.9028 0.8480 0.7856 

 STD 0.0275 0.0285 0.1604 0.0317 0.0263 0.0210 0.0491 0.0210 

 
LCE  

Means  0.0829 0.8872 0.2308 0.8893 0.9047 0.8872 0.8893 0.7544 

 STD 0.0117 0.0203 0.3141 0.0141 0.0154 0.0125 0.0141 0.0107 

 
PRI 

Mean  0.9315 0.9301 0.9221 0.6815 0.9724 0.9768 0.84786 0.8324 

 STD 0.0164 0.0172 0.0083 0.0525 0.0093 0.0075 0.0248 0.0650 

 
VI 

 Mean 0.6637 0.6668 0.7014 0.8679 0.4935 0.5478 0.7581 0.6847 

STD 0.1255 0.1280 0.0465 0.1141 0.1096 0.1245 0.0145 0.1128 

BDE 

 Mean 0.6806 0.6731 0.7000 82.2160 3.245 8.5471 0.624 18.7584 

STD 0.0924 0.0943 0.0436 4.0190 0.8096 1.1211 0.0074 8.0874 
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Table 3 shows the output of the criteria; interval with a 
lower limit greater than 0 and high limited at 1, the values 
implies that the adaptive EM performs significantly better in 
segmentation than benchmark (the FCM, K-Means, SCFCM, 
MS, MRF, PCN or SVM).  The GCE, LCE, and RI values of 
the EM method in Fig 12, for 25 brain images, which 
demonstrate the robustness of the method EM.  

TABLE III.  CPU time by different algorithms in Fig.11 in the same 
order. 

 Image 256×256 

pixels 

524288 bytes 

Image 180x180 

pixels 

259200 bytes 

Image  

172x158 

pixels 

217408 

bytes 

FCM (CPU time(s)) 12.11 5.76 4.09 

K-Means (CPU 

time(s)) 

2.27 1.82 1.01 

SCFCM (CPU 

time(s)) 

23.41 10.45 7.46 

MS (CPU time(s))  0.35 0.46 0.39 

EM (CPU time(s)) 20.86 9.08 7.38 

MRF (CPU time(s)) 1470.88 673.17 564.15 

PCNN (CPU time(s)) 10.76 6.09 6.05 

SVM (CPU time(s)) 18.12 8.21 7.25 

4.5. Computational time 
The processing time for segmenting images is presented in 

Table 4. We list the CPU time in segmenting images in Fig.10. 
It can be seen from Table 4 that the processing time for MRF 
are both higher than the other algorithms. 

V. DISCUSSION AND CONCLUSION 

This paper presents an objective comparison of region-
based segmentation methods. Our study focuses on supervised 
and unsupervised deterministic classification, non-parametric 
and parametric methods probabilistic classification. Among 
the well-known and used techniques in the scientific 
community, we have selected eight techniques. These methods 
have been used on two different databases. The first composed 
synthetic MR images are available for download at 
www.ucinia.org, and the second composed of brain MR 
images from the IBSR database. For comparison, a ground 
truth is created in our laboratory for synthetic MR images and 
by an expert for IBSR database. To compare the different 
region based segmentation methods, we used the Martin’s 
similarity indexes and Probabilistic Rand Index. Five criteria 
have been used: The global consistency error, the local 
consistency error, Probabilistic Rand Index, Variation of 
Information, and Boundary Displacement Error. At each time, 
the result of these criteria is the difference between the 
automatic segmentation and the ground truth. In this paper, we 
compared the performance of different region-based 
segmentation algorithms. Results show that the EM is 
outperforms the other seven algorithms in the three different 
dataset images. The analysis of the results of the five criteria 
demonstrate that except the EM, K-Means, SCFCM and the 
FCM algorithm, all the methods that we have tested perform 
well for the segmentation of images such those considered in 
this paper. Nevertheless, we are going to group them in two 
classes. The first class contained SCFCM, K-Means, FCM, 
and EM, the latter algorithm has a best performance with 
GCE = 0.6935, LGE = 0.4113 and PRI=0.8245 for the 

synthetic data, GCE = 0.5021, LGE = 0.3585 and PRI=0.6067 
for the synthetic MR data, and with GCE = 0.9268, 
LGE = 0.9047, and PRI=0.6067 for the ISBR data. This is 
consistent with what have been reported on the robustness of 
the MS algorithm for feature extraction and image 
segmentation. The MS algorithm is an unsupervised 
clustering-based segmentation method and needs no a priori 
information on the number and the shape of the data cluster. 
The FCM method takes advantage of local textual information 
and high inter-pixel correlation inherent. The second class, 
with a worst quality scores for the criteria groups decreasing: 
MRF, MS, PCNN, and SVM methods. The very high value of 
the five criteria for the EM method is due to known fixed 
segmentation parameters of the EM method estimated by 
optimizing the likelihood. The optimized requires no ‘step 
size’ parameters and will not oscillate around the optimum. 
However, there is no guarantee of global solutions. These 
results might be due to initialization the parameter for each 
algorithm. Last but not least, according to Error! Reference 
source not found. which reports the least values obtained for 
the GCE, LCE, PRI, VI, and BDE on the synthetic data it is 
shown that the demonstrated EM method is well adapted for 
any type of images synthetic MR, and MR images. In the 
second, by the FCM, K-Means, and SCFCM methods almost 
the same values of five criteria in different type of the three 
datasets.  In this paper, the adaptive EM is outperforms the 
other seven algorithms in three dataset (synthetic MR images, 
and MR images).As a prospect to this study, we are actively 
working on 3D segmentation methods. In progress as well, a 
study to compare criteria for evaluation of the image 
segmentation methods. 
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Abstract— In this paper, we propose an automated computer 

platform for the purpose of classifying Electroencephalography 

(EEG) signals associated with left and right hand movements 

using a hybrid system that uses advanced feature extraction 

techniques and machine learning algorithms. It is known that 

EEG represents the brain activity by the electrical voltage 

fluctuations along the scalp, and Brain-Computer Interface (BCI) 

is a device that enables the use of the brain’s neural activity to 

communicate with others or to control machines, artificial limbs, 

or robots without direct physical movements. In our research 

work, we aspired to find the best feature extraction method that 

enables the differentiation between left and right executed fist 

movements through various classification algorithms. The EEG 

dataset used in this research was created and contributed to 

PhysioNet by the developers of the BCI2000 instrumentation 

system. Data was preprocessed using the EEGLAB MATLAB 

toolbox and artifacts removal was done using AAR. Data was 

epoched on the basis of Event-Related (De) Synchronization 

(ERD/ERS) and movement-related cortical potentials (MRCP) 

features. Mu/beta rhythms were isolated for the ERD/ERS 

analysis and delta rhythms were isolated for the MRCP analysis. 

The Independent Component Analysis (ICA) spatial filter was 

applied on related channels for noise reduction and isolation of 

both artifactually and neutrally generated EEG sources. The 

final feature vector included the ERD, ERS, and MRCP features 

in addition to the mean, power and energy of the activations of 

the resulting Independent Components (ICs) of the epoched 

feature datasets. The datasets were inputted into two machine-

learning algorithms: Neural Networks (NNs) and Support Vector 

Machines (SVMs). Intensive experiments were carried out and 

optimum classification performances of 89.8 and 97.1 were 

obtained using NN and SVM, respectively. This research shows 

that this method of feature extraction holds some promise for the 

classification of various pairs of motor movements, which can be 
used in a BCI context to mentally control a computer or machine. 

Keywords—EEG; BCI; ICA; MRCP; ERD/ERS; machine 

learning; NN; SVM 

I. INTRODUCTION 

The importance of understanding brain waves is increasing 
with the ongoing growth in the Brain-Computer Interface 
(BCI) field, and as computerized systems are becoming one of 
the main tools for making people’s lives easier, BCI or Brain-
Machine Interface (BMI) has become an attractive field of 
research and applications, BCI is a device that enables the use 
of the brain’s neural activity to communicate with others or to 

control machines, artificial limbs, or robots without direct 
physical movements [1-4]. 

 The term “Electroencephalography” (EEG) is the process 
of measuring the brain’s neural activity as electrical voltage 
fluctuations along the scalp that results from the current flows 
in brain’s neurons [5]. In a typical EEG test, electrodes are 
fixed on the scalp to monitor and record the brain’s electrical 
activity [6]. BCI measures EEG signals associated with the 
user’s activity then applies different signal processing 
algorithms for the purpose of translating the recorded signals 
into control commands for different applications [7].  

The most important application for BCI is helping disabled 
individuals by offering a new way of communication with the 
external environment [8]. Many BCI applications were 
described in [9] including controlling devices like video games 
and personal computers using thoughts translation. BCI is a 
highly interdisciplinary research topic that combines medicine, 
neurology, psychology, rehabilitation engineering, Human-
Computer Interaction (HCI), signal processing and machine 
learning [10]. 

The strength of BCI applications lies in the way we 
translate the neural patterns extracted from EEG into machine 
commands. The improvement of the interpretation of these 
EEG signals has become the goal of many researchers; hence, 
our research work explores the possibility of multi-trial EEG 
classification between left and right hand movements in an 
offline manner, which will enormously smooth the path leading 
to online classification and reading of executed movements, 
leading us to what we can technically call “Reading Minds”. 

In this work, we introduce an automated computer system 
that uses advanced feature extraction techniques to identify 
some of the brain activity patterns, especially for the left and 
right hand movements. The system then uses machine learning 
algorithms to extract the knowledge embedded in the recorded 
patterns and provides the required decision rules for translating 
thoughts into commands (as seen in Fig. 1). 

This article is organized as follows: a brief review of related 
research work is provided in Section II. In Section III, the 
dataset used in this study is described. The automated feature 
extraction process is described in Section IV. The generation of 
our training/testing datasets and the practical implementation 
and system evaluation are discussed in Section V. Conclusions 
and suggested future work are provided in Section VI. 
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II. LITERATURE REVIEW 

The idea of BCI was originally proposed by Jaques Vidal in 
[11] where he proved that signals recorded from brain activity 
could be used to effectively represent a user’s intent. In [12], 
the authors recorded EEG signals for three subjects while 
imagining either right or left hand movement based on a visual 
cue stimulus. They were able to classify EEG signals into right 
and left hand movements using a neural network classifier with 
an accuracy of 80% and concluded that this accuracy did not 
improve with increasing number of sessions. 

 
Fig. 1. Feature extraction and translation into machine commands 

The author of [13] used features produced by Motor 
Imagery (MI) to control a robot arm. Features such as the band 
power in specific frequency bands (alpha: 8-12Hz and beta: 13-
30Hz) were mapped into right and left limb movements. In 
addition, they used similar features with MI, which are the 
Event Related Desynchronization and Synchronization 
(ERD/ERS) comparing the signal’s energy in specific 
frequency bands with respect to the mentally relaxed state. It 
was shown in [14] that the combination of ERD/ERS and 
Movement-Related Cortical Potentials (MRCP) improves EEG 
classification as this offers an independent and complimentary 
information. 

In [15], a hybrid BCI control strategy is presented. The 
authors expanded the control functions of a P300 potential 
based BCI for virtual devices and MI related sensorimotor 
rhythms to navigate in a virtual environment. Imagined 
left/right hand movements were translated into movement 
commands in a virtual apartment and an extremely high testing 
accuracy results were reached. 

A three-class BCI system was presented in [16] for the 
translation of imagined left/right hands and foot movements 
into commands that operates a wheelchair. This work uses 
many spatial patterns of ERD on mu rhythms along the 
sensory-motor cortex and the resulting classification accuracy 
for online and offline tests was 79.48% and 85.00%, 
respectively. The authors of [17] proposed an EEG-based BCI 
system that controls hand prosthesis of paralyzed people by 
movement thoughts of left and right hands. They reported an 
accuracy of about 90%. 

A single trial right/left hand movement classification is 
reported in [18]. The authors analyzed both executed and 
imagined hand movement EEG signals and created a feature 

vector consisting of the ERD/ERS patterns of the mu and beta 
rhythms and the coefficients of the autoregressive model. 
Artificial Neural Networks (ANNs) is applied to two kinds of 
testing datasets and an average recognition rate of 93% is 
achieved. 

The strength of BCI applications depends lies in the way 
we translate the neural patterns extracted from EEG into 
machine commands. The improvement of the interpretation of 
these EEG signals has become the goal of many researchers; 
hence, our research work explores the possibility of multi-trial 
EEG classification between left and right hand movements in 
an offline manner, which will enormously smooth the path 
leading to online classification and reading of any executed 
movements, leading us to what we can technically call 
“Reading Minds”. 

III. THE PHYSIONET EEG DATA 

A. Description of the Dataset 

The EEG dataset used in this research was created and 
contributed to PhysioNet [19] by the developers of the 
BCI2000 [20] instrumentation system. The dataset is publically 
available at http://www.physionet.org/pn4/eegmmidb/.  

The dataset consists of more than 1500 EEG records, with 
different durations (one or two minutes per record), obtained 
from 109 healthy subjects. Subjects were asked to perform 
different motor/imagery tasks while EEG signals were recorded 
from 64 electrodes along the surface of the scalp. Each subject 
performed 14 experimental runs:  

 A one-minute baseline runs (with eyes open)  

 A one-minute baseline runs (with eyes closed)  

 Three two-minute runs of each of the four following 
tasks: 

o The left or right side of the screen shows a target. 
The subject keeps opening and closing the 
corresponding fist until the target disappears. Then 
he relaxes. 

o The left or right side of the screen shows a target. 
The subject imagines opening and closing the 
corresponding fist until the target disappears. Then 
he relaxes. 

o The top or bottom of the screen. A target appears 
on either. The subject keeps opening and closing 
either both fists (in case of a top-target) or both feet 
(in case of a bottom-target) until the target 
disappears. Then he relaxes. 

o The top or bottom of the screen A target appears on 
either. The subject imagines opening and closing 
either both fists (in case of a top-target) or both feet 
(in case of a bottom-target) until the target 
disappears. Then he relaxes. 

The 64-channels EEG signals were recorded according to 
the international 10-20 system (excluding some electrodes) as 
seen in Fig. 2. 
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B. The Subset used in the Current Work 

From this dataset, we selected the three (two-minute) runs 
of the first task described above (opening and closing the 
left/right fist based on a target that appears on left or right side 
of the screen). These runs include EEG data for executed hand 
movements. 

We created an EEG data subset corresponding to the first 
six subjects (S001, S002, S003, S004, S005, and S006) 
including three runs of executed movement specifically per 
subject for a total of 18 two-minute records. 

IV. AUTOMATED ANALYSIS OF EEG SIGNALS FOR FEATURE 

EXTRACTION 

A. Channel Selection 

According to [6], many of the EEG channels appeared to 
represent redundant information. It is shown in [21, 22] that the 
neural activity that is correlated to the executed left and right 
hand movements is almost exclusively contained within the 
channels C3, C4, and CZ of the EEG channels of Fig. 2. This 
means that there is no need to analyze all 64 channels of data. 

On the other hand, only eight electrode locations are 
commonly used for MRCP analysis covering the regions 
between frontal and central sites (FC3, FCZ, FC4, C3, C1, CZ, 
C2, and C4) [14]. These channels were used for the 
Independent Component Analysis (ICA) discussed later in the 
current section (Fig. 3). 

 

 
Fig. 2. Electrodes of the International 10-20 system for EEG 

 
Fig. 3. Schematic diagram for the proposed system. 

B. Filtering 

Because EEG signals are known to be noisy and non-
stationary, filtering the data is an important step to get rid of 
unnecessary information from the raw signals. EEGLAB [23], 
which is an interactive MATLAB toolbox, was used to filter 
EEG signals. 

A band pass filter from 0.5 Hz to 90 Hz was applied to 
remove the DC (direct current) shifts and to minimize the 
presence of filtering artifacts at epoch boundaries. A Notch 
filter was also applied to remove the 50 Hz line noise.  

C. Automatic Artifact Removal (AAR) 

The EEG data of significance is usually mixed with huge 
amounts of useless data produced by physiological artifacts that 
masks the EEG signals [24]. These artifacts include eye and 
muscle movements and they constitute a challenge in the field 
of BCI research. AAR automatically removes artifacts from 
EEG data based on blind source separation and other various 
algorithms. 

The AAR toolbox [25] was implemented as an EEGLAB 
plug-in in MATLAB and was used to process our EEG data 
subset on two stages: Electrooculography (EOG) removal using 
the Blind Source Separation (BSS) algorithm then 
Electromyography (EMG) Removal using the same algorithm 
[26]. 

D. Epoch Extraction (Splitting) 

After the AAR process, the continuous EEG data were 
epoched by extracting data epochs that are time locked to 
specific event types. 
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When no sensory inputs or motor outputs are being 
processed, the mu (8–12 Hz) and beta (13–30 Hz) rhythms are 
said to be synchronized [4, 27]. These rhythms are 
electrophysiological features that are associated with the 
brain’s normal motor output channels [4, 27]. While preparing 
for a movement or executing a movement, a desynchronization 
of the mu and beta rhythms occurs which is referred to as ERD 
and it can be extracted 1-2 seconds before onset of movement 
(as depicted in Fig. 4). Later, these rhythms synchronize again 
within 1-2 seconds after movement, and this is referred to as 
ERS.  

On the other hand, delta rhythms can be extracted from the 
motor cortex, within the pre-movement stage, and this is 
referred to MRCP. The slow (less than 3 Hz) MRCP is 
associated with an event-related negativity that occurs 1-2 
seconds before the onset of movement [28, 29]. 

In our experiments, we extracted time-locking events with 
type = 3 (left hand) or type = 4 (right hand) with different 
epoch limits and types of analysis: 

 ERD analysis: epoch limits from -2 to 0 seconds. 

 ERS analysis: epoch limits from 4.1 to 5.1 seconds. 

 MRCP analysis: epoch limits from -2 to 0 seconds. 

 
Fig. 4. Epoch Extraction (ERS/ERD and MRCP) 

E. Independent Component Analysis (ICA) 

After the AAR process, ICA was used to parse the 
underlying electrocortical sources from EEG signals that are 
affected by artifacts [30, 31]. Data decomposition using ICA 
changes the basis linearly from data that are collected at single 
scalp channels to a spatially transformed virtual channel basis. 
Each row of the EEG data in the original scalp channel data 
represents the time course of accumulated differences between 
source projections to a single data channel and one or more 
reference channels [32]. 

EEGLAB was used to run ICA on the described epoched 
datasets (left and right ERD, ERS, and MRCP) for the channels 
FC3, FCZ, FC4, C3, C1, CZ, C2, and C4. 

F. Rhythm Isolation 

A short IIR band pass filter from 8 to 30 Hz was applied on 
the ERD/ERS epoched datasets of the experiment for the 
purpose of isolating mu/beta rhythms. Another short IIR 
lowpass filter of 3 Hz was applied on MRCP epoched datasets 
for isolating delta rhythms. The result of this was 6 files for 

each run: ERD/ERS and MRCP for both left and right hand 
movements for each subject. 

V. PRACTICAL IMPLEMENTATION AND RESULTS 

A. Feature Vectors Construction and Numerical 
Representation 

After the EEG datasets were analyzed as described in the 
previous section, the activation vectors were calculated for 
each of the resulted epochs’ datasets as the multiplication of the 
ICA weights and ICA sphere for each dataset subtracting the 
mean of the raw data from the multiplication results. 

Then, the mean, power, and energy of the activations were 
calculated to construct the feature vectors. For each subject’s 
single run, 6 feature vectors were extracted as <Power (8 
features), Mean (8 features), Energy (8 features), Type (1 
feature: ERS/ERD/MRCP), Side (1 target: Left/Right)> 

resulting in a 10826 feature matrix. 

The constructed features were represented in a numerical 
format that is suitable for use with machine learning algorithms 
[33, 34]. Every column in the features matrices was normalized 
between 0.1 and 0.9 such that the datasets could be inputted to 
the learning algorithms described in the next subsection. 

B. Machine Learning Algorithms 

In this work, Neural Networks (NNs) and Support Vector 
Machines (SVMs) algorithms were optimized for the purpose 
of classifying EEG signals into right and left hand movements. 
A detailed description of these learning algorithms can be 
found in [35] and [36]. 

The MATLAB neural networks toolbox was used for all 
NN experiments. The number of input features (25 features) 
determined the number of input nodes for NN and the number 
of different target functions (1 output: left or right) determined 
the number of output nodes. Training was handled with the aid 
of the back-propagation learning algorithm [37]. 

All SVM experiments were carried out using the 
“MySVM” software [38]. SVM can be performed with 
different kernels and most of them were reported to provide 
similar results for similar applications [6]. So, the Anova-
Kernel SVM was used in this work. 

C. Optimisation and Results 

In all experiments, 80% samples were randomly selected 
and used for training and the remaining 20% for testing. This 
was repeated 10 times, and in each time the datasets were 
randomly mixed. 

For each experiment, the number of hidden nodes for NN 
varied from 1 to 20. In SVM, each of the degree and gamma 
parameters varied from 1 to 10. The mean of the accuracy was 
calculated for each ten training-testing pairs. 

The features that were used as inputs to NN and SVM are 
symbolized as follows: 

 P: the power. 

 M: the mean. 

 E: the energy. 
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 X: the sample type (ERS/ERD/MRCP). 

The results of the experiment are summarized in the Table 
I. 

TABLE I.  RESULTS FOR EXPERIMENT B. 

Features 

NN SVM 

Accuracy 
% 

Hidden 
Layers 

Accuracy 
% 

Degree Gamma 

All 88.9 3 85.3 1 5 

P, X 80.4 15 88.2 3 4 

M, X 68.5 11 91.2 3 10 

E, X 82.1 11 94.1 4 5 

P, M, X 79.8 3 80.6 8 3 

M, E, X 82.7 9 82.4 5 4 

P, E, X 89.8 4 97.1 4 4 

 

It is clear from the testing results that SVM outperforms 
NN in most experiments. An SVM topology of degree = 4 and 
gamma = 4 provides an accuracy of 97.1% if tested with the 
power, energy and type inputs of the experiment. A NN of 10 
hidden layers can provide an accuracy of 86.5% if all features 
are used. These results clearly show that the use of advanced 
feature extraction techniques provides good and clear 
properties that can be translated using machine learning into 
machine commands. 

The next best SVM performance (94.1%) is achieved using 
the energy and type features. In general, there has been an 
increase in the classification performance with the use of more 
discriminative features, such as the total energy, compared to 
the power and mean inputs. 

VI. CONCLUSIONS AND FUTURE RESEARCH 

This paper focuses on the classification of EEG signals for 
right and left fist movements based on a specific set of features. 
Very good results were obtained using NNs and SVMs 
showing that offline discrimination between right and left 
movement, for executed hand movements, is comparable to 
leading BCI research. Our methodology is not the best, but is 
somewhat a simplified efficient one that satisfies the needs for 
researchers in field of neuroscience. 

In the near future, we aim to develop and implement our 
system in online applications, such as health systems and 
computer games. In addition, more datasets has to be analyzed 
for a better knowledgeable extraction and more accurate 
decision rules. 
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Abstract—NER have been regarded as an efficient strategy to 

extract relevant entities for various purposes. The aim of this 

paper is to exploit conventional method for NER in Odia by 

parameterizing CRF++ tool in different ways. As a case study, we 

have used gazetteer and POS tag to generate different feature set 

in order to compare the performance of NER task. Comparison 

study demonstrates how proposed NER system works on 
different feature set. 

Keywords—Named Entity Recognition; CRF++ Tool; Odia 

Named Entity 

I. INTRODUCTION  

NER is a subtask of information extraction that involves 
locating and classifying named entities such as person name, 
location name, organization name... etc. Besides information 
extraction, NER has applications in question answering (Toral 
et al., 2005; Molla et al., 2006), Machine translation (Babych 
& Hartley, 2003). In English language, recognition of named 
entity is easy with greater accuracy, but for Indian languages 
(especially for the language which are not morph analysed), 
recognition of named entity is challenge now. For Indian 
languages, many approaches have been applied for NE 
recognition. These approaches are:  Rule based approach 
(krupka and Hausman, 1998) and Machine learning approach 
or hybrid approach Decision tree (Karkaletis et al. , 2000) , 
Hidden Markov model(Biker ,1997) , MEMM(Borthwick  et 
al. ,1998) , CRF(Andrew McCallum and Wei Li , 2003)).This 
paper presents an overview of work done on locating named 
entity in a text for Odia language using conditional random 
field. We have used CRF++ (version 0.54) tool which is 
implementation of conditional random field, a machine 
learning approach for NE recognition. The statistical CRF 
model has been used for NER as it is more efficient to deal 
with Indian languages. Section-2 gives a brief description on 
conditional random field and section-3 gives brief description 
on Part of speech tag; section-4 describes preparation of 
training data and testing data for CRF based model followed 
by section 5 describes the features used for CRF framework, 
section 6 describes how CRF++ detects named entities and 
section 7 describes the result and accuracy. Conditional 
random field is a machine learning technique which 
overcomes the disadvantage of other machine learning 
approach like HMM and MEMM. In HMM, the words in input 
sequence are not dependant among each other. MEMM face 
label bias problem because of its stochastic state transmission 
nature. CRF overcomes these problems and gives a greater 
accuracy. Conditional random field are undirected graphical 

model used to calculate the conditional probability of values 
on designated output nodes given values assigned to other 
designated input nodes. As CRF is a discriminative, so the 
word identity feature is informative, this helps to label unseen 
words by exploiting the feature. 

 We have used the C++ based openNLP CRF++ package 
of version 0.54 (Taku Kudo, 2005). The CRF++ tool extracts 
the information from the training data and builds a CRF model 
according to weightage of information. When the test data 
presented with CRF model, the tool outputs the test data 
tagged with the labels that has been learnt. 

II. CONDITIONAL RANDOM FIELD 

Conditional random field is a machine learning technique 
which overcomes the disadvantage of other machine learning 
approach like HMM and MEMM. In HMM, the words in input 
sequence are not dependant among each other. MEMM face 
label bias problem because of its stochastic state transmission 
nature. CRF overcomes these problems and gives a greater 
accuracy. Conditional random field are undirected graphical 
model used to calculate the conditional probability of values 
on designated output nodes given values assigned to other 
designated input nodes. As CRF is a discriminative, so the 
word identity feature is informative, this helps to label unseen 
words by exploiting the feature. 

Conditional Random Fields can be defined as in [3] as 
follows: “Let G = (V, E) be a graph such that Y= (Yv) v V, so 
that Y is indexed by the vertices of G. Then (X, Y) is a 
conditional random field in case, when conditioned on X, the 
random variables Yv obey the Markov property with respect 
to the graph: 

P (Yv|X, Yw, w? v) = p (Yv|X, Yw, w~v), where w~v 
means that w and v are neighbors in G”. 

Here X might range over natural language sentences and Y 
denotes the label sequence. 

What this means is that a CRF is an undirected graphical 
model whose nodes can be divided into exactly two disjoint 
sets X  and Y, the observed and output variables, respectively; 
the conditional distribution  is p(Y|X) is then modelled. The 
aim of the CRF is to find out the label sequence y ∈Y that 
maximizes the conditional probability p (Y|X) for a sequence 
X. 

That is       y=argmax p(Y|X) 

 y 
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Thus, NER task can be considered as a sequence labeling 
task. Hence CRF can be used for NER task. 

III. EXPERIMENTAL SET UP 

A. Part Oe Speech Tag 

In corpus linguistics, part-of-speech tagging (POS tagging 
or POST), also called grammatical tagging or word-category 
disambiguation, is the process of marking up word in a text 
(corpus) as corresponding to a particular part of speech, based 
on both its definition, as well as its context—i.e. relationship 
with adjacent and related words in a phrase, sentence, 
or paragraph.  

 There are large numbers of POS tagger available for 
English language which has got satisfactory performance but 
cannot be applied to Hindi language due to structural 
differences. For our experiment we have used POS-Tagger 
tool for Odia language which is implemented using 
conditional random field. The accuracy of this tool is not high 
but accuracy of tagging proper noun is quite high. 

B. Gazetteer 

We have prepared 4 different gazetteers. The words belongs to 

the person, location, organization are stored in 3 different 

gazetteers respectively. Another gazetteer contains only NE 

without any classification and it contains around 730 NEs. The 

named entities in gazetteer are arranged in dictionary order. 

For morph analysis we have used another gazetteer which 

contains a small list of suffixes. 

C. Feature 

The n-gram based feature selection approach is used in 
CRF framework. For that we need a corpus where NES are 
tagged. The template file is used to set up which features to 
use during run of the CRF. This file describes whether the 
feature is unigram feature or bigram feature or n-gram feature. 
The features for NER task have been identified based on 
different possible combination of available tokens and tag 
context. The feature includes prefix / suffix for all tokens. 
Depending upon all possible prefix/suffix information, the 
CRF tool learns whether the corresponding token (word) has a 
positive likelihood of being NE or not. 

Details of our feature set 

 We have considered the feature set of word window of 
size five, two words previous and next two words from the 
current token. If the current token is first word of a sentence 
then its recent prefix is “blank”. Similarly if the current token 
is last word of a sentence then its recent suffix is “blank”.  

 

 

 

 

 

D. Corpus 

A corpus for Odia language is collected which contains 
around 45000 tokens/words from the domain of health, 
tourism, general. This corpus contains about 1000 named 
entities of PERSON, LOCATION, and ORGANIZATION. 
This file is split into 2 sets, 80% of words are used for training 
data and 20% of them used for testing data. 

E. Preparation Of Training Data 

For case study training data needs to be prepared in 3 
different ways for 3 different cases. To make CRF++ tool 
learns, training data should be in a particular format. So the 
training file needs to be pre-processed. We have taken 3 
column format training data. 1st column remains same for all 
cases, but 2nd and 3rd column varies. 2nd column is generated 
using POS Tagger tool with POS tag for two cases and for one 
case it is tagged with set {YES, NO}. 3rd column of training 
data contains all of user generated annotations for named 
entities. For one case the Odia named entity tagged with tag 
set {B-name, I-name, 00}. The tokens which are not present in 
the gazetteer means which are not named entities are tagged as 
“00”. And those which are named entities , if contains single 
token as NE, this tagged as “B-name” , otherwise the 1st token 
is tagged as “B-name” and the rest tokens which are inside NE 
tagged as “I-name”. For other two cases users are supported to 
label named entity by using the corresponding tags i.e. 
<PERSON>, <LOCATION>, <ORGANIZATION>. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1  [Work flow diagram] 
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F. Preparation Of Testing Data 

Unlike the train data, the test data is in 2-column format. 
The test data is presented in same way as train data , only the 
difference is test data contains only tokens and corresponding 
POS tag ( for two cases) and {YES, NO} tag ( for one case). 

The preparation of training data, testing data and analysis 
of NER system using CRF++ tool is schematically represented 
in FIGURE – 1. 

IV. RESULT AND DISCUSSION 

To evaluate the performance of NER in Odia language 
using CRF++ tool, we make use of 3 parameters i.e. precision, 
recall and f-measure.  

     Precision measures the percentage of correct NE tagged by 

CRF tool over the total number of NEs tagged by CRF tool. 

                               

                                             
  

       
 

Recall measures the percentage of NE tagged by CRF tool 
over the total number of NEs in the file tagged by gazetteer. 

                                 

                                           
  

       
 

F-measure is a measure that combines precision and recall 
is the harmonic mean of precision and recall. 

                                             
                  

                  
 

The comparative study for all the three cases has done. 
And result for these cases are given in the table below. 

 

 

 

 

 

 

Table – 1 show that our proposed feature sets can effectively 
identify Odia named entity from testing repository. 

The table-2 describes the comparison between the cases 
where the classification of named entity is taken into 
consideration. For one case gazetteer is used to parameterize 
CRF++ Tool and for other case POS tag along with gazetteer 
is used to parameterize the tool, which causes generation of 
different sets of feature. 

Table -3 shows the actual number of NEs present in 
training and testing repository and the number of named entity 
recognized by CRF MODEL. Based upon which the 
performance of the system is measured.  

A. Comparision Graph 

We have taken different dataset to measure the 
performance named dataset-1, dataset-2 and dataset-3. 

Two classes of parameters are most important: the 
combination and selection of feature and tokenization of the 
text.  

The impact of each feature (Gazetteer and POS tag) or 
group of feature (Gazetteer combined with POS tag) is 
computed. They are displayed in following graph. 

 

 

 

 

 

 

 

 

 

 

 

Measurement Value 

Precision 0.925 

Recall 0.593 

F – measure 0.71 

TABLE-1: [Evaluation of NEs without classification] 

 
Fig. 2 [Comparison of f measure of ORGANIZATON NEs using 

different dataset] 

 

 

 

 

 

 

 

 

 

 GAZETTEER All features (Gazetteer and POS tag)  F measure  

comparison P R F P R F 

PERSON 0.87 0.81 0.84 0.97 0.44 0.63 25% decrease 

LOCATION 0.88 0.82 0.85 0.75 0.50 0.60 18% 

decrease 

ORGANIZATION 0.50 0.82 0.62 0.66 0.25 0.35 43% 

decrease 

TABLE – 2: [Results for PERSON, LOCATION and ORGANIZATION using gazetteer and all features]                                                                                                   

P-Precision R-Recall F-F measure 

 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 4, No.6, 2013 

216 | P a g e  
www.ijacsa.thesai.org 

 

 

 

 

 

 

 

 

 

V.  

 

 

 

 

 

 

 

 

 

 
 

 

 

VI.  

VII. CONCLUSION 

 

 

 

 

 

 

 

 

VIII. CONCLUSION  

In this paper we have shown a novel NER system based on 
conditional random field by generating various type of feature 
set. We have used CRF based POS tagger tool and gazette file 
to parameterize CRF++ Tool. The performance of the system 
is quite good when we experiment with individual case (f-
measure for NEs only is 71% and f-measure for NEs with 
classification is 84% for PER, 85% for LOC and 62% for 
ORG). The performance of system decreases when we 
combine both POS tag and Gazetteer to generate feature. The 
reason for decrease in performance may be the average 
accuracy of POS Tagger tool. The accuracy may be increased 
if accuracy of POS Tagger tool is good.  Morphological 
analysis has also shown a small contribution to the 
performance of the system. The current work is limited to 
recognizing the named entities which does not have nested 
structure. 
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Fig. 4 [Comparison of f measure of PERSON NEs using different 

dataset] 

 
Fig. 3  [Comparison of f measure of LOCATION NEs using 

different dataset] 

 person location organization 

TRN TST TRN TST TRN TST 

Gazetteer 382 180 248 175 183 70 

Gazetteer and POS 109 121 43 

TABLE – 3: [Calculation of total number of NEs for all cases]                                                                              

TRN – Training Data, TST – Testing Data 
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Abstract—Inspired by the great success of information 

retrieval (IR) style keyword search on the web, keyword search 

on XML has emerged recently. Existing methods cannot resolve 

challenges addressed by using keyword search in Temporal XML 

documents. We propose a way to evaluate temporal keyword 

search queries over Temporal XML documents. Moreover, we 

propose a new ranking method based on the time-aware IR 

ranking methods to rank temporal keyword search queries 

results. Extensive experiments have been conducted to show the 

effectiveness of our approach. 

Keywords—temporal XML; Keyword Search; ranking 

I.  INTRODUCTION 

The success of keyword search in IR has encouraged its 
emergence in XML [1-3] and databases [4, 5]. Although, 
temporal data are used commonly in historical applications 
(web logs, financial, scientific, and georeferencing 
applications), existing XML keyword search methods are not 
aware of temporal expressions in keywords. Temporal 
keyword refers to exploiting time dimension that is embedded 
inside the XML documents to provide alternative search 
methods and user experience.  

A study made by Zhang et al. [6] showed that about 13.8% 
of queries have explicit time predicate and 17.1% of queries 
implicitly contain temporal intent. An example of a query with 
explicit time provided is "U.S. Presidential election 2008". An 
implicit time query example can be "Germany FIFA World 
Cup", here the time is not declared but the user is referring to 
the World Cup event in 2006. Furthermore, database 
applications contain information for long time periods, like, 
DBLP which keeps all publications that cover the years 1954 
up till now. When searching in these documents archives, a 
temporal dimension plays an important role.  

Keyword search in XML model is used to find nodes that 
contain keywords and checks the interconnections among 
them based on their lowest common ancestors (LCA) [1]. For 
example, query Q1 "Michael, Adams" in Fig. 1 returns node; 
0.2.0.2.  

However, LCA has a lot of drawbacks since it does not 
give a meaningful answer in all cases, e.g., as in query Q1, 
node 0.2.0.2 might not be the user intention. Another 

drawback is that it does not consider ID/IDREF relationship 
between nodes, which may result in missing some relevant 
results. Recent approaches [4, 7, 8] preferred to model XML 
document as a set of interrelated objects rather than nodes. 
Each object is represented as a sub tree rooted by a 
representative node with its set of attributes. Also, ID/IDREF 
connections are considered in such approaches to increase 
relevant results. 

In this paper, we integrate temporal constraints into 
keyword search approaches for temporal XML databases (TX-
Kw). We perform semantic matching at object level rather 
than using traditional LCA techniques. There are three basic 
reasons that motivated us to use object-level in temporal 
keyword search over temporal XML documents. First, XML 
can be recognized as a set of real world objects, each of which 
has attributes and interacts with other objects through 
relationships in certain temporal intervals, for example player, 
team and coach entities in NBA DB as shown in Fig. 1 are 
considered objects in real world. Second, users aim to find a 
specific object information by typing a set of words and a 
specific time about such object. They do not aim to find if the 
information exists or not by retrieving the node that contains 
this information. Finally, temporal nature of nodes in temporal 
XML documents can be captured well in objects as long as 
their attribute values and relationships output change over 
time. Thus, object-level may be very helpful to give more 
relevant answers especially if we adapt ranking objects rather 
than ranking nodes by taking time dimension into account. In 
this case, keyword search results is either a single object 
which contains all keywords in the time specified or a set of 
interconnected objects that contain the keywords in that 
specified time. 

Our objective in this paper is to effectively retrieve a single 
temporal object (STO) or a set of related temporal objects 
(RTO) that are the closest to user intention while considering 
ID/IDRef links. A brute force approach, which considers all 
result objects before the top-k scores, requires expensive 
processing time. We build several index structures for 
keywords and temporal objects to provide better performance. 
We propose an efficient algorithm based on these structures to 
get top-k results of temporal objects. 

We summarize the contribution of this paper as follows: 
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 Modeling XML into temporal objects based on their 
ID/IDRef attributes 

 Build an efficient temporal keyword search algorithm 
for processing temporal keyword search queries over 
temporal XML documents. 

 Design adaptive temporal ranking method for XML 
keyword search 

The rest of this paper is structured as follows. Section II 
describes related work. Section III presents background and 
definition used through the paper. Section IV introduces 
semantic matching of objects to keywords. Section V 
addresses ranking functions used to rank result objects. 
Section VI presents structure indexes for enhancing 
performance. Keywords search algorithms are presented in 
section VII. We implement experiments to compare our 
algorithm to the state-of-the-art methods in Section VIII. 
Finally, Section IX provides concluding remarks and future 
works. 

II.  RELATED WORK 

In literature, keyword search has been studied well in 
XML environment [9]. We categorize these approaches into 
two categories; tree and graph models. Approaches for XML 
graph model are more related to our work. On XML tree 
model, XSearch [10] and SLCA [2] provided an efficient way 
to calculate the smallest LCA (SLCA) XML node that 
contains all keywords. However, successive works were 
proposed to improve effectiveness like VLCA [11], and 
efficiency ELCA [3, 12]. Next, Bao [13] proposed an IR-style 
approach (called XReal) which basically utilizes the statistics 

of underlying XML data to present a novel XML TF*IDF 
ranking strategy to rank the individual matches of all possible 
search intentions. On XML graph model, ObjectRank [4] is 
one of the earliest studies which designed a semantically 
meaningful ranking method using the authority transfer 
paradigm. However, ObjectRank results in only single objects 
and does not take a group or a cluster of objects as alternative 
results. On the other hand, several XML approaches were 
presented to implement graph model in XML keyword search 
result, in more effectiveness in trade of efficiency. XKeyword 
[8] provided an efficient keyword proximity queries for large 
XML graph databases. The authors adopt the concept that a 
keyword proximity query is a set of keywords and the results 
are trees of XML fragments (called Target Objects) that 
contain all the keywords. However, ranking of target objects is 
restricted to the distance between elements which leads to 
missing objects that are more related to the keywords, 
although they do not contain them. Recently, Bao [7] 
presented an object-level to retrieve effective results which are 
based on schema document. The result is either a single object 
or a set of interconnecting objects. In fact, the authors only 
considered object class but ignored object ID. Thus, they 
cannot discover duplicate objects and suffer the same 
problems as LCA-based approaches. 

All the mentioned approaches did not take benefit from the 
temporal nature of temporal XML documents in retrieving 
results of temporal keyword search queries. 

In information retrieval, several proposals addressed time-
aware ranking of pages in www environment. They are 
divided into two categories: link based [14, 15], and content-

Fig.1. NBA DB portion (with Dewey IDs) 
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based [16, 17]. In link-analysis approach, Yu [18] modified 
the PageRank [19] algorithm by accumulating the weights of 
its citations, where each citation receives a weight that 
exponentially decreases by its age. Berberich [14] also 
extended PageRank to rank documents with respect to 
freshness. The difference is that this work defines freshness as 
a linear function that will give a maximum score when the 
date of document or link occur within the user specified period 
and decrease a score linearly if it occurs outside the interval. 
Second type of ranking methods is based on an analysis of 
document content [17]. Jatowt [20] presented an approach to 
rank a document by its freshness and relevance. A document is 
ranked high if it is modified significantly and recently. Diaz 
and Jones [21] used timestamp from document metadata to 
measure the distribution of retrieved documents and create the 
temporal profile of a query. 

To the best of our knowledge, the first study of temporal 
keyword search in XML has been addressed by Manica [22]. 
They identified temporal constraints in a keyword query and 
intercepted the query processing, executed by a conventional 
XML search engine, in order to evaluate those constraints. 
However, temporal ranking results were not handled. 

III. BACKGROUND, NOTIONS AND DEFINITIONS 

In this section, we describe the concept of temporal objects 
(TOs), which we use in this paper. To define temporal objects 
in XML document, we combine the definitions of temporal 
object in [23, 24] and an object tree in [7] as follows. 

Definition 1. A temporal object Ot represents a real-world 
entity or concept, each object has an object ID, attributes and 
lifespan. We define a temporal object in an XML document as 
a subtree (object tree) annotated with lifespan. Each object is 
represented by <OID, att_list, lifespan, OList> 

where "OID" is the object identifier. "att_list" is the list of 
attributes the object has. “lifespan” is the life time of the 
object in the system. "Olist" contains a list of <OID, Time> 
pairs denoting the objects that are connected to the object with 
the timestamp for that connection.  

A set of objects with similar characteristics (attributes) are 
grouped into what is called a class. An object class (called 
class for brevity) consists of a signature that defines the object 
in reality. 

How to identify the temporal objects is orthogonal to this 
work; here, we adopt the inference rules in XSeek [26] to help 
identify the object trees from XML Schema. In the case of no 
obvious schema, any other program for extraction schema is 
used. As we can see from Fig. 1, there are five temporal object 
instances for three classes; 2 objects for Player class, 2 objects 
for Team class, and 1 object for Coach class. A dashed line 
represents the ID/IDREF edges connecting objects. Note that 
nodes Players, Teams and Coaches are connection nodes 
which connect the node Players with the player objects, (the 
same for Team and Coach). In XML model, a real object class 
is distinguished in form of a subtree due to its hierarchal 
inheritance. 

Another important concept is introduced, connections, 
which is used to define relationships between temporal 

objects. We distinguish between two types of connections; 
containment and references. Two temporal objects have a 
containment connection if there is a containment edge 
annotated by timestamp connecting them (parent-child edge) 
denoting when this connection is active. On the other hand, 
reference connection is used if there is an ID/IDREF edge 
annotated by a certain timestamp between two temporal 
objects. 

In this work, we apply a discrete notion of time and 
assuming the integers Z. The temporal expression T can refer 
to any time interval [b, e] where b M e. Year is used as a time 
granularity for simplicity. 

IV.  TEMPORAL OBJECT MATCHING SEMANTICS 

In context of XML keyword search, a temporal keyword 
query is a set of keywords attached with time (e.g., "Michael, 
Adams, 1995"). Usually, when a user issues his keyword 
search, he intends to get almost a single object that contains all 
the keywords he issued in the specific time domain or even a 
set of interrelated objects that contain all keywords and 
intersect at the time interval provided. These objects are more 
likely to have a well known relationship among them. 

A. Single Temporal Object Matching Semantics 

Definition 2. Given a temporal keyword query Qt, a temporal 

object Ot is defined as a Single Temporal Object (STO) found 
in the document if it contains all the keyword(s) as part of its 

attribute’s value or structure tag names, and its lifespan 

interval intersect with Qt time. 

 
One can conclude that STO plays LCA role in the temporal 

object oriented model. For example in Fig. 1, if we issue the 
query "Alvan, Adams, 2000-2005", STO returns the Player 
object rooted at node 0.2.1 rather than Name attribute at node 
0.2.1.2 returned by traditional LCA. 

B.  Related Temporal Objects Matching Semantics 

Keywords in Qt keywords can be found in different objects 
rather than a single one. Furthermore, the time interval in the 
selected objects has to intersect with Qt interval. For example, 
given a query Q4:"team, Curtis,[2000-2002]" in Fig. 1, here 
the user wants to know the team which is coached by Curtis in 
the interval [2000- 2002], the "team" keyword is contained in 
two objects rooted at nodes 0.1.0 and 0.1.1, and "Curtis" found 
in object Coach rooted at node 0.0.0. If we take the LCA 
based on their Dewey Id, the root node NBA 0 is returned. 
When considering the ID/IDREF into account, we can see that 
there is an ID/IDREF edge between objects team (0.1.1) and 
coach (0.0.0) during the interval [1998-2002]. Thus the result 
in this case will be both objects; team (0.1.1) and coach 0.0.0 
since they are connected by a reference edge. 

There are three types of connections that can exist between 
any two objects a and b. First, a and b can be connected via a 
lowest common object ancestor LCOA (e.g., in DBLP, one 
paper is an ancestor of multiple papers by cites relationship). 
Second, a and b can have a common object descendant COD 
(e.g., in Fig. 1, team 0.1.1 is COD for both objects player 
(0.2.1) and coach (0.0.0)). Moreover, a and b can be connected 
via an n-hop connections meaning, if there are n-1 
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intermediate distinct objects o1, ..,on−1 such that there is a 
connection between each pair of adjacent objects and no 
objects of them are connected via ancestor-descendant 
relationship. For example, in DBLP, one paper may be 
connected with another paper through a set of intermediate 
paper citations although no direct connection between them. 

Definition 3. Related temporal objects result (RTO) is a 
tree structure composed of temporal objects having the query 
keywords and intersect with query temporal interval while 
having either ancestor/descendant or ID/IDREF relationships 
connection between them. 

In order to construct RTOs, we combine the use of schema 
structure of XML document and ID/IDRef edges. Fig. 2(a) 
shows schema of DBLP and NBA data sets. We can find that 
the set of possible objects could be connected to form RTOs. 

 

 

 

 

 

 

 

 

Fig.2. RTOs for NBA and DBLP Schemas 

V. RANKING 

The challenge of capturing effective results of temporal 
keywords is the selection of temporal objects that have the 
highest ranking scores (top-k). This problem is studied very 
well in IR [6], [20]. Incorporating time dimension into ranking 
models can significantly improve result effectiveness of user 
intention 

In this section we introduce a ranking model to increase 
effectiveness for temporal queries. Note that pages in IR 
environment are mapped into objects in XML environment.  

Thus we have an object granularity rather than a page. The 
object contains values of attributes each of which may have 
temporal data (like birth-date of employees) which 
corresponds to content time in IR, and the object has a lifespan 
interval against publication time of pages.  

Lifespan interval starts when the object inserted into the 
system and its end time is determined by the time deletion of 
the object or left up to now. Object lifespan also is sensitive to 
the application semantics, such as in DBLP, publishing year of 
an article is considered as the start of the article’s object 
lifespan. 

A. Ranking Model 

Temporal objects as well as temporal queries contain two 
integral information keywords and time. Here, we design a 
ranking model which is based on a mixture model used for IR 
[25] that linearly combines keywords similarity and temporal 
similarity and then we map it into XML objects. Given a 
single temporal object Ot and a temporal query Qt, we compute 
the similarity degree ρs of Ot to Qt using the following formula: 

                                     

where the mixture parameter   indicates the importance of 
keywords similarity Sk(Qt, Ot,)compared to temporal similarity 
St(Qt,Ot). The higher the score the more relevant the object is. 
Next we define each similarity computation.  

B.  Keyword Similarity Sk 

Sk(Ot,Qt) ranks the keywords of Qt in object Ot. We 
compute this ranking by also taking timestamp of keyword 
into account. We extend the CT-rank of Jin [20] which 
addressed the ranking of keywords and its validity time in web 
pages. However, our granularity is an object not a document. 
An object also has attributes which taken into account in our 
ranking function. Let Ktime denotes the frequency of keyword 
k with its timestamp t, < k, t >, in Ot. Ktotal is the total 
number of all keywords in object Ot. NO is the total number of 
objects in the XML document. Nk is the total number of 
objects that contain keyword k.  score (k,Ot) is used to 
compute rank of k in Ot. It is defined as follows: 

             
               

 

      
      

  

  
  

Note that the score is based on TF/IDF [26] computation used 
in IR where mapping pages to objects. Since the object 
contains attributes, a keyword might occur more than once in 
the same attribute. Ktime function is calculated in Equation 3. 

               
                                 

  

tf (a, k) is the number of < k, t > pairs in the specified 
attribute. Finally, a contribution value cb is another factor to 
be considered in local score of an object, i.e. how many 
keywords there are in an object. For the whole keywords in the 
query Qt, object Ot is ranked according to query keywords as: 

                                    
     

We add the contribution factor cb to measure the whole 
keywords in Qt that are contained in Ot. We compute cb as 
total number of query keywords in object Ot divided by the 
total number of Qt. 

C.  Temporal Similarity St 

Two temporal expressions can affect the ranking of an 
object; lifespan (e.g. publication time of an article) and links 
associated with an object (in and out edges). To compute 
temporal similarity of temporal object Ot for XML document 
we adapted Berberich’ T-rank [27] approach by changing the 
granularity to be objects in an XML document. Given a single 
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temporal expression qt in query Q, D is the document to be 
ranked, Berberich [27]  equation defined in T-rank, as follows: 

         
 

   
              

As shown in “(5)”, the probability of generating the query 
temporal expression qt from document D is an average of the 
probability of generating of time P(qt|T) divided by the 
number of intervals in document |D|. The probability P(qt|T) 
of generating a time interval qt given a partition time T of a 
document can be defined in two ways; either by ignoring 
uncertainty or taking uncertainty into account. This will be 
illustrated later. 

Now we adapt the equation above into temporal XML 
objects. Each web document D is mapped into a temporal 
object Ot in XML. Rather than considering temporal 
expressions of document D, we use temporal expressions 
which are labeled on edges of an XML graph. In turn, these 
edges are divided into content and reference edges as defined 
previously in Section III. Such temporal edges affect the 
whole similarity degree of the object Ot. We compute the 
temporal similarity St of Ot given query temporal expressions 
Qt as shown below in (6). 

              
             

 

Consequently, St is computed as follow: 

   
          

 

 
   

 

     
                         




 

     
                        

 

 

Where |ect| is the total number of temporal intervals on the 
containment edges of Ot, |ert| is the total number of temporal 
intervals on the reference edges of Ot. To normalize temporal 
similarity into range [0-1], the score is divided by 2. scoret is 
used to denote the probability of generated query qt and object 
temporal T intervals which will be defined later. There are two 
ways to compute scoret(qt|ot): uncertainty-ignore and 
uncertainty-aware as defined by Berberich [27]. 

Uncertainty-ignore mean that the time similarity is one if T 
and qt are exactly the same. As shown below. 

                
          
           

  

However, temporal expressions can refer to the same time 
interval even they are not exactly equal, i.e. the relevance of a 
temporal object may change over time. For this purpose, 
uncertainty-aware may give approximate similarity. An object 
with its time partition is closer to qt will receive a higher 
probability than an object with time far from qt. On the other 
hand, when uncertainty is considered, scoret(qt, ot) is defined 
in “9” as follows: 

                
       

         
           

                      

  (9)

We use   as a very small value to overcome zero issue 
denoting no common time between the query and the object. 
The distance of a given interval t, denoted as |t|, is computed 
based on the values of begin and end interval as: |t| = t.e − 
t.b+1 where t.b and t.e represent the start and end of interval 
respectively. Intuitively, this function gives a similarity that 
decreases proportional to the difference between qt interval 
and time of object ot. An object ot with its time closer to qt will 
receive a higher similarity than an object with its time interval 
far from qt. 

In summary, Sk(k,Ot) gives the contents similarity of 
keyword with its time in object Ot and St(Ot,Qt) measures the 
active intervals of object Ot during the specified times in query 
Qt. 

D. Ranking multiple Objects 

A set of RTOs are cooperated to contain all temporal query 
keywords with specified time while no single object contains 
all the keywords. Thus we need to compute the whole ranking 
of the participating objects. Given a query "w1, ..,wm, t" where 
w represents the keywords and t represent the time predicate, 
and its corresponding set of interconnected temporal objects 
RTO (O1, ..,Om). The related objects can be calculated as 
follows: 

                           
 
  

 

Where ρs(Qt,Ot) is defined in “(1)” and m is the number of 
objects. 

E. Optimizing temporal ranking into XML environment 

The extension of time-aware ranking approach in previous 
section maps only the flat structure in web pages to XML 
objects. One advantage of XML documents is its hierarchical 
nature. In temporal XML model, one object may contain other 
objects. As a result the object rank is affected by the ranking 
of its sub objects. To capture transferring of ranks we propose 
a recursive formula ρn to compute XML similarity between a 
temporal XML object and a temporal keyword search query. 
Hierarchical structure between objects is captured in “(11)” by 
distinguishing between two cases. The first (base case) 
computes the similarity if the object is a single object O, 
otherwise (recursive case), it recursively computes the 
similarities for its nested objects, based on the similarity (ρn) 
value of each child chd of Ot. 

            
                                                 
                                        

 

 

VI. INDEX STRUCTURE 

We pre-process the temporal XML document D by 
building a separate structure for each distinct keyword w. This 
is similar to a regular inverted index.  
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We precompute single keyword rank in object and 
combine them during run time. 

A.  Motivation 

Many algorithms were proposed to evaluate XML 
keyword queries efficiently; SLCA [2] ELCA [3]. The basic 
idea is to utilize the document order of the nodes in the 
inverted lists to optimize the semantic pruning. Specifically, 
nodes in the XML tree are identified by Dewey id and an 
efficient eager stack algorithm is built. A graph model is used 
since the tree model does not effectively answer keywords 
queries. A graph model evaluates queries by finding the 
minimum connection tree MCT [28]. 

The XML document is parsed to build two structure 
indexes; keyword and object lists. The first is used to retrieve 
the objects whose attributes contain the keywords and the 
second to track the objects relationships. The indexes are 
explained in the next subsections. 

B.  Keyword List 

Since a temporal XML database is modeled as a set of 
interrelated objects with timestamps associated on their 
containment edges and references (ID/IDREF), the inverted 
list is more complex than that in the traditional one. Keyword 
index is composed of tuple < obj_id, Klist, TFk > where obj_id 
is the object identity (usually given in the data set or using 
dewey id generated automatically by the system) which 
contains the keyword. However, to efficiently join objects 
later, we map each obj_id signature with an ordered number. 
Klist is a list of attributes that contain the keyword which is 
composed of < attr_name, time > pairs by specifying the 
attribute name and the time validity interval of the keyword. 
TFk is the term frequency of the keyword k in the object which 
is computed during the construction of index as shown in the 
first part of Equation 2. For example, the term frequency of 
keyword ’Adams’ in the object rooted at node 0.2.0 is 
computed as: 1/7 = 0.14, where 7 is the total number of 
keywords in the object. It is more efficient to compute 
keyword scores during the preprocessing time. 

A B+ tree is built based on these objects ids and their time 
intervals to efficiently retrieve all the objects that contain the 
query keywords during a specific time. 

Complexity size of keyword list is O(K×p) where K is the 
total number of keywords and p is the size of a tuple. 

C.  Object List 

Object list is composed of tuple < o_id, Olist >, where 
Olist is a list of tuple < I, LObj > where I is the interval validity 
for the connection and LObj is a list of connected objects ids. 
This list is built during the XML parsing when a reference 
attribute is encountered. Although this connection is placed in 
one hop, it is possible to connect objects via other objects. At 
end of traversing the XML document, a threshold τ is given to 
determine the number of hops to compute connected objects. _ 
Value depends on the application and user intention. For 
example, for NBA database, τ value will take value 2 to detect 
any relationships between coaches and players. Additionally, 
user may (may not) wish to see all the connected objects even 
these objects are far away. 

Any required increase of τ value more than one is 
performed after finishing document traversal using breadth 
first search algorithm BFS. For example, player object at node 
0.2.1 connects with team 0.1.0 at [1995-1998] by one hop, and 
with 0.0.0 at [1998, 1998] by two hops.  

Temporal ranking of objects is computed on the run time 
during query processing stage. 

Complexity of computing the object list is O(N × N) in the 
worst case, where N is the total number of objects in  

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. TX-Kw architecture 

The document. Regarding the size of our indexes, we store 
only ids of objects which reduce storage size significantly. 
Also, storage entries are built to keep track the objects 
positions in the XML document. 

VII.  TEMPORAL KEYWORD SEARCH ALGORITHM 

Fig. 3 illustrates TX-Kw architecture which consists of two 
stages: offline and online stages. In the offline stage, indexes 
are built for keyword and object lists as explained in VI. 
Query processing is performed in the online stage. When the 
user poses a temporal query, the query processor parses the 
query to extract the keywords and time intervals included. For 
each keyword, the inverted index is checked to extract objects 
that contain this keyword at the temporal interval specified. 

For each list objects, a connection is performed between 
these objects. Resulting objects are ranked according to the 
Equation 10. 

Algorithm 1 presents keyword searching and result ranking 
algorithm. qt is the time interval presented in the query. LL[m] 
contains a list of objects that contain each keyword in the 
query. Recall that each object contains the object id and TF 
score of keyword within its object. When the query is issued, 
Algorithm 1 traverses lists in LL[m] to extract all possible 
connected objects. First, we initialize the Cont_Table used to 
store the contribution percentage of an object to the query 
keywords, RSTO and RRTO used to store single and related 
temporal objects respectively, and HT used to store the 
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temporal ranking of objects. Then the Algorithm chooses the 
smallest list in LL as the starting list to join with other lists. 

Two main steps the algorithm performs: Compute_STO 
and Compute_RTO. Compute_STO is called (line 4) which is 
defined in Algorithm 2 to compute single objects that contain 
all keywords within time query and stored in RSTO with its 
ranking score. Second, Compute_RTO is called (line 5) to 
extract related objects. Algorithm 3 returns RRTO which is a 
list of connected objects which cooperate to contain all query 
keywords. Finally we get top-k results by eliminating any 
repeated objects that exist in the lists and sorting RSTO and 
RRTO in descending order. Objects are retrieved from storage 
entry file to output to the user. Function Compute_CB details 
is omitted due to its simplicity.  

Algorithm 3 shows the process to recursively join lists. 
The input is the qt as query time, and starting list Ls, c is the 
index of next list in LL[m] to be joined with Ls. The algorithm 
pushes each input object o1 into a path stack which stores the 
connected objects, o1 is joined with LL[c] using match_obj 
function, the returned list is a set of objects that are connected 
to o1. The result is used in the next iteration to join with next 
list. Finally, when we finish traverse the lists for a given 
object, path stack computes their score by calling CompRankL 
and appends its score inside RRTO. CompRankL function 
computes the total rank of each object in a list based on two 
parts; keyword and time as explained in Equation 7, note that 
the keyword score is already computed while traversing the 
connected objects. To avoid re-computing temporal similarity, 
we use a hash table HT to store all computed scores of objects.  

Algorithm  1 Temporal Kw Search (TX-Kw) 

Input: qt:Interval  time,  LL[m]: object  Lists,  ObjIdx: 
object Index 

Output: Ranked object(s) list: RSTO and 

RRT O 

1:  Initialize H T ,RSTO ,RRTO , Cont_T able 

2:  Sort LL[m] 

3:  L1 ← LL[1] 

4:  RSTO  ← C ompute_STO(L1,LL) 
5:  RRTO  ← C ompute_RTO(L1,1, qt) 

6:  Sort RSTO  in descending order 

7:  Sort RRTO  in descending order 

8: Output RSTO and RRTO 

 

Algorithm  2 C ompute_STO 

Input: Ls: smallest list, LL[m]: object lists, qt: interval 

Output: List of STO object RSTO 

1:  for each object o1 in Ls do 

2: conto    ← C ompute_CB(o1) 

3: if  conto    ==1 then  /* o1 is STO */ 
4: scoreo1   ← ST Orank  (o1) 

5: Add < o1, scoreo1 > to RSTO 

6: Delete o1 from LL[m] 

7: end if 

8:  end for 

9:  function  STO rank (o1 :object) 

 10:  score ← φ 

 11:  for each list L1 in LL do 

 12:   o2 ← find o1.id in L1 

 13:   score = score + CompRanko(o2) 

14:   end for 

15:   return score 

16:  end function 

17: function CompRanko (o1object o1) 

18:  Sk ← o1.TF * log(N/Nk) 

19:  if o1 is not in HT then 

20:      St ← Compute St using ObjIdx (Eq. 7) 

21:     add o1 to HT  

22:  else St ← HT[o1] 

23:  end if 
24:  Scoreo1 ← St  +  Sk 

25:  return Scoreo1  

26: end function 

Algorithm 3 Compute_RTO 

Input: L1: list, c: counter, LL[m]: object lists, qt: Interval 

Output: RRTO  :List of connected objects: 

1:  for each object o1 in L1 do 

2: path ← push o1 

3: L2 ← match_obj(o1, LL[c], qt) 

4: if  L2 = φ  then 

5: path pop 

6: continue 

7: end if 

8: increment c by 1 

9: if c ≤ m then 

10: Compute_RTO(L2, c) 

11: decrement c by 1 

12: path pop 

13: else 

14: for each object v in L2 do 

15: path ← push v 

16: sc ← C ompRankL (path) 
17: Add <sc, path> to RRT O 

18: path pop 

19: end for 

20: decrement c by 1 

21: path pop 

22: end if 

23:  end for 

24:  function   match_obj(object:  o, list : Lin, interval: qt) 

25: Retrieve Lo connected to o in qt from objIdx 

26: Ldes  ← merge join Lo and Lin 
27: return Ldes 

28:  end function 

29:  function   C ompRankL (L_obj) 

30: score ← φ 

31: for each object o1 in L_obj  do 

32: if  o1 is not in HT then 

33: St  ← Compute St  using ObjIdx (Eq. 7) 

34: add o1 to HT 

35: else St  ← HT[o1] 
36: end if 
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37: cb ← Compute_CB(o1) 

38: Sk   ← o1.TF * log(N/Nk ) × cb 
39: s ← Sk   + St  (Eq. 1) 

40: score ← score + s 

41: end for 

42: return score 

43: end function 
 

We use match_obj function to merge join lists to find the 
connected objects of an input object. 

Complexity of Algorithm 1 is based on the complexity of 
Algorithms 2 and 3. Algorithm 2 traverse smallest list Ls to 
discover any possible STO objects and its complexity is O(|Ls| 
× log(|LL|)). In Algorithm 3, the complexity is O(|Ls| × m log 
|Lx|) in the worst case where m is the number of keywords and 
Lx is the length of maximum list in LL. The overall complexity 
of Algorithm 1 is O((|Ls|)×(log(|LL|)+ m log |Lx|)) 

VIII. EXPERIMENTAL EVALUATION 

In this section, we present different performed experiments 
to evaluate our approach. We compared our approach to two 
state-of- art approaches: SLCA [2] as an example of XML tree 
model and ISO_IRO [7] as an example of XML graph model. 

We analyzed our results according to the three metrics that 
are used to analyze the results of any keyword search 
experiments; effectiveness, efficiency, and scalability. 

A.  Setup 

We use two real data sets: DBLP [29] and NBA [30]. 
Table I shows the statistics of such data sets. DBLP contains 
the major conferences up to year 2002. We build the temporal 
XML indexes as follows: each conference is considered as a 
separate object and cite attribute is used to track the 
relationship between objects. NBA contains all information 
about players, coaches and teams in USA basketball starting 
from 1946 until 2008. It is a set of tables in a relational 
database converted into a single XML document where 
foreign keys are converted into id/idref attributes. Temporal 
intervals queries for conventional keyword search are 
executed for each instant in the interval. Here, we list sample 
queries for both data sets and its purposes: 

User intention: List all coaches train player James Posey in 
[2005-2008] 

TX-Kw: Coach James Posey [2005-2007] 

Conventional Kw: Coach James Posey 2005, 2006, 2007 

User intention: List all articles written by Elmasri in 
interval 1990-1993 

TX-Kw: article Elmasri [1990-1993]  

Conventional Kw: article Elmasri 1990, 1991, 1992, 1993 

B. Efficiency 

We use the query processing time as the main performance 
metric. For DBLP we test 7 queries, the first three are non-
temporal queries and the rest are attached with one time 
instant. 

The result of the log-scaled run time of tested approaches 
is shown in Fig. 4(a). We can see that our approach has better 
performance for temporal queries. However, ISO_IRO is 
slightly more efficient than TX-Kw for the first non temporal 
queries (Q1-Q3). The reason is that these queries retrieve the 
whole objects in the three algorithms but TX-Kw has an 
overhead computing for temporal ranking. Whereas SLCA is 
the more efficient keyword search index in XML tree models, 
its performance degrades in the XML graph model. This is  

TABLE I.  Data sets statistics 

Data set #nodes #Kw #object Size Idx size 

DBLP  3329043 656387 328858 131MB 781MB 

NBA 313251 3742 2517 6MB 23MB 

TABLE II.  Query keyword  for efficiecny in DBLP 

Qid DBLP 
Q1 Agrawal Databases 
Q2 Ling tok wang 
Q3 VLDB Agrawal Abbadi databases 
Q4 Concurrency Control Algorithms Distributed Databases 1987 
Q5 Ling Tok Wang 1993 
Q6 XML Index 2002 
Q7 book, java, 2001 

TABLE III.  Query keyword for efficiency in NBA 

Qid NBA 

Q1 Player location Los Angeles 1990 

Q2 pts position Robinson 1990 

Q3 Coach Kareem Abdul-jabbar 1985 

Q4 Colorado Dale Schlueter 1975 

Q5 teams Robinson 1999 

 

 
This is because many keywords may be placed in one 

object which is easy for TX-Kw and ISO_IRO to distinguish 
them in the join process. On the other hand, SLCA has to 
search for each list of nodes that contain the keywords. Such 
number of nodes may be greater than the number of objects 
returned by the other algorithms. The worst case of SLCA is 
clear for temporal queries where more nodes are retrieved than 
that in TX-Kw.  

For NBA, we test five temporal queries, the result of two 
of them (Q2 and Q4) are STO objects and the the result of the 
rest (Q1, Q3, Q5) are RTO objects. The performance of TX-
Kw, as shown in Fig. 4(b), is better than ISO_IRO approach 
for RTOs queries since temporal constraints between objects 
are considered in the join process. ISO_IRO performance gets 
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slightly better than TX-Kw for STO queries. The reason is that 
TX-Kw spends time in retrieving objects to filter them 
according to time before performing the join process. On the 
other hand, SLCA keeps its worst performance as in DBLP. 

C.  Scalability 

Here, the scalability is measured in two ways: changing the 
number of keywords and increasing the size of time intervals.  

Fig.s 5(a) and 5(b) show the log-scaled run time as 
keywords increase with a constant time (one year) for DBLP 
and NBA. TX-Kw has the best performance overall other 
approaches. The performance varies according to the number 
of retrieved objects since some keywords may exist in the 
same objects and this might lead to reduction in processing 
time. However, the execution time of SLCA increases as the 
number of keywords increase. 

The second method of measuring scalability is using time 
interval variation with a constant number of keyword. The 
performance is shown in Fig.s 5(c) and 5(d).  

We can see that the performance of SLCA and ISO_IRO 
decreases with the increase of time interval size while it 
remains approximately constant for TX-Kw. This is because 
the conventional keywords search require traversing keywords 
index with each year in the interval while in temporal 
approach TX-Kw involves only one index traversal. However, 
there is a slight increase in processing time for TX-Kw 
depending on the number of retrieved objects as the validity 
interval increases. 

D. Effectiveness 

We evaluate quality of results using precision, recall which 
is heavily used in IR. Precision is the number of relevant 
objects retrieved divided by the total number of retrieved 
objects. Recall is the number of relevant objects retrieved 
divided by the number of relevant objects. 

To calculate the precision and recall we manually 
reformulated tested temporal queries on NBA to be executed 
into the XML language XQuery and used the results as a basis 
for evaluation. For DBLP, we tested queries generated by 5 
users. For each query the user wrote his attention in natural 
language and keywords query.  

The queries are executed using our approach and 
ISO_IRO, Table IV shows the average results for precisions 
and recall for both approaches. 

Recall has a high value for both data sets of TX-Kw 
against ISO_IRO approach since time intervals are not 
considered in ISO_IRO which lead to empty results in some 
cases. On the other hand, precision of TX-Kw in Table IV is 
higher since it detects all possible connections and temporal 
constraints while ISO_IRO returns more irrelevant results. 

 
Fig.5. Scalability evaluation 

TABLE IV.  Effectiveness performance 

Data set 
TX-Kw ISO_IRO 

Recall Precision Recall Precision 

NBA 0.9575 0.88 0.79 0.304 

DBLP 0.978 0.729 0.778 0.432 

TABLE V.  Ranking performance 

Data set 
TX-Kw ISO_IRO 

R-rank MAP R-rank MAP 

NBA 0.906 0.88 0.467 0.3225 

DBLP 0.820 0.774 0.695 0.581 

 
We evaluate our proposed ranking method using two 

popular IR measurements [22]: Mean Average Precision 
(MAP) and Reciprocal rank R-rank. We use MAP to measure 
the overall precisions. Precision is computed for each relevant 
object step. Then we take the average of computed precisions. 
While R-rank is the inverse of the first rank of correct object 
retrieved. 

We set the mixture parameter to 0.5 to identify weight 
temporal ranking and keywords ranking. Furthermore, we 

Use uncertainty-aware method to compute MAP and R-
rank measurements. Ranking performance is shown in Table 
V. We note that TX-Kw ranking method works very well in 
NBA where its values metrics are above 0.90 for R-rank and 
0.88 for MAP respectively. ISO_IRO ranking has less 
effectiveness in ranking temporal constraints since its values 
metrics are below 0.5 for both metrics. 
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IX. CONCLUSION 

We proposed a new approach, TX-Kw, which supports 
temporal keyword search queries over temporal XML 
documents. We model temporal XML as interconnected 
objects by considering containment and ID/IDREF edges. We 
also utilized time-aware ranking in IR by mapping it to 
temporal XML as well as providing an algorithm for temporal 
ranking that captures the hierarchical structure of XML 
document. An efficient algorithm is proposed to improve the 
performance retrieval. Finally we conducted experiments to 
evaluate and compare our approach against existing keyword 
search methods by measuring their effectiveness and 
efficiency. The experiments showed better performance of our 
approach TX-Kw against other state-of-the-art methods. As 
future work, we consider integrating both keyword and object 
indexes to enhance efficiency of our approach. 
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Abstract—Ontology development is a non-trivial task 

requiring expertise in the chosen ontological language. We 

propose a method for making the content of ontologies more 

transparent by presenting, through the use of natural language 

generation, naturalistic descriptions of ontology classes as textual 

paragraphs. The method has been implemented in a proof-of-

concept system, OntoVerbal, that automatically generates 

paragraph-sized textual descriptions of ontological classes 

expressed in OWL. OntoVerbal has been applied to ontologies 

that can be loaded into Protégé and been evaluated with 

SNOMED CT, showing that it provides coherent, well-structured 
and accurate textual descriptions of ontology classes. 

Keywords—ontology verbalisation; natural language 

generation; OWL; SNOMED CT 

I. INTRODUCTION 

Ontologies and terminologies are increasingly authored in 
languages based on Description Logics [1] such as the W3C-
recommended Web Ontology Language, OWL [2], which 
support formal descriptions and definitions. This approach has 
two main benefits. First, the description of entities is explicit 
within the terminology – for example, what the authors mean 
by the concept of ‘heart disease’ can be made explicit and can 
be interpreted directly by software rather than depending on 
each user’s interpretation of the natural language label “heart 
disease”. Second, where no predefined term exists, new 
descriptions can be formed by composing expressions using 
existing classes and properties – e.g., a new class of heart 
complications caused by emerging diseases (SARS, AIDS, 
etc.) or new drugs or environmental agents. However, the 
benefit of using description logics comes at the cost of 
cognitive complexity and unfamiliar notation. For example, 
the rendering of the concept of ‘heart disease’ could be: 

 ‘Heart Disease’ EquivalentTo 
     (‘Disorder of Cardiovascular System’) and  
     (is-located-in some ‘Heart Structure’) 

Ontological descriptions can be much more complex than 

this, comprising conjunctions of statements that themselves 
include other nested statements.  

While such descriptions are explicit, they can be hard for 
humans to understand – even those who are trained 
ontologists. 

Partly for this reason, some ontologies are annotated with 
natural language definitions associated to the logical 
definitions. These give an alternative view on the main entities 
of an ontology that avoids potentially impenetrable 
presentations since are easier to understand, especially when 
written in the style of natural language is that used by the 
community in question. For instance, the example above could 
be annotated with the following text: 

A heart disease is a disorder of the cardiovascular system 
that is found in a heart structure. 

Writing such natural language definitions by hand is, 
however, time consuming and there is no guarantee that the 
meanings of the natural language definitions are the same as 
the formal logical definitions in the description logic [3]. Also, 
writing definitions by hand only works for predefined (‘pre-
coordinated’) definitions. When definitions arise from 
compositional use of pre-coordinated concepts (i.e., ‘post-
coordinated’ definitions), there is no opportunity to write them 
by hand. Additionally, ontology authoring is heavily reliant on 
the intervention of ‘expert’ ontologists, who themselves 
require many months of experience and training. 

One potential solution to this problem is to use existing 
technologies, such as Natural Language Generation (NLG) 
from computational linguistics, to produce these natural 
language descriptions automatically.  

This paper describes OntoVerbal, a generic tool that 
generates automatically natural language descriptions of 
ontological definitions in ontologies written in OWL. Our aim 
is to develop a system to produce coherent, reasonably fluent 
natural language versions of a class’ axiomatisation. The 
potential advantages of OntoVerbal for ontology users are: 

Familiarity: People may be able to access the content of 
the ontology without having to learn the (often complex) 
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www.swatproject.org), which is supported by the UK Engineering and Physical 

Sciences Research Council (EPSRC) grant EP/G032459/1, to the University of 
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ontology-language in which it is written (e.g., various dialects 
of OWL, RDF* etc.); 

Browsing: Navigating an ontology could be facilitated 
with a browser that provides the option for natural language 
presentations of selected parts; 

Checking: Consistency- and error-checking are tedious and 
difficult tasks, relying on deep expertise in the domain that is 
being modelled and the ontology-language in use. Having 
access to natural language descriptions of selected parts of an 
ontology could make it easier to identify the peculiarities and 
errors in an ontology; 

Flexible views: Ontologies are consulted for a range of 
purposes and by a range of users. Natural language generation 
provides unique opportunities for tailored presentations of a 
given ontology (or part thereof), whether by changing the 
focus of the content or indeed the specific natural language in 
which it is viewed; 

Training: Taken together, the above facilities can provide 
a rich environment for training in ontology writing. 

A key design choice in developing the OntoVerbal system 
was whether to develop (a) a specialised tool that would 
produce the best possible natural language for a specific 
ontology or (b) a generic tool that would produce useful but 
not necessarily perfect natural language for any OWL-EL 
ontology (the OWL profile that is more widely used in 
biomedical terminologies), or at least any ontology for a given 
field of interest. We chose to be generic, and thus to limit 
OntoVerbal to what is contained in the ontology itself, with 
minimum recourse to external linguistic resources or tailoring 
for specific ontologies. Inevitably, this choice means that the 
language generated is sometimes stilted and unnatural. 
OntoVerbal thus produces acceptable but not always perfect 
English for any OWL-EL ontology.  

Similarly, in the representation of OWL’s semantics, while 
we aim to capture the intuitive meaning of the axioms, it is not 
our intention to provide a ‘tutorial’ in OWL semantics. So, 
unlike ACEView [4], which will, for example, spell out the 
full implications of a transitive property, OntoVerbal does not 
verbalise all of OWL’s semantics to ‘explain’ the axioms in its 
input.  

Finally, we aim to produce verbalisations of the 
descriptions of individual classes rather than summarise an 
entire ontology. Ontology summarisation is an altogether 
different task [5], and in any case, it is hard to know what it 
would mean to ‘summarise’ an entire ontology of the size of 
many biomedical ontologies – tens or even hundreds of 
thousands of classes and millions of axioms. 

Our chosen approach thus represents three sets of trade-
offs: (a) generic applicability with a minimum of additional 
resources vs greater polish of the generated text, (b) 
comprehensibility of the generated text vs complete 
representation of the OWL semantics, and (c) class-by-class 

                                                

 
* http://www.w3.org/TR/2004/REC- rdf- mt- 20040210/ 

verbalisation vs any attempt to summarise the ontology as a 
whole.  

II. BACKGROUND 

Several initiatives in the field of natural language 
generation (NLG) have addressed the problem of generating 
better, more coherent and easily processable texts derived 
from ontologies — for example, ILEX [6], M-PIRO [7], 
NaturalOWL [8] and Rabbit [9]. These systems make use of 
annotated data or users’ interactions to construct sentences and 
paragraphs. However, using annotated data and user 
interaction for text generation does not necessarily help the 
overall task of ontology comprehension: manually annotating 
axioms with information to guide language generation works 
well, but it is time-consuming and requires skill and training; 
reliance on user input for tasks such as sentence-ordering 
presents similar issues. Our approach does not preclude the 
use of such resources to improve the language if so desired, 
but it does not require it. 

Ontologies define the entities in a domain of interest.  
They are typically authored and presented in groups of axioms 
(known as ‘frames,’ sometimes referred to as ‘concepts’) 
relating to a single entity. Strictly speaking, the order of 
axioms in OWL is irrelevant to its meaning, and there is no 
formal notion of a frame.  However, most OWL editors (e.g., 
Protégé [10], TopBraid Composer [11], Swoop [12] and the 
NeOn Toolkit [13]) group axioms together into frames as an 
organisational device to aid modelling and comprehension.  

This suggests that grouping sets of axioms is a useful 
notion. The intuitive textual correlate of a single axiom is a 
sentence, and that of a frame is a paragraph. When authoring 
and reading ontologies in natural language, therefore, we focus 
on paragraphs: the coherence of a textual description of an 
ontology class, and consequently its comprehensibility, would 
be increased by grouping ontology (axiom-) sentences 
together in to topics or units of thought such as (frame-) 
paragraphs. Within such paragraphs, avoiding repetition by 
aggregating sentences that conform to regularities should also 
help. 

On top of this, it would also be helpful to know and exploit 
the way in which many different axioms are asserted in an 
ontology, since these suggest what are natural or 
commonplace schemas in ontology construction and thus may 
provide useful indications of how the corresponding texts 
should be structured and ordered. 

III. ONTOLOGY AXIOMS 

In order to present textually the content of ontologies in a 
well-ordered, well-structured and fluent manner, we need a 
clear understanding of the groupings and orderings of axioms 
that are most typical of ontologies; in other words, we need to 
know how the ontology community use ontology axioms as a 
language for describing a domain. 

A. Classifying axioms 

If we read axioms from a natural language point of view, 
we could find that different axioms play different 
communicative roles. For example: 
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SubClassOf: indicates that one class is a sub class of 
another class; these axioms place classes into a taxonomic 
structure. 

EquivalentClass: indicates that the classes listed are 
equivalent; these axioms provide definitions of classes. 

DisjointClass: indicates that one class is different from 
other classes; these axioms describe the distinctiveness 
between classes. 

ClassAssertion: indicates that an instance is a member of a 
class; these axioms provide an illustration of a class. 

DisjointUnion: indicates that a set of classes are exhaustive 
and are all distinct from each other; these axioms present the 
alternatives within a given class. 

Given the distinctiveness of axioms’ respective 
communicative function, each category of axiom will 
obviously require different expressions when they are 
translated into natural language text. A further, orthogonal, 
classification to consider is the following: 

Simple axioms: state relations between named classes. For 
example,  

‘Disease’ (disorder) SubClassOf 
      Clinical finding (finding)  

Complex axioms: contain not only named classes, but also 
properties, cardinalities or value restrictions, or combinations 
of named classes in anonymous class expressions, such as:  

‘Heart Disease’ EquivalentClass 
     (‘Disorder of Cardiovascular System’) and  
     RoleGroup some (Finding site some ‘Heart Structure’) 

Simple axioms map quite naturally onto simple, 
declarative, natural language sentences, while complex axioms 
are likely to be reflected in sentences that are more 
syntactically and rhetorically complex, and which are often 
also longer.  

B. Presenting axioms 

The most common views for ontology editing tools to 
present each class are usage-based and frame-based views. 
The usage-based view will present to the user every axiom 
relating to a designated class, whereas tools that make use of 
the frame-based view will present axioms in distinct categories 
(e.g., equivalent classes, super classes, class members or 
disjoint classes). The usage-based view has the advantage of 
completeness, but the disadvantage of having an unstructured 
presentation (since axioms are presented in an unordered and 
unstructured manner). The frame-based view, on the other 
hand, while making use of a clear structure and ordering, does 
not provide complete information about the designated class, 
and the user is thus left to carefully check the complete set of 
axioms to achieve a full account of the designated class.  

Our chosen approach is to model our natural language 
generation process using the best of these two worlds: for 
completeness we will follow the usage-based view, presenting 
all axioms relating to a given class; for comprehensibility, we 

will follow the frame-based view, by providing a clear 
structure to the set of axioms. 

C. Structuring axioms 

Given the diversity, complexity and variety of 
communicative goals of the axioms in an ontology, the issue 
of how best to present them as a comprehensible text is not 
trivial. To guide this process, we have undertaken an extensive 
survey of how common axiom groups relate to a designated 
class.  

TABLE I.  LABELS USED TO CLASSIFY AXIOM GROUP  

Axiom group Simple  Complex 

ClassAssertion Ca Car 

DisjointClass Dc Dcr 

EquivalentClass Ec Ecr 

SubClassOf Sc Scr 

 

We first developed a simple code for labelling axiom 
groups, assigning two characters to each simple axiom group 
and three characters to each complex axiom group (see 
examples in TABLE I). The two characters of each simple 
axiom group are the first and second capital letters from the 
axiom type; so for example:  

ClassAssertion(John-Joe, Person) is labelled Ca. 

The complex axiom groups have an additional character 

“r”; so for example: 

ClassAssertion(John-Joe, Person (and has-Gender(male))) 

is labelled Car.  

We focussed our survey on a set of 490 ontologies 
collected from the TONES Repository * , Swoogle † , and 
Ontology Design Patterns‡. Their Unified Resource Identifiers 
(URIs) were checked to ensure that our collection was a non-
redundant set. Our task here was to determine how many of 
the axiom groups in this set belong to a designated class.   

We therefore gathered, for each of the above-mentioned 
ontologies, all axioms that contained a designated class and 
grouped them according to their assigned categories. So, for 

example a designated class containing axioms of Ec, Scr and 

Ecr categories would be labelled as EcEcrScr (ordering the 
categories alphabetically).  

This process led to the identification of more than 60 
patterns from 268,969 classes of the 490 ontologies, showing 
that a class can be represented in a variety of structures 
ranging from a single simple axiom group to a combination of 
several simple and complex axiom groups. The most common 

pattern contains only Sc axioms, and is found in over 56% of 
the classes. The frequency drops sharply to 16.68% for 

individual Scr axioms and 13.59% for the combination ScScr. 
Together, these three patterns account for over 87% of 

                                                

 
*
 http://owl.cs.manchester.ac.uk/repository/ 
†
 http://swoogle.umbc.edu/ 

‡
 http://ontologydesignpatterns.org/ont/ 
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identified classes. This indicates that SubClassOf axioms 
between named classes are the most commonly used for 
describing ontology classes. Axioms relating to 
EquivalentClass (containing Ec or Ecr) form the second most 

common group, containing the patterns Ec, Ecr, EcrSc, and 

EcrScScr, but do not appear frequently (at only 1 – 5%). 

At this stage we are certain that taxonomy description is 
the axiom type that is mostly used by ontologists for 
describing classes, and a combination of using definition and 
taxonomy description comes next. According to this finding 
we then examine our data according to axiom’s 
communicative roles by counting their frequencies from the 
collected patterns. 

D. Ordering axioms 

 As can be seen from Error! Reference source not 
found., patterns that involve describing taxonomic structures 

(i.e., Sc + Scr) account for 97% of the cases, followed by 

groups involving definitions (Ec + Ecr), which account for 
75%. Following this are groups conveying distinctions 

between classes (Dc + Dcr, 49%), providing illustrations (Ca 
+ Car, 44%), and finally those presenting alternatives (Du, 
2%). 

 

Fig.1. Order Analysis: communicative role 

 

Fig.2. Order Analysis: axiom complexity 

Based on this analysis, we gear our generation algorithms 
to present axiom groups in the order of their communicative 
function, as follows: taxonomy, definition, distinctions, 
illustrations and alternatives. 

However, axioms conveying these communicative 
functions can contain simple or complex axiom types, and 
attention needs to be paid to this factor during the NLG 
process. For this, we need to have a principled way of 
deciding the order in which simple and complex groups should 
be presented. We therefore undertook a further analysis to 
separate the axiom groups shown in Error! Reference source 
not found. into their simple and complex groups, and then 
calculated the occurrence of each group in all patterns. The 
results, shown in Error! Reference source not found., 

suggest the following preferred ordering: Sc, Scr, Dc, Ca, Ec, 

Ecr, Car, Dcr, Du. 

As can be seen, although six groups (Sc, Scr, Dc, Ca, Ec, 

Ecr) occur with some regularity, the remaining (Car, Dcr, 
Du) hardly ever occur. Since Error! Reference source not 

found. is derived from Error! Reference source not found., 

we cannot assume that just because Ca occurs more frequently 

than Ec it should occur before Ec. Rather, we need to focus on 
each simple group that has a higher occurrence than its 

corresponding complex group so that, for example, Sc is 

higher than Scr; Dc is higher than Dcr etc. 

Based on these results, we tuned our NLG engine to 
describe ontology classes by starting with simple axioms 
before presenting complex ones, and to order axiom groups as 

follows: Sc, Ec, Dc, Ca, Scr, Ecr*. These orderings, based as 
they are on empirical data on the typical patterns that are used 
by ontology authors, should be good indicators of what could 
be ‘naturalistic’ orderings in the generated paragraphs. 

IV. TRANSFORMING AXIOM GROUPS INTO COHERENT 

TEXT  

As with any NLG system, our task begins by organising 
the input content in such a way as to provide a structure that 
will lead to coherent text, as opposed to a string of apparently 
disconnected sentences. 

Given the nature of our problem, we need to focus on the 
semantics of the discourse that can accommodate the nature of 
ontology axioms. For this purpose, we have chosen to use 
Rhetorical Structure Theory (RST) [14], as a mechanism for 
organising the ontological content of the axiom input. 

RST is a theory of discourse that addresses issues of 
semantics, communication and the nature of the coherence of 
texts, and plays an important role in computational methods 
for generating natural language texts [15]. According to the 
theory, a text is coherent when it can be described as a 
hierarchical structure composed of text spans linked by 
rhetorical relations that represent the relevance relation that 
holds between them such as ELABORATION, CONDITION and 
LIST. Relations can be left implicit in the text, but are more 
often signalled through discourse markers words or phrases 
such as “because” for EVIDENCE, “and” for LIST, “or” for 

                                                

 
* Given the low occurrence of the groups Car, Dcr, Du and since we do 

not intend to cover all possible axiom groups at this stage, we have chosen to 

exclude them for the time being. 

! "# $

"%# $

&! # $
&&# $

' # $

( # $

' ( # $

&( # $

) ( # $

*( # $

+( ( # $

, - . , - /$ 0- . 0-/$ 1 - . 1 -/$ 23. 23/$ 14$

5/
6
7
4
6
8
-9
$

: /; 4<$

! "# $ ! %# $ ! ! # $
! &# $ ' %# $ ' ( # $

) # $ ) # $ *# $

&# $

*&# $

! &# $

+&# $

%&# $

, &&# $

- . $ - . /$ 0 . $ 12$ 3. $ 3. /$ 12/$ 0 . /$ 04$

5
..
4
//
6
7
.6
$

8 /94: $



 (IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No. 6, 2013 

 

231 | P a g e  

www.ijacsa.thesai.org 

ALTERNATIVE, etc. [16; 17]. They can also be signalled by 
punctuation (e.g., a colon for elaboration, comma between the 
elements of list, etc.). 

Our exploration of RST has shown that some relations 
appear to map well to the characteristic features of ontology 
axioms. For example: 

 the LIST relation captures those cases where a group of 
axioms in the ontology bear the same level of relation 
to a given class; 

 the ELABORATION relation applies generally to connect 
different notions of axioms to a class (i.e., super-, sub- 
and defining- classes), in order to provide additional 
descriptive information to the class; 

 The CONDITION relation generally applies in cases 
where an axiom has property restrictions. 

Our experience and the evidence over many practical cases 
have indicated that the full set of rhetorical relations is 
unlikely to be applied to ontology verbalisation. In particular, 
the set of so-called presentational relations [18] are unlikely to 
apply, as ontology authors do not normally create comparisons 
or attempt to state preferences amongst classes. In addition, 
even within the set of informational relations, there are several 
that will not be found in ontologies. For example, since each 
axiom is assumed to be true, using one axiom as an evidence 
of another axiom would be redundant. Similarly, using one 
axiom to justify another axiom is not a conventional way of 
building ontologies. 

A. From Axiom-sentences to Axiom-paragraphs 

As mentioned earlier, the common approach for translating 
ontology axioms to natural language is to translate one axiom 
per sentence [19]. This approach often leads to repetitions and 
other infelicities; for example, a class can have many sub-
classes and translating these sub-class statements into a string 
of sentences will lead to text that is not only inelegant through 
its repetition, but also tedious to read [20]. Psycholinguists 
have long shown that such texts impose an unnecessary 
cognitive overhead for the reader (see e.g., [21]). Therefore, 
combining sentences becomes an important issue for avoiding 
monotony and to aid ease of comprehension. This process is a 
core linguistic task for any natural language generator that 
aims to produce fluent text [22], and is thus one that we 
attempt to utilise in our work. 

Transforming individual sentences or clauses into a single, 
complex sentence involves a process of compounding 
sentences that focuses on combining subjects, objects and 
verbs from component sentences or adding punctuation 
between clauses. In ontology axioms, we can find constructs 
that map directly onto the linguistic notions of subject, object 
and verb. For example, the axiom A(X, P) has X as its subject 
and P as its object; A presents a predicate that holds between 
X and P, typically expressed in English through a verb. This 
allows us to apply linguistic operations of sentence (or clause) 
combining, commonly referred to within computational 
linguistics as aggregation [23; 24], to strings of axioms. Thus, 
if we have several axioms in the SubClassOf (Sc) group, then 
we can combine their subjects to generate a compound 

sentence. Consider, for example, the following three axioms 
represented as individual sentences: 

SubClassOf (X, P) → “X is a kind of P.”  

SubClassOf (X, Q) → “X is a kind of Q.”  

SubClassOf (X, R) → “X is a kind of R.” 

Through the process of aggregation they can be combined 
to make a single sentence by keeping the same subject and 
removing the repetition between subject and object, then using 
a “comma” and an “and” (both discourse markers of the LIST 
relation that holds between the three axioms) to join objects as 
the following sentence: 

“X is a kind of P, Q and R.” 

We can extend this approach to produce a range of other 
types of expressions. For example, if the ontology also 
included the axiom 

SubClassOf (Z, X) → “Z is a kind of X.” 

that introduces an indirect relation to the subject X, we can 
use a simple linguistic operation (equivalent to making an 
active sentence into a passive) to swap subject and object and 
replace the predicate with its inverse and in doing so produce 
an appropriate textual expression: 

SubClassOf (Z, X) → “A more specialised kind of X is Z.

”  

By iterating the process of aggregation with the complex 
sentence that we already produced above, we are able to 
derive a two-sentence paragraph with a consistent focus to 
cover all four axioms as:  

“X is a kind of P, Q and R. A more specialised kind of X is 
Z.” 

If we analyse the RST relation in the above example, we 
will find that its two sentences are in an ELABORATION 
relation. This is a simple example of the feasibility of 
transforming axiom-sentences to axiom-paragraphs using RST 
relations. However, it only illustrates the SubClassOf group. 
Thus, the next step is to build an RST schema to cover 
patterns that are required for our purpose. 

B. Building an RST schema for ontology classes 

Our first step in building an RST schema for describing an ontology class is to 

examine axiom groups in more detail to enable the process of combining 

multiple axioms into complex sentences (i.e., through aggregation). First of 

all, we refine the key axiom groups identified at the end of Section D by 

splitting them into their direct (signalled with a subscript 1) and indirect 

(signalled with a subscript 2) counterparts — all, that is, except axioms 

relating to ClassAssertion (Ca), since they are all in direct relations with the 

designated class (F). The resulting 11 advanced groups are then placed into 
our RST schema ( 

): 

 the simple-direct category contains SubClassOf (Sc1), 
EquivalentClass (Ec1) and DisjointClass (Dc1) axioms 
in their simple and direct forms;  
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 the complex-direct category contains SubClassOf 
(Scr1) and EquivalentClass (Ecr1) axioms in their 
complex and direct forms; 

 the simple-indirect category contains SubClassOf 
(Sc2), EquivalentClass ( Ec2) and DisjointClass (Dc2) 
axioms in their simple and indirect forms;  

 the complex-indirect category contains SubClassOf 
(Scr2) and EquivalentClass (Ecr2) axioms in their 
complex and indirect forms; 

 ClassAssertion (Ca) axioms form a category of their 
own category. 

The axiom groups belonging to each category follow the 
ordering of the axiom group suggested by the analysis in 
Error! Reference source not found.. As we have illustrated 
before, SubClassOf axioms belonging to the simple-indirect 
category (Sc2) can be converted to simple-direct (Sc1) by 
swapping its subject and object; the same is true for 
DisjointClasses (Dc2). For example, the axiom: 

DisjointClass (A, B, C, F) 

is in a direct relation to A, but in an indirect relation to F. If 
we want to change the focus to F, we can transform the axiom 
to become: 

DisjointClass (F, A, B, C),  
DisjointClass (F, B, C, A) 

and so on. Such transformations do not affect the 
underlying meaning of the axiom, but they do change the 
focus of the resulting natural language expression, so that, for 
example: 

“F is different from A, B and C.”  

Has the same meaning as 

“F is different from B, C and A.”  

Turning now to our method of expressing axiom classes in 
English, we use a template-based NLG technique. Our choice 
in this is driven by an attempt to translate each axiom such that 
we preserve its meaning in the ontology and avoid introducing 
misleading information.  

 

Fig.3. top level RST schema for ontology classes 

For example, sub- and super-classes are usually in an ‘is 
a’ relation. However, translating them into the English string 
“is a” can lead to misunderstanding since that expression can 
be used in English to mean “equal to” or “is the same as”; 
clearly, though, a class is not equal to or the same as its super-
class. In this context, a more accurate translation is “is a kind 
of” or “is a type of”.  

C. The RST paragraph 

In the simple-direct category, Sc1 and the converted Sc2 
groups are always the starting description of a class and form 
the main Nucleus of the paragraph within a top-level 
elaboration relation. Ec1 is the associated satellite, followed 
by Dc1 and the converted Dc2. When verbalised, the resulting 
text is along the lines of: 

“F is a kind of X and Y. A more specialised kind of F is Z, 
and F is defined as P and Q. Also F is different from R.” 
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In the complex-direct category, Scr1 is the Nucleus and 
the Ecr1 is its Satellite within a condition relation. As the Ca 
group is on its own, it has been combined into this category as 
a satellite within an ELABORATION relation. Together, this 
would lead to a verbalisation such as: 

“F is a kind of L that..., and is defined as M that..., and has 
members N1, N2 ... Nm.” 

We use “additionally” to connect these two categories to 
make sentences coherent, which leads to a verbalisation such 
as: 

“F is a kind of X and Y…. Additionally, F is a kind of L 
that . . . Nm.” 

The last part is the simple-indirect and complex-indirect 
categories. All groups in this part are nuclei, and are in a LIST 
relation since each is an independent description. As these 
groups are in an indirect relation to the designated class, the 
subject in this part of the text is no longer the same as in the 
previous texts. Thus, we need to introduce some connection 
words to improve the coherency. For example: 

“Another relevant aspect of F is . . . ” (for singular) 

 “Other relevant aspects of F are: . . . ” (for plural) 

These groups may contain several indirect and complex 
axioms and without a clear boundary between these axioms, 
the text can be difficult to read. However, our use of RST, 
together with the Theory of Discourse Structure [25], allows 
us to introduce further discourse markers, and even layout 
elements such as bullet points to make the logical structure of 
the axiom class more apparent. So the overall content of a 
class could look like: 

“F is a kind of X and Y…. Additionally, F is a kind of L 
that . . . Nm. Other relevant aspects of F are: 

• T is a kind of U that ... something to do with F...;  
• V is defined as W that ... something to do with F...; 
….” 

V. ONTOVERBAL  

We have implemented the above methods in a proof-of-
concept system, OntoVerbal that takes as input OWL 
ontologies and produces as output a translation from the 
OWL into English*.  

As mentioned earlier, OntoVerbal is a generic tool, and 
thus the output is not ‘pretty’ English, in that it can be stilted, 
pedantic and repetitive – characteristics that often come from 
the nature of the input itself.  

For example, ontologies are inherently repetitious and 
often overly explicit compared to what we would expect of 
‘good’ text (an ontology is likely to state, for example, that a 
primary school is a type of school or that a left hand is a type 
of hand); if we remain true to our goal of achieving fidelity 

                                                

 
*
 In fact, the system is multilingual, producing both English and 

Mandarin, but we will focus only on the English here. 

vis a vis the input, the generated text will necessarily contain 
these stylistic infelicities.  

Another limiting factor is that, while clearly English, the 
names of ontological concepts are often technical 
telegraphese; for example, the names of concepts in the 
SNOMED CT ontology [26; 27] tend not to trip lightly off the 
tongue – names such as “bone structure of clavicle and/or 
scapula and/or humerus”, or “hypertensive heart and renal 
disease complicating and/or reason for care during the 
puerperium”.  

A. OntoVerbal Paragraphs 

We have tested OntoVerbal with a range of ontologies 
including:  

a) The Travel ontology † , which describes travelling 
modes, destinations, the boundaries of the destinations and so 
on.  

b) A module of SNOMED CT ‡ , which describes 
medical terminology covering most areas of clinical 
information such as diseases, findings, procedures, 
microorganisms, substances, etc. 

c) The Experimental Factor Ontology (EFO)§, which 
describes experimental variables (e.g. disease state, anatomy) 
based on an analysis of such variables used in the 
ArrayExpress database. 

These examples of OntoVerbal’s input and output are 
shown in TABLE II. Although our textual paragraphs are not 
in perfect English, these ontology-entity-embedded-
paragraphs are familiar to ontologists.  

While our method allows for further improvement of the 
fluency of the generated paragraphs; the extent to which such 
improvements are desirable or necessary depends on 
individual needs. Nevertheless any improvements that do not 
require heavy additional resources would be welcome. In 
what follows we describe how we have achieved this, with 
reference to SNOMED CT. 

B. Tuning OntoVerbal for SNOMED CT 

SNOMED CT is a terminology used for coding in health 
records and is mandated for use for various purposes in 
numerous countries around the world**.  

Although the native form of SNOMED CT is a 
description logic that predates OWL, it is available as OWL 
and conforms to the OWL EL profile (with the exclusion of 
disjointness). SNOMED CT provides a useful test-bed for 
OntoVerbal: it is axiomatically rich, it has no natural 
language definitions, it has a large user base, and it is 
employed at many stages by users who have limited 
experience in OWL. 

                                                

 
†
 http://swatproject.org/ontologies.asp 

‡
 For this we used the tool at http://owl.cs.manchester.ac.uk/snomed/ 

with the signature ‘hypertension’ . 
§
 www.ebi.ac.uk/efo/ 

**
 http://www.ihtsdo.org 
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TABLE II.  EXAMPLES OF ONTOVERBAL’S INPUT AND OUTPUT  

Travel ontology 

Input 
(Settlement SubClassOf AdministrativeDivision) (City 
SubClassOf Settlement) (Town SubClassOf Settlement) 
(Village SubClassOf Settlement) 

Output A settlement is a kind of administrative division. More 
specialised kinds of settlement are city, town and village. 

SNOMED CT ontology 

Input 

(Benign hypertensive renal disease (disorder) SubClassOf 
Hypertensive renal disease (disorder)) (Benign arteriolar 
nephrosclerosis (disorder) SubClassOf Benign hypertensive 
renal disease (disorder)) (Benign hypertensive heart AND 
renal disease(disorder) SubClassOf Benign hypertensive renal 
disease (disorder)) (Benign hypertensive renal disease 
(disorder) SubClassOf (Hypertensive renal disease (disorder) 
and (RoleGroup some (Finding site (attribute) some Kidney 
structure (body structure))))) 

Output 

Benign hypertensive renal disease(disorder) is a kind of 
hypertensive renal disease (disorder). More specialised kinds 
of benign hypertensive renal disease(disorder) are benign 
arteriolar nephrosclerosis (disorder) and benign hypertensive 
heart and renal disease (disorder). Additionally, benign 
hypertensive renal disease (disorder) is a kind of hypertensive 
renal disease (disorder) that rolegroup a finding site (attribute) 
a kidney structure (body structure). 

Experimental Factor Ontology 

Input (caudate nucleus SubClassOf cranial ganglion) (caudate 
nucleus SubClassOf (part of some basal ganglion)) 

Output A caudate nucleus is a kind of cranial ganglion. Additionally, 
a caudate nucleus is a kind of part of a basal ganglion.  

 

There are many versions of SNOMED CT. We tested 
OntoVerbal with the July 31 2010 version of the International 
SNOMED CT. Since the complete ontology is large (292012 
classes, 62 object properties) we focussed on a module on 
hypertension (high blood pressure*). Hypertension has many 
causes and effects, so this module contains a wide range of 
diseases and anatomic structures: it comprises 506 concepts, 
each corresponding to a separate OWL class†. In addition to 
its unique identifier which is a 64 bit integer, each 
concept/class has two associated names: a ‘fully specified 
name’ and a ‘preferred term’ which are natural language 
expressions such as those shown in TABLE III. 

TABLE III.  Examples of SNOMED CT names 

SNOMED 

CT ID no. 
Fully-specified name Preferred name 

118698009 
Procedure on abdomen 
(procedure) 

Procedure on abdomen 

280129003 
Disorder of soft tissue of 
thoracic cavity (disorder) 

Disorder of soft tissue of 
thoracic cavity 

63337009 
Lower trunk structure (body 
structure) 

Lower trunk structure 

11511004 

Hypertensive heart AND 
renal disease complicating 
AND/OR reason for care 
during puerperium 
(disorder) 

Hypertensive heart AND 
renal disease complicating 
AND/OR reason for care 
during the puerperium 

                                                

 
*
 For this we used the tool at http://owl.cs.manchester.ac.uk/snomed/ 

with the signature ‘hypertension’ . 
†
 The OWL version includes a construct – RoleGroup – that is relevant 

to only a small number of concepts but has to be included in all for 

consistency. The Hypertension module was chosen, in part, because 

RoleGroups were always irrelevant, and they were ignored. 

For simplicity, we make use of the preferred name. 
However, the naming conventions for SNOMED CT are 
complex — not least because this terminology is the result of 
combining two earlier terminologies, and many different 
editors and authors have been involved — and this poses 
particular challenges and limitations for the verbalisation 
process. As can be seen in TABLE III, names are often 
expressed in a kind of ‘telegraphese’, often involving missing 
articles; they can also be quite long and logically complex. 
Since concepts/classes obviously map onto nouns in natural 
language, when names such as these are used verbatim as part 
of the verbalisation process, they can lead to rather awkward 
text. 

To achieve fully fluent verbalisation would require 
decoding names into their underlying semantics and re-
generating them as more contextually appropriate nominal 
expressions; however, this would require making use of both 
linguistic and domain knowledge that is not available in the 
ontology itself. 

For example, the process would have to model (a) the 
complex mapping between nouns and their articles (i.e., when 
to use “the”, “a”, “an”) and (b) human anatomy. Armed with 
the information that the body contains only one heart and one 
pelvis but several branches of the aorta and several arteries, 
the verbaliser would then be able to produce the appropriate 
expressions: “the heart”, “the pelvis”, but “a branch of the 
abdominal aorta” and “an artery”, etc. Given that our aim is to 
achieve a generic verbalisation tool, this is clearly beyond the 
scope of our work — although were such a translation 
module to exist, OntoVerbal could make use of it‡. In the 
absence of such a module, we have created a somewhat crude 
version by (a) relying on the use of articles as applied to 
anatomical terms in Wikipedia§ and (b) consulting the official 
list of text definitions for SNOMED CT** to find, for cases 
where the name of an anatomical entity in the ‘preferred’ 
name does not include an article, another instance of the same 
entity which does include one (e.g., “central nervous system” 
in one instance, but “the central nervous system” in another). 
When any missing articles were found, they were added to the 
SNOMED CT input. With the help of these adjustments, we 
are able to reduce to some extent the awkwardness of the 
verbalised concept names. In all other respects, though, the 
verbalisation of the SNOMED CT ontology makes use of the 
same natural language generation engine that applied to the 
other ontologies that we have tested. 

VI. EVALUATION 

OntoVerbal has now been implemented as a Protégé 
plugin†† that can offer an alternative textual view of a class 

                                                

 
‡
 Such a process has been undertaken to great effect in the Spanish 

version of SNOMED CT. 
§
 http://en.wikipedia.org/wiki/List_of_human_anatomical_features 

**
 Given in the file named sct1 TextDefinitions en-US 20110731.txt from 

the SNOMED CT Technical Implementation Guide that can be downloaded 

via http://ihtsdo.org/fileadmin/user upload/doc/directory.html 
††

 OntoVerbal is available to downloaded from 

http://swatproject.org/demos.asp 
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alongside the Manchester syntax view and the graphical 
views provided by various plugins. We feel the need to 
undertake a formal evaluation to address two key issues: 

Fidelity: Are the generated paragraphs faithful to their 
input? In other words, does the textual output of OntoVerbal 
convey a clear and true expression of that which is contained 
in the corresponding input? One way to test this is through a 
‘round-trip’ study: given only the generated output, can a 
proficient ontologist re-create the semantics of the input from 
which it was derived? 

Quality: Are they of reasonable quality? Ideally, the 
generated paragraphs should be of a standard that is not far 
from that which one would expect from a proficient 
ontologist given the task of rendering the input as text. 

A. Experimental set up 

We addressed these questions through an on-line 
experiment with OntoVerbal applied to SNOMED CT. To 
avoid making the study too easy or too hard by including very 
short or very long paragraphs, we narrowed the set under 
consideration to typical classes in the SNOMED CT 
ontology, which we found to contain between 3 and 5 axioms. 
From these we randomly selected 10 for the study. 

We created two textual versions of each of the 10 selected 
classes (see Appendix A): one version was created by 
OntoVerbal; the other was written by an independent expert 
ontologist proficient in OWL (with Manchester syntax) * , 
under instructions to “transform them into ‘fluent’ English 
paragraphs that (a) are semantically equivalent to the OWL 
and (b) another OWL expert could in principle use to re-
create the original OWL”. The ontologists were instructed to 
use the SNOMED CT labels verbatim (through cut-and-
paste); this means that if there was a missing article in the 
SNOMED CT labels (e.g., “artery of the abdomen” rather 
than “an artery …” or “the artery …”), they would reproduce 
this in the text – as would OntoVerbal. 

We used these 20 texts to design two sets of materials: Set 
A contained verbalisations of classes 1–5 by the ontologist 
and 6–10 by OntoVerbal; Set B contained the verbalisations 
in the other order. With these materials, we conducted an on-
line experiment, collecting data from 30 participants who 
were fluent in OWL EL with Manchester syntax. Half of the 
participants received Set A, and the others Set B. Each was 
shown all 10 verbalisations in random order (per participant), 
with instructions to write the equivalent OWL code. They 
were instructed to use the SNOMED labels (which were 
highlighted in the text) verbatim rather than attempt to 
transform them, and were allowed to cut-and-paste them 
directly into their code. 

B. Results 

We analysed participants’ responses by comparing the 
code they produced to the OWL input that led to each 
(machine and human) verbalisation. Since there will be a 
number of semantic equivalents to each SNOMED CT class 

                                                

 
*
 The main author of the EFO ontology (www.ebi.ac.uk/efo). 

descriptions†, for each of the 10 chosen class descriptions we 
created all their semantic equivalents. For each response to 
the presented paragraphs, we measured the Levenshtein 
distance [28] between the code produced by participants and 
each member of the set of semantically equivalent versions of 
the OWL input to that paragraph‡. To normalise for the length 
length of class descriptions, we applied the following 
operation: 

Similarity = (Length of string – Levenshtein distance) / 
Length of string 

Which returns a value of 1 if the code produced is a 
perfect match to the input (or one of its semantic equivalents), 
and 0 if there is no match at all. Since the order of axioms in a 
class description is not a relevant factor, we treated each 
axiom independently, and registered the mean value over all 
axioms in the class. Finally, for each response by each 
subject, we recorded only the highest score received against 
all members of the set of semantically-equivalent versions of 
the OWL input. The results of this analysis are shown in 
TABLE IV. 

1) Fidelity of OntoVerbal’s output 
If the paragraphs produced by OntoVerbal are a clear and 

true expression of the OWL code that it receives as input, 
participants should be able to re-create the input code or some 
semantically equivalent version of it. This will be reflected in 
Similarity scores that are close to 1. Our results show that the 
mean score over the 10 class descriptions is 0.94. This is an 
extremely encouraging result, indicating that participants in 
the study were able to successfully ‘translate’ the paragraphs 
generated by OntoVerbal back into the OWL from which they 
were derived. From this we can conclude with confidence that 
the output of OntoVerbal is faithful to its input, in the sense 
that it conveys the correct semantics, since a ‘round-trip’ is 
clearly achievable. 

TABLE IV.  MEAN SIMILARITY SCORES FOR THE 10 CLASS 

DESCRIPTIONS 

Class OntoVerbal Ontologist 

1 0.94 0.69 

2 0.93 0.80 

3 0.92 0.88 

4 0.95 0.84 

5 0.95 0.78 

6 0.94 0.86 

7 0.89 0.81 

8 0.93 0.95 

9 0.96 0.83 

10 0.94 0.85 

Mean 0.94 0.83 

                                                

 
†
 For example, the axiom “A SubClassOf B and C and D” would have 16 

semantically equivalent versions. 
‡
 We ignored all differences relating to layout (e.g., line breaks or 

indentation) or to case and punctuation (e.g., ‘SubClassOf:’ vs ‘subclass of’). 
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2) Quality of the verbalizations 
The high Similarity scores achieved for the output of 

OntoVerbal suggest that the texts it produces are of good 
quality for the purpose for which they are intended. Another 
strong test of the quality of the verbalisations produced by 
OntoVerbal is the extent to which they compare with 
verbalisations produced by the expert ontologist, given the 
same task; one would hope that the mean score for the two 
versions of each class description (i.e., machine vs human 
author) would be close. Our results show that although 
participants were able to translate successfully the paragraphs 
written by the ontologist (mean Similarity score is 0.83), their 
performance was consistently below that for the generated 
texts. Comparing the two statistically, the difference (human 
versus OntoVerbal) is highly significant (mean diff = -.106, t 
(two-tailed)= -8.025, p<.001). 

In other words, the machine-generated verbalisations were 
better suited for a ‘round-trip’ than the (probably ‘better 
English’) human-written equivalents. As mentioned, the 
materials for the study were divided into sets, so that all 
participants saw all 10 paragraphs, but no participant saw 
both the human-written and OntoVerbal-generated versions 
of any given paragraph. 

This was intended to reduce any bias arising from the 
style or naturalness of the texts presented, and indeed our 
statistical analysis of this show no significant effect of the set 
(mean diff = -.033, t (two-tailed)= -2.055, p<.06). 

VII. CONCLUSION  

The question we sought to address in this work is whether 
ontology classes can be transformed into readable and 
reasonably fluent natural language text by an automatic 
process that is itself reasonably generic. Our experience has 
provided positive proof that this is the case. We have shown 
that natural language generation (NLG) technology, enhanced 
by a discourse planner based on Rhetorical Structure Theory, 
can transform classes represented in OWL into coherent and 
fairly fluent paragraphs even in the face of strong constraints 
(e.g., retaining the textually awkward labels in the ontology 
and eschewing the use of special purpose linguistic 
resources). Our NLG architecture does not, of course, require 
these constraints to be in place: as more sophisticated 
processes and resources are added, the resulting texts will 
become closer to that normally found in everyday use. 
However, the question of just how ‘natural’ the generated text 
should be remains open. Indeed, our evaluation study has 
shown that in some contexts at least, ‘natural’ (as in human-
generated) is not always best. One suspects that the preferred 
style of the generated text will depend on its intended use, for 
example, whether for ontology -checking, -browsing, -
authoring or training. An advantage of the architecture we 
have developed for the NLG task of translating OWL classes 
into text is that it provides the flexibility to tune the style of 
the generated text. 

We have tested our approach in a proof-of-concept 
system, OntoVerbal, which has also been applied to several 
ontologies that cover a number of domains, demonstrating 

that coherent verbalisations can be produced for ontologies 
within the portion of OWL roughly corresponding to OWL 
EL. Elsewhere we have shown that the approach also works 
for other natural languages [29]. 

Most presentations of OWL ontologies take the form of an 
OWL syntax along with a visualisation of the ontology’s 
graph or a (manually-written) textual summarisation of the 
ontology. Verbalisations of the classes in an ontology, such as 
those provided by OntoVerbal, offers another style of 
presentation and one that could be a useful counterpart to the 
overview afforded by a typical graphical presentation. 
Visualisation tools such as OWLViz* and OntoGraf† show the 
the classes in an ontology, but do not give much detail: 
OWLViz shows only the subclass hierarchy, and OntoGraf 
does not discriminate between the different quantifications on 
properties. A class verbalisation could fit neatly into this 
range of presentations: it gives a presentation of detail, but in 
a form familiar to users. It is possible to imagine a hybrid 
presentation with graphical overviews, textual summaries, 
and textual presentations of the classes’ axiomatisation. 
Protégé, for example, supports many graphical visualisers 
(described in [30]) that are used to support a number of tasks.  

Finally, although our effort has focussed on OWL, there is 
no a priori reason why it could not be extended to an arbitrary 
Resource Description Framework (RDF) graph: OntoVerbal 
is topic-centric (grouping axioms around a given topic) and 
RDF graphs have the same mechanism (grouping axioms on 
common URI), thereby making it possible to extract a graph 
on a topic and verbalise it. Mapping the RST roles onto 
triples in an RDF graph outside RDFS is, however, an open 
question. 
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C.   Appendix A: Verbalisations Of OWL Input By OntoVerbal And By An Expert Ontologist 

Number OWL input OntoVerbal  Ontologist  

1 pelvic structure SubClassOf: lower trunk structure 

lower trunk structure SubClassOf: structure of subregion of 
the trunk 

pelvic structure SubClassOf: the pelvis and lower 
extremities and the abdomen and the pelvis and lower trunk 
structure 

A lower trunk structure is a kind of structure 
of subregion of the trunk. A more specialised 
kind of lower trunk structure is pelvic 
structure. Another relevant aspect of lower 
trunk structure is that a pelvic structure is 
defined as the pelvis and lower extremities, 
the abdomen and the pelvis and a lower 
trunk structure. 

A lower trunk structure is a 
structure of the subregion of the 
trunk. A pelvic structure is a 
subtype of a lower trunk 
structure. 

2 procedure on the brain SubClassOf: intracranial procedure 

intracranial procedure SubClassOf: procedure on the 
central nervous system 

intracranial procedure SubClassOf: procedure on the head 

intracranial procedure EquivalentClass procedure by site 
and has a procedure site some intracranial structure 

An intracranial procedure is a kind of 
procedure on the central nervous system and 
procedure on the head. A more specialised 
kind of intracranial procedure is procedure 
on the brain. Additionally, an intracranial 
procedure is defined as a procedure by site 
that has a procedure site in an intracranial 
structure. 

An intracranial procedure is a 
procedure on the central nervous 
system and a procedure on the 
head. Any procedure by site in 
which the procedure site is an 
intracranial structure is also an 
intracranial procedure. A 
procedure on the brain is a 
subtype of intracranial procedure. 

3 abdominal vascular structure SubClassOf: abdominal and 
pelvic vascular structure 

abdominal and pelvic vascular structure SubClassOf: 
vascular structure of the trunk 

abdominal vascular structure SubClassOf: abdominal 
structure and abdominal and pelvic vascular structure 

An abdominal and pelvic vascular structure 
is a kind of vascular structure of the trunk. A 
more specialised kind of abdominal and 
pelvic vascular structure is abdominal 
vascular structure. Another relevant aspect 
of abdominal and pelvic vascular structure is 
that an abdominal vascular structure is 
defined as an abdominal structure and an 
abdominal and pelvic vascular structure. 

An abdominal and pelvic 
vascular structure is a vascular 
structure of the trunk. An 
abdominal vascular structure is a 
subtype of an abdominal and 
pelvic vascular structure. 

4 chronic disease of the genitourinary system SubClassOf: Chronic disease of the genitourinary system A chronic disease of the 
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chronic disease 

chronic disease of the genitourinary system SubClassOf: 
disorder of the genitourinary system 

chronic hypertensive uraemia SubClassOf: chronic disease 
of the genitourinary system 

chronic disease of the genitourinary system 
EquivalentClass: chronic disease and disorder of the 
genitourinary system and has a finding site some structure 
of the genitourinary system 

is a kind of chronic disease and disorder of 
the genitourinary system. A more specialised 
kind of chronic disease of the genitourinary 
system is chronic hypertensive uraemia. 
Additionally, chronic disease of the 
genitourinary system is defined as chronic 
disease that is a disorder of the genitourinary 
system, and has a finding site in a structure 
of the genitourinary system. 

genitourinary system is a chronic 
disease and a disorder of the 
genitourinary system. Any 
chronic disease which is also a 
disorder of the genitourinary 
system and is found in the 
structure of the genitourinary 
system is also a chronic disease 
of the genitourinary system. A 
chronic hypertensive uraemia is a 
subtype of a chronic disease of 
the genitourinary system. 

5 finding of the head and the neck region SubClassOf: 
finding of the body region 

head finding SubClassOf: finding of the head and the neck 
region 

finding of the head and the neck region EquivalentClass: 
finding of the body region and has a finding site some head 
and neck structure 

head finding EquivalentClass: finding of the head and the 
neck region and has a finding site some head structure 

A finding of the head and the neck region is 
a kind of finding of the body region. A more 
specialised kind of finding of the head and 
the neck region is head finding. 
Additionally, A finding of the head and the 
neck region is defined as a finding of the 
body region that has a finding site in a head 
and neck structure. Another relevant aspect 
of finding of the head and the neck region is 
that a head finding is defined as a finding of 
the head and the neck region that has a 
finding site in a head structure. 

A finding of the head and the 
neck region is a finding of the 
body region. Any finding of the 
body which is found in a head 
and neck structure is also a 
finding of the head and neck 
region. A head finding is a 
subtype of the finding of the head 
and the neck region. 

6 nephrosclerosis SubClassOf: degenerative disorder 

degenerative disorder SubClassOf: disease 

arteriosclerotic vascular disease SubClassOf: degenerative 
disorder 

degenerative disorder EquivalentClass: disease and has an 
associated morphology some degenerative abnormality 

Degenerative disorder is a kind of disease. 
More specialised kinds of degenerative 
disorder are nephrosclerosis and 
arteriosclerotic vascular disease. 
Additionally, degenerative disorder is 
defined as disease that has an associated 
morphology in a degenerative abnormality. 

A degenerative disorder is a 
disease. Any disease which has 
an associated morphology of 
degenerative abnormality is also 
a degenerative disease. 
Nephrosclerosis and 
arteriosclerotic vascular disease 
are subtypes of degenerative 
disease. 

7 kidney graft material SubClassOf: urinary tract material 

kidney graft material SubClassOf: solid organ graft 
material 

kidney graft material SubClassOf: urinary tract material 
and solid organ graft material 

transplant of the kidney EquivalentClass: kidney operation 
and solid organ transplant and renal replacement and has a 
method some surgical transplantation action and has a 
direct substance some kidney graft material and has an 
indirect procedure site some kidney structure 

A kidney graft material is a kind of urinary 
tract material and solid organ graft material. 
Another relevant aspect of kidney graft 
material is that a transplant of the kidney is 
defined as a kidney operation that is a solid 
organ transplant, and is a renal replacement, 
and has a method in a surgical 
transplantation action, and has a direct 
substance in a kidney graft material, and has 
an indirect procedure site in a kidney 
structure. 

Kidney graft material is a urinary 
tract material and a solid organ 
graft material. A kidney 
operation, solid organ transplant 
and renal replacement which has 
a method of surgical 
transplantation action, a direct 
substance of kidney graft 
material and an indirect 
procedure site of kidney structure 
is a type of transplant of the 
kidney. 

8 graft SubClassOf: biological surgical material 

tissue graft material SubClassOf: graft 

tissue graft material SubClassOf: graft and body tissue 
surgical material 

A graft is a kind of biological surgical 
material. A more specialised kind of graft is 
tissue graft material. Another relevant aspect 
of graft is that a tissue graft material is 
defined as a graft and a body tissue surgical 
material. 

A graft is a biological surgical 
material. Tissue graft material is 
a subtype of graft as well as a 
body tissue surgical material. 

9 benign essential hypertension complicating and/or reason 
for care during pregnancy SubClassOf: essential 
hypertension complicating and/or reason for care during 
pregnancy 

essential hypertension complicating and/or reason for care 
during pregnancy SubClassOf: essential hypertension in 
the obstetric context 

essential hypertension complicating and/or reason for care 
during pregnancy SubClassOf: pre-existing hypertension in 
the obstetric context 

essential hypertension complicating and/or reason for care 
during pregnancy SubClassOf: essential hypertension in 
the obstetric context and pre-existing hypertension in the 
obstetric context 

benign essential hypertension complicating and/or reason 
for care during pregnancy SubClassOf: benign essential 
hypertension in the obstetric context and essential 

Essential hypertension complicating and/or 
reason for care during pregnancy is a kind of 
essential hypertension in the obstetric 
context and pre-existing hypertension in the 
obstetric context. A more specialised kind of 
essential hypertension complicating and/or 
reason for care during pregnancy is benign 
essential hypertension complicating and/or 
reason for care during pregnancy. Another 
relevant aspect of essential hypertension 
complicating and/or reason for care during 
pregnancy is that benign essential 
hypertension complicating and/or reason for 
care during pregnancy is defined as benign 
essential hypertension in the obstetric 
context and essential hypertension 
complicating and/or reason for care during 
pregnancy. 

An essential hypertension 
complicating and/or reason for 
care during pregnancy is an 
essential hypertension in the 
obstetric context and a pre-
existing hypertension in the 
obstetric context. A benign 
essential hypertension 
complicating and/or reason for 
care during pregnancy is a 
subtype of essential hypertension 
complicating and/or reason for 
during pregnancy. 



 (IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No. 6, 2013 

 

239 | P a g e  

www.ijacsa.thesai.org 

hypertension complicating and/or reason for care during 
pregnancy 

10 procedure on artery of the abdomen SubClassOf: procedure 
on the abdomen 

procedure on artery of the abdomen SubClassOf: procedure 
on artery of the thorax and the abdomen 

abdominal artery implantation SubClassOf: procedure on 
artery of the abdomen 

procedure on artery of the abdomen EquivalentClass: 
procedure on artery and has a procedure site some structure 
of artery of the abdomen 

A procedure on artery of the abdomen is a 
kind of procedure on the abdomen and 
procedure on artery of the thorax and the 
abdomen. A more specialised kind of 
procedure on artery of the abdomen is 
abdominal artery implantation. Additionally, 
a procedure on artery of the abdomen is 
defined as a procedure on artery that has a 
procedure site in a structure of artery of the 
abdomen. 

A procedure on artery of the 
abdomen is a procedure of the 
abdomen and a procedure on 
artery of the thorax and the 
abdomen. Any procedure on 
artery which has a procedure site 
of structure of artery of the 
abdomen is also a procedure on 
artery of the abdomen. An 
abdominal artery implantation is 
a subtype of procedure on artery 
of the abdomen. 
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Abstract—Voting method requires to determine group decision 

of decision by each decision maker in  group. Determination of 

decisions  by group of decision maker requires voting methods. 

Copeland score is one of voting method that has been developed 

by previous researchers. This  method does not accommodate the 

weight of the expertise and interests of each decision maker. This 

paper proposed the voting  method using Copeland score with 

added weighting. The method has developed of considering the 

weight of the expertise and interests of the decision maker. The 

method  accordance with the problems encountered of group 

decision making . Expertise and interests of decision makers are 

given weight based on their expertises of decision maker 

contribution of the problems faced by the group to determine the 
decision. 

Keywords—Group Decision Support System; Copeland Score.  

I. INTRODUCTION 

Decision making is the selection process of various 
alternative actions that might be chosen through a specific 
mechanism to make the best decision. The decision maker is 
done in order to achieve certain goals or objectives for solving 
problems. 

Organizational leaders rarely can solve the problem alone. 
Committees, working teams, project teams and task forces 
were formed in many organizations is   approach to problem 
solving by group. GDSS is a computer-based interactive 
system to facilitate the achievement solution of problem by a 
group of decision makers. That  is consistent with the statement 
of Turban (2005): A group decision support system (GDSS) is 
as interactive components of the facilities based system that 
solution of semi structured or unstructured problems by a group 
of decision makers in unstructured nature. GDSS  was 
developed to address challenges to the quality and 
effectiveness of decision-making is done by more than one 
person (group of people). Issues that need to be highlighted in 
decision-making by a group of people, among others, is the 
number of decision-makers, the time should be allocated, and 
the increase the existing participants. GDSS provides support 
in solving the problem by providing a setting that supports 
communication for members who joined the group. The 
problem solving is done by a group of people who are members 
of the GDSS who need a voting method to obtain a group 
decision. Copeland score method is one method of voting to 
earn wages, which is a joint decision-making. So far, existing 
methods Copeland score considers that all of the decision 

maker has the same weight, but sometimes the decision maker 
has a different weight in determining a joint decision. For it is 
necessary to develop a method of voting with respect to the 
weight of each decision maker based on the level of  expertise 
and interests to the   problem. 

II. BACKGROUND THEORIES 

A. GROUP DECISION SUPPORT SYSTEM (GDSS) 

GROUP DECISION SUPPORT SYSTEM (GDSS) is an 
interactive computer based system that facilitates solution of 
some unstructured problems by a few (sets) of decision makers 
who work together as a group. GDSS can be applied to 
different groups of decision situations,  which includes a 
review panel, task force executive meeting / board, remote 
workers, and so forth. The basic activities that occurred in any 
group  who require support on a computer are: 

1) Calling information, involving the selection of data 

values from an existing database or calling  simple information. 

2) Information sharing, meaning the viewer displays 

the data on the screen to be viewed by  groups. 

3) Use of information, including application software 

technology, procedure, and group problem solving techniques 

to the data. [8] 

B. COPELAND SCORE BY WEIGHTING 

Copeland score is one of the voting methods with a 
technique based on the reduction of the victory frequency  with 
the defeat  frequency by pair wise comparisons [1]. Examples 
of the determination of the method of paired comparisons 
copeland score can be seen in Figure 1. 

Fig.1. Determination of the method of paired comparisons Copeland Score 

[1] 
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Many reseachers  studied used the  Copeland Score method 
to problem solving in group decision maker. Research about 
the Copeland score method by [Faliszewski et al. (20080] who 
use the electoral system Myhstic Ramon Llull and Copeland 
Election System. This method can be used to comprehensively 
control the electoral system. In addition, this study also shows 
that the integration of Llull and Copeland Voting preferences 
could overcome the irrationality of potential voters. 

Furthermore, [Saari and Merlin (1994) ]have been  
developed  Copeland Method (CM) with Geometry approach. 
The study compared the relationship between Copeland 
Method (CM) and Positional Voting Methods. CM ranking is 
done in many ways that vary from voting in the election of the 
electoral system. The results show how the new CM has 
powerfull  to vote. 

           Another research conducted by [Al-Sharrah 
(2010)] who performed a number of objects with the 
Copeland ranking Score. The study was conducted to rank 
objects (chemicals, projects, databases, etc.) when the number 
of available indicators provide different information. The 
results showed that the Copeland method was an effective and 
stable tool for ranking objects. The Copeland Score method has 
the advantage to facilitate the analysis of partial large 
collection of objects. 

The Copeland Score method based on  Weighting Score 
voting process is needed to determine which decisions can be 
recommended. Decision results of alternative ranking by each 
decision maker, must be processed to determine the decisions  
recommended by the group. To select an alternative decision-
making group  has been established from a variety of skills 
performed by using the method of Copeland Score [1] as a 
group decision. The results of each  decision maker will be 
processed with voting by the Copeland Score  method suppose 
the decision of each expert as the sequence shown  in Table 1. 
It is assumed that there are  three options, namely A1, A2, and 
A3. The process of copeland score method, all of the population 
who choose A1, A2, and A3 in accordance with the table of 
preference profiles. Pair wise contests table shows that one 
option (e/g A1) compared to the overall choice (A2, A3). This 
pair wise comparison is done one by one and imposed on the 
overall participant choice. Pair wise comparisons between A1 
to A2 so much to choose A1, A1 pair wise comparisons were 
selected A1 to A3. It turns out the pair wise contests of the 
table shows that  A1  is chosen twice. The alternative A2 
option does not appear whereas alternative A3 options appears  
once. 

The  table 2  it can be shown A1 has a winning choice as 
much as twice to A1 and A2, and defeat one time to A2 based 
on the pair wise contests. To determine whether  choice of 
Alternative A3 is the best option or not, then do the subtraction 
operation frequency with the frequency of wins versus defeat. 
We can see at Table 1 voting results showed that the choice of 
A1 has the highest frequency. Based on the frequency, then the 
alternative voting A1 was selected as the winner. 

TABLE I.  Result of decision Maker 

Decision 

Maker Alternative 

P1 A2 A1 A3 

P2 A1 A3 A2 

P3 A3 A1 A2 
 

The results from each expert then contested in each element, 
so that the resulting such 

TABLE II.  Pairwise Contest 

Pairwise Contest 

A1 Vs A2 A1 

A1 Vs A3 A1 

A2 Vs A3 A3 
 

           Having obtained the results match the calculated 
value of copeland score. Copeland score results will be 
processed by using the weights of each DM and the weight of 
the place from the Copeland Score. Calculation results is 
shownTable 3. The highest score is the winner, in this case a 
group decision recommendation. 

TABLE III.  Result of Voting 

Copeland score 

A1 2-0 0 Winner 

A2 0-2 -2 

 A3 1-1 0 

  
           Voting results showed that the value of Alternative 1 

(A1) has a value of 2, which is the highest value. A3 then the 
second highest, and the lowest is the A2. Winner of the  
sequences is A1 A2 A3.  

This sequence is not yet a final decision, the process is 
carried out based on the weight given by the DM. The weight 
refers to the determination of the agreement shows that the 
highest weight is an expert in the area of expertise that 
contributed most in decision-making. Suppose the weight of 
DM1 = 5, DM2 and DM3 = 3 = 2, the value of place based on 
the highest copeland is based on the amount of data. For 
example the data above there are 3 places the highest value is 
given to A1 3, the value of 2 is given to A3 and A2 value is 1.  

Top expert weight multiplied by the value of the place. The 
multiplication of the weights and the experts will place the 
weights in the ranking so as to produce the final decision 
recommendations. By calculations: 
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A1 = 3 x 3 = 9 

A3 = 2 x 2 = 4 

A2 = 5 x 1 = 5 

Results of Copeland method calculation obtained by 
weighting the order: A1 A2 A3. This means the winner is 
alternative A1.  The voting result of decision maker group is 
A1 as the recommendations of the group.  

III. CONCLUDING REMARKS AND FURTHER WORKS 

Shared decision making by some decision maker in a group 
requires voting methods. Voting method is implemented to 
accommodate the interests and expertise of the decision maker. 
To determine the group decision a decision maker requires 
specific weights of each decision maker. The weight 
determines how important  decision maker with expertise have 
contributed to decision making. The copeland score method 
which has been developed by Garvish does not accommodate 
the weight of each decision maker. This paper developed 
methods of voting in decision making to accommodate the 

weights based on the importance of expertise decisionmaker in 
the decision making process as a solution to the problem / 
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Abstract—Blinds people need some aid to interact with their 

environment with more security. A new device is then proposed 

to enable them to see the world with their ears. Considering not 

only system requirements but also technology cost, we used, for 

the conception of our tool, ultrasonic sensors and one monocular 

camera to enable user being aware of the presence and nature of 

potential encountered obstacles. In this paper, we are involved in 

using only one ultrasonic sensor to detect stair-cases in electronic 

cane. In this context, no previous work has considered such a 

challenge. Aware that the performance of an object recognition 

system depends on both object representation and classification 

algorithms, we have used in our system, one representation of 

ultrasonic signal in frequency domain: spectrogram 

representation explaining how the spectral density of signal 

varies with time, spectrum representation showing the 

amplitudes as a function of the frequency,  periodogram 

representation estimating the spectral density of signal. Several 

features, thus extracted from each representation, contribute in 

the classification process. Our system was evaluated on a set of 

ultrasonic signal where stair-cases occur with different shapes. 

Using a multiclass SVM approach, recognition rates of 82.4% has 
been achieved. 

Keywords—Electronic white cane; ultrasonic signal  

processing; ground-stair classification ;temporal representation of 

ultrasonic signal; frequencial representation of ultrasonic signal  

I. INTRODUCTION  

Domestic space is a complex environment that contains 
various obstacles of different types at different locations: right, 
left, top and bottom. Even for none visually impaired, the 
congestion of such obstacles, sometimes poses problems, so 
what about those with visual impairment? People with visual 
disabilities are often dependent on external assistance which 
can be provided by humans, trained dogs, or special electronic 
devices as support systems for decision making. Existing 
devices are able to detect and recognize objects that emerge on 
the floor, but a real risk is also coming from objects that are 
decreasing from the floor, as holes or descending stairs. 
Accordingly, we are motivated in this paper to develop an 
automatic vision tool to overcome these limitations. 

Using a traditional white cane is a universal solution, 
allowing a less risky journey for blind people. Such a  tool is  
used  to  explore  the  environment  by  a frontal  sweep, or 
contact with  the ground  to detect the presence of an obstacle. 
However, this cane does not allow sufficient exploration of 
objects that are at the top or which are getting too closer. To 

this end, the realization of an electronic cane automating the 
detection and recognition of fixed and mobile obstacles can 
offer more security and comfort to blind persons. This can be 
done through the integration of various specific sensors, which 
are designed to provide several types of information such as 
obstacles form, dimension, color and distance from the user. 
Some solutions are already exist on the market such as: Laser 
Cane [1], Teletact[2], UltraCanne [3], K Sonar cane [4], Smart 
Cane [5], Isonic [6], Guide cane [7], Palm Sonar [8], 
SmartWand [10], etc. These products help visual impairment 
people by collecting information through sensors and then, 
transmitting recommendations to them, through vibration or 
sound messages. A classification of these canes with respect to 
the type of sensors employed for obstacles detection is 
presented in [11]. 

The major disadvantages of these solutions are: 

1) They only detect obstacle existence and distance 

without specifying indication about their nature which is 

important for the user to know. 

2) They are unable or inaccurate in detecting some 

obstructions that are not protruding but present potential 

threat such as descending stairs, holes, etc. 

3) The system communicates its recommendations, 

through intensity or frequency variations. Thus feedback 

information is often sent to the user through vibration or sound 

signals. So a training course is needed to keep the user 

informed about how to understand and react in real time to 

alerts that are transmitted regarding the existence of obstacles 

as well as their recognition. On the one hand, such training 

can be sometimes more expensive than the product itself. On 

the other hand, it is often difficult and complex for the users to 

assimilate it properly. Furthermore, in the case, where 

information is transmitted as an acute sound, that may happens 

several times especially when the obstacle is very close, it may 

be embarrassing for the blind person when they are in public. 

Therefore, our interest is specifically focused, on the 
development of an electronic tool using two types of sensors 
which are ultrasonic sensors and monocular camera. Our 
choice of these sensors takes into account theirs area of 
operation and their performances. Our choice also depends on 
several other factors as: cost, type of scene, type of obstacle to 
be detected, detection range and desired precision of the 
measurements. The main idea consists in merging data 
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provided by the two sensor types to allow more accurate 
information, to be transmitted to the user via a Bluetooth 
module as a voice message specifying the object nature, 
characteristics and the distance between the detected obstacles 
and the device. 

In this paper, we explore ultrasonic sensor potentials in 
object detection and mainly stairs recognition. This type of 
sensors has significant potential in robotic applications. Indeed, 
it has been widely used in collision avoidance systems and in 
localization and navigation of mobile robots. In addition to 
robotic application, ultrasonic sensors are used in many other 
applications in different fields such as echography in medical 
field, nondestructive testing of materials ... Advantages that 
encourage us to use ultrasonic sensors is the ease to obtain 
distance information from immediate objects without intensive 
processing which can considerably lighten the application. 
They are also able to perform under low visibility conditions 
making it ideal for night as well as day use. Thus, ultrasound 
sensor seems to be a good solution for our system to detect and 
recognize several objects. However, object recognition under 
different viewing conditions is still a challenge for autonomous 
systems. So, the motivation of our work is to challenge by 
applying only one ultrasound sensor for obstacle recognition 
taking into account the weaknesses of this sensor type. 

Many features can be extracted from the ultrasonic signal, 
providing different information and descriptions that are used 
to describe the detected object. 

The remainder of this paper is organized as follows: In 
section 2, we present the contribution in the literature and the 
flowchart for the study. Section 3 show the proposed system 
architecture design that includes software and hardware 
components, working principal and wearability performance 
requirements of proposed electronic cane system. The 
ultrasonic signal processing for obstacle detection as well as 
well-known approaches used in the literature for object 
recognition are shown in section 4. Then, section 5 present the 
related work of stair cases detection and recognition, before 
detailing proposed algorithm of ultrasonic signal preprocessing, 
feature extraction and SVM classification. The evaluation of 
our approach is discussed in section 6, and we finalize this 
paper with conclusions and perspectives. 

II. CONTRIBUTION IN THE LITERATURE 

After intensive study of blind needs in Tunisia through a 
large survey conducted with the Tunisian Blind Association 
(URA-Sfax) [45], it seems that the white cane presentation 
should not be replaced by other forms even when we look at 
improving it by making it intelligent with automatic obstacle 
detection tool and recognition options. In fact, the white cane is 
the clearest indicator to others, about blind person presence. In 
the literature, this idea was confirmed by some of researchers. 

Indeed, in many studies related to the implementation of 
electronic cane, many authors considered to attach some 
components onto the white cane [4][6][10]. 

The design of our electronic white cane architecture, in this 
context, is as crucial task as the choice of the different 
hardware components. For example, it is necessary to satisfy 
the electrical conduction between sensors, microcontroller and 

batteries. It is also necessary to determine the deviation angle 
of each sensor to be able to detect obstacles placed in front of 
the user. 

To design a prototype of our electronic white cane Fig. 1 
summarizes the different steps of our survey. We review in the 

next section related technologies regarding the visually 

impaired. The stair case detection task is also examined. 

 
Fig. 1. Flowchart for the study 

III. SYSTEM DESIGN 

A. Sensors 

1) Different sensor types 
Sensors allow perception of the environment in more or less 

reliable way compared to the human eye. The use of different 
sensors is required, in different fields, to help the user in 
making a decision. Accordingly, we distinguish active and 
passive sensors. 

A passive sensor measures a full energy provided by a 
physical phenomenon. In general terms, the sensors that use 
external energy sources to observe an object are called passive 
sensors. In the robotic world, the most used sensors are the 
Monocular cameras. They are inexpensive and efficient in 
terms of range, accuracy and amount of usable data. 

Some systems use stereovision to detect and recognize 
objects. The principle is to infer information about the structure 
and distance in a 3D scene from two optical images taken from 
different viewpoints. It involves three stages: calibration, 
matching and triangulation. The mapping between the left and 
right images (registration) is the most crucial phase of 
processing. 

An active sensor provides some kind of energy such as 
microwave, sound, light, etc., into the environment in order to 
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detect the changes that occur on the transmitted energy. That 
means it transmits and detects at the same time. In the robotics 
world, this type of sensors is very robust for near and far 
obstacle detection. In addition, it determines an accurate 
measurement of the distance to the obstacle. The most used 
active sensors are ultrasonic, laser, and radar. Ultrasonic 
sensors work well for close obstacles unlike laser ones, which 
operate well for distant obstacles. Radar sensors are very robust 
for near and far obstacle detection, but their medium accuracy 
doesn't allow them detecting small obstacles. It is important to 
note that the sensor characteristics differ from one to another 
but make each sensor meeting specific requirements. 
Therefore, to achieve the best choice, we propose in the 
following, sensor characteristics comparison. 

2) Choice of the sensor 
The sensors selection must take into account the area of 

operation of each one and its performance. Also, it depends on 
several factors: detection range, cost, desired precision of the 
measurements, type of obstacle and type of scene. 

Several constraints eliminate the use of stereo-vision in our 
system. Indeed, the stereo-vision processing is directly 
dependent on the accurate positioning and calibration of two 
cameras. Thus, at any variation, the error will automatically 
affects on the result.  

Such variations are common in cane movement, and thus, 
results can be less accurate. Moreover, our application must 
meet the constraints of computing time. Indeed, aiming at 
facilitating the movement of blind people, the running time of 
our system has to be as short as possible in order to meet real 
time system requirements. Such requirement risks to be not 
supported by using stereo vision system as it should generate 
twice more images than monocular camera system. Therefore, 
the choice of a monocular camera makes sense since we want 
to implement a technique that aims to be: 

 Fast (real time).  

 Low cost.  

 Precise and with acceptable range of vision.  

Although, providing the richest information allowing 
recognition of detected obstacles, an optical sensor use, doesn't 
only raise the processing time a lot, but get also truncated 
information of the real scene. Indeed, data get from the camera 
doesn't provide distance information, being a detail of extreme 
importance for such an application. Therefore the use of a 
depth sensor is an ultimate necessity. 

The choice of an active sensor depends on the measurement 
range of the sensor, , its response time, resolution, recognition 
reliability and finally the application requirements.  For this 
end, a comparative survey is achieved and given in Table 
\ref{tab1}. 

According to the survey results, shown in Table \ref{tab1}, 
the radar sensor is eliminated because it can neither detect 
small obstacles nor determine the distance to such objects. 
Thus, this sensor does not meet the requirements of our 
application.   

TABLE I.  GENERAL CHARACTERISTICS OF SOME ACTIVE SENSORS  

 Laser Radar Ultrasound 

Principle Transmission 

and reception of 

light wave 

Transmission 

and reception of 

electromagnetic 

wave 

Transmission 

and reception of 

ultrasonic waves 

Range About 60 meters About 250 m From 3 cm to 10 

meters 

Accuracy High (about 5 

cm) 

Medium (few 

meters) 

Very high (5 

mm) 

Price Very high high Low 

 

The proposed tool does not require a very large extent, 
that's why an increase from 3 to 4 meters is more than 
sufficient. In addition, our goal is to offer not only an efficient 
and reliable cane, but also a low cost one. In this case, the best 
sensor, which is closest to our needs, is the ultrasound one. 

3) Sensor system model 
The objectives that we project to meet in the present paper, 

assuming that the blind people are navigating in environment 
autonomously, are to: 

 Generate the "Ascending or descending Stair case" 
through found signal.  

 Define the distance, between the blind and the 
staircase, to be transmited to the user via a Bluetooth 
module as a voice message. 

This work employed "LV-EZ0" ultrasonic sensor [25]. It 
can measure ranges from 0 inches to 254 inches (6,45-meters) 
and provides sonar range information from 6 inches up to 254 
inches with 1 inch resolution. The interface outputs are pulse 
width output, analog voltage output, and serial digital output. 
We can choose one of the three sensor outputs. Ultrasonic 
sensors emit a high frequency pulse of 42 Khz. The packaging 
of the sensor is light and small enough (19,9 x 22,1 x 16,4 mm) 
to be fixed onto a cane without any inconvenience. The beam 
width of ultrasonic sensor is narrow enough so that the sensors 
do not interfere with each other while keeping their efficiency 
to detect any obstacles on the floor.  

The used monocular camera is "LinkSprite JPEG Color 
Camera TTL Interface [12]. It has a small dimension 32mm x 
32mm to allow its integration into the cane without any 
inconvenience. It can capture ranges from 10 to 15 meters with 
a maximum viewing angle of 120 Degrees and produce JPEG 
images whose resolution is adjustable up to 640 * 480. The 
monocular camera is powered from 3.3V or 5V and its power 
consumption varies between 80 mA and 100 mA. 

The camera position is defined such that it can detect 
obstacles from the top to the bottom of the field of vision. 
Accordingly, it is placed almost in the middle of the cane. 

B. Proposed system architecture 

With the above specified components, the proposed 
electronic white cane system will work in such principles: 
Ultrasonic sensors and monocular camera allow scene 
acquisition through different data nature. Signals provided by 
sensors are processed in a signal processing unit. Data collected 
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from US sensor, is processed to provide depth information of 
the scene scanned according to a given direction. The resulting 
signal is then shared in as many segments as there are objects 
in the scene. For each segment we associate, not only, distance 
label, but also other specific labels, telling about some obstacle 
charcteristics, that we extract from ultrasonic signal, such as 
form, situation, material consistency, etc. Otherwise, images 
captured by the monocular camera, are also segmented and 
each of their region is labelled.  

Some of labels got from each one of the two sensors are 
gathered to ensure registration of ultrasonic and optical data. 
With such a design, our system determines the distance from 
the obstacle as well as some of its characteristics using data 
from both sensors: camera and US sensor.  

All the collected information about the scene are then 
analysed to make a decision that is returned to the user as a 
voice message revealing the nature of the obstacle and the 
distance towards it. This message is transmitted from the SD 
card to a headset using Bluetooth module. The proposed 
system overview is shown in Fig. 3. 

The electronic white cane design configuration is shown in 
Figure \ref{cane design}. The cane is designed to be adjustable 
in height, to suit its user size. This height is considered as an 
input parameter of our system, as well as the angle $\beta$ 
between the cane and the horizontal. But, in order to simplify a 
little the task of testing and validation, we set, for our 

prototype, the cane length at 90 cm, and β at 113 , by fixing 
the cane on a carriage according to this inclination. We install 
our ultrasonic sensor that is used to detect on ground obstacles, 
at angle α with the cane allowing detection of an obstacle, or 
more specifically of the beginning of a staircase, at the distance 
of 2m. Such a distance shall guarantee more security for the 
user. 

The box containing the monocular camera is placed at 
distance d4 from the cane handle. The distance between the 
cane and the eventual beginning of the staircase being set at 2 
m, we can define the orientation angle γ of our camera to detect 
each obstacle on the floor. 

The parameters used in the model are: 

β: The angle between the cane and the carriage, 

d2 : The length of the cane, 

d3 : The distance between the cane and the eventual 
beginning of the staircase, 

d4 : The distance between the cane handle and the camera, 

The following parameters are calculated using the 
parameters given above 

d1 : The distance between the tip of ultrasonic sensor and 
the floor. 

 

 

Fig. 2. Electronic cane system working principal 

 

Fig. 3. Electronic white cane design configuration 

d5 : The distance between the tip of the camera and the 
floor 

α : The angle between the cane and the ultrasonic sensor 

γ : The angle between the cane and the camera. 

To calculate the different sensor's angle inclination, we 
propose to use geometric rules within any triangle. 

Let the triangle ABC shown in Fig. 4. 
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Fig. 4. Any triangle 

To find the characteristics of the triangle, we use (1) to 
calculate the angles and (2) to determine the side lengths. 

cb

acb
A

..2
)cos(

222 
    (1) 

 

)cos(...222 Acbcba     (2) 

we assume that the triangle has side dimensions d1, d2 and 
d3 and β is the angle between sides of dimensions d2 and d3. 
So, to calculate d1 we use (2) and we obtain :  

d1= 235 cm 

The same equation is used to calculate d5 and we obtain : 
d5= 224 cm 

To calculate the angle γ, we assume that the triangle has 
side dimensions d3, d5 and d6=d2-d4. So, to calculate this 
angle, we use (1). We obtain γ = 0.55°. 

The same equation is used to calculate the angle α and we 
obtain : α = 0.59°. 

C. Wearability performance requirements 

The safety of visually impaired people imposes a reliable 
detection and recognition system. Many requirements have 
thus to be considered. Apart from electronic hardware and 
software concept, the wearability of the system is also a critical 
issue in our proposed system. The wearability requirements 
are: 

1) Usability 
The majority of electronic canes proposed in the literature 

requires training for their use. These courses are expensive and 
take long time. Aware of the importance of these details, the 
solution we propose saves on training costs due to its ease of 
use. It is our intention to provide essential information to the 
blind user with a simple tool that does not require any 
preliminary training. 

2) Robustness 
A System designed for people with visual impairments 

should be able to detect obstacles regardless variation of 
lighting conditions. Some risks may also occur during the use 
of the cane as his fall or it can be wet.  To reduce the influence 
of these risks our cane should be anti-magnetic as well as being 
water resistant and shock resistant. Such a design has to be 
studied and managed.  

3) Efficiency and precision 

The system must reliably and precisely detect objects 
surrounding the blind regardless of their appearance, size and 
shape. Indeed, obstacles, missed in the detection step, expose 
the blind to a serious risk of accidents. Thus, our system is 
more effective as the number of errors, it might commit, is 
significantly reduced. 

4) Real-time system 
The term real time has several meanings depending on the 

context. In our context, we consider a system as 'real-time' one, 
if the information after its acquisition and processing remains 
relevant. The system must warn the visually impaired user so 
he can react in time. 

5) The cost 
The cost of the electronic white cane must be reasonable for 

all those requiring its use to help them in their day to day lives. 
The most popular electronic white canes proposed in the 
literature are very expensive since they use sophisticated 
sensors to have more efficiency. Unlike those products, our 
system relies on ingenious processing strategies, needing thus, 
only a single monocular camera, which is certainly less 
expensive than infrared camera or stereo vision systems as well 
as two ultrasonic sensors which the price is lower than the 
other active sensors such as radar and laser. 

6) Lightweight 
An embedded system on a white cane should not be 

cluttered with numerous sensors and large equipment which 
increases the weight of the cane. Several existing systems use 
many sensors which require a large box and increases the 
weight of the cane such as the Guide cane \cite{c8}. The small 
weight of the traditional white cane allows users to easily scan 
their environment. Electronic white cane, is certainly heavier, 
but it should not prevent the scan so that the user can feel at 
ease as with his traditional cane. 

It can be seen from the previous points, that the proposed 
solution is a device similar to the basic traditional white cane 
but with a set of sensors, interacting with each other to obtain 
an intelligent and efficient electronic white cane. 

IV. ULTRASONIC SIGNAL PROCESSING FOR OBSTACLE 

DETECTION 

A. Ultrasonic signal 

Use ultrasonic signal processing is frequently used in 
nondestructive testing (NDT) of materials, medical 
characterization of tissues [26], construction industry [27], 
alimentary industry [28], in robotic application, etc. The 
classification steps depends strongly upon the features 
extracted to represent the object. Many properties can be 
extracted from ultrasonic registers. Although, there are some 
conditions where only trivial signal processing is required, 
there are some other cases where extracting these properties is 
a complex task.  

Several information can be obtained from signal amplitude, 
but that doesn't necessarily provide the best representation of 
the signal [39]. Sometimes, the signal's frequency is more 
significant when more specific information are hidden in 
frequency components. Fourier Transform (FT) is often used 
for transforming the collected signal from time based signal to 
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frequency-based one. The frequency-amplitude representation 
obtained by FT represents amplitude component for each 
frequency of the signal [30-40]. 

Numerous previous works have proposed various sets of 
ultrasonic features extracted from time and frequency domains 
and investigated the feasibility of using such parameters for an 
ultrasonic signal classification. 

Time-domain ultrasonic features include principal 
components of signals [33] and estimates of the rectified signal 
envelope combined with various preprocessing methods: low-
pass filtering, rectification, under-sampling, and mean-
subtraction [34]. 

In previous researches the most used feature in time domain 
are time of flight (TOF) information [31], echo energy [37], 
maximum amplitude of the echo [36], and correlation [29]. If 
we want to use only TOF information, for the classification, we 
need multi sensor system [38]. The echo amplitude is 
inadequate information, if it is used alone. The works presented 
by Dror et al. [32] established that the echo representation in 
the frequency domain gives the best results. 

The various features, extracted from frequency-domain, 
which have been proposed by previous works [32], are 
statistical parameters extracted from statistical moments of an 
ultrasonic frequency spectrum such as, coefficient of skewness, 
coefficient of kurtosis [35], mean and coefficient of variance. 

Combinations of time-domain and frequency- domain 
features also have been readily used [41-42]. 

After feature extraction steps, we need effective feature 
selection schemes to reduce the redundancy features and 
optimize their set. 

This previous research has commonly traced the general 
guidelines of feature extraction from various domains of 
ultrasonic data analysis, that suggest the following steps: 

 Extract as many descriptors (features) as possible from 
various domains. 

 Evaluate their discrimination power with respect to the 
concerned classification problem. 

 Choose the best set of features for classification. 

B. Object detection and recognition 

Our interest is exclusively focused on the use of ultrasonic 
sensors in our tool. To the best of our knowledge and from the 
latest research, ultrasonic sensors are not yet used to detect and 
recognize descending and ascending stairs. 

We find in the literature, in the robotic field, some works 
concerning the classification of targets (corner, plane, cylinder 
and edge) using one ultrasonic sensor.  

Firstly, [19] uses an artificial neural network to recognize 
two or three-dimensional shapes (cube and tetrahedron) 
independently from orientation, based on the echoes of 
ultrasonic pulses similar to those used by an echolocating bat. 

Secondly, [20] presents the results of detection and 
classification of simply shaped objects using ultrasonic 

transducers. The subjects of object detection are an edge, a 
plan, a small cylinder and a corner using only one transducer 
and in indoor environment in mobile robotic applications. 

Bozma and Kuc [22] introduced a concept for interpreting 
sonar TOF data obtained from specular surfaces. Physical 
properties of reflection and acoustic sensors are exploited to 
extract information about the environment in order to classify it 
in three ways (corner, plane and edge). This system uses a 
single mobile sensor for generating a sonar map. 

Barat and Ait Oufroukh [21] developed statistical 
approaches for 2D target classification in an indoor 
environment using only the Time Of Flight (TOF), the 
maximum amplitude and 21 magnitudes to discriminate the 
different targets. This work classified targets in 4 ways(corner, 
plan, edge and small cylinder) using one transducer. \\ 

In [23], Pham et al. provides a new application to 
monitoring activities of people in smart environments. Several 
scenarios were developed in which ultrasonic sensors were 
used for patient and elderly monitoring. Trajectory-matching 
algorithms were devised to classify people movement 
trajectories in indoor environments. 

In [24], authors present an intelligent approach based on a 
3D model of the environment, where the emphasis is on the 
extraction of features. In fact, researches have been primarily 
focused on determining walls and corners using ultrasonic 
sensors. Walls are considered as the extension of a line 
segment lying on a plane, whereas, corners are considered as 
the intersection of two planes, being observed from inside the 
concave space. 

Most of works listed above, use more than one ultrasonic 
sensor to detect and recognize obstacles. Some others use 
single mobile ultrasonic sensor, that can obtain data from 
different points of view of the objects. 

V. STAIR CASES DETECTION AND RECOGNITION 

A. Related Works 

Many approaches were described in the literature using 
different algorithms to detect and recognize wall, holes, 
descending and ascending stairs. Such systems are often 
essentially based on a laser sensor, infrared sensor or 
monocular camera. 

Yuan and Manduchi [13] developed a hand-held 
environment discovery tool for the blind that integrates a laser-
based range sensor. The user receives local range information 
when he swings the system around him. The time profile of the 
range is analyzed, by means of an extended Kalman filter, to 
detect environmental features that are critical to mobility, such 
as curbs, steps and drop-offs. This filter is used to track the 
range data and detect environmental features. In other work, 
Yuan and Manduchi [14] describe a new virtual white cane 
based on a laser pointer and a camera. These authors present in 
their paper a surface-tracking algorithm based on a Jump-
Markov model for automatic detection of geometric 
singularities. This algorithm describes the evolution of range 
data in different types of surfaces, for example the  foot of a 
wall, a step or a drop-off, by moving the system around and 
pointing it at different areas of the environment. 
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Adams [15] introduced the new concept of an electronic 
cane for visually impaired people based on a combination of 
three infrared range sensors that were used to identify the 
terrain (even surface, ascending and descending stairs). The 
sensor system is close to the user's belt and it does not require 
swinging motion or any other movement by the user. 

Lee and Lee [16] introduced the three infrared range sensor 
system for detecting, ascending and descending stairs. 
Decisions of the system are made based on current sensor 
readings. However, disturbance due to the user's movement 
was not considered. 

Mihankhah [17] presents a theoretical analysis and 
implementation of autonomous staircase detection on a mobile 
robot. The robot is equipped with two laser sensors which scan 
the environment horizontally for the first and vertically for the 
second sensor. 

Se and Brady [18] explain a distant stair case detection 
system, that uses optical camera or vision system camera to 
perceive outdoor environment. 

Scherlen et al. [47] describe a new concept of Recognize 
Cane using a water detector, ambient humidity sensor and 
infrared sensors. This system can recognize the most common 
objects and environment clues like the soil humidity rate using 
a water detector and ambient humidity sensor. This system can 
also detect zebra crossings using brilliance sensor and a 
luminance sensor. The brilliance sensor is equipped with an 
infrared transmitter and receiver.  This tool used two distant 
infrared sensors to recognize stairways or holes in the path of 
the user. 

B. Range of ultrasonic sensor 

The ultrasonic sensor provides four output formats which 
are pulse width output, analog voltage output, and serial digital 
output. The distance information $d$ from the sensor tip to the 
obstacle can be obtained from the pulse width (PW) 
representation of range. Thereby, the distance value can be 
calculated using the scale factor of 147uS per inch. The sensor 
readings vary according to the terrain in our case, the floor or 
ascending or descending stair cases, as shown in Fig. 5. 

 

Fig. 5. Sensor system and environment 

The three curves shown in Fig. 6 present the distance 
measures between the sensor and the nearest obstacle in three 
walking situations:   

The top left curve shows the distance values when the user 
walks on a floor, without any change of floor state. The 
ultrasonic sensor outputs vary while the user walks, because the 
angle of incidence to the floor is large. So, it cannot provide 
accurate measurements. 

The bottom curve shows the distance values when the user 
walks on a floor, then the cane detects an ascending stairs.  

The top right curve shows the distance values when the user 
goes close to a descending stairs after an even surface.  

Logically, the distance values must become larger (resp. 
smaller) than that obtained with a floor when the cane receives 
descending (resp. ascending) stairs. However, seeing curves of 
Figure\ref{sol}, it doesn't seem to be clear that the sensor 
readings change accordingly with floor states. Indeed, 
vibrations are common in cane movement resulting some errors 
in the ultrasonic output signal.  

To separate the three cases experimental data identification 
rules of the floor state are developed in the following section. 

 

Fig. 6. Range sensor raw data – even surface (top left), ascending stairs 

(bottom) and descending stairs (top right) 

C. Preprocessing and Feature Extraction 

Since the ultrasonic sensor is attached to a cane, which is 
unstable due to the sweeping and tapping motions, 
enhancement of the ultrasonic sensor data is required. A low 
pass filter was used to filter ultrasonic registers. The use of the 
low pass filter has allowed eliminating the error in the 
ultrasonic signal. 

Let us denote Nixi ,...0,  , an ultrasonic signal. Several 

features was extracted from filtered signal in different domains. 

  mean:  
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 Sample Standard Deviation:  
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 The skewness (moment of order 3): is a measure of 
distribution symmetry around its mean. 
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 The kurtosis (moment of order 4): is a measure of 
whether the data peakedness is relative to a distribution. 
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 The root mean square (RMS): square root of the 
moment of order 2, being the variance that is given by 
(7). The RMS is a statistical measure of the varying 
quantity magnitude and it is  given by (8). 





N

i

i xx
N

V
0

2)(
1

   (7) 

VR       (8) 

In the frequency domain, numerous features were 
calculated from different filtered signal representations as 
shown in Fig.9: the spectrum, the spectrogram and the 
periodogram. 

The features extracted from the spectrum were the same 
features computed from the filtered signal in time domain. The 
spectrogram is a time-frequencial representation.  

This time-frequency transform decomposes the signal x 

over a family of time-frequency atoms ftA ,  where t and f are 

the time and the frequency localization indices. The resulting 
atom coefficients can be written as follows: 
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where * denotes the conjugate and the Short-time Fourier 

atoms ftA , shall be written as follows: 
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where  iw  is a Hanning window of support size K. 

The time-frequencial representation provides a good 
domain for signal representation and classification. In fact, this 

type of representation contains some details that cannot be seen 
in the temporal representation of ultrasonic signal.  

The texture of the spectrogram representations contains 
distinctive patterns that capture different characteristics of the 
ultrasonic signals. 

The time-frequencial representation provides an image that 
is used to extract Haralik's texture features [44] which are: 

 Angular Second Moment: 
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   Where i and j are two different gray level. p is 
obtained by calculating the number of times when a pixel with 
value i is adjacent to a pixel with value j. 
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Where gN  is the gray level number in the 2D image. 

 Correlation is given by : 
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   Where x , y , x  and y are the means and std. 

deviations of, respectively, px and py being partial probability 
density functions.    

 Sum of Squares or Variance: 

 
i j

jipif ),()( 2

4     (14)   

 Inverse Difference Moment that is given by : 
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 Sum Average that is performed as follows: 
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Where x and y are the input coordinates (row and column) 
in the co-occurence matrix, and px+y(i) is the probability of co-
occurence matrix coordinates summing to x+y. 

  Sum Variance: 
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 Sum Entropy: 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 4, No. 6, 2013 

251 | P a g e  
www.ijacsa.thesai.org 

  



gN

i

yxyx ipipf

2

2

8 )(log)(   (18) 

 Entropy: 

 
i j

jipjipf )),(log(),(9
 (19) 

  Difference Variance: 

 






1

0

2

10 )(
gN

i

yx ipif    (20) 

 Difference Entropy:  

   






1

0

11 )(log)(
gN

i

yxyx ipipf   (21) 

 Information measure of correlation 1: 
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 Information measure of correlation 2: 
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The features calculated from the filtered signal spectrum, 
were also extorted from the periodogram, in addition to other 
features that have been extracted from this representation: 

 the variance performed according to (7); 

 the biais (the moment of order 1):  
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 The whole frequency features constitute a 57 
component feature vector. 

D. SVM Classification 

The performance of an obstacle categorization system 
depends on obstacle representation as well as on  classification 
algorithm. In our system, we choose to apply SVM classifier in 
the classification task. SVM consists in a group of supervised 
learning methods that can be applied in classification. SVMs 

are used in many real-world applications such as text 
categorization, hand-written, character recognition, image 
classification, etc., and they are now established as one of the 
standard tools for machine learning and data mining [46]. The 
use of  SVM classifier is interesting because it minimizes the 
bound taking into account empirical error and classifier 
complexity at the same time. In this way, SVMs are able of 
learning in sparse, high dimensional spaces with relatively few 
training examples [43]. They used an optimal hyper-plane as a 
decision function (Cf, Fig. 7). Thus, the optimal separating 
hyper-plane is used to classify an unlabeled input data, by 
using the following decision function:  
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where SV is the set of support vector items ix , b is the 

offset value, K is the kernel, i  are the optimized Lagrange 

parameters and iy is the label of ix , iy  may be 1 may be -1.  

The optimal separating hyper-plane is the one that 
maximizes the distance between itself and the nearest data 
point of each class as shown in Fig. 7. 

 

Fig. 7. The optimal separating hyper-plane 

Different types of kernel can be used, RBF, Polynomial, 
etc... The kernel type affects the performance of SVM 
classifier. 

In our system, we use RBF kernel which is defined as: 

)(
2

),( ji xx

jiRBF exxK





 

Where ix is the support vector, jx  is the testing data point 

and   determines the area of influence this support vector has 

over the data space. 

We consider three classes of indoor environment objects: 
even surface, descending stairs and ascending stairs.  

For each category of features, an SVM classifier is trained 
to separate these classes by using one-against-one strategy. 

VI. EVALUATION OF THE PROPOSED APPROACH 

Two raw data sets are constructed, the first is for the 
estimation of the optimal separating hyperplane parameters and 
the second for generalization, using the estimated optimal 
separating hyperplane.  
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Fig. 10 and Fig. 11 show the signal preprocessing 
procedure, feature extraction and classification in, respectively, 
time domain and frequency domain. 

Tab.II and Tab. III show the classification performances by 
use of ultrasonic signal in time domain for, respectively, the 
training data set and the generalization data set. 

TABLE II.  CLASSIFICATION RATES OBTAINED BY TRAINING DATA SET 

USING THE CONSIDERED TIME FEATURES 

 (Output) Classified as: 

(Input) Known 
as : 

Even floor 
Ascending stair 
cases 

Descending stair 
cases 

Even floor 0.46% 0.43% 0.11% 

Ascending stair 

cases 
0.05% 0.95% 0% 

Descending stair 

cases 
0.13% 0.2% 0.67% 

Accuracy 70.73% 

TABLE III.  CLASSIFICATION RATES OBTAINED BY GENERALIZATION 

DATA SET USING THE CONSIDERED TIME FEATURES 

 (Output) Classified as: 

(Input) Known as : Even floor 
Ascending stair 
cases 

Descending stair 
cases 

Even floor 0.45% 0.40% 0.15% 

Ascending stair 

cases 
0.09% 0.91% 0% 

Descending stair 

cases 
0.08% 0.5% 0.42% 

Accuracy 60.26% 

 

The results show a high ambiguity between even floor and 
ascending stair cases in the time domain. This problem is 
illustrated in Fig. 8 and Fig. 9 which represent the separating 
power of, respectively, "mean" and "maximum" features. We 
can clearly note the problem of no distinction between this two 
classes. 

 

Fig. 8. The separating power of the 'mean' feature 

 

Fig. 9. The separating power of the 'maximum' feature 

Such confusion is resolved by using the frequency domain 
features. 

Tab.IV and Tab.V show classification performances of 
ultrasonic signal in frequency domain for the training data set 
and respectively for the generalization data set. 

TABLE IV.  CLASSIFICATION RATES OBTAINED BY TRAINING DATA SET 

USING THE CONSIDERED FREQUENCY FEATURES 

 (Output) Classified as: 

(Input) Known 
as : 

Even floor 
Ascending stair 
cases 

Descending stair 
cases 

Even floor 0.75% 0.19% 0.06% 

Ascending stair 

cases 
0.10% 0.90% 0% 

Descending stair 

cases 
0.19% 0.04% 0.77% 

Accuracy 80.97% 

TABLE V.  CLASSIFICATION RATES OBTAINED BY GENERALIZATION 

DATA SET USING THE CONSIDERED FREQUENCY FEATURES 

 (Output) Classified as: 

(Input) Known 
as : 

Even floor 
Ascending stair 
cases 

Descending stair 
cases 

Even floor 0.89% 0.11% 0% 

Ascending stair 

cases 
0.26% 0.71% 0.03% 

Descending stair 

cases 
0.32% 0.12% 0.56% 

Accuracy 80.97% 

 

The results obtained from classification in frequency 
domain show that the confusion between even floor and 
ascending stair cases are really weakened and it is clearly seen 
from these results that the best classification is obtained while 
projecting raw data on differents representation of ultrasonic in 
signal frequency domain.  
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Each representation allows having information that cannot 
be obtained from the others representations. The fusion of this 
information reduces the imperfection of the data and improves 
the system's performance. 

Coarse to fine strategy 

In our system, we look at meeting not only efficiency and 
precision, but it is also necessary to ensure optimal processing 
time. Hence, we are motivated to reduce the running time of 
the system processing.  

When a blind people navigates in his environment, he needs 
to be alerted only when the cane detects ascending or 
descending stair cases. So, it is not necessary to classify the 
environment on three classes every time. Indeed, we propose a 
strategy which is based on two levels of classification in order 
to speed up the classification process, without compromising 
recognition performance. The first level is ensured by a strong 
SVM classifier that classifies the environment on two classes 
Even floor and Not Even Floor. Meanwhile, the second level is 
optional as it is only used if the decision of the first level's 
classifier is "Not Even Floor" (Cf.  Fig. 12 ). 

Tab.VI and Tab.VII show the classification performances 
by use of ultrasonic signal in frequency domain, on, 
respectively, the training data set and the generalization data 
set, while based on the new approach. 

Our second strategy allows not only to decrease the time 
processing but also it provides significant improvement of 
classification performances. We can thus deduce that solutions 
based on multiple classifiers are more general than those based 
on one classifier. 

TABLE VI.  CLASSIFICATION RATES OBTAINED BY TRAINING DATA SET 

WITH TWO LEVELS OF CLASSIFICATION 

 (Output) Classified as: 

(Input) Known as : Even Floor Not Even Floor 

Even Floor 0.63% 0.37% 

Not Even Floor 0.10% 0.90% 

Accuracy 80.97% 

TABLE VII.  CLASSIFICATION RATES OBTAINED BY GENERALIZATION 

DATA SET WITH TWO LEVELS OF CLASSIFICATION 

 (Output) Classified as: 

(Input) Known as : Even Floor Not Even Floor 

Even Floor 0.85% 0.15% 

Not Even Floor 0.18% 0.82% 

Accuracy 82.76% 
 

Tab.VIII and Tab.IX show the classification performances, 
in ascending and descending stair cases, by use of ultrasonic 
signal in frequency domain, on, respectively, the training data 

set and the generalization data set, while basing on the new 
approach. 

TABLE VIII.  CLASSIFICATION RATES OBTAINED BY TRAINING DATA SET 

WITH TWO LEVELS OF CLASSIFICATION 

 (Output) Classified as: 

(Input) Known as : 
Ascending stair 
cases 

Descending stair 
cases 

Ascending stair cases 0.99% 0.01% 

Descending stair cases 0.06% 0.94% 

Accuracy 96.45% 

 

TABLE IX.  CLASSIFICATION RATES OBTAINED BY GENERALIZATION 

DATA SET WITH TWO LEVELS OF CLASSIFICATION 

 (Output) Classified as: 

(Input) Known as : Ascending stair 
cases 

Descending stair 
cases 

Ascending stair cases 0.94% 0.06% 

Descending stair cases 0.16% 0.84% 

Accuracy 89.83% 
 

VII. CONCLUSIONS AND PERSPECTIVES 

Blinds and visually impaired people need some aid to 
interact with their environment with more security. 
Accordingly, a multi-sensor system that scans floor surfaces 
and detects the presence of stairs was developed. 

In this paper, we have presented a new electronic tool that 
incorporates two ultrasonic sensors and one monocular camera, 
intended for visually impaired assisting. Only one ultrasonic 
sensor was used to detect and identify three floor states, even 
floor, ascending stair case and descending stair case. To this 
end, we developed an approach for detection as well as 
identification of floor states. Such performances are 
challenging, since no existing solutions has proposed detecting 
stairs. Besides, most of existing tools aiming to detect objects 
basing on ultrasonic measurements make use of a series of 
ultrasonic sensors. The recognition result is estimated to 82.7% 
for detecting stair presence and 89.8% for precising if it 
consists in either ascending or descending type. 

The results of this study allowed us to prove how much 
using one ultrasonic sensor to recognize the floor state is 
interesting. The recognition result is not perfect, as it doesn’t 
reach the zero error performance, that is crucial for the tool that 
we are developing, but it is sufficiently satisfactory to 
contribute in the decision. 

Our future works will focus on this topic. Indeed, we are 
working on merging data captured from two different sources 
of knowledge, precisely ultrasonic sensor and monocular 
camera, to improve the system's performances. 
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Fig. 10. Proposed strategy : Feature extraction and classification in time 
domain 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Proposed strategy : Feature extraction and classification in frequency 

domain 

 

Fig. 12. Proposed strategy : two levels of classification in frequency domain 
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Abstract—A major challenge for E-commerce and content-

based businesses is the possibility of altering identity documents 

or other digital data. This paper shows a watermark-based 

approach to protect digital identity documents against a Print-

Scan (PS) attack. We propose a secure ID card authentication 

system based on watermarking. For authentication purposes, a 

user/customer is asked to upload a scanned picture of a passport 

or ID card through the internet to fulfill a transaction online. To 

provide security in online ID card submission, we need to 

robustly encode personal information of ID card’s holder into the 

card itself, and then extract the hidden information correctly in a 

decoder after the PS operation. The PS operation imposes several 

distortions, such as geometric, rotation, and histogram distortion, 

on the watermark location, which may cause the loss of 

information in the watermark. An online secure authentication 

system needs to first eliminate the distortion of the PS operation 

before decoding the hidden data. This study proposes five 

preprocessing blocks to remove the distortions of the PS 

operation: filtering, localization, binarization, undoing rotation, 

and cropping. Experimental results with 100 ID cards showed 

that the proposed online ID card authentication system has an 

average accuracy of 99% in detecting hidden information inside 

ID cards after the PS process. The innovations of this study are 

the implementation of an online watermark-based authentication 

system which uses a scanned ID card picture without any added 
frames around the watermark location, unlike previous systems.  

Keywords—Data hiding; geometric distortion; watermarking; 

print-and-scan; and E-commerce Introduction  

I. INTRODUCTION 

In E-commerce, one clear concern of content owners is 
unauthorized reproduction of digital products. Copyright 
owners seek methods to control and detect such reproduction, 
and therefore research on digital product copyright protection 
has significant practical significance for E-commerce. Most 
electronic commerce systems use cryptography to secure the 
electronic transaction process [1]. Encryption provides “data 
confidentiality, authentication, data integrity, and in some 
cases authentication of the parties involved” [1, 2]. Copyright 
protection involves the authentication of the ownership and 
can be used to identify illegal copies. To detect reproduction 
of a digital product, a digital watermark created from 
information about the relationship between the product and its 
owner can be used. This information may be perceptible or 
imperceptible to the human senses. In 2009, Hirakawa and 
Iigima evaluated the effectiveness of using digital watermark 
technology for E-commerce website protection; and they 
reported a 60% reduction in the quantity of unauthorized 
content on E-commerce websites when protected by Digital 
watermarking technology [3]. In 2008, Sherekar et al. 

recommended that the watermarks for images in e-governance 
and e-commerce applications should be invisible for human 
eyes and robust for possible attacks, such as geometric attack, 
and compression attack (JPEG or other image compression 
formats) [4].  

A number of watermarking algorithms have been proposed 
over twenty years [5, 6]. Friedman proposed a trusted digital 
camera, which embeds a digital signature for each captured 
image [7]. With the digital signature, one can verify that the 
image is not changed as well as identify a specific camera that 
pictured the image [7]. Yeung and Mintzer proposed an 
authentication watermark that uses a pseudo random sequence 
and a modified error diffusion method to protect the integrity 
of images [8]. Lin and Chang proposed a scheme to insert 
authentication data in JPEG cqoefficients so that the 
authentication watermark has resilience against JPEG 
compression [9]. Wong and Memon proposed a secret and 
public key image watermarking schemes for grayscale image 
authentication [10]. Digimarc Corporation developed a search 
engine, MarcSpider, to search web sites for images that 
contain Digimarc watermarked images. When watermarked 
images are found, the information is reported back to the 
registered owners of the images [11]. In [12, 13], it has been 
shown how documents can be marked so that they can be 
traced in the photocopy process. 

One of the most common attacks for watermarked 
multimedia products is Print-Scan (PS) process as the 
watermark can be degraded by the PS operation used once or 
several times [14]. The robustness of watermarking algorithm 
against PS attack for the online authentication system is a new, 
important challenge in multimedia communication security as 
well as E-commerce [15]. The progress in Print-Scan resilient 
watermarking will ease promoting watermark-based E-
commerce and provide the ground for copyright tracking to 
prevent any illegally copying after selling a digital watermark 
product. This study proposes a watermark-based E-commerce 
model designed for online, secure ID card submission. The 
proposed model in comparison with preceding models has five 
new preprocessing blocks in the decoder with the role of 
providing robustness for watermarking algorithm against PS 
distortions (figure 1 and figure 3).  

The applications of the proposed online ID card based 
authentication system are where 1) a seller needs to check the 
identity of a buyer before successfully completing the trade 
through the internet and 2) an applicant needs to electronically 
submit his/her Passport/ ID card to a high security 
organization. For example, a company for authentication 
purposes may ask customers to upload a scanned picture of 
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their watermarked Passport or watermarked ID card to 
continue a trade with them through the internet. The 
watermark extracted from the uploaded ID card image, which 
is already scanned from the hardcopy of the ID card, 
determines the genuineness of the hardcopy. 

This paper is organized as follows: In the next section, we 
review related work and discuss their drawbacks; Section III is 
to explain the proposed ID card authentication method and 
also to detail the design of the five proposed preprocessing 
blocks in the decoder; Section IV discusses the achieved 
experimental results; and finally conclusion and suggestion for 
the further research are offered in section V. 

II. RELATED WORKS 

In the print-scan resilient data hiding area, distortion 
parameters quantification due to print-scan operation is 
challenging. There are several papers that model Print-Scan 
distortions [16, 17].  Generally, we can divide these distortions 
into three parts [18]: 1) “Randomness”: The printed and 
scanned image is highly different than the original digital 
image. 2) “Man-dependency”: the setting of the printer and the 
scanner may change; and also the paper orientation in printer’s 
paper input tray and on flatbed of scanner may change during 
the PS process. 3) “Indistinguishability”: the distortion of PS 
process is an accumulation from both printer and scanner. The 
regained watermark from the inspected data is applied for 
authentication in different ways, such as localizing the 
occurred distortions [19-20] or recognizing the type of attacks 
performed [21].  

The main challenge in online authentication system is to 
overcome the print-scan distortions, which is considered as a 
combination of different attacks [22-24]. Longjiang Yu [18] 
proposes a print-and-scan model so that his work is realized in 
the presence of an added rectangular frame around the 
watermark location. This rectangular frame around watermark 
location makes it easier to find the geometric distortion along 
the print-scan process, and to localize the watermark location. 
The main drawback of using a frame around the watermark 
location is that in various types of authentication applications 
either the presence of this frame is not allowed or not 
favorable.  

For example, it might not be allowed in important 
documents, such as passport, driving license, and ID cards. 
Solanki et al. proposed a print-scan resilient data hiding 
algorithm analyzing halftone effect (intensity shift) occurred 
after print-and-scan operation for the sake of presenting a 
model of print-and-scan process [17].  

The main drawback of their method is that halftone 
analyzing in PS operation is severely dependent to the 
hardware features of Printer and Scanner, which are variable 
from one commercial brand to another.  

This paper proposes a new online ID card authentication 
model which is different, compared with the preceding models 
[17, 18], in this way that it does not offer any added 
rectangular frame around the watermark location, and also 
there is no need to model halftone effect occurred after PS 
process. 

III. METHOD 

In this work, we used ID cards as the required document 
needed to be submitted through the internet for online 
authentication purposes. The proposed model establishes a 
linkage between the ID card holder’s photo and his/her 
personal identification number, considered as the watermark.  
Also, we used a simple block-based watermarking algorithm 
in spatial domain, and proposed five preprocessing blocks in 
the decoder to remove the PS distortions (figure 1). The 
proposed online ID card based authentication system for E-
commerce has the same security design similar to [25]; 
however, improves its robustness against PS attack/ distortion. 
In [25], Ingemar et al. proposed a new Security Architecture of 
a watermark-based E-commerce model which involves 
watermarking as an extra security for the online authentication 
system along with cryptography (figure 2) . In Figure 2, the 
original data (payload) is first encrypted and watermarked in 
encoder (transmitter) and then sent to a decoder (receiver) 
through the internet to be decrypted and extracted. In this 
architecture, watermarking has been used as a security layer to 
add extra personal information about the user (customer) to 
the original data (payload) to increase the security of online 
authentication system in E-commerce.  In the following, we 
will see the design of the proposed ID card based 
authentication system. 

 

Fig.1. Overall schematic of the proposed ID card based authentication 

system. 

 

Fig.2. Representing the security architecture of a watermark based 
authentication system, reproduced from [25]. 
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Fig.3. Representing the name and the sequence of applying the five 
proposed preprocessing blocks in the decoder to remove PS distortions. 

A. Encoder  

In the first step of authentication system, we need to hide 
the personal information of user/customer into the original 
digital ID card image. We use block-based embedding due to 
its simplicity in implementation, providing low computing 
time for real time application [26]. Several approaches have 
been suggested to achieve digital data hiding: Some in the 
spatial domain [27, 28], some in the frequency domain [29, 
30], some on the basis of quantization [31, 32], and some 
based on spread spectrum methods [33, 34]. In this work, a 
simple block-based watermarking method using Hadamard  
patterns in spatial domain is introduced. The personal 
information, which is ID card personal number, is embedded 
into the ID card’s holder photo place in the encoder. Two 
Hadamard patterns (f0 and f1) with small changes in their 
intensities, lower frequency than the frequency of the intensity 
changes in the original image, are applied to embed the data 
stream (ID card personal number) into the original image. 
First, the original image is divided into blocks with dimension 
of N×N and each bit of the data stream is assigned to each 
block. Then embedding procedure follows up this rule: if the 
bit of data stream assigned to a block is 0, f0 will add up to 
that block; if it is 1, f1 will add up to the block, see figure 4.  
The correlation between patterns (f0 and f1) and the blocks 
(B) is zero. Suppose that I is an original image with the 
dimensions N1×N2 which is divided into blocks, with the 
dimensions N×N. Since a bit of all desired data bits is 
embedded into each block, so, (N1.N2)/N2  bits can be hidden 

into the original image. Note that f0(k,l), f1(k,l) ; 0 ≤ k, l ≤ 
N-1 are indicators of the Hadamard patterns, which has 
property of  f0 = -f1, and B(k,l) indicates the blocks. We can 
write the binary bit (W(i, j)) to be hidden as follows: 

W(i,j)€ {0,1};  0 ≤ i ≤ (N1/N)-1 , 0 ≤ J ≤ (N2/N)-1              (1) 

The embedding algorithm will start by converting the 
designed patterns to an image matrix. Therefore, the 
watermarked image is: 

        

              
 

 
   

 

 
                                    (2) 

where 0 ≤m≤ N1-1 ,0 ≤n≤ N2-1, IW (m, n) is the 

watermarked image, λ is Inductance Coefficient, [x] is the 
largest integer that is smaller or equal to x, and Mod is residue 
of an integer division. The above equation when f0 = -f1 can 
be shortened as: 

        
        

         
 

 
   

 

 
                                       

Inductance Coefficient (λ) compromise between visual 
quality of the watermarked image and resistance of the used 
method against attacks. The bigger the Inductance Coefficient, 
the lower the quality of the watermarked image will be. In (3), 
if the bit in the binary watermark placed at the position (i, j) of 
the original image is zero, the block related to (i, j) from the 
original image will induce with the pattern f0, and reversely, if 
the bit at the position (i , j) is one, the block related to (i , j) 
from the original image will induce with the pattern f1. 
Finally, the security of the algorithm can obtain by a 
watermark key is fed to the encoder and decoder blocks. 

 
Fig.4. Representing an example of embedding the data stream with 10 bits 

into Lena image using two Hadamard patterns (f0 and f1), which are low 

frequency and f0=-f1. 

B. The Watermark localization in the decoder 

The next step after embedding information in the encoder 
is decoding the information after attacking the authentication 
system by the PS operation. To provide robustness for PS 
distortions, five preprocessing blocks are proposed in the 
decoder. Figure 3 shows the name and the sequence of 
applying these preprocessing blocks in the decoder. As shown 
in the figure 3, the first block is named filtering block to 
remove the possible noise on the entrance image. Gaussian 
filter is used as a low pass filter to denoise the entrance image. 
Then, a localization block is proposed with the duty of 
estimating the location of watermark region (ID card’s holder 
photo place). In this block an approximate watermark region is 
achieved and the remaining area out of this region is omitted. 
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Whereas, we embed the information into a rectangular frame, 
belonging to the ID card holder’s photo place, in the encoder, 
therefore, we should look for a rectangular frame (watermark 
region) in the decoder. To localize the rectangular watermark 
region, we put a rectangular mesh over the entrance image to 
the decoder, see figure 6. The dimension of the rectangular 
elements inside the mesh can be calculated by having the 
maximum occurred rotation angle after PS operation. This 
maximum rotation angle (MRA) can be written by two 
parameters as: 

                                                                       (4) 
Where θ i is maximum rotation angle created by the printer, 

and θ u is maximum probable rotation angle that may occurs 
by user in the scanner. Now, the maximum dimension of the 
rectangular frame can be evaluated as: 

                                     

                                                      (5) 
 

Where L is the approximate height of the ID card’s holder 
photo place (watermark region), and W is the  approximate 
width of watermark location. Both of these parameters are 
known by having “dots per inch” (dpi), which is adjustable in 
printer and scanner setting. H0, W0 are the additional 
parameters to qualify our approximation, selected by user. 
Figure 5 represents equation (5). After applying the mesh over 
the entrance image, the rectangular watermark region is 
achieved by the rule: The rectangular element inside the mesh 
with the biggest width in its histogram specification is the one 
has the watermark region inside. This rule comes from this 
fact that the watermark is embedded in the photo place of ID 
card’s holder which has biggest width in its histogram 
compared with other regions of ID card. Note that, the output 
of the localization block is an estimate of the watermark 
region and we still need to have next blocks to get the exact 
watermark location. 

C. Binarization algorithm in the decoder 

In the previous block an estimate of the watermark region, 
including regions without watermark, achieved. The 
binarization block, located after localization block in figure 3, 
is proposed with the duty of discriminating the exact 
watermark location from the other region without any 
watermark inside.  

The proposed binarization method is based on the 
thresholding and tries to find the exact watermark location 
using histogram specification of the estimated watermark 
region, achieved from the localization block. Figure 7 shows 
the histogram specification of the estimated watermark region 
in localization block. The circular sign in this figure 
corresponds to the region without any watermark, which 
should be removed in this block. To remove the region 
without watermark, we need to use a threshold value to make a 
binary image from the entrance image. 

 
Fig.5. A schematic to get a frame with the maximum dimension based on 

the maximum probable rotation angle θ max. 

 
Fig.6. Outline of how a rectangular grid is applied on the entrance image 

to localize the watermark location.  

The first local minimum (star sign in figure 7) around the 
circular point can be the initial guess of threshold value to 
make a binary image. As it is shown in Figure 8, if we 
consider the star point as the threshold value, the earned 
binary image will not show our desired watermark region, a 
rectangular frame.  However, we consider this point as our 
initial threshold value. Looking at the histograms depicted in 
Figure 7 which belongs to the image in Figure 10(a) after 
print-scan operation, we can find out the existence of the gray 
levels shifting (halftone effect), appeared as several small 
peaks around the circular sign in figure 7. This is because of 
histogram distortion occurred after the print-scan operation. 

 
Fig.7. Histogram specification of the output image of localization block, 

which is an estimated image of watermark location.  
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In the left panel, histogram of the estimated watermark 
location which has the biggest width. In the right panel, a 
closer view of the black oval to show the occurred histogram 
distortion (halftone effect) after print-scan operation. The star 
sign on the right curve indicates the initial threshold value in 
binarization block, and K shows the number of the 
subdivisions. 

A hierarchical algorithm to get the best threshold value 
which discriminates exactly the watermark location from other 
regions is proposed in this stage. Defining parameter P over 
the histogram as start points for searching the threshold value, 
and also parameter D that expresses the distance of the search, 
P-D is the last search point. We divide the distance D into K 
equal subdivision, and it is supposed that the bin with the least 
local minimum in each subdivision is our desired threshold 
value (figure 7).  

The local minima are achievable by differentiating from 
the histogram curve. The number of the binary images is equal 
to the number of our subdivision. By considering several K for 
a fixed D, we will establish several groups with different 
number of subdivisions, see Figure 8. The more number of 
groups, the more precision and the more computing time to 
select the optimum threshold value will be. In each group a 
truth criterion (dmin) for the binary images, earned based on 
the number of K used in each group, is considered as:      

           
 
         

                                      (6)  

                                                                                                                           
where Dk is vector distance, k=1,2,…,K, and K is the 

number of subdivisions used in each group, and VI is our ideal 
feature vector that includes M specified features and may be 
expressed as: VI = [VI,1 , VI,2 , … ,VI,M]T. As an example, the 
ideal feature vector can be chosen to include:  

The number of pixels in the watermark location, the 
perimeter of the watermark location, the aspect ratio of the 
watermark location, and the ratio of the number of pixels in 
the watermark location (black rectangle in figure 10(d)) to the 
number of pixels out of watermark location (white region in 
figure 10(d)). Figure 9 shows the flowchart of the iterative 
binarization algorithm for a single group in figure 8. The 
binary image with the least distance criterion, dmin, in each 
group is considered as the output binary image in that group. 
The hierarchical process (figure 8) will be terminated in a 
group if the condition dmin<THD in that group is met, where 
THD is an arbitrary number selected by user. In the end, the 
output binary image of the group with the least dmin is 
selected as the final binary image. 

Figure 10 shows the experimental results of applying the 
proposed binarization block for different values of K. As it is 
shown in Figure 10, the higher the number of the subdivisions 
(K), the more the accuracy in estimating the watermark 
location (black region in figure 10 (d)) will be. 

 
Fig.8. Hierarchical representation of finding the best threshold value from 

histogram specification of entrance image to the binarization block. 

 
Fig.9. Iterative binarization algorithm for a single group in the hierarchical 

representation shown in figure 8.  

 
Fig.10. Example of three binary images earned from three different 

threshold values in an ID card with a white background. (a) The entrance image 

to the binarization block after print-scan operation, with a histogram 

specification drawn in Figure 7. (b) The obtained binary image after applying 

the first local minimum (star point in figure 7) as initial threshold value (Note 

that, the binary image does not show the watermark location accurately). (c) 

Obtained binary image by choosing a Threshold value achieved in group 3 with 

3 subdivisions (Note that, the number of tested binary images is equal to K=3, 

and also the search distance was D=10).  (d) Obtained binary image in group 5 
with 5 subdivisions, which is the best achieved binary image. 
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D. Undoing the rotation 

In this stage, we need to eliminate the occurred rotation 
angle on the obtained watermark location (black region in 
figure 10(d)) after print-scan operation. Several approaches 
have been proposed to undo the rotation [17, 18]. In [18], a 
template is produced by transforming the original image to a 
rotation space without the interpolation operation. By template 
matching, pixels of the original coordinate in the rotated image 
are defined and interpolation points are eliminated. After this 
process, pixels of the original coordinate are rotated back 
during the rotation restoration process; and non-integer 
coordinate is rounded into integer on some points. The benefit 
of this method is its capability in eliminating interpolation 
operation, that which preceding methods needed it for undoing 
rotation. The main drawback of [18] is its complexity in 
implementation which prohibited me to apply this method for 
undoing rotation. In this work, the method used for undoing 
rotation was Radon transform. The Radon transform is the 
projection of the image intensity on a radial line directed at a 
specific angle. We can estimate the rotation angle of the 
rectangular frame (watermark location) in the output image of 
binarization block using the following rule: the angle with the 
biggest projection value in its radon transform corresponds to 
the rotation angle of the rectangle frame. Applying the Radon 
transform, we can simply undo the rotation of the rectangle 
frame (watermark location), shown in black in figure 10 (d). 

E. Cropping criteria  

This phase of proposed authentication system is one of the 
most important units. This is because we need to crop the 
derotated image from the previous section at its optimum 
edges to achieve an accurate rectangular watermark location, 
where the personal information is hidden. Any mistake in 
estimating the optimum edges will result in the loss of hidden 
information inside the watermark location. The proposed 
algorithm to find the optimum edges uses two criterions: 
Average and Similarity criterion. We define two different 
regions: Non-transition region which is rows and columns 
with no intensity variation when we go from one row/column 
to its immediate adjacent row/column, and Transition region 
which is rows and columns with intensity variation when we 
go from one row/column to its immediate adjacent 
row/column, see figure 11. To reach to the optimum edges to 
crop the image, we need to first remove the non-transition 
region and then find the optimum edges within transition 
region. To remove the non-transition region, we define the 
average criterion (AVC) as follows:  

                                           
                                                                        
 

where Ni is average of the gray levels of the most outer 
pixels of the rectangular watermark location, and AV(i) and 
AV(j) ; i=1,2,…,P ; j=1,2,…,Q are, respectively, the average 
of the pixels in each row and column in non-transition region. 
Also, P and Q are the number of rows and columns of the 
watermark location respectively. The rows and columns 
having AVC lower than T, a threshold value selected by user, 
have to be removed. By doing so, we would remove the rows 
and columns without any transition. This criterion is done in a 
small distance from the most outer edges of the rectangular 

watermark location, see figure 11(b). Note that, the existence 
of the region without any transition in Fig. 11(b) depends on 
the application and the value of rotation angle created by PS 
process. In cases with small applied rotation angle, we do not 
have any non-transition region. In the following, we need to 
choose the optimum edges within the transition region to crop 
the rectangular frame. To do so, we consider the homogeneity 
criterion for each one of rows or columns within the transition 
region. The homogeneity criterion (HMC) for rows and 
columns within the transition region is evaluated as: 

     
   

   
                                                                                     

 
where VAR is the variance of gray levels of pixels in each 

row or column, and AVG is the average of the gray levels of 
the pixels in the same row or the column.   It is supposed that 
the optimum edges within the transition region are located 
between two columns/rows with the highest similarity in 
intensity. Now, the similarity between the sequential rows/ 
columns can be evaluated by taking the difference between the 
homogeneity values of those rows/ columns. Therefore, the 
similarity criterion (SCR) can be written as: 

                                                 

                                                          
 

Note that, the movement direction to compute the above 
equation is always from outer edges toward inner edges (see 
the direction of arrows in Figure 11). This difference (the 
similarity criterion) is the least amount at the optimum edges 
within the transition region. Therefore, we will consider a row 
or column as an optimum edge to crop the image if the SCR in 
that row or column is lower than a critical value CV, selected 
by user. We can write the cropping criterion (CRC) as follows: 

                                                                               (10) 

      
Finally, we deliver the cropped rectangular frame to the 

next decoding block to extract the hidden data inside it. 

 
Fig.11. Example of the transition and non-transition regions in a test image 

after print-scan operation. (a) Representing a derotated rectangular watermark 

location. (b) A close view of the black oval in figure 11(a) to represent the 

transition region, and non-transition region. (Note the direction of drawn arrows 

in figure 11(a) and figure 11(b)). 

F. Decoder 

The final stage for the proposed authentication system is 
the decoding block. The decoding process is according to this 
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property that the original image has a minimum similarity to 
the Hadamard patterns ( f0 and f1), which are already used in 
the encoder. This means that correlation between the blocks 
(B) and Hadamard patterns is always zero, i.e. Corr(B, fx)=0 
where B is the blocks inside the original image in figure 4 and 
fx can be either f0 or f1. A decision function for extracting a bit 
of the hidden data at the position (i, j) can be written as: 

       

         
                         

               ,       (11)                                       

where Bw
i, j(k, l) is the block in the watermarked image. Since 

Bw
i, j (k, l) = Bi, j (k, l) + λ. f x (k, l), and also Corr(B, fx)=0; 

therefore, we can write:     

                                     

  
                        
           

                                                         

where x is the unknown hidden bit in the block Bw
i, j(k, l), 

and Corr(X,W) is define as: 

 

          
             

                   

                                    (13)                                                                                                        

In the end, the decision function can be written as: 

                      
                          
            

            (14)                                                                                                                                                                   

Where Ŵ (i, j) is a bit of the binary hidden data at the position 

(i, j). 

IV. EXPERIMENTAL RESULTS 

The proposed ID card based authentication algorithm was 
tested on a Pentium IV (PC), Intel 3.0 GHz, with Windows XP 
Professional, 3.0 GB RAM, in MATLAB 8.0 (Mathworks, 
Natwick, USA). After several testes on the Hadamard patterns 
a low frequency template with the dimension 8 × 8 was 
selected. 

     In our experiments, we used typical printer and scanner 
with commercial brands: HP Photosmart 8450 and Canon 
L9950F, respectively. A database of 100 different ID cards 
with a wide range of possible colors, as background colors of 
the ID cards, was used. The original digital ID card image was 
printed with the resolution of 300 dpi, and then scanned with 
the resolution of 600 dpi. We embedded the ID card personal 
number, including 12 characters, inside the ID card’s holder 
photo place in the encoder. The proposed ID card based 
authentication algorithm was applied to the whole of the 
database, including 100 ID cards, and an average accuracy 
criterion (ACC) was defines as: 

         
  

  
                                                                             

Where EB is the number of detected bits with error, and 
HB is the number of all hidden bits. The average accuracy 
criterion has been depicted as a diagram in Figure 12 for 
different parameters introduced in the proposed ID card based 
authentication system. As it is obvious from the drawn 
diagram, the more the number of subdivisions (K) in the 

binarization block, the higher the average accuracy of 
detecting the hidden data will be. In Figure 12, the average 
accuracy is increased from 80% to 86% when increasing the 
number of the used groups in binarization block from K=1 to 
K=2. In Figure 12, the ideal feature vector, VI, was applied to 
get the accuracy results with two features were: the number of 
pixels inside the watermark location, and the aspect ratio of 
the watermark location. Also in the case of applying four 
features to achieve the average accuracy in figure 12, the used 
features were the same ones mentioned in the binarization 
section. The threshold value (THD) was set to 0.05 and the 
number of the groups in binarization block was different 
between 3 and 5 over our database. 

 
Fig.12. Representing a diagram to compare the average accuracy criterion 

for different values of subdivision number (K), and also different number of 

used features. (Note that, the selected value for distance of search, D, was equal 

to 10). 

Figure 13 shows several case studies selected from our 
database before watermarking (figure 13(a)) and after 
watermarking and PS operation (figure 13(b)). Figure 13(c) 
depicts the Personal information, including 12 characters, 
embedded into the ID card’s holder photo place.  

 
Fig.13. Experimental results of applying the proposed authentication system 

over five case studies selected form our database, including 100 ID cards. (a) 

The original image of ID card’s holder before watermarking. (b) The Image of 

ID card’s holder after watermarking and PS operation, including ID card’s 

holder personal information. The background of the study cases in this figure 

are different from one case to the other, ranged from light, plain background to 
the background with busy texture. 

Figure 14 represents the effect of changing the Inductance 
Coefficient (λ) over the Signal to Noise Ratio (SNR) of the 
watermarked images in our database. The higher the 
inductance coefficient, the lower the SNR will be. This means 
that to preserve the visual quality of an image after 
watermarking, we need to select an appropriate value for λ.  
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TABLE I.  Results of watermarked image quality (PSNR). 

In all our experiments, the Inductance Coefficient after 
several times of examination was set to a fixed value of 8. 
With this value for λ, the watermarked image will be fairly 
imperceptible for human eyes, see figure 13(b).  

 
Fig.14. The effect of changing Inductance Coefficient (λ) over the visual 

quality of the watermarked images, calculated by using Signal to Noise Ratio 

(SNR) in decibel (dB),  in our database. (Note that as the λ increases the SNR 

decreases, which means the watermark inside the image is more perceptible for 
human eyes). 

Figure 15 is to assess the average accuracy of the proposed 
authentication model in detecting the hidden information into 
the watermark location when we do several Print-Scan 
operations in sequence. As the number of PS operations 
increases, the average accuracy of the authentication system 
decreases so that it reaches to 81% with λ=8 after doing PS 
operations for 6 times in sequence, which is still an acceptable 
accuracy (see figure 15).  

 

 
Fig.15.  The average accuracy of the proposed authentication system for 

different values of λ when doing PS operations for several times in sequence.  

In order to verify the effectiveness of the proposed 
watermark scheme, the method proposed by Tsai et al. [35] 
was also simulated for performance comparison. We used 
peak signal-to-noise ratio (PSNR) to evaluate the quality of 
the watermarked images using the two watermark methods. 
The PSNR is defined as: 

 

     
 

   
                   

  
   

 
     

            
       

   
                                                     (16)                              

where I is the original image,    is the watermarked image, 
and     is the number of pixels in I. The PSNR values of 
each test image using the proposed method, and Tsai’s method 
are summarized in Table 1. According to our experiments, if 
the PSNR value is greater than 36 dB, the watermark is almost 
invisible to the human eyes. To test the robustness of the 
proposed watermarking method, geometric distortions and 
common attacks including additive Gaussian noise, rotation, 
scaling, and cropping was performed to attack the 
watermarked images. Table 2 shows the experimental results 
of the average error ratio of the extracted watermarks of 
different attacks. The error ratio is defined as the number of 
extracted bits with error divided by the number of all hidden 
bits. In all cases, the results of our approach are better than the 
comparison method.  

TABLE II.  Results of average error ratio (%) of the extracted 
watermark at different attacks using the proposed method, and Tsai’s method 
[35]. 

 
Attacks 

                Methods          

Proposed 

method 

 

 

 me 

Tsai’s  

method 

Additive uniform noise  11.14 12.67 

Removed 1 row and 3 columns 6.19 6.34 

Removed 3 row and 8 columns 17.98 19.47 

Cropping ratio 90% 18.58 18.76 

Cropping ratio 75% 31.24 32.36 

Linear geometric transform 

(1.020,0.015,0.010,1.021) 
6.75 8.91 

Rotation 5° 
1.12 3.45 

Rotation 20° 
6.13 7.23 

Rotation 5° + cropping ratio 

75% 
30.93 34.75 

Rotation 20°+ cropping ratio 

90% 
24.12 25.32 

Methods   

 

Images    

Image (a) Image (b) Image (c) Image (d) Image (e) Image (f) 

Proposed method 44.3324 43.1223 40.5634 39.8912 45.6554 42.1342 

Tsai’s method 37.4323 38.2123 38.5654 38.2134 42.6723 39.3251 
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V. DISCUSSION AND CONCLUSION 

This paper proposed a watermark-based E-commerce 
model to provide an online secure ID card authentication 
system which uses scanned picture of customer’s ID card as 
identity. With the popularization of the internet and E-
commerce and the expansion of E-government services, a 
variety of recorded data and documents that are relevant to 
such transactions and services are constantly created and 
exchanged electronically. In such situations, it is important to 
preserve the reliability of electronic data and documents by 
ensuring that the content cannot be altered. A watermark-
based E-commerce model can provide us with an online 
secure ID card authentication system so that it is possible to 
learn whether the content of digital documents/data has been 
altered or not. Digital watermark technology embeds the user 
/customer’s personal information into the digital content and 
makes it hard for criminals to abuse a content-based electronic 
business. In this work, the user/ customer takes the scan of 
hardcopy of his/her ID card and then uploads the scanned 
picture of ID card through the internet for authentication 
purposes to fulfill an online trade/transaction. The proposed 
authentication system extracts the watermark inside the ID 
card’s holder photo place in the decoder and then checks it out 
with the ID card personal number. If the extracted watermark 
and the ID card personal number are the same, the identity of 
the user/ customer will be verified; otherwise, the identity will 
be denied. The main attack for the proposed authentication 
system is PS operation which imposes several distortions on 
the watermark location. To remove the PS distortions, five 
preprocessing blocks in the decoder are proposed. According 
to the experimental results, the proposed ID card 
authentication system has an average accuracy of 99% in 
finding correctly the hidden information into the 100 ID cards 
after PS operation. Unlike a preceding ID card authentication 
system [17], the proposed authentication method does not 
need to add a rectangular frame around the watermark 
location, which makes it applicable for online passport based 
authentication system. Moreover, the proposed authentication 
method outperforms the preceding proposed authentication 
system [18] in this way that it does not need to model the PS 
distortion (halftone effect), which is variable for printers and 
scanners from one brand to another, to remove the PS 
distortion on the watermark location. As the future work, we 
can use scanned picture of Passport as identity for the 
proposed authentication system. Also, this work is extendable 
where a frequency based watermarking algorithm is applied in 
the encoder and the decoder, in anticipation of achieving high 
quality watermarked images and higher average accuracy in 
finding correctly hidden information into the watermark 
location after PS operation. 
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Abstract—Administrating and monitoring New Technology
File System (NTFS) permissions can be a cumbersome and
convoluted task. In today’s data rich world there has never
been a more important time to ensure that data is secured
against unwanted access. This paper identifies the essential and
fundamental requirements of access control, highlighting the
main causes of their misconfiguration within the NTFS. In
response, a number of features are identified and an efficient,
informative and intuitive software-based solution is proposed for
examining file system permissions. In the first year that the
software has been made freely available it has been downloaded
and installed by over four thousand users1.

I. INTRODUCTION

Controlling access permissions to a given file system is
an important aspect of data security. Having a secure and
flexible way of viewing and managing access control should be
a standard requirement of all modern file systems. This should
certainly be true of the New Technology File System (NTFS),
since NTFS is currently the most common file system in use.
This is mainly due to Microsoft’s dominance of computing
operating systems. Surprisingly, however, no such flexibility
exists for the NTFS and the process for determining access
controls is cumbersome at best.

The NTFS implements access control with the use of
Access Control Lists (ACLs). Each file system object (folder
or file) will have an associated ACL for controlling access.
An ACL contains a list of ACEs (Access Control Entities).
Each ACE contains information regarding the interacting user
or group, and the level of access that they will be granted.

It is well reported that from observing an ACE that the
following information can be established [1]–[3]:

1) The user or group that the ACE applies to.
2) The level of granted permission for a user or group.
3) Information regarding the prorogation of the permis-

sion down the directory hierarchy

The way in which users are required to interact with ACEs
and ACLs in the NTFS results in the following peculiarities:

1) Permissions are interacted with on a per object level,
rather than per user [4]. This does not allow for the

1Available at: http://eprints.hud.ac.uk9743
and http://download.cnet.comNTFSPermissionsExplorerSnapIn30002094 4-
75325639

administrator to evaluate user permission across a
whole directory structure.

2) Interacting with a single ACL using Windows Ex-
plorer as seen in Figure 1 requires the traversal of
four different interfaces. Interacting with multiple
ACLs soon becomes a cumbersome task, which could
ultimately result in permissions being overlooked.

3) Not only is the administrator required to examine
users or groups within the ACL, they have to re-
member, or explore, group association to evaluate the
inheritance of permissions from different groups.

It is well reported that these time-consuming peculiarities re-
sult in the potential for errors to occur, which could ultimately
result in users being denied access, or in the worst case, the
possibility for unwanted access to occur [3]–[7].

Previous efforts to provide a solution to the identified
problems [4] have been mostly successful, however, since their
production the NTFS has evolved to allow for the specification
of fine- and -coarse grained file system permissions [8]. This
brings additional complexity as not only can the standard
six permission levels be granted, there is the possibility to
create ‘special permissions’ which are constructed from any
combination of the possible fourteen permission attributes.

Microsoft provide a variety of command line utilities [9]–
[11] and third-party solutions are also available [12] to examine
permission allocation. However, the shortcomings of these
utilities make none of them serve as a single solution. These
shortcomings can be summarised as the inabilities to:

1) Show both fine- and coarse-grained permissions.
2) Examine permissions on multiple folders at once.
3) Evaluate permissions per user rather than per object.

There is insufficient literature available to suggest that
freely available tools have been developed to significantly aid
with the administration and reporting of NTFS permissions
[1]–[3], as well as providing detailed information regarding
the low-level implementation NTFS access control [13]. There
are few research papers aimed at understanding NTFS access
control [14], [15] and how it can be improved through better
administration [8]. One author has provided a formal model of
NTFS access control, describing fundamentals of rigours im-
plementation [16], but there is no indication of the production
of any tools that make this available for system administrators.

One paper provides the results for an alternative manage-
ment interface for NTFS permissions [7]. Through careful con-
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Fig. 1. Analysing NTFS file system permissions using Windows Explorer

sideration to human and computer interaction, an application
was designed where they could performed administration tasks
significantly faster, whilst reducing potential errors. However,
the work is restricted to only viewing file system permissions
for a single directory at any one time. Since the work was been
published, there is no evidence that the tool has been made
available in the public domain. Other work includes using
novel ways to represent security policies [17]. This work is
also concerned with temporal aspects of managing file system
permissions, whereas the work in this paper is also concerned
with providing useful features to aid the quality of the analysis
and help to reduce misconfiguration.

This paper starts by giving a detailed description of how
NTFS implements file system permissions, highlighting com-
plexities that result in misconfiguration. A design is then
provided, detailing how a software tool can be used to help
overcome the complexities, reducing misconfiguration. The
next section discusses the functionality of the produced piece
of software. This section describes how the functionality can
be used to overcome the highlighted complexities by using
real-world examples where possible. Finally, we conclude by
discussing the beneficial impacts that the solution can bring,
and suggest future developments.

II. NTFS ACCESS CONTROL

In this section we describe the inner-workings of the
NTFS as regards to permission management. It is necessary
to investigate the following aspects to motivate the designed
solution.

A. Access control structure

The NTFS follows in the footsteps of Microsoft’s object-
oriented approach to implementation. This means that the file
system is made up of multiple file and folder objects, and
any subject within the operating system (user or process) can
request operations on the objects.

To control access to file system objects, the NTFS imple-
ments Access Control Lists (ACLs) by applying an ACL to
each object within the file system. Each ACL will contain a
Security Identifier (SID) which is a unique key that identifies

Fig. 2. Access Control List illustration

TABLE I. BIT MASK

Bit / Bit range Description Example

0-15 Object specific access rights Read Data, Execute, Append Data
16-22 Standard security access rights Delete ACE, Write ACL, Write owner
23 Access to ACL Access System Security
24-27 Reserved n/a
28 Generic all 29 ∪ 30 ∪ 21

29 Generic Execute All needed to execute
30 Generic Write All needed to write to a file
31 Generic Read All needed to read a file

the owner of the object and the primary associated group.
The structure of the ACL is a sequential storage mechanism
which contains access control entries (ACEs). An ACE is an
element within an ACL which dictates the level of access
given to the interacting subject. The ACE contains a SID
that identifies the particular subject, an access mask which
contains information regarding the level of permissions and
the inheritance flags. Figure 2 illustrates the logical structure
of an ACL and associated ACEs.

B. Access Mask

An ACE within the NTFS is made up of a combination of
fourteen individual permission attributes. The NTFS provides
six levels of standard coarse-grained permission that consist
of a combination of predefined attributes. It is also the case
that NTFS allows for the creation of special coarse-grained
permissions which consist of any combination of the fourteen
individual attributes [3].

The access mask is represented by a thirty-two-bit vector.
Table I identifies the use of each bit within the vector. It
is evident from the table that the standard coarse-grained
permissions are represented as follows;

Fine-grained special permissions are represented by using
the bits within the range of zero to fifteen. Creating a special
permission for most is a very useful feature; however, it can
often be a source of confusion as it requires the complete
understanding of the authority that each attribute holds [18].

A good example of having to use special permissions is
when you wish to assign a group of users the standard privilege
elevation of modify for all the contents of a shared folder.
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TABLE II. STANDARD COARSE GRAINED PERMISSION BITS

Coarse-grained level Set bit(s)

Read bit31
Write bit30
List folder contents bit31 ∪ bit29
Read and execute bit31 ∪ bit29
Modify bit31 ∪ bit29 ∪ bit30
Full control bit28

TABLE III. PROPAGATION AND INHERITANCE

Bit Name Use

1 container inherit ace Applies the ACE to all the children objects
2 no propagate inherit ace Propagates the ACE to the child object without bit

1 being set, therefore, stopping propagation at the
first level.

3 inherit only ace The ACE only applies to children objects. (i.e.
does not apply to container)

However, creating an ACE with the modify permission on the
folder explicitly will result in the user being able to delete
the folder itself rather than the child objects (Table I). To get
around this problem we would simply assign the group or user
the default permission level of Modify, and then go and modify
the permissions’ attributes turning it into a special permission
so that only subfolders and files can be deleted.

C. Propagation and Inheritance

It is necessary to discuss the different mechanisms behind
the way that NTFS permissions can propagate throughout
the directory structure. Within the ACL there are two types
of ACE; (1) Explicit and (2) Inherited. Explicit entries are
those that are applied directly to the objects’ ACL, whereas
inherited are those that are propagated from their parent object.
The type of ACE allows to determine whether the permission
was assigned directly to the directory in question (explicit)
or if it was inherited from the directory that it resides within
(inherited).

This mechanism is controlled by the bit-flag within each
ACE as seen in Figure 2. Table III shows the standard three
coarse-grained levels of propagation and explains their use.

Furthermore, the creation of fine-grained special file system
permissions also allows for the creation of custom fine-grained
inheritance rules. Special inherited permissions can be different
depending on whether the ACE has the container inherit ace
bit flag set which controls whether the ACE is applied to
all the children objects or not. The creation of fine- grained
propagation rules can easily be overlooked and can ultimately
result in the unintended propagation of access.

One of the main difficulties with access propagation with
the NTFS is correctly evaluating the effective propagation
rules. For a user to view the propagation rules the same situa-
tion as viewing the effective permission applies, where the user
is required to traverse through the several Windows interface
to retrieve the required information as seen in Figure 4.

D. Accumulation

Accumulation is the possibility for the subject to receive
the effective permission of multiple different policies. This fea-

Fig. 3. Explicit beford inherited demonstration

ture is prominent within the NTFS resulting in the possibility
for a subject to receive permissions from multiple different
ACEs within the same ACL. Furthermore, any subject that
interacts with the NTFS can be assigned to any number of
groups, which can be entered into the ACE. This means that
the user does not have to be directly entered into the ACE,
they could simply be a member of the group that is entered.

The policy combination is handled within the operating
system by the Local Security Authority Subsystem Service
(LSASS). This service combines the permissions together to
effectively create the union of all the policies. There are
few complexities within permission accumulation due to the
structured way in which ACEs are processed. These are:

1) Explicit permissions take precedence over inherited
permissions.

2) Explicit deny permissions always take precedence
over apply permissions.

3) Permissions inherited from closer relatives take
precedence over relatives. further away.

It might expect that deny permissions always take prece-
dence over apply permissions to ensure that during the policy
combination stage the user always operates as the least possible
privilege elevation. However, the first point regarding explicit
permissions taking precedence over inherited permissions can
result in a situation where an inherited deny permission is never
reached. Considering the folder structure in Figure 3, where
the folder Accounting has an explicit deny permission for the
Everyone group, which is set to propagate to all its children.
This means that all the subfolders to the Accounting folder
will receive an inherited deny Everyone ACE. If the case was
to arise, like in this example, where a single user now requires
access to the Plan folder, an explicit ACE to allow access
could be entered. Now when the user visits the Plan folder,
the LSASS would process the explicit allow permission first
and allow for it to take precedence over any other permission.
This goes against a fundamental aspect of policy combination
to ensure that a deny permission is never ignored. If the case
where a user is able to ignore a deny permission to receive
access was to either intentionally or unintentionally arise, the
system administrator needs to be made aware of this situation.

To summarise, the precedence hierarchy for policy accu-
mulation is as follows:

1) Explicit deny.
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2) Explicit allow.
3) Inherited deny.
4) Inherited allow.

In addition to the explicit permissions taking precedence
over inherited permissions, inherited permissions that of closer
distance to the invoked object will take precedence over more
distant relatives. For example, a folder’s inherited permissions
will take precedence over those from their grandparent.

Accounting for permission accumulation has currently been
made possible by using the standard Windows Explorer feature
of displaying the effective permission. This feature allows for
the user to enter a specified user or group and the effective
permission that they hold on that specific directory will be
displayed. Unfortunately, performing this evaluation on several
folders soon becomes infeasible.

E. Group Membership

A fundamental aspect of access control within the NTFS is
that of group membership. A subject (group, user or process)
that interacts with the file system can be a member of any
group. This means that permissions can be inherited from
any of the associated groups if they are entered within any
ACL. Subjects, in this case users, will often be grouped
together by (separation of duty) to make management easier,
and as Hanner, 1999 [4] identifies, understanding effective file
permissions can become significantly more complex by group
association. To correctly evaluate a user’s effective permissions
you would have to know which groups they are a member
of. We should note that this is not directly related to the
mechanism of how NTFS implements access control, it is an
unavoidable component of how Microsoft allows for users,
groups and processes to be managed by group association.

III. NOVEL SOLUTION

This section describes the design of a solution based on
the NTFS’s inner-workings which can cause the identified
administrative complexities as seen in Section II.

A. Coarse- and Fine-Grained Permissions

As previously described, the NTFS allows for the standard
set of coarse permissions, but also allows for the creation of
special fine-grained permissions.

An alternative method of display, special permissions could
be displayed by a character-to-attribute representation. This
way a string can be constructed to display the full granularity
of the permission by only using little space. For example, if
a special permission was constructed to have the attributes
enabled:

1) Read (R).
2) Write (W).
3) Delete subfolders and files (Dc).
4) Read permissions (Rp).
5) Change permissions (Cp).

Using the character-to-attribute would results in the pro-
duction of the string ‘R-W-Dc-Rp-Cp’. After some time the
user would become accustom to this relationship and the key
would no longer be required.

B. Multiple Folders

Algorithm 1: Depth-first recursive directory search,
analysing and filtering security permissions.

Input: Initial directory d
Input: Set of ACEs to be filtered out

F = (f1, f2, f3, . . . , fn)
Output: Set of ordered directories and ACEs

P = (d1, (p1, p2, p3, . . . , pn)) where dn is the
directory and pn are the permission entries for
that directory.

1 Algorithm algo()
33 P ← proc(d)
55 return
6
1 Procedure proc(directory d)
2 pACL← d(ACL)
3 foreach subdirectory c of d do
4 cACL← c(ACL)
5 if cACL ! = pACL then
6 foreach ACE a in cACL do
7 if a 6∈ F then
8 if isSpecial(a) then
9 p← compress(p)

10 else
11 p← a
12 end
13 P ← (c, p)
14 proc(c)
15 end
16
17 end
18

It has previously been identified that Windows Explorer
allows for the examination of an objects’ ACL, however, it
is often the case that evaluating multiple ACLs is necessary.
A useful way to view multiple ACLs would be to allow the
examination of a whole directory structure simultaneously.
This would provide the means to also examine how the prop-
agation and inheritance aspects of the ACLs are interacting.
Algorithm 1 describes the recursive depth-first examination
search technique that has been implemented for analysing the
permissions of multiple folders. This algorithm traverses the
directory structure, analysing each directories permissions. In
each analysis, the algorithm evaluates whether:

1) It is necessary to display the current ACL to the user
based on whether it is different from the parent’s
ACL.

2) Each ACE in the ACL contains a special permission.
3) Report the ACE to the user, displaying the level of

permission.

C. Compression

As seen on line 9 of Algorithm 1, a compress function is
called if a special permission is identified. This compress func-
tion performs the character-to-attribute mapping as described
in Section III-A. In this method, an enumerated type is used for
changing the permission attributes to the associated character.
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D. Filtering

Filtering of groups is easily performed as shown on line
7 of Algorithm 1 where a check is made to ensure that the
current ACE a is not present in the set of groups to filer F .
This provides the facility to filter for multiple user or group
objects, therefore removing excess information.

E. Per User View

When performing a per user search of the file system,
Algorithm 1 is used, however, line 7 is substituted with a
condition to check that the ACE in question is the one that
is being searched for (a ∈ F ). This means that all groups and
user objects are excluded if they are not represent in the filter
list. When viewing per user, the filer list contains the user or
group that the user wants to analyse.

F. Accumulation

Algorithm 1 identifies provides a search strategy that can
report the file system permissions for an entire directory
structure, whilst considering compression and filtering. Al-
though the returned permission information is what is visible
in the ACE, it might not be the user’s effective permission
as no consideration to permission accumulation as described
in Section II-D is taken. Algorithm 2 provides an alterna-
tive method where the search concentrates on calculating
the effective permission that the user and or group hold.
Algorithm 2 shows an algorithm that can be used to store
the explicit ex and inherited in permissions based on the
inheritance and propagation. This algorithm considers both
the inheritance and deny hierarchies. For speed purposes the
algorithm can identify deny permissions and stop the algorithm
from continuing the examine the ACL. Line 16 shows that once
the explicit and inherited permissions have been identified a
function is then called to calculate the effective permission.
In this algorithm calculatedEffective(explicit, inherited)
represents a native Microsoft .NET command that is able
to return the effective permission. Using this native method
ensures that the correct effective permission is reported.

G. Group Membership

User and group membership is fundamental mechanism
that allows users to inherit file system permissions from group
objects. A simple recursive method can be used to examine a
user or groups membership. There are two possible directions
in which the group membership can be analysed. The first is to
examine which groups an object is a member of. This is where
a search is performed to recursively report which groups a user
or group is a member of. The second method is the members of
displaying a user or groups members. This is where a recursive
search is performed to reporting on a groups members.

IV. DEVELOPED SOLUTION

The developed software-based tool is programmed in C#
.NET 3.5 with the use of the Microsoft Management Console
(MMC) System Development Kit (SDK) to produce a MMC
SnapIn application. The motivation behind making the appli-
cation run in the MMC was to bring consistency with other
Microsoft management tool, therefore, making the software
self-intuitive for the users.

Algorithm 2: Depth-first recursive directory search, re-
turning the effective permission of a specified user or
group.

Input: Initial directory d
Input: Initial group or user u
Output: Set of ordered directories and ACEs

P = (d1, (p1, p2, p3, . . . , pn)) where dn is the
directory and pn are the permission entries for
that directory.

1 Algorithm algo()
33 P ← proc(d)
55 return
6
1 Procedure proc(directory d)
2 pACL← d(ACL)
3 foreach subdirectory c of d do
4 cACL← c(ACL)
5 if cACL ! = pACL then
6 ex = ∅, in = ∅
7 foreach ACE a in cACL do
8 if isExplicitDeny(a) then
9 P ← (c, a)

10 break
11 else
12 else if isExplicitAllow(a) then
13 ex← a
14 else if isInherited(a) then
15 in← a
16 P ← (c, calculatedEffective(ex, in))
17 end
18
19 end
20

The software runs under the credentials of the executing
user, therefore, only receiving access to view file system
permissions that they have been assigned to. The software runs
in real-time, processing the desired ACLs upon request. This
means that the software requires only a minimal amount of
installation, and does not require an additional database to store
permission entries. The overheads caused by the application on
both the host machine and any interacting file servers are very
small and do not affect normal performance at all.

In this remaining of this section, the provided functionality
is discussed, using examples where possible.

A. Application Layout

As seen in Figure 4, the interface has three main sections.
Firstly on the left is the control pane. The control pane is where
the user can see all the physical and remote mounted NTFS
volumes. The user is able to browse the folder structure of all
local and remote drives in a Windows standard hierarchical
tree view. In addition, any effective permission searches that
the user performs will be listed here. The middle pane is
where the associated results from the item selected within the
control pane are displayed. On the right is the action pane. This
pane contains functionality associated with each of the items
selected within the control pane that can affect the contents of
the results pane.
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Fig. 4. Developed MMC Application

The results pane shows the ACL for the specified local or
remote drive, providing that the executing user has permission
to view the ACL. This pane contains the same ACL informa-
tion as present in the Windows Explorer interface. The ACEs
are classified into the standard NTFS sets although List Folders
is not classed as a set because the permission is the same as
Read & Execute, just the propagation is different, which is
correctly displayed.

B. Coarse- and Fine-Grained Permissions

As described in the design, the application does have a
different way of representing special permissions. To allow the
user to easily and correctly see the fine-grained permissions
the special permissions are displayed as a hyphen separated
character string, where each character is associated with a
different special permission attribute.

As shown in Figure 5 the group ‘BUILTIN\Users’ has a
special permission entry that is displayed by the hyphenated
character string. On further inspection of this permission it is
possible to view the character-to-attribute relationship, which
is also displayed in Figure 5. After using the application we
might start to remember the character-to-attribute relationship,
meaning that we do not need to inspect the special permission,
therefore, further speeding up the process of reporting fine-
grained special permissions. The results pane also shows
information regarding whether each permission (ACE) is an
allow or deny permission, and also the propagation level of
each of the ACE entries.

C. Traversal View and Custom Filter

Another highlighted problem was difficulties within trying
to view the ACL for multiple folders at any one time. The
developed application avoids this issue by firstly allowing a
user to simply traverse the file system in the control pane to
view the ACL for a single folder, and secondly, allowing the
user to view the ACLs for a whole directory in one traversal
view. To reduce the quantity of displayed information and help
display what is useful to the user, by default the traversal view
will only show the ACL for a folder that is not the same as
its parents’. A custom filter has also been implemented so that
the user can select groups and users that they do not wish to
include in the traversal view.

Fig. 5. Developed MMC Application

Fig. 6. Traversal view with custom filter

Figure 6 shows the results pane when the traversal function
is applied to the local folder C:\Users. The illustration also
shows the filter interface where the user can select groups
that they wish to remove from view. The traversal view also
displays both fine- and coarse-grained permissions in the same
way as the individual view where the permissions are classified
as the standard or special sets.

D. Permission Accumulation

Policy combination can be one of the most time consuming
aspects of the NTFS when trying to evaluate the permission
that a subject holds on any given location. As described earlier,
accumulation of deny and access permissions, group member-
ship as well as consideration to the ACE processing hierarchy
results in several complication factors to the evaluation. The
developed application has a built-in search feature to show the
exact effective permissions for a given subject on the selected
location. Figure 7 shows the interface after performing a
custom search for the user ‘simon-PC\simon’ on the directory
‘C:\User’. The same logic applies when performing a search
where only permissions that differ from their parent object are
displayed by default, and special permissions are displayed
using the hyphenated character representation.
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Fig. 7. Permissions accumulation search results

V. CONCLUSIONS

We began by examining in detail the workings of access
control within the NTFS to highlight the potential causes of
complexity, which could ultimately lead to unintended access.
Next, we discussed the common usability problems that can
be experienced when examining NTFS permissions. Following
this, we developed a Microsoft Management Console SnapIn
application to provide a new way of examining NTFS permis-
sions that can help overcome the identified complexities. We
believe that our study and software solution helps to improve
file system security by providing an intuitive, efficient and
thorough method for permission examination.

This paper provides a contribution to system administrators
by aiding them with permission examination and allocation.
The requirement to provide a software-based tool to overcome
the identified complexities can be established from the in
excess of four thousand downloads the tool has received
since production. This shows that NTFS administrators are
actively seeking support for their duties. In addition to the
number of downloads, the tool has also received promotion
through a rated software site [19] and a useful list of system
administration tools [20]. This emphasises how requirement
for such tool.

VI. FUTURE SCOPE

Future work involves allowing for the user to modify
file system permissions once a problem has been identified.
Another possibility is a software tool that can automatically
identify configuration problems and suggest intelligent solu-
tions.
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Abstract—Probabilistic algorithms are designed to handle
problems that do not admit deterministic effective solutions. In
the case of the election problem, many algorithms are available
and applicable under appropriate assumptions, for example: the
uniform election in trees, k−trees and polyominoids.

In this paper, first, we introduce a probabilistic algorithm
for the uniform election in the triangular grid graphs, then, we
expose the set of rules that generate the class of the triangular
grid graphs. The main of this paper is devoted to the analysis
of our algorithm. We show that our algorithm is totally fair in
so far as it gives the same probability to any vertex of the given
graph to be elected.

Keywords—Uniform Election, Distributed Algorithms,
Probabilistic Election, Markov Process, Randomized Algorithm
Analysis.

I. INTRODUCTION

Election in a network is to chose one and only one
element of this network. The elected element may be used to
manage such shared resources (printer, connection, etc.), or
to centralize some network informations (size, diameter, etc.).

The election problem holds the attention of many
researchers since it was first proposed by LE LANN [1].
Therefore, it has been studied under various assumptions: the
proposed network could be oriented or not, synchronous or
asynchronous (no shared global clock), anonymous or with
identifiers (no unique identity is attributed to elements), size
knowing or not, etc.

The solutions take also into account the network topology.
Some solutions are deterministic while others are probabilistic.
Another aspect is that we want also to study the uniform
election. In this type of election, we attribute the same chance
to all nodes and at any position in the network to be elected.
The algorithms known in the literature are probabilistic and
run on well defined topologies. We quote for trees [2][3],
for k-trees [4] and for polyominoids [5]. The work presented
here is a continuation of this researches. Thus, we introduce
a probabilistic algorithm for uniform election in a network
with the topology of triangulated grid graphs.

The triangular grid graph is, in graph theory, a finite
sub-graph induced from the infinite graph associated with

the two-dimensional triangular grid [6]. It is a subclass of
planar graphs [7]. However, networks discussed in this work
have the topology of a triangular grid graphs. We assume
that the network can be synchronous or asynchronous, and
it is anonymous; no unique identity is attributed to its vertices.

The main objective behind this study is to suggest and
analyse the uniform election of a probabilistic distributed
algorithm in the triangular grid graphs. So and for a given
graph G, each vertex v ∈ G generates its lifetime duration
depending to its weight wv . The lifetime of a vertex v is an
exponential random variable of parameter λv equals to its
weight wv . According to our algorithm, when the lifetime
of a vertex expired, it removed with its incident edges, and
its neighbour in the standard spanning tree recovers its weight.

The analysis of this algorithm proves that, whatever
the vertex is situated in the studied graph, it has the same
probability to be elected. We can consider our algorithm as
a probabilistic variant of the distributed algorithm introduced
in [8], where random delays are presented.

We consider local computations in the cells. At each step
of computation, the vertices of a cell can change their status
(or labels). Indeed, the new label of a vertex depends on
its previous label (state) and the labels of its neighbours. In
our approach we used a random delay for labelling; a vertex
can not change its state if its associated lifetime duration
is not over. These delays are exponential random variables,
independently defined, for active vertices.

The parameter of a random variable associated with a
vertex is equal to the weight assigned to this vertex. The
weight is locally calculated in term of initial weight and
the weights collected from the vanishing neighbours. The
labelling process continues until no transformation is possible,
that is to say, the last configuration is reached. In this
configuration, there was only one vertex which has a different
tag (label) from the others, this vertex is considered as the
elected one (leader) [5].
For the analyse of this algorithm we model the elimination
process with a continuous time of a Markov death Process.

This paper is organized as follows. In Section II, we give
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some definitions required to understand the rest of the paper.In
section III we give a set of rules generating the class of
triangular grid graphs. The section IV devoted to the analysis
of a probabilistic algorithm for uniform election in this family
of graphs. In section V we presents the operation of the
algorithm, providing some tools for its analysis (section 5).

II. PRELIMINARIES AND NOTATION

A Triangular Grid Graph (TGG) is a finite graph where
its vertices are points in Z = Z × Z, where Z denotes the
set of decimal integers. They are linked by neighbourhood
relationships [7].

The edges are the links between pairs of points. They are
of the forms : {(x, y), (x, y + 1)} or {(x, y), (x + 1, y)} or
else {(x, y), (x + 1, y − 1)} for all x ∈ Z and for all y ∈ Z
(see Fig 1).

Left(x − 1, y)

Up − right(x, y + 1)Up − left(x − 1, y + 1)

Down − left(x, y − 1) Down − right(x + 1, y)

Right(x + 1, y)
(x, y)

Figure 1. Vertex’s neighbours in TGG.

Two vertices v = (x, y) and v′ = (x′, y′) of Z are
neighbours if one of the following conditions are satisfied:

• y = y′ and |x− x′| = 1, or

• x = x′ and |y − y′| = 1, or

• |x− x′| = 1 and |y − y′| = 1.

Two neighbours are the ends of an edge.

For each vertex v of coordinates (x, y), we use the usual
terms such as ‘up’ to denote the neighbour of coordinates
(x, y + 1), ‘down’ for the neighbour (x + 1, y − 1), ‘right’
for (x+ 1, y) and ‘left’ for (x− 1, y) neighbour, see Fig 1.

Let SE be the set of all edges whose ends are neighbours
and IG=(Z,SE) the infinite graph consisting of the set of
vertices Z and the set of edges SE . A cell is a sub-graph
of SE , induced by a set of three pairwise neighbour vertices
{(x, y), (x + 1, y), (x, y + 1)} having the form M, called up
triangle cell, or else {(x, y), (x+1, y), (x+1, y− 1)} for the
vertices with form O, called down triangle cell.

A path is a finite alternated sequence σ = v0, e1,
v1, · · · , vk−1, ek, vk of k + 1 vertices and k distinct edges
(k ≥ 0), such that vi−1 and vi are the ends of the edge ei, for
1 ≤ i ≤ k.

We recall that the length of a path σ is the number of its
edges k. It should be noted that a path may pass several times

through a vertex, but can not borrow an edge more than once.
A cycle is a path of length k ≥ 3 in which the first vertex
v0 and the last vertex vk coincide. For a given cycle, we can
easily and according to [9] define the vertices or edges inside
this cycle.

Definition 2.1: A vertex (x, y) is inside the cycle
γ=(x0, y0), (x1, y1), · · · , (xk−1, yk−1), (x0, y0), ((xk, yk) =
(x0, y0)) if (card {i | y = yi and y 6= yi+1 and x ≤ xi}) is
odd. Therefore, the boundary vertices of γ are inside γ.
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(x,y) 

Figure 2. Example of vertex inside a cycle.

Proposition 2.1: For a given TGG and for a given vertex
v inside a cycle γ in this graph, we have for each linear path
(LP ) including v, the number of vertices belonging to both
LP and γ is even.

Example 2.1: The vertex (x, y) of the figure 2 is inside
the cycle consisting by the white vertices and the edges in
bold. For the linear path LP = (x, y), (x + 1, y), (x + 2, y),
(x + 3, y), ..., we have the cardinal of vertices set inside the
said cycle and belonging to LP is even.

Definition 2.2: A triangular grid graph G = (V,E) is a
sub-graph of IG if the following conditions are satisfied:

1) V is finite,

2) G is connected and

3) G does not contain holes, i.e. for any cycle γ in G,
the vertices inside γ are contained in V and if two
neighbours are inside γ, so the edge connects these
two vertices belongs to E.

We define the size of G = (V,E) as the cardinal of V .

Definition 2.3: A triangular grid graph Gs = (Vs, Es) is
called sub-triangular grid graph of the triangular grid graph
G = (V,E) if only if Vs ⊆ V and Es ⊆ E such that Es =
E ∩ {{u, v}| ∃!e = (u, v), for all (u, v) ∈ V 2

s }.

III. DISTRIBUTED CONSTRACTION OF TRIANGULAR GRID
GRAPH

Let SP be the set of partial sub-graphs of the infinite
graph IG obtained by the following inductive rules:
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a) For all (x, y) ∈ Z , the graph G = ({v = (x, y)}, φ)
is in SP .

b) Let G = (V,E) ∈ SP . Consider two neighbouring
vertices v and v′ such that v ∈ V and v′ /∈ V , then
G′ = (V ∪ {v′}, E ∪ {{v, v′}}) is in SP .

c) Let G = (V,E) ∈ SP . Suppose that V contains three
neighbouring vertices v1 = (x, y), v2 = (x+1, y) and
v3 = (x, y + 1) or else v1 = (x, y), v2 = (x + 1, y)
and v3 = (x+ 1, y − 1) located in a cell of IG , such
as two edges of this cell are in E and the third one,
called e, is not then the graph G′ = (V,E ∪ {e}) is
in SP .

The construction is totally distributed and applying
rewrite rules, as seen in [10], requires only knowledge of
neighbouring areas that are in a ball of radius 1. Therefore,
the local construction can be expressed by considering
transformations assigned to a vertex v and the set of all
its neighbours. In this case, it is difficult to show that the
set SP is the class of all the triangular grid graphs on IG .
The following proposition proves the equivalence of the two
definitions.

Proposition 3.1: A partial sub-graph G = (V,E) of IG is
a triangular grid graph iff it belongs to SP .

Proof:

⇐= Let G = (V,E) ∈ SP and prove that G is a TGG.
We just need to prove that the constructions given
by the rules (b) and (c) preserving the structure of
the triangular grid graphs. So, suppose that G is a
TGG and prove that the sub-graph G′b of IG obtained
by (b) and the sub-graph G′c of IG obtained by (c)
are also triangular grid graphs. The properties of the
connectivity and the finiteness are obvious. We will
show that no hole is created during the application of
the rule (b) or the rule (c).

◦ Applying the rule (b), a new vertex v′ is
added to G. Since v′ is of degree 1, there is
no new cycle in G′b and all the vertices inside
a cycle in G remain inside the same cycle in
G′b. Obviously, the same fact is verified for
every edge whose ends are in G′b.

◦ Let G′c = (V,E′c) be an extension of the
triangular grid graph G = (V,E) obtained by
applying the rule (c). Let v be a vertex inside
the cycle γ included in G′c. If all edges are
in E, then v should be in V . Otherwise, we
use an edge of a cell formed by the set of
the vertices S = {v1, v2, v3}, say {v1, v2},
which does not belong to E. In addition
E′c = E ∪ {v1, v2}. In this case, it is possible
to transform γ into another cycle γ′ included
in E avoiding v1 and borrowing other vertices
of the set S.

=⇒ Let G = (V,E) be a TGG. We show by induction
proof on the cardinal of the set V that G belongs to
SP .
◦ If V is of cardinality 1, then obviously

G ∈ SP .

◦ Now suppose that a graph G with size n ≥ 2
is a TGG, then G ∈ SP . We prove that it’s
true for a graph G′ with size equals to n+ 1.

Let G′ = (V ′, E′) be a TGG of size n + 1.
If G′ has a vertex v of degree 1, then when
we delete v and its incident edge, G′ will
transform to G. It is clear that G preserves
the properties (1)–(3) of Definition 2.2 and
therefore, by the recurrence assumption, it
belongs to SP . Indeed, an application of Rule
(b) allows that G′ is also in SP .

Suppose now that all vertices of a triangular
grid graph G = (V,E) are of degree greater
than or equal to 2. We have |E| − |V | ≥ 0, if
not, G is a tree and admits a vertex of degree
1.
We use now a second recurrence on |E|− |V |.
It is clear that G has at least one cycle. Let
γ be a maximum cycle in G. It is easy to
see that if we remove an edge from γ, the
residual graph obtained, denoted R, preserves
properties (1)–(3) seen in Definition 2.2. Thus
the induction assumption on |E| − |V | gives
R ∈ SP .
An application of the rule (c) on the triangular
grid graph R allows to reconstruct the graph
G as a member of SP .

IV. UNIFORM ELECTION IN TRIANGULAR GRID GRAPH

A. Model used

We represent a communication network by a graph, where
a nodes (stations) are represented by a vertices and the edges
represent communication links.

The election algorithm presented here is designed for
anonymous networks which have the topology of a triangular
grid graph. So, We assume that each vertex does not know the
size of the graph neither its own coordinates in the plan. Its
only knowledge is the directions of its incident edges.

We use the asynchronous system where no global clock is
shared. This means that the transmitter sends the message but
there is no information on when the receiver actually receives
it. Hence, the processes execute the instructions with arbitrary
speeds and the messages reach their destinations in a finite
time but also arbitrary.

B. Distributed election

In this section, we describe our election algorithm
by a graph rewriting system. The rewriting systems or
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more generally the local computations in graph are a
powerful models providing general tools to encode distributed
algorithms, to understand their power, and to prove their
validity [8][10][11][12].
Our distributed algorithm is based on the rewriting systems
presented in [12]. Each vertex (resp. edge) has a label that
represents its state. In fact, the labels attached to the vertices
and the edges are locally modified.

So, initially, all vertices of the TGG have the same weight
1 according to the anonymity condition imposed on the graph.
The election process behaves as a continuous-time Markov
process.

Each vertex has a weight local knowledge and depending
to the situation it changes its state by applying one of the set
of Ri and R′i rules described below.

The random delay associated to each removable vertex
are independent and can locally be generated. These vertices
may be removed in a random delay which is an exponentially
distributed random variable with a parameter equal to the
weight of the vertex. Whenever the lifetime (delay removal) of
a vertex has expired, it is removed with all its incident edges.
The weight of the removed vertex is collected by one of its
neighbours according to the R′i-rules.

The rewriting is performed step by step, then after a
number of rewriting steps, we obtained an irreducible graph
where no rule is applicable. In this graph there is a special
label attached to exactly one vertex. This vertex will be
considered as elected one (called leader).

The rewriting system applied here uses the forbidden
contexts [11][13][14]. The idea is to prevent the application of
a rewriting rule whenever the related occurrences are included
in some special configurations, called forbidden contexts. Thus,
a rule can be applied if the two conditions are satisfied:

1) the rule does not occur in a prohibit context already
mentioned, and

2) its associated delay has expired.

Formally, let GR be a connected graph and two marking
functions of GR: the initial labelling λR and the final labelling
λ′R.

The rewrite rule with forbidden contexts is a quadruple R
= (GR,λR,λ′R,FR) such that (GR,λR,λ′R) is a rewrite rule and
FR is a finite set of forbidden contexts (GR,λR).

R : {FR; (GR, λR) −→ (GR, λ
′
R)} .

For our case, let G = (V,E) be a TGG and
SL = {N,A,B,L} the set of labels. The label N encodes the
neutral state, A encodes the active state, and B encodes the
beat state, and L encodes the leader state (elected).

We denote by X any state except B, i.e., X∈ SL\{B}.

The election process on G runs in distributed manner as
follows:
Initially, all vertices have the same weight w = 1 and each
one is N-labelled.

Each N-labelled vertex v decides locally whether it is
active or not according to the activation rules Ri below. So,
if a vertex v becomes active, it generates its lifetime, which
is an exponential random variable with parameter equal to
its current weight. Once the lifetime of an active vertex is
expired, its weight is transmitted to one of its neighbour. In
the end, only one vertex is active. This surviving vertex is
called the leader.

Activation rules:

Each vertex in the graph can determine locally if it is active
or not according the rules Ri bellows.

• R0: If the degree of v is zero (deg(v) = 0), then
the election is over, and v is the elected vertex. It is
important to note that this vertex is considered as an
active vertex.

R0 :


N

X

N

X

X ;

X N

N

N

X

N

X

N L


In this rule, the forbidden context shows that v
shouldn’t have a X-labelled neighbour.

• R1: If the degree of v is 1, then v becomes active
and generates its lifetime. Once the lifetime of the
vertex v is expired, it disappears with the incident
edge and its neighbour, noted u, recovers its weight.

R1 :

 N

X

X

XX

N

;X

X

N X

N X

A


• R2: If the degree of v is 2 then depending on its

position it could become active or not. We distinguish
five sub-rules to ensure that v becomes active:

R21 :


N

X X

X X

;

N

N

N

NX

N

N X X

N A


The sub-rule R21 expresses that if v = (x, y+1) is on
the top of a up triangle cell {(x, y), (x+1, y), (x, y+
1)} with the existence of the down triangle cell
{(x, y), (x + 1, y), (x + 1, y − 1)}, then v becomes
active.

R22 :

 ; X

N

XX X

N NX

XX

N A
N
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R23 :


X

N

X

X

X

N X
;

NN

XAN X


The sub-rule R22 (resp. R23 ) expresses that if v =
(x, y) is on the left of a up (resp. down) triangle cell
then v becomes active.

R24 :

 ;

N N

XX

X

X

X

N X AX

N

N



R25 :


;

NNX

X

X

X

N

X
NX X AN


The sub-rule R24 (resp. R25 ) expresses that if
v = (x + 1, y) is on the right of a up (resp. down)
triangle cell then v becomes active.

• R3: If deg(v) = 3, then two cases arise:

R31 :


X

;

NN

N
X

X

N

X N

X

N

X

N

X

A N


The sub-rule R31 describes that if v is either on the
left of the up and the down triangle cells, then v
becomes active.

R32 :


N

N

N

X

N
;

N XX

XX

N

N N

N

N

X

N

A


The sub-rule R32 explains that if v = (x, y + 1)
is either on the top of the up triangle cell
{(x, y), (x, y + 1), (x + 1, y)} and on the left of the
down triangle cell {(x, y+1), (x+1, y), (x+1, y+1)}
and also the the down triangle cell
{(x, y), (x + 1, y), (x + 1, y − 1)} exists, then v
becomes active.

• R4: If deg(v) = 4, then if v = (x, y + 1) belongs
to three cells {(x, y), (x, y + 1), (x + 1, y)},
{(x, y + 1), (x, y + 2), (x + 1, y + 1)}, and
{(x, y + 1), (x + 1, y + 1), (x + 1, y)} and the
down triangle cell {(x, y), (x + 1, y), (x + 1, y − 1)}

exists, then v becomes active.

R4 :


N

X X

X

X

N

N

N

;

N

X

X

N

N

N

N

X

X N

N

A


Whenever a vertex v of weight wv becomes active,

it generates its lifetime Lt(v) which is an exponentially
distributed random variable (r.v.).

Pr(Lt(v) ≥ t) = ewv(t).

This random variable has the expected value 1/wv .

Weight transmission rules:

Once the lifetime has expired the vertex will be no longer
A-labbled and the algorithm removes the vertex with all
incident edges, giving its weight to the selected neighbours.
The choice of the weight receiver neighbour is done according
to rules R′i. In those rules, d denotes the vertex lifetime and
when a vertex is removed all incident edges are removed
but we conserve the edges through which the weights are
transmitted. Those edges are dotted.

• R′0: The election is terminated, the remaining vertex
is considered as the leader.

• R′1: The neighbour vertex u of v recovers the weight
of v, and it is either in the active state, or in the
neutral state. In both cases, we have:

◦ R′11 : If u is neutral then when it recovers
the weight of v, it decides locally if
it becomes active in the residual graph
G′ = (V \{v}, E\{v, u}, u ∈ V ).

R′11 :

 ;

B

d = 0

A
(d,w)

N
(∞,w′)

N
(∞,w+w′)


◦ R′12 : Otherwise, u is active before the time

when v is removed. So, u becomes the elected
one. We will be partially in the case of the
rule R0.

R′12 :

 ;

B

L

d < d’

A
(d,w)

A
(d′,w′)


• R′2: If the lifetime of the vertex of degree 2 is expired,

it is removed with its incident edges and the right
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neighbour (x + 1, y) recovers its weight (in a up
triangle case), or else the down neighbour (x+1, y−1)
recovers its weight (in a down triangle case). We have:
◦ R′21: If the active vertex v = (x, y + 1) is

on the top of Tu = {(x, y), (x, y + 1), (x +
1, y)} with condition of the existence of Td =
{(x, y), (x + 1, y), (x + 1, y − 1)}, then the
neighbour u = (x+ 1, y) recovers its weight.

R′21 :


X X N

d = 0

A
(d,w)

N
(∞,w′)

B
(∞,w+w′) 

◦ R′22 : If the active vertex v = (x, y) is
the right-down vertex of the up triangle
Tu = {(x, y), (x, y+1), (x+1, y)}, then its
neighbour u = (x, y − 1) recovers its weight
when v is removed.

R′22 :

 XBX

d = 0
N

(∞,w′)
N

(∞,w+w′)

A
(d,w)


◦ R′23 , R′24 and R′25 : Like the rules R′21 and R′22

the transmission of the weight pass through the
diagonal indecent edge of the removed vertex.

R′23 :


X B X

d = 0

N
(∞,w′)

N
(∞,w+w′)

A
(d,w)


R′24 :

 X X
d = 0

N
(∞,w′)

A
(d,w)

N
(∞,w+w′)

B



R′25 :


X BX

d = 0
A

(d,w)

N
(∞,w′)

N
(∞,w+w′)


• R′3: If the deg(v) = 3 then v disappears and the

right-down neighbour gets its weight. In this case we
distinguish the three following sub-rules.

◦ R′31 : If the active vertex v = (x, y) belongs to
the two pairs of cells {(x, y), (x, y + 1), (x+
1, y)} and {(x, y), (x + 1, y), (x + 1, y − 1)},
then when its lifetime ends, its neighbour u =
(x+ 1, y − 1) recovers its weight.

R′31 :


X

d = 0
X

NB

X

N
(∞,w+w′)

N
(∞,w′)

A
(d,w)



◦ R′32 : If the active vertex v = (x, y) belongs to
the two pairs of cells {(x, y), (x+ 1, y), (x+
1, y−1)} and {(x, y), (x+1, y−1), (x, y−1)},
then its neighbour u = (x+ 1, y − 1) collects
its weight when v is vanished.

R′32 :


NN

d = 0
X B

NN

X

N
(∞,w+w′)

A
(d,w)

N
(∞,w′)


• R′4: If the active vertex v = (x, y) belongs to the tree

cells ({(x, y), (x, y + 1), (x + 1, y)}, {(x, y), (x +
1, y), (x+1, y−1)}, {(x, y), (x+1, y−1), (x, y−1)}),
then its neighbour u = (x + 1, y − 1) recovers its
weight at its disappearance.

R′4 :


N

X

X

N

X

X

N
B

N d = 0

N
(∞,w+w′)

N
(∞,w′)

A(d,w)


C. Invariant proprieties

Our algorithm removes an active vertex once its lifetime
expired. Thus, to ensure the continuity of the removal process,
we must prove that the residual graph preserve the specific
properties of TGG.

Proposition 4.1: Let G = (V,E) be a TGG with
size ≥ 2, v an active vertex in G. The graph
G′ = (V \{v}, E\{{v, u},∀u ∈ V }) is a TGG.

Proof: Let G = (V,E) be a TGG with size ≥ 2,
and v an active vertex in G and let the graph
G′ = (V \{v}, E\{{v, u},∀u ∈ V }). To prove the
proposition, we must show that G′ is a connected graph.

• If deg(v) = 1, then the removal of v and its incident
edge in G doesn’t introduce the disconnection of G′
neither the creation of a hole in G′.

• If deg(v) = 2, deg(v) = 3 or deg(v) = 4, then
let v, v1, v2 be a three vertices in the triangular grid
graph G such as v is the active vertex whose lifetime
has expired (in case of rules Rk and R′k, k = 2, 3, 4).
Consider the vertex u ∈ V \{v, v1, v2}. then, if u
is accessible to a node vi; 1 ≤ i ≤ 2, via a path
passing through v, then when v is deleted, u will still
accessible to vi in another way by taking the vertices
vj 6=i; j = 1, 2.
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V. ANALYSIS OF THE ALGORITHM

A. Standard spanning tree

Let G = (V,E) be a TGG and let F the set constituted
by only the edges of E on which the weights of the vanishing
vertices are transmitted. The set F can be built in advance
with a distributed way as follows:

• If e = {(x, y), (x + 1, y − 1)} is an edge in E
then e belongs to F , i.e., any edge of the form
{(x, y), (x+ 1, y − 1)} in E belongs to F .

• If e = {(x + 1, y − 1), (x + 1, y)} belongs
to E and to a single cycle γ of the form
γ = (x, y), (x, y + 1), (x + 1, y), (x + 1, y − 1).
Then e ∈ F .

The graph T= (V, F ) connects all vertices of G and it is
acyclic. Then it is a spanning tree.

Proposition 5.1: The graph T= (V, F ) as described above
is a spanning tree of the triangular grid graph G.

Proof: We can prove this proposition by an inductive
construction of T on G :

1) If G = ({(x, y)}, ∅), the triangular grid graph
consists of only one vertex, then the proposition is
asserted T= ({(x, y)}, ∅).

2) Let G = (V,E) be a TGG and let T= (V, F ⊆ E) be
the spanning tree of G obtained by the above rules.
Consider two adjacent vertices v and v′ such as v ∈ V
and v′ /∈ V . According to the inductive rules seen
in Section IV-B , the graph G′ = (V ∪ {v′}, E ∪
{{v, v′}}) is a TGG. So, it remains to prove that the
tree T’= (V ∪ {v′}, F ∪ {{v, v′}}) is the spanning
tree of G′.
We can easily see that no cycle is created when
the new edge {v, v′} is added. Now let the
tree A = (VA, FA) where VA = {v, v′} and
FA = {{v, v′}}, then when we join the spanning
tree T with the tree A the residual graph is acyclic.
So it is a spanning tree of the triangular grid graph G′.

3) Let G = (V,E) be TGG and let T= (V, F ⊆ E) be
its spanning tree. Suppose now that V contains three
adjacent vertices v1 = (x, y) and v2 = (x + 1, y)
and v3 = (x, y + 1) or else v1 = (x, y) and
v2 = (x + 1, y) and v4 = (x + 1, y − 1) located
in a cell such as two edges of the cell are in E
and the third one, called e, is not. So according to
inductive rules seen in section IV-B, the residual
graph G′ = (V,E ∪ {e}), after the insertion of the
new edge e, is a TGG.

However, it remains to prove that the weight
transmission occurs through the spanning tree T’=
(V, F ′) of G′.

Let C1 = {v1, v2, v3} or C2 = {v1, v2, v4} be a cell
of G′ = (V,E ∪ {e}) and let e1 = {v1, v2}, e2 =
{v2, v3}, e3 = {v2, v4}, e4 = {v1, v3}, and e5 =
{v1, v4}.
We have:

• If e = e1 or e = e3 or e = e4 then F ′ = F .
(In this case the spanning tree does not
change.)

• If e = e2 then F ′ = F\{e4} ∪ {e2}.

• If e = e5 then F ′ = F\{e3} ∪ {e5}.

We can easily notice that the graph T’ is a connected
graph and, moreover, no cycle is generated when e
is added. Thus, T’ is a spanning tree of G.

Remark 5.1: The spanning tree constructed by these rules
is unique.

Definition 5.1: The spanning tree T= (V, F ) is called
standard spanning tree of the triangular grid graph G.

Figure 3. Standard spanning tree of the TGG given in Fig 2.

Proposition 5.2: Let G = (V,E) be a TGG and T= (V, F )
its standard spanning tree. The vertex v ∈ V is an active vertex
in G iff it is a leaf in T.

Proof:

=⇒ Let the six vertices of a TGG
G = (V,E) defined as follows:
• v1 = (x, y) • v2 = (x, y + 1)
• v3 = (x+ 1, y) • v4 = (x+ 1, y − 1)
• v5 = (x+ 1, y + 1) • v6 = (x, y + 2),

and let C1 = {v1, v2, v3}, C2 = {v1, v3, v4}, C3 =
{v2, v3, v5} and C4 = {v2, v5, v6} four cells.
If v one active vertex of those vertices then we will
show that v is a leaf in the spanning tree T of G.

• If deg(v) = 1, then certainly, v is a leaf in T.
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• If deg(v) = 2, then we enumerate the following cases:

(i) if v belongs to the cell C1 and C2 doesn’t
form a cell in G, then v is an extremity of the
horizontal edge {v1, v3}, and since the weight
transmission doesn’t pass through this edge,
thus, v is of degree 1 in T (i.e. it is a leaf).

(ii) If v belongs to the cell C2, then v is an end
of the horizontal edge {v1, v3}, and since the
transmission of weight does not pass through
this edge, thus, v is a leaf in T.

(iii) If v = v2 and the cells C1 and C2 exist in G
then v is one end of the edge {v2, v3}. While
the weight transmission doesn’t pass through
the edge {v1, v2}, it becomes a leaf in T.

• If deg(v) = 3 and v belongs both to C1 and C2, then
we have the bellow cases:

(i) If v = v1 then the weight transmission does
not pass through the edge {v1, v2} either
{(v1, v3}. So v becomes a leaf in T.

(ii) If v = v2 then the weight transmission does
not pass neither through the edges {v1, v2}
and {v2, v5}. So v becomes a leaf in T.

• If deg(v) = 4, and v belongs to the three cells C1,
C3, and C4 of G, then the weight transmission pass
only through {v2, v3}. So v ( equals v2) becomes a
leaf in T.

⇐= Suppose now that v is a leaf in T=(V, F ) and prove
that v is an active vertex in G.

• If deg(v) = 1, then clearly v is an active vertex in G.

• If deg(v) = 2, then the two incident edges to v in G
couldn’t be in the same line, otherwise v is not a leaf
in T. In the case where those edges are in a different
orientations, only the edge {v1, v4} or else the edge
{v2, v3} is in F , in addition, v is in the context of
the rules R2, then it is an active vertex.

• If deg(v) = 3, then with similar reasoning to the
previous case, only one of the incident edges of v is
in F . Thus, v is in the context of the rules R3. So it
is active.

• If deg(v) = 4 and the cells C1, C3, and C4 are in G,
then v is in the context of the rule R4. Consequently,
only the edge {v2, v3} is in F , and according to the
construction rules of F the vertex v is active.

B. Uniform election algorithm

Based on the results of the previous sections, we can
summarize the distributed probabilistic election algorithm in
triangular grid graph G as follows.

While G is not reduced to a single vertex do
• Each active vertex (rules R0-R4) generates its

lifetime according to its weight.
• Once the lifetime of an active vertex has

expired, it is removed with its incident edges
and its neighbour in the standard spanning tree
collects its weight.

The election algorithm in a TGG is seen as an election
algorithm in its standard spanning tree. The Proposition 5.2
shows that each active vertex in a triangular grid graph is
a leaf in its standard spanning tree, and the weights of this
vertex in the both configurations are equals.

Let G = (V,E) be a TGG. Initially, all vertices have the
same weight 1: w(v) = 1, ∀v ∈ V . According to the rules
introduced in Section IV-B, when an active vertex disappears,
its successor collects its weight and adds it to its current
weight. At the time t when a vertex v becomes active, its
weight is the number of the vanishing vertices of its sides in
the standard spanning tree. The lifetime L(v) of a vertex v is
a exponential random variable of parameter λ(v) such that:

λ(v) = w(v) : Pr(L(v) ≥ t) = e−λ(v)t,∀t ≥ 0.

This property is equivalent to say that the probability
of the disappearance of v in the time interval [t, t + h]
is λ(v)h + o(h), when h → 0 at each instant t, and this
is independently of what happening elsewhere and what
happened in the past. The random process is a variant of pure
death process which is, in its turn, a special example of the
Markov process in continuous time.

C. Election process

Probabilistic election can be mathematically modelled by
a Markov process in continuous time. The initial state of the
process is G = (V,E) (the entire TGG). Let SG be the set of
all sub-triangular grid graphs of G and G′ ∈ SG

We define R by:

R= G′ ∪ ({v}, {{v, u}}), u adjacent with v in T, i.e. the
remove of the vertex v and all its incident edges from R leads
to G′.

The transition probability from the triangular grid graph R
to the G′ is:

P(R,G′) =
w(v)∑

u active in R

w(u)
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The following properties characterize the process of
elimination in a TGG.

– The death rate of the triangular grid graph G is:

λ(G) = w(G) =
∑

u active in G

w(u)

– The lifetime of G is: L(G) = minu{L(u), u active
in G} has the following distribution function:

Pr(L(G) ≤ t) = 1− Pr(L(G) ≥ t) = 1− e−λ(G)t,

∀t ∈ R+

Proposition 5.3: Let G′ be a TGG in SG, and let PG′(t)
the probability that G′ is the state of the election at time t.
We have:

(i) dPG(t)
dt = −w(G)PG(t),

(ii) for G′ 6= G of size ≥ 2,

dPG′(t)

dt
= −w(G′)PG′(t) +

∑
v active in R

w(v)PR(t),

(iii) dP({v},∅)(t)

dt =
∑

u adjacent to v in G

w(u)P({u,v},{{v,u}})(t)

with the initial condition PG(0) = 1.

Proof: Let G′ is a sub-TGG of G and consider the
evolution of the elimination process in the interval [t, t + h].
Let’s calculate the probability of being in the state G′ at time
t+ h.

– For G′ 6= G and G′ is not reduced to a leaf, we have:

PG′(t+ h) =
∑

v active in R

PR(t)πR,G′(h)

+PG′(t)πG′,G′(h) + o(h),

where R = G′ ∪ {v} and πR,G′(h) is the probability
of a direct transition from R to G′ in a time interval of
length h; the summation is performed for each vertex
v adjacent to G′.

PG′(t+h) = h
∑
v

λ(v)PR(t)+PG′(t)[1−λ(G′)]+o(h).

Therefore,
PG′(t+ h)− PG′(t)

h
= −λ(G′)PG′(t)+

∑
v

λ(v)PR(t)+
o(h)

h
.

This proves (ii).

– To prove (i), we remark that in the case of PG(t+h),
the sum

∑
v
(. . . ) disappeared from the right side, and

since G has no predecessor graph. This established (i).

– To prove (iii), we just need to remark that the singleton
state ({v}, ∅) is absorbing, and, thus, π{v},{v}(h) = 1.
So, in P({v},∅)(t+ h), the negative term disappeared.
A simple computing gives (iii).

Proposition 5.4: The strategy described above leads to a
totally fair election: in a TGG, all vertices have the same
probability of being elected.

Proof: In [3] the authors give the prove of the uniform
election in trees. In our work we have showed that there is
a similarity of the election process over a TGG and over its
standard spanning tree T. Using the similarity between the two
structures, we can conclude, based on the results presented in
[3], that for a triangular grid graph G of size n, the probability
of being elected in G for any vertex v ∈ G is 1

n .

VI. CONCLUSION

In this paper, we proposed and analysed a probabilistic
algorithm for uniform election in triangular grid graphs (TGG).
We have introduce some rules to produce the family of those
graphs.

Our algorithms use random delay associated to discovered
vertices (active ones). These delays are an independent
random variables and are locally generated when the vertices
are discovered. To determine locally the active vertices we
presented the activation rules. Also, we presented the weight
transmissions rules for the successor of the vanishing vertex.

The election process is an elimination process that remove
the actives vertices of the TGG until the graph is reduced to
only one vertex, called leader. Using a single pass and a local
computations, the elimination process is modelled by a pure
death Markov process in a continuous time.

Finally, we showed that our algorithm is totally fair, since
it gives the same probability to each vertex to be elected.

Our further work will be focussed on the study of the
uniform election in the chordal graphs.
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Abstract—With the increasing number of published Web ser-
vices providing similar functionalities, it’s very tedious for a
service consumer to make decision to select the appropriate one
according to her/his needs. In this paper, we explore several
probabilistic topic models: Probabilistic Latent Semantic Anal-
ysis (PLSA), Latent Dirichlet Allocation (LDA) and Correlated
Topic Model (CTM) to extract latent factors from web service
descriptions. In our approach, topic models are used as efficient
dimension reduction techniques, which are able to capture seman-
tic relationships between word-topic and topic-service interpreted
in terms of probability distributions. To address the limitation of
keywords-based queries, we represent web service description as
a vector space and we introduce a new approach for discovering
and ranking web services using latent factors. In our experiment,
we evaluated our Service Discovery and Ranking approach
by calculating the precision (P@n) and normalized discounted
cumulative gain (NDCGn).

Keywords—Web service, Data Representation, Discovery, Rank-
ing, Machine Learning, Topic Models

I. INTRODUCTION

Web services1 [25] are defined as a software systems de-
signed to support interoperable machine-to-machine interac-
tion over a network. They are loosely coupled reusable soft-
ware components that encapsulate discrete functionality and
are distributed and programmatically accessible over the Inter-
net. They are self contain, modular business applications that
have open, internet-oriented, standards based interfaces [2].
The Service Oriented Architecture (SOA) is a model currently
used to provide services on the internet. The SOA follows the
find-bind-execute paradigm in which service providers register
their services in public or private registries, which clients use to
locate web services. SOA services have self-describing inter-
faces in platform-independent XML documents. Web Services
Description Language (WSDL) is the standard language used
to describe services. Web services communicate with messages
formally defined via XML Schema. Different tasks like match-
ing, ranking, discovery and composition have been intensively
studied to improve the general web services management
process. Thus, the web services community has proposed
different approaches and methods to deal with these tasks. Em-
pirical evaluations are generally proposed considering different
simulation scenarios. Nowadays, we are moving from web of
data to web of services as the number of UDDI Business
Registries (URBs) is increasing. Moreover, the number of hosts

1http://www.w3.org/standards/webofservices

that offer available web services is also increasing significantly.
Consequently, discovering services which can match with the
user query is becoming a challenging and an important task.
The keyword-based discovery mechanism supported by the
most existing services search engines suffers from some key
problems:
• User finds difficulties to select a desired service which

satisfies his requirements as the number of retrieved
services is huge.

• Keywords are insufficient in expressing semantic con-
cepts. This is due to the fact that the functional re-
quirements (keywords) are often described by natural
language.

To enrich web service description, several Semantic Web
methods and tools are developed, for instance, the authors
of [10], [23], [1] use ontology to annotate the elements in
web services. Nevertheless, the creation and maintenance of
ontologies may be difficult and involve a huge amount of
human effort [3], [14].

With the increasing number of published Web services
providing similar functionalities, it’s very tedious for a ser-
vice consumer to make decision to select the appropriate
one according to her/his needs. Therefore mechanisms and
techniques are required to help consumers to discover which
one is better. In this case one of the major filters adopted to
evaluate these services is using Quality of Service (QoS) as a
criterion. Generally QoS can be defined as an aggregation of
non-functional attribute that may influence the quality of the
provided Web service [26], [21], [17]. Although, in various
approaches [26], [17] the authors propose to calculate an
averall score that combines the quality of service (availability,
response time, . . . ) and use it to classify the web services.

To address the limitation of keywords-based queries, we
represent web service description as a vector and introduce a
new approach for discovering and ranking web services based
on probabilistic topic models. The probabilistic topic models
are a way to deal with large volumes of data by discovering
their hidden thematic structure. Their added value is that
they can treat the textual data that have not been manually
categorized by humans. The probabilistic topic models use
their hidden variables to discover the latent semantic structure
in large textual data.

In this paper we investigate using probabilistic machine-
learning methods to extract latent factors zf ∈ Z =
{z1, z2, ..., zk} from service descriptions. We will explore
several probabilistic topic models : PLSA (Probabilistic latent
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semantic analysis), LDA (Latent Dirichlet Allocation) and
CTM (Correlated Topic Model) and use them to analyze search
in repository of web services and define which achieves the
best results. By describing the services in terms of latent fac-
tors, the dimensionality of the system is reduced considerably.
The latent factors can then also be used to provide an efficient
discovery and ranking system. In our experiments, we consider
that web services are mixtures of hidden topics, where a topic
defines a probability distribution over words.

The rest of this paper is organized as follows. In Section
II we describe in detail our Service Discovery and Ranking
approach. Section III describes the experimental evaluation.
Section IV provides an overview of related work. Finally, the
conclusion and future work can be found in Section V.

II. WEB SERVICE DISCOVERY AND RANKING APPROACH

In this section, we will first describe the necessary pre-
processing of WSDL document to construct a web service
representation. We then discuss the probabilistic machine-
learning techniques used to generate the latent factors. Finally,
we explain how these latent factors are used to provide an
efficient discovery and ranking mechanism.

A. Web Service Representation

Generally, every web service has a WSDL (Web Service De-
scription Language) document that contains the description of
the service. The WSDL document is an XML-based language,
designed according to standards specified by the W3C, that
provides a model for describing web services. It describes one
or more services as collections of network endpoints, or ports.
It provides the specifications necessary to use the web service
by describing the communication protocol, the message format
required to communicate with the service, the operations that
the client can invoke and the service location. Two versions of
WSDL recommendation exist: the 1.12 version, which is used
in almost all existing systems, and the 2.03 version which is
intended to replace 1.1. These two versions are functionally
quite similar but have substantial differences in XML structure.

To manage efficiently web service descriptions, we extract
all features that describe a web service from the WSDL
document. We recognize both WSDL versions (1.1 and 2.0).
During this process, we proceed in two steps. The first step
consists of checking availability of web service and validating
the content of WSDL document. The second step is to get the
WSDL document and read it directly from the WSDL URI to
extract all information of the document.

Before representing web services as TF-IDF (Text Fre-
quency and Inverse Frequency) [22] vectors, we need some
preprocessing. There are commonly several steps:
• Features extraction extracts all features that describe

a web service from the WSDL document, such as
service name and documentation, messages, types and
operations.

2http://www.w3.org/TR/wsdl
3http://www.w3.org/TR/wsdl20/

• Tokenization: Some terms are composed by several
words, which is a combination of simple terms (e.g.,
get ComedyFilm MaxPrice Quality). We use therefore
regular expression to extract these simple terms (e.g.,
get, Comedy, Film, Max, Price, Quality).

• Tag and stop words removal: This step removes all
HTML tags, CSS components, symbols (punctuation,
etc.) and stop words, such as ’a’, ’what’, etc. The
Standford POS Tagger4 is then used to eliminate all the
tags and stop words and only words tagged as nouns,
verbs and adjectives are retained. We also remove the
WSDL specific stopwords, such as host, url, http, ftp,
soap, type, binding, endpoint, get, set, request, response,
etc.

• Word stemming: We need to stem the words to their
origins, which means that we only consider the root
form of words. In this step we use the Porter Stemmer
[19] to remove words which have the same stem. Words
with the same stem will usually have the same meaning.
For example, ’computer’, ’computing’ and ’compute’
have the stem ’comput’. The Stemming process is more
effective to identify the correlation between web services
by representing them using these common stems (root
forms).

• Service Matrix construction: After identifying all the
functional terms, we calculate the frequency of these
terms for all web services. We use the Vector Space
Model (VSM) technique to represent each web service
as a vector of these terms. In fact, it converts service
description to vector form in order to facilitate the
computational analysis of data. In information retrieval,
VSM is identified as the most widely used representation
for documents and is a very useful method for analyzing
service descriptions. The TF-IDF algorithm [22] is used
to represent a dataset of WSDL documents and convert
it to VSM form. We use this technique, to represent
a services descriptions in the form of Service Matrix.
In the service matrix, each row represents a WSDL
service description, each column represents a word from
the whole text corpus (vocabulary) and each entry rep-
resents the TF-IDF weight of a word appearing in a
WSDL document. TF-IDF gives a weight wij to every
term j in a service description i using the equation:
wij = tfij . log( nnj

). Where tfij is the frequency of
term j in WSDL document i, n is the total number of
WSDL documents in the dataset, and nj is the number
of services that contain term j.

B. A Probabilistic Topic Model Approach
Service Discovery and Selection aim to find web services

with user required functionalities. While Service Discovery
process assumes that services with similar functionalities
should be discovered, Service Selection and Ranking aim
to find a proper services with the best user desired quality
of services. Thus, Service Ranking aims to give a value of

4http://nlp.stanford.edu/software/tagger.shtml
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relevance to each service returned by the discovery process
and proceeds to order the results in descending order starting
from the most relevant ones. In our approach, we apply
probabilistic machine-learning techniques; Probabilistic Latent
Semantic Analysis (PLSA), Latent Dirichlet Allocation (LDA)
and Correlated Topic Model (CTM); to extract latent factors
(or topics) zf ∈ Z = {z1, z2, ..., zk} from web service
descriptions (i.e., Service Matrix). In our work, topic models
are used as efficient dimension reduction techniques, which are
able to capture semantic relationships between word-topic and
topic-service interpreted in terms of probability distributions.
In our context, an observed event corresponds to occurrence
of a word w in a service description s. We propose to use
the learned latent factors as the base criteria for computing
the similarity between a service description and a user query.
The services can then be ranked based on the relevancy to the
submitted query.

The Probabilistic Latent Semantic Analysis (PLSA) is a
generative statistical model for analyzing co-occurrence of
data. PLSA is based on the aspect model [11]. Considering
observations in the form of co-occurrences (si, wj) of words
and services, PLSA models the joint probability of an observed
pair P (si, wj) obtained from the probabilistic model is shown
as follows [11]:

P (si, wj) =
k∑
f=1

P (zf )P (si|zf )P (wj |zf ) (1)

We assume that service descriptions and words are condi-
tionally independent given the latent factor. We have im-
plemented the PLSA model using the PennAspect5 model
which uses maximum likelihood to compute the parameters.
The dataset was divided into two equal segments which are
then transformed into the specific format required by the
PennAspect. We use words extracted from service descriptions
and create a PLSA model. Once the latent variables zf ∈ Z =
{z1, z2, ..., zk} are identified, services can be described as a
multinomial probability distribution P (zf |si) where si is the
description of the service i.The representation of a service with
these latent variables reflects the likelihood that the service
belongs to certain concept groups [16]. To construct a PLSA
model, we first consider the joint probability of an observed
pair P (si, wj) (Equation 1). The parameters P (z), P (s|z) and
P (w|z) can be found using a model fitting technique such as
the Expectation Maximization (EM) algorithm [11].

The Latent Dirichlet Allocation (LDA) is a probabilistic
topic model, which uses a generative probabilistic model for
collections of discrete data [4]. LDA is an attempt to improve
the PLSA by introducing a Dirichlet prior on service-topic
distribution. As a conjugate prior for multinomial distributions,
Dirichlet prior simplifies the problem of statistical inference.
The principle of LDA is the same as that of PLSA: map-
ping high-dimensional count vectors to a lower dimensional
representation in latent semantic space. Each word w in a
service description s is generated by sampling a topic z from
topic distribution, and then sampling a word from topic-word

5http://cis.upenn.edu/ ungar/Datamining/software dist/PennAspect/

distribution. The probability of the ith word occurring in a
given service is given by Equation 2:

P (wi) =
k∑
f=1

P (wi|zi = f)P (zi = f) (2)

Where zi is a latent factor (or topic) from which the ith word
was drawn, P (zi = f) is the probability of topic f being the
topic from which wi was drawn, and P (wi|zi = f) is the
probability of having word wi given the f th topic.

Let θ(s) = P (z) refer to the multinomial distribution over
topics in the service description s and φ(j) = P (w|z = j)
refer to the multinomial distribution over words for the topic
j. There are various algorithms available for estimating pa-
rameters in the LDA: Variational EM [4] and Gibbs sampling
[24]. In this paper, we adopt an approach using Variational
EM. See [4] for further details on the calculations.

For the LDA training, we used Blei’s implementation6,
which is a C implementation of LDA using Variational EM
for Parameter Estimation and Inference. The key objective is
to find the best set of latent variables that can explain the
observed data. This can be made by estimating φ(j) which
provides information about the important words in topics and
θ(s) which provides the weights of those topics in each web
service.

The Correlated Topic Model (CTM) is another probabilistic
topic model that enhances the basic LDA [4], by modeling of
correlations between topics. One key difference between LDA
and CTM is that in LDA, there is an independence assumption
between topics due to the Dirichlet prior on the distribution of
topics. In fact, under a Dirichlet prior, the components of the
distribution are independent whereas the logistic normal used
in CTM, models correlation between the components through
the covariance matrix of the normal distribution. However, in
CTM, a topic may be consistent with the presence of other
topics. Assume we have S web services as a text collection,
each web service s contains Ns word tokens, T topics and a
vocabulary of size W. The Logistic normal is obtained by :

• For each service, draw a K-dimensional vector ηs from
a multivariate Gaussian distribution with mean µ and
covariance matrix Σ : ηs ∼ N (µ,Σ)

• We consider the mapping between the mean parameter-
ization and the natural parameterization: θ = f(ηi) =

exp η∑
i exp ηi

• Map η into a simplex so that it sums to 1.

The main problem is to compute the posterior distribution
of the latent variables given a web service : P (η, z1:N , w1:N ).
Since this quantity is intractable, we use approximate tech-
niques. In this case, we choose variational methods rather than
gibbs sampling because of the non-conjugacy between logistic
normal and multinomial. The problem is then to bound the log
probability of a web service :

6http://www.cs.princeton.edu/ blei/lda-c/
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logP (w1:N |µ,Σ, β) ≥ Eq[logP (η|µ,Σ)]

+
∑N
n=1Eq[logP (zn|η)]

+
∑N
n=1Eq[logP (wn|zn, β)]

+ H(q)
(3)

The expectation is taken with respect to a variational distri-
bution of the latent variables :

q(η, z|λ, ν2, φ) =
K∏
i=1

q(ηi|λi, ν2i )
N∏
n=1

q(zn|φn) (4)

and H(q) denotes the entropy of that distribution (See [5]
for more details).

Given a model parameters {β1:K , µ,Σ} and a web service
w1:N , the variational inference algorithm optimizes the lower
bound (Equation 3)) with respect to the variational parameters
using the variational EM algorithm. In the E-step, we max-
imize the bound with respect to the variational parameters
by performing variational inference for each web service.
In the M-step, we maximize the bound with respect to the
model parameters. The E-step and M-step are repeated until
convergence.

For the CTM training, we used the Blei’s implementation7,
which is a C implementation of Correlated Topic Model
using Variational EM for Parameter Estimation and Infer-
ence. We estimate the topic-service distribution by computing:
θ = exp(η)∑

i exp(ηi)
. Where exp(ηi) = exp(λi +

ν2
i

2 ) and the
variational parameters {λi, ν2i } are respectively the mean and
the variance of the normal distribution. Then, we estimate the
topic-word distribution φ by calculating the exponential of the
log probabilities of words for each topic.

After training the three probabilistic topic model, a set of
matched services can be returned by comparing the similarity
between the query and services in the dataset. We propose
to use the probabilistic topic model to discover and rank
the web services that match with the user query. Let Q =
{w1, w2, . . . , wn} be a user query that contains a set of words
wi produced by a user. In our approach, we use the generated
probabilities θ and φ as the base criteria for computing the
similarity between a service description and a user query. For
this, we model information retrieval as a probabilistic query to
the topic model. We note this as P (Q|si) where Q is the set
of words contained in the query. Thus, using the assumptions
of the topic model, P (Q|si) can be calculated by equation 5.

P (Q|si) =
∏
wk∈Q

P (wk|si) =
∏
wk∈Q

T∑
z=1

P (wk|zf )P (zf |si)

(5)
The most relevant services are the ones that maximize the

conditional probability of the query P (Q|si). Consequently,
relevant services are ranked in order of their similarity score
to the query. Thus, we obtain automatically an efficient ranking
of the services retrieved.

7http://www.cs.princeton.edu/ blei/ctm-c/index.html

We propose also to use an other approach based on the
proximity measure called Multidimentional Angle (also known
as Cosine Similarity); a measure which uses the cosine of
the angle between two vectors [20], [7]. In the first time, we
represent the user’s query as a distribution over topics. Thus,
for each topic zf we calculate the relatedness between query
Q and zf based on topic−word distribution φ using Equation
6.

P (Q|zf ) =
∏
wi∈Q

P (wi|zf ) (6)

Then, we calculate the similarity between the user’s query
and a web service by computing the Cosine Similarity between
a vector containing the query’s distribution over topics q and
a vector containing the service’s distribution of topics p. The
multidimensional angle between a vector p and a vector q can
be calculated using Equation 7:

Cos(p, q) =
p.q

‖ p ‖ . ‖ q ‖
=

∑t
i=1 piqi√∑t

i=1 p
2
i

∑t
i=1 q

2
i

(7)

where t is the number of topics.
In our experiments, we will compare the results obtained

for the two methods (i.e. Conditional Probability, Multidimen-
tional Angle) for the three probabilistic topic models.

III. EVALUATION

A. Web Services Corpus
Our experiments are performed out based on real-world web

services obtained from [27]. The WSDL corpus consists of
over 1051 web services from 8 different application domains.
Each web service belongs to one out of eight service domains
named as: Communication, Education, Economy, Food, Travel,
Medical and Military. Table I lists the number of services from
each domain.

Before applying the proposed Web Service Discovery and
Ranking, we deal the WSDL corpus. The objective of this pre-
processing is to identify the functional terms of services, which
describe the semantics of their functionalities. WSDL corpus
processing consists of several steps: Features extraction, Tok-
enization:, Tag and stop words removal, Word stemming and
Service Matrix construction (See Section II-A).

# Domains Number of services
1 Communication 59
2 Economy 354
3 Education 264
4 Food 41
5 Geography 60
6 Medical 72
7 Travel 161
8 Military 40

Total 1051

TABLE I: Domains of Web services

We evaluated the effectiveness of our Web Service Discov-
ery and Ranking for the three probabilistic topic models (la-
beled PLSA, LDA and CTM) using both methods Conditional
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Probability (labeled CP) and Multidimentional Angle (labeled
MA). The probabilistic methods are compared with a text-
matching approach (labeled Text-Search). For this experiment,
we use the services description collected from the WSDL
corpus. As described previously, the services are divided
into eight domains and some queries templates are provided
together with a relevant response set for each query. The
relevance sets for each query consists of a set of relevant
service and each service s has a graded relevance value
relevance(s) ∈ {1, 2, 3} where 3 denotes high relevance to
the query and 1 denotes a low relevance.

B. Evaluation Metrics

In order to evaluate the accuracy of our approach, we
compute two standard measures used in Information Retrieval:
Precision at n (Precision@n) and Normalised Discounted
Cumulative Gain (NDCGn). These evaluation techniques are
used to measure the accuracy of a search and matchmaking
mechanism.

1) Precision@n: In our context, Precision@n is a measure
of the precision of the service discovery system taking into
account the first n retrieved services. Therefore, Precision@n
reflects the number of services which are relevant to the user
query. The precision@n for a list of retrieved services is given
by Equation 8:

Precision@n =
|RelevantServices ∩RetrievedServices|

|RetrievedServices|
(8)

Where the list of relevant services to a given query is defined
in the test collection. For this evaluation, we have considered
only the services with a graded relevance value of 3 and 2.

2) Normalised Discounted Cumulative Gain: NDCGn uses
a graded relevance scale of each retrieved service from the
result set to evaluate the gain, or usefulness, of a service based
on its position in the result list. This measure is particularly
useful in Information Retrieval for evaluating ranking results.
The NDCGn for n retrieved services is given by Equation 9.

NDCGn =
DCGn
IDCGn

(9)

Where DCGn is the Discounted Cumulative Gain and
IDCGn is the Ideal Discounted Cumulative Gain. The
IDCGn is found by calculating the DCGn of the first n
returned services. The DCGn is given by Equation 10

DCGn =
n∑
i=1

2relevance(i) − 1

log2(1 + i)
(10)

Where n is the number of services retrieved and
relevance(s) is the graded relevance of the service in the
ith position in the ranked list. The NDCGn values for all
queries can be averaged to obtain a measure of the average
performance of a ranking algorithm. In our experiments, we
consider only services with graded relevance values from 3 to
2 for this evaluation. NDCGn values vary from 0 to 1.

C. Results and Discussion

We evaluated our Service Discovery and Ranking approach
by calculating the Precision@n and NDCGn. In this experi-
ment, we have selected 8 queries - One query for each domain
- (See Table II) from the test collection.

# Domains Query Name
1 Communication Title Video Media
2 Economy Shopping Mall Camera Price
3 Education Researcher In Academia Address
4 Food Grocery Store Food
5 Geography Get Location Of City State
6 Medical Hospital Investigating
7 Travel City Country Hotel
8 Military Government Missile Funding

TABLE II: Overview of the Queries used in our evaluation

The text description is retrieved from the query templates
and used as the query string. We consider that the size of the
services to be returned was set to 30.

Generally, the top most relevant services retrieved (i.e. the
first 5 or 10) by a search engine are the main results that will
be selected and used by the user. The Precision@n values
and NDCGn scores are obtained over all eight queries for
the two probabilistic methods (i.e. CP: Conditional Probability,
MA: Multidimensional Angle) based on the three probabilistic
topic models (i.e. CTM, LDA, PLSA) and Text-Search.

The Precision@5 and Precision@10 values over eight
queries are shown respectively in Table III and IV. The results
show that the probabilistic method CP performs better than the
MA for all the three probabilistic topic models. We remark
that the CP based on CTM performs significantly than others
methods. In fact, it gives a higher precision values (i.e. Average
P@5 = 73% and Average P@10 = 68%) for all domains except
Geography. We note also that the CP based on LDA performs
better than MA based on LDA, CP/MA based PLSA and Text-
Search. The methods based on PLSA and Text-Search were
unable to find some of the relevant services that were not
directly related to the queries. They give the lowest precision
values.

The comparison of average Precision@n (See Figure 1)
shows that the probabilistic method CP performs better than
the MA for all the probabilistic topic models. The results show
that the CTM and LDA perform better than Text-Search and
PLSA. The probabilistic methods based on CTM and LDA
used the information captured in the latent factors to match
web services based on the conditional probability of the user
query. Text-Search and PLSA were unable to find some of
the relevant web services that were not directly related to
the user’s queries through CTM and LDA. The low precision
results obtained by probabilistic method based on PLSA are
due to limited number of concepts used for training the model.
In this context, web service descriptions are similar to short
documents. Therefore, the method based on PLSA model is
not able to converge to a high precision using these limited
concepts.

In Information retrieval, NDCGN gives higher scores to
systems which rank a search result list with higher relevance
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Text-Search PLSA LDA CTM
Domain CP MA CP MA CP MA
Communication 0.0 0.6 0.0 0.6 0.2 0.8 0.2
Economy 0.0 0.8 0.0 0.8 0.4 1.0 0.8
Education 0.0 0.8 0.4 0.6 0.2 0.4 0.0
Food 0.0 0.0 0.0 1.0 1.0 0.8 0.6
Geography 0.2 0.0 0.0 0.0 0.4 0.2 0.4
Medical 0.6 0.0 0.0 0.0 0.0 0.8 0.0
Travel 0.0 0.8 0.0 1.0 0.0 1.0 0.0
Military 0.0 0.0 0.0 0.6 0.6 0.8 0.6
Average 0.1 0.38 0.05 0.57 0.35 0.73 0.33

TABLE III: Precision@5 values for the eight queries.
(CP: Conditional Probability, MA: Multidimensional Angle)

Text-Search PLSA LDA CTM
Domain CP MA CP MA CP MA
Communication 0.4 0.6 0.0 0.5 0.5 0.6 0.4
Economy 0.0 0.8 0.0 0.7 0.7 0.7 0.9
Education 0.0 0.6 0.6 0.8 0.3 0.5 0.0
Food 0.1 0.0 0.0 0.9 0.9 0.9 0.8
Geography 0.1 0.0 0.0 0.0 0.2 0.2 0.2
Medical 0.5 0.0 0.0 0.2 0.2 0.8 0.1
Travel 0.0 0.8 0.0 0.6 0.0 0.9 0.0
Military 0.0 0.1 0.0 0.5 0.5 0.8 0.6
Average 0.14 0.36 0.08 0.53 0.41 0.68 0.38

TABLE IV: Precision@10 values for the eight queries.
(CP: Conditional Probability, MA: Multidimensional Angle)
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Fig. 1: Comparaison of average Precision@n values over 8
queries.

first and penalizes systems which return services with low
relevance. The NDCG5 and NDCG10 values over eight
queries are shown respectively in Table III and IV. The
NDCGn values for all queries can be averaged to obtain a
measure of the average performance of a ranking algorithm. In
our experiments, we consider services with graded relevance
values from 3 to 2 for this evaluation. NDCGn values vary
from 0 to 1. The results obtained for NDCGn show that
the both CTM and LDA perform better than the other search
methods. Thus, the probabilistic methods based on both CTM

Text-Search PLSA LDA CTM
Domain CP MA CP MA CP MA
Communication 0.0 0.83 0.0 0.29 0.39 0.36 0.39
Economy 0.0 0.75 0.0 0.74 0.55 0.74 0.72
Education 0.0 0.57 0.27 0.44 0.17 0.64 0.0
Food 0.0 0.0 0.0 0.54 0.65 0.43 0.52
Geography 0.52 0.0 0.0 0.0 0.41 0.52 0.41
Medical 0.5 0.0 0.0 0.0 0.0 0.74 0.0
Travel 0.0 0.53 0.0 0.45 0.0 0.45 0.0
Military 0.0 0.0 0.0 0.83 0.69 0.52 0.5
Average 0.13 0.33 0.03 0.41 0.36 0.55 0.32

TABLE V: NDCG5 values for the eight queries.
(CP: Conditional Probability, MA: Multidimensional Angle)

Text-Search PLSA LDA CTM
Domain CP MA CP MA CP MA
Communication 0.29 0.73 0.0 0.29 0.46 0.31 0.54
Economy 0.0 0.84 0.0 0.78 0.76 0.78 0.9
Education 0.0 0.49 0.4 0.68 0.33 0.58 0.0
Food 0.04 0.0 0.0 0.7 0.79 0.6 0.61
Geography 0.47 0.0 0.0 0.0 0.37 0.52 0.37
Medical 0.57 0.0 0.0 0.32 0.32 0.8 0.04
Travel 0.0 0.55 0.0 0.47 0.0 0.54 0.0
Military 0.0 0.1 0.0 0.64 0.61 0.48 0.52
Average 0.17 0.34 0.05 0.48 0.45 0.58 0.37

TABLE VI: NDCG10 values for the eight queries.
(CP: Conditional Probability, MA: Multidimensional Angle)
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Fig. 2: Comparaison of average NDCGn values over 8
queries.

and LDA give a higher NDCGn than all other methods for
any number of web services retrieved (See Figure 2). This
reflects the accuracy of the ranking mechanism used by our
method. Text-Search and PLSA methods have a low NDCGn
because, as shown in the Precision@n results, both methods
are unable to find some of the highly relevant services.

As can be seen from Figure 1 and 2, CTM based on
the Condional Probability performs significantly than others
methods.

Finally, we evaluate the ranked lists obtained for both
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ranking methods using the Canberra distance. In fact, the
Canberra distance is used to measure the disarray for ranking
lists, where rank differences in the top of the lists should be
penalized more than those at the end of the lists [13]. Given
two real-valued vectors l,m ∈ Rn, their Canberra distance is
defined as follows:

Ca(l,m) =
N∑
i=1

|li −mi|
|li|+ |mi|

(11)

We consider only services with graded relevance values from
3 to 2 for this evaluation.
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Figure 3 shows the Canberra Distance between the results
abtained by both methods (CP and MA) based on the three
probabilistic models and the relevant services for all eight
queries. The comparaison of average CanberraDistance values
for the Ranking Methods is shown in Figure 4.

The results show that the CTM with Conditional Probability
method based on the Corelated Topic Model gives the lowest
CanberraDistance values. This reflects the accuracy of the
ranking mechanism used by our method.

IV. RELATED WORK

In this section, we briefly discuss some of research works re-
lated to discovering Web services. In [1], the authors proposed
an architecture for Web services filtering and clustering. The
service filtering mechanism is based on user and application
profiles that are described using OWL-S (Web Ontology Lan-
guage for Services). The objectives of this matchmaking pro-
cess are to save execution time and to improve the refinement
of the stored data. Another similar approach [18] concentrates
on Web service discovery with OWL-S and clustering technol-
ogy. Nevertheless, the creation and maintenance of ontologies
may be difficult and involve a huge amount of human effort
[3], [14].

Generally, every web service associates with a WSDL
document that contains the description of the service. A lot
of research efforts have been devoted in utilizing WSDL
documents [9], [3], [14], [15], [8], [16], [20]. Dong et al.
[9] proposed the Web services search engine Woogle that is
capable of providing Web services similarity search. However,
their engine does not adequately consider data types, which
usually reveal important information about the functionalities
of Web services [12]. Liu and Wong [15] apply text mining
techniques to extract features such as service content, context,
host name, and service name, from Web service description
files in order to cluster Web services. Elgazzar et al. [8]
proposed a similar approach which clusters WSDL documents
to improve the non-semantic web service discovery. They take
the elements in WSDL documents as their feature, and cluster
web services into functionality based clusters. The clustering
results can be used to improve the quality of web service search
results.

Some researchers use the proximity measures to calculate
the similarity between services [18], [20]. Nayak et al. [18]
proposed a method to improve the Web service discovery
process using the Jaccard coefficient to calculate the similarity
between Web services. Multidimensional Angle is an efficient
measure of the proximity of two vectors. It is used in various
clustering approaches [20]. This proximity measure applies
cosine of the angle between two vectors. It reaches from the
origin rather than the distance between the absolute position
of the two points in vector space.

Ma et al. [16] proposed an approach similar to the previ-
ously discussed approaches [9], [1], [18] where the keywords
are used first to retrieve Web services, and then to extract
semantic concepts from the natural language descriptions in
Web services. Ma et al. presented a service discovery mecha-
nism called CPLSA which uses Probabilistic Latent Semantic
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Analysis (PLSA) to extract latent factors from WSDL service
descriptions after the search is narrowed down to a small clus-
ter using a K-Means algorithm. The PLSA model represents
a significant step towards probabilistic modelling of text, it
is incomplete in that it provides no probabilistic model at
the level of documents [4]. The Latent Dirichlet Allocation
(LDA) [4] is an attempt to improve the PLSA by introducing
a Dirichlet prior on document-topic distribution.

Cassar et al. [6], [7] investigated the use of probabilistic
machine-learning techniques (PLSA and LDA) to extract latent
factors from semantically enriched service descriptions. These
latent factors provide a model which represents any type of
service’s descriptions in a vector form. In their approach, the
authors assumed all service descriptions were written in the
OWL-S. The results obtained from comparing the two methods
(PLSA and LDA) showed that the LDA model provides a scal-
able and interoperable solution for automated service discovery
in large service repositories. The LDA model assumes that the
words of each document arise from a mixture of topics, each
of which is a distribution over the vocabulary. A limitation
of LDA is the inability to model topic correlation [5]. This
limitation stems from the use of the Dirichlet distribution to
model the variability among the topic proportions.

The Correlated Topic Model (CTM) has been developed to
address the limitation of LDA [5]. In CTM, topic proportions
exhibit correlation via the logistic normal distribution. One
key difference between LDA and CTM is the independence
assumption between topics in LDA, due to the Dirichlet prior
on the distribution of topics (under a Dirichlet prior, the
components of the distribution are independent whereas the
logistic normal models correlation between the components
through the covariance matrix of the normal distribution).
However, in the CTM model, a topic may be consistent with
the presence of other topics. In this paper, we exploit the
advantages of CTM to propose an approach for web service
discovery and ranking. In our approach, we utilized CTM to
capture the semantics hidden behind the words in a query,
and the descriptions of the services. Then, we extracted latent
factors from web service descriptions. The latent factors can
then be used to provide an efficient discovery and ranking
mechanism for web services.

V. CONCLUSION

In this paper, we have used several probabilistic topic mod-
els (i.e. PLSA, LDA and CTM) to extract latent factors from
web service descriptions. The learned latent factors are then
used to provide an efficient Service Discovery and Ranking.
We evaluated our Service Discovery and Ranking approach
by calculating the precision (Pecision@n) and normalized
discounted cumulative gain (NDCGn). The comparison of
Precision@n and NDCGn show that the CTM performs better
than the other search methods (i.e. LDA, PLSA and Text-
Search). This reflects the accuracy of the ranking mechanism
used by our method. The probabilistic methods based on CTM
used the information captured in the latent factors to match
web services based on the conditional probability of the user
query.

Future work will focus on developing a new probabilistic
topic model which will able to tag web services automatically.
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Abstract—Recently, applications of millimeter (mm) waves for
high-speed broadband wireless local area network communi-
cation systems in indoor environment are increasingly gaining
recognition as it provides gigabit-speed wireless communications
with carrier-class performances over distances of a mile or more
due to spectrum availability and wider bandwidth requirements.
Collectively referred to as E-Band, the millimeter wave wireless
technology present the potential to offer bandwidth delivery
comparable to that of fiber optic, but without the financial and
logistic challenges of deploying fiber. This paper investigates
the wideband parameters using the ray tracing technique for
indoor propagation systems with rms delay spread for Omni-
directional and Horn Antennas for Bent Tunnel at 80GHz. The
results obtained were 2.03 and 1.95 respectively, besides, the
normalized received power with 0.55×108 excess delay at 70GHz
for Isotropic Antenna was at 0.97.

Index Terms—Indoor; Wideband; Isotropic; rms Delay; Power
delay Profile; Excess delay.

I. INTRODUCTION

With end users ranging from corporate data centers to
teenagers with iPhones demanding higher bandwidth, the
demand for newer technologies to deliver this bandwidth is
higher than ever before. A plethora of technologies exist for
the delivery of bandwidth, with fiber optic cable considered to
be the ultimate bandwidth delivery medium. However, the fiber
optics are not unmatched [1] by any means, especially when
all economic factors are considered. Millimeter wave wireless
technology presents the potential to offer bandwidth delivery
comparable to that of fiber optics, but without the financial and
logistic challenges of deploying fiber. This paper is intended to
analyze the wideband parameters of this new technology for
different propagation indoor environment. Smulders studied
wideband measurements of indoor radio channels operating in
a 2 GHz frequency band [2] centered around 58GHz using a
frequency step sounding technique. The results were presented
for cell coverage and root mean square (RMS) delay spreads
under both line-of-sight (LOS) and obstructed (OBS) situa-
tions. Again, various measurement campaigns and modeling
activities were carried out [3] to obtain both the narrowband
as well as the wideband characteristics of the 60 GHz channel
for indoor and outdoor environments. A simple ray-tracing

was used to estimate the channel characteristics, for both
narrow and wideband transmission systems in indoor as well
as outdoor environments. Normalized received power, RMS
delay profile and channel impulse response were simulated
for indoor and outdoor radio channel. Ray tracing measure-
ment of statistical parameters was comparatively studied and
graphically represented by the group. Coherence bandwidth
of wideband channel was estimated by Tlich and the group in
[4]. They further provided sounding measurements in the 30
kHz100MHz band in several indoor environments. The coher-
ence bandwidth and the RMS delay spread parameters were
estimated from measurements of the complex transfer function
and dispersion in the time domain, further, the variability of the
coherence bandwidth and time-delay spread parameters with
the channel class were presented based on the location of the
receiver with respect to the transmitter and finally, related the
RMS delay to the coherence bandwidth.

In April 2007, A 60GHz indoor propagation channel model
based on the ray-tracing method was proposed by Chong et
al, and in that study, they validated the proposed model with
measurements conducted in indoor environment [5]. Moraitis
and the group proposed the propagation models based on
geometrical optics using ray-tracing theory for millimeter
wave frequencies [6]. Expressions for Path loss, Received
power, Power delay profile (PDP) and RMS delay spread were
presented by Moraitis and the group in [7]. They performed
propagation measurements at 60 GHz and determined the char-
acteristics of indoor radio channels between fixed terminals
that were illustrated. Path loss measurements were reported
for line-of-sight (LOS), and non-line-of-sight (NLOS) cases,
fading statistics in a physically stationary environment were
extracted and effect due to the movement of the user on the
temporal fading envelope were investigated. Path loss was
predicted for models that provide excellent fitting with errors
having dynamic range of fading in a quiescent environment.. In
[8], a model for indoor radio propagation at 60GHz was used
for predicting the performance of high speed wireless data
networks, by using electromagnetic theory. Different models
of the indoor environment were evaluated and corresponding
received power, impulse response of the channel were pre-
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dicted. Further, a statistical propagation model for the 60-
GHz channel in a medium-sized room was presented by the
Authors [9]. Extensive work was done in [10]. The paper
they proposed an area prediction system, which was capable
of accurately predicting indoor service areas using the ray-
tracing method, when a base station antenna was installed
indoors. Ray tracing techniques was discussed in various
models and units. Received power and delay spread were
estimated and simulated. Moreover, there was an in depth
discussion on 60-GHz radio in different aspects. Propagation
and antenna effects were studied in line-of-sight and non-
line-of sight environments and Bit error rate were simulated
for different noise level. The selections of wideband channel
sounding measurements were performed as part of the AWACS
(ATM Wireless Access Communications System). The results
were obtained for two different indoor operating environments
(mainly in line-of-sight conditions) at a carrier frequency of
19.37 GHz.. This paper analyzed the wideband parameters
using a proposed indoor propagation environment with di-
mensions of 4.4m × 2.5m representing a Straight Tunnel
and a propagation environment using Bent Tunnel of angle
of curvature of 45 with maximum height of 2m. Further,
simulation results have been provided indicating normalized
received power for different propagation environment. This
paper is organized as follows: The propagation environments
were first considered. Also the Narrowband and Wideband
parameters were analyzed. This is followed by simulation
results and discussion and finally conclusion.

II. PROPAGATION ENVIRONMENT

There are two general types of propagation modeling: site-
specific and site general. Site-specific modeling requires de-
tailed information on building layout, furniture, and transceiver
locations [11]. It is performed using ray-tracing methods.
For large-scale static environments, this approach may be
viable. For most environments, however, the knowledge of the
building layout and materials is limited and the environment
itself can change by simply moving furniture or doors. Thus,
the site-specific technique is not commonly employed. Site-
general models provide gross statistical predictions of path
loss for link design and are useful tools for performing
initial design and layout of indoor wireless systems. In this
work site-specific indoor environment is considered. Different
types of environment were considered, namely: Plain Corridor,
Corridor with equally spaced wooden door, glass door and lift,
Straight Tunnel and Bent Tunnel

A. Plain Corridor

The propagation environment is a long plane corridor with
dimensions 44×2.20×2.75m3 as shown in Figure 1. The left
and right wall surfaces of the corridor are made of brick and
plasterboard (relative permittivity εr = 4.44andεr = 5.0). In
order to simplify the simulation procedure, it was assumed that
the surface is a uniform wall made of brick and plasterboard
[9]. The floor is made of concrete covered with marble (εr =

4.0) and furred ceiling is made of aluminum (εr = 1.0) as
shown in Figure 1

B. Corridor with Wooden Door, Glass Door & Lift
Figures 2 illustrate the corridor with wooden Door, Lift

and Glass door. Between the distances of about 1-10m and
10.1-20m is a plane corridor, in between is a wooden door,
similarly, in between 20-20.1m is a lift , and 30-30.1m glass
door is present, from 30.1-40m is a plain corridor. Relative
permittivity of wooden door is 3.3.

C. Straight Tunnel
The indoor propagation environment is a long tunnel with

dimensions 44m×2.5m as shown in the Figure 3. The surfaces
of the tunnel are made of concrete (relative permittivity (εr) =
5.0). The height of the transmitter is 2m and height of the
receiver is 1.5m.

D. Bent Tunnel
In figure 4, the propagation environment is a bent tunnel

with dimensions 44 × 2.5m2. The angle of curvature of the
Bent tunnel is 45o. The surfaces of the tunnel are made of
concrete (relative permittivity (εr) = 5.0). The height of
the transmitter is 2m and that of the receiver is 1.5m.The
electromagnetic rays from the transmitter gets reflected, re-
fracted, diffracted, scattered and absorbed by the propagation
environment before reaching the receiver. The received signal
is the combination of all the signals. At 60/70/80 GHz, the
diffraction phenomenon is almost negligible and the diffracted
power does not contribute to the total received power. So the
Diffraction was not taken into account. The non-uniformities
of the surface materials in indoor environments are such that
the produced scattering is not a substantial contribution to
the received power thus up to second order reflected rays
were taken into consideration, since further reflected rays i.e.,
third, fourth and so on, have insignificant contribution to the
total received power. Atmospheric propagation losses were not
taken into account since in indoor environments the attenuation
is very small (0.00116 dB/m). The beginning and the end of
the corridor are open areas and were not taken into account
in the simulations. The radio channel propagation modeling
at millimeter wave frequencies can be realized based on ray-
tracing theory. The ray-tracing method is among the available
methods for the relatively accurate estimation of field strengths
to deal with the type of complex layout that is often found in
indoor environments. Ray-tracing allows fast computation of
single and double reflection processes. In the 60/70/80 GHz
region the diffraction phenomenon can be neglected and the
sum of the direct ray and the reflected rays are enough to
describe the behavior of the propagation channel with great
accuracy.

III. NARROWBAND PARAMETERS
A. Received Power

The total received power (RR) of the multi-rays are cal-
culated by [6] the summation of ‘x single reflected and ‘w
double reflected rays given by
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where λ is the wave length; k is the wave number, d1
is the distance of the direct path; d2 is the distance of the
single reflected path; d3 is the distance of the double reflected
path; at, ar are the antenna functions; R(θ0) is the reflection
coefficient of the single reflected ray on the reflecting sur-
face; R(θ1)R(θ2) are the reflection coefficient of the double
reflected rays on respective reflecting surfaces; and TR is the
transmitted power. For isotropic antennas (at = ar = 1) the
total received power [12] (RR) is
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To examine the signal propagation in the indoor environ-
ment, we assumed three different transmission systems with
different antenna characteristics and transmitted power. This
was done so as to examine how the antenna radiation patterns
affect the signal propagation in the indoor environment. The
systems are: System 1: Isotropic antennas on both transmitter
and receiver and 20 dBm output power. System 2: Transmitter
power = 20 dBm, Transmitter Gain = Receiver Gain = 8.5
dBi for omnidirectional antenna System 3: Transmitter power
= 10 dBm, Transmitter Gain = Receiver Gain = 20.8dBi
also for horn antenna. Finally, the simulation was conducted
with MATLAB script, using multi rays. The initial transmitter
position is at the beginning of the propagation environment
and the receiver is moving at almost constant speed. The total
number of samples for the entire propagation environment (44
m) was 1024.

IV. WIDEBAND PARAMETERS

A. Power Delay Profile

The wideband multipath channel is often modeled as a time
varying linear filter with complex impulse response [12]

(t, τ) =
N∑
i=1

at(t, τ)exp(jψi(t, τ)δ(τ − τi)) (3)

For the indoor propagation environment where the time
varying factors of the impulse response typically are human
movement, it is appropriate to treat the channel as quasi-
stationary. Assuming that the phase variations in the CIR have
a uniform distribution we may consider only the amplitude and
the delay components. The most significant parameter derived
from the procedure is the received power as a function of the

time delay known also as the power delay profile (PDP). The
power delay profile can be

P (τ) =
N∑
i=1

Pr(d)δ(τ − τi) (4)

where, Pr(d) is the received signal of the ith ray and N is
the total number of the rays used in the simulation procedure.
The average received power in every bin is normalized to
the maximum received power. The examination of the signal
propagation in the indoor environment, using three different
transmission systems with different antenna characteristics and
transmitted power were considered. This was done so as to
examine how the antenna

TABLE I
RMS DELAY SPREAD OF STRAIGHT TUNNEL

Antennas 60 GHz (ns) 70 GHz (ns) 80 GHz (ns)
Isotropic 1.92 1.93 1.94

Omni 1.84 1.85 1.86
Horn 1.77 1.78 1.79

TABLE II
RMS DELAY SPREAD OF BENT TUNNEL

Antennas 60 GHz (ns) 70 GHz (ns) 80 GHz (ns)
Isotropic 2.24 2.25 2.26

Omni 2.14 2.15 2.16
Horn 2.05 2.06 2.07

V. RESULTS AND DISCUSSIONS
Radiation patterns affect the signal propagation in the in-

door environment. For Isotropic antennas both transmitter and
receiver output power was 20 dBm with unity gain, for Omni-
directional antenna the transmitter power was also 20 dBm
with transmitter and receiver gain as 8.5 dBi, besides, the
transmitter power for horn antenna was 10 dBm with transmit-
ter and receiver gain as 20.8 dBi. The height of the transmitter
and receiver antennas in all propagation environments were 2m
and 1.5m respectively. The distance between the transmitter
and receiver was 44m and the total number of samples for the
entire propagation environment (44 m) to be 1024.Figure 5, 6,
7 and 8 illustrate the total received power for different antenna
system configurations under different propagation scenarios. It
was observed that the received power of Horn antenna in Plain
corridor at distance 10m was -30dBm, and Omni antenna were
-45dBm and -60dBm for Isotropic antenna. Also, the received
power for Plain Corridor at 70GHz at a distance 40m, was-
30dBm, the received power for Horn antenna is -35dBmand
for Omni antenna the received power was also observed as
-50dBm and -60dBm approximately for Isotropic antenna.
Again for Plain Corridor at 80GHz. for a distance 20m, the
received power for Horn antenna -35dBm and the received
power for Omni antenna is -50dBm and -65dBm for Isotropic
antenna approximately. The received power for Corridor with
wooden door, Lift and Glass door for 60GHz frequency at a
distance of 10m, of Horn antenna was -30dBm, for Omni and
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(a) (b)
Fig. 1. Propagation Environment-Plain Corridor

(a) (b)
Fig. 2. Propagation Environment: Corridor with Wooden door, Glass and Lift [8]

Fig. 3. Straight Tunnel made of concrete

Fig. 4. Bent Tunnel made of concrete
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Fig. 5. Received power for different antenna systems at 80 GHz with Corridor
with Wooden Doors, Glass Door and Lift

Fig. 6. Received power for different antenna system configurations at 70 GHz
for Straight tunnel

Fig. 7. Received power for different antenna system configurations at 70 GHz
for Bent Tunnel

Fig. 8. Received power for different antenna system configurations at 80 GHz
for Bent tunnel

Fig. 9. Delay Spread of Straight Tunnel Fig. 10. Delay Spread of Straight Tunnel
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Isotropic antennas were -40dBm and -55dBm approximately.
At Frequency 70GHz, the received power of Horn antenna
at a distance of 20m was -30dBm, for Omni and Isotropic
antenna the received powers -45dBm and 60dBm respectively.
At 80GHz frequency, the received power of Horn antenna at
a distance 30m, was -35dBm, for Omni antenna the received
power is -50dBm. The received power in a Bent Tunnel at
60GHz was analyzed, at distance 10m, the power for Horn
antenna was -35dBm, Omni antenna as 50dBm and -65dBm
for Isotropic antenna. Also the for Bent Tunnel at 70GHz as
shown in figure 7, for a distance of 20m, the received power for
Horn antenna is -40dBm, and for Omni antenna the received
power is -55dBm and -70dBm approximately for Isotropic
antenna. The Power Delay Profile of Horn antenna at 60/70/80
GHz in Plain Corridor was also analyzed. The normalized
received power of ceiling and ground reflected ray was 0.438
dBm with excess delay of 0.0724×10−6s and the normalized
received power of ceiling, ground and left wall reflected
ray was 0.364dBm with excess delay of 0.1152 × 10−6s.
Figure 10, illustrates the Power Delay Profile of Isotropic
antenna at 70GHz. The Normalized received power of right
wall and ground reflected ray was 0.527dBm with excess
delay of 0.0386 × 10−7s and the normalized received power
of ceiling reflected ray was 0.386dBm with excess delay of
0.0723×10−7s approximately. The normalized received power
of direct ray at 80GHz is 0.931dBm with excess delay of
0.0333 × 10−7s and 0.818dBm was the normalized received
power of ceiling and ground reflected ray with excess delay
of0.041× 10−7s.

A. Conclusion

This paper has presented the characteristics of the propa-
gation channel at 60/70/80 GHz, using four different indoor
environments namely: Plain Corridor, Corridor with wooden
door, lift and glass door, Straight Tunnel and Bent Tunnel
employing Horn Antenna, Isotropic Antenna and Omni An-
tenna, utilizing MATLAB. From the results analyzed so far the
Horn antenna performance outweighs the Omni antenna and
Isotropic antenna in all indoor environments at 60/70/80 GHz.
The rms delay spread of propagation environments obtained
also indicated that as the frequency increases, the rms delay
spread of the propagation environment increased gradually
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Abstract—This work proposes Random Power line Synthesis 

(RPLS) as a quicker computational approach to solving RLC 

parameters of a modern smart grid transmission network. Since 

modern grid systems provide a holistic perspective of modern 

grid development, it is obvious that a transmission network that 

is ageing cannot serve the expanded load demand. The need to 

revoltionalize the traditional transmission model while exploiting 

basic electrical theories and principles in Smart Grid (SG) 

architecture necessitated this paper. This work seeks to address 

the RLC parameter modelling for SG template to provision 

dynamic power in Nigerian context.  Other schemes of 

transmission RLC modelling were studied as well as outlining 

their limitations. Consequently, we then proposed a fuzzy smart 

grid framework for RLC computation and developed a proposed 

SG overhead transmission line from its conductor characteristics 

and tower geometry considering the RLC parameters of the 

conductor while applying RPLS to generate the parameter 
metrics. 

Keywords—RPLS; Smart Grid; Overhead; Conductor; RLC 

parameters. 

I.  INTRODUCTION  

Generically, an electric grid consist of  three main 
subsystems viz: The generation sources, delivery systems 
(transmission and distribution networks) and the end 
consumers. In Nigerian context, the ageing transmission 
power grids, opertional challenges and high unreliablity index 
characterises the grid network. This paper observes that the 
deregulation of the power sector will unleach unprecedented 
power (energy) trading  across the regional power grids as 
such presenting power flow senarios and complexities in 
vendor interfaces which the system may not be able to handle. 
Essentially, the transmission line transmits electrical power 
from one end of the line, sending end, to another, receiving 
end. A common method of analyzing this behavior is through 
parameterization and modeling of the transmission lines with 
passive components [1]. In a transmission model, the 
interconnection must incorporate distributed self and mutual 
inductance to accurately estimate time delay and crosstalk 
metrics in a multilevel network for large scale integration. 
Besides, the towers and conductors of a transmission line are 
familiar elements in any given scenario. However, on closer 
inspection, each transmission line has unique characteristics 
that have correspondingly unique implications for the 
environment.  

The scope of this paper is majorly on the computational 
intelligence of RPLS based on fuzzy logic framework. Our 
proposed RPLS framework optimizes real time computation of 
required transmission line parameters while computing the 
vector metrics just in time. This paper defines RPLS 
computational intelligence in this context to be the maximum 
number of simultaneous, bidirectional transmission line 
parameter inputs into the fuzzy line inference system that can 
be supported in the SG architecture.  

The paper is organized as follows: In section II, the related 
works covering the overview of transmission line 
specifications, the Smart grid architecture, etc was presented. 
The general system model and assumptions for RPLS for SG 
transmission line was presented in III. In IV, The RPLS fuzzy 
logic framework mechanism is presented alongside with the 
analytical models. Section V gives the the simulation results to 
support our propositions. The paper ends with the conclusions 
and future directions. 

All standard paper components have been specified for 
three reasons: (1) ease of use when formatting individual 
papers, (2) automatic compliance to electronic requirements 
that facilitate the concurrent or later production of electronic 
products, and (3) conformity of style throughout the 
proceedings. Margins, column widths, line spacing, and type 
styles are built-in; examples of the type styles are provided 
throughout this document and are identified in italic type, 
within parentheses, following the example.  

II. RELATED WORKS 

A. Methods of Transmission Line Computational 

Analysis 

A representative sample of works on the methods of 
computing transmission line parameters have been studied in 
literature. The use of distributed-parameter state variable 
approach, State-space modelling of transposed lines using 
modal decomposition [2], lumped parameter approximation of 
line losses [2], distributed transmission line parameters [3], 
state equations [4], Compact Distributed RLC Interconnect 
Models [5] to compute line parameters as well as transients on 
transmission lines have been studied. Some observed 
limitations of these schemes include: 

1) They involve complex mathematical models which 

could be lacking in precision and accuracy. 
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2) Computational requirements for transmission line  

parameters is quiet large for scaled systems 

3) These methods do not use any knowledge of the interior 

structure of the transmission model and in most cases  allow 

only limited control of the closed-loop behaviour when 

feedback control is used in the parameter modelling. This 

work then proposed an intelligent approach to solving 

transmission line parameters. In the next sections, we shall 

introduce the line specification, smart grid architecture and 

the factors that limit maximum power transfer in a SG 

transmission line.  

B. Transmission Line Specifications 

The work in [6], listed the design specifications (line 
characteristics) that are commonly required to define a 
transmission line. Many of these specifications could have 
their implications on the environmental as a whole. For the 
purpose of this work, a range of values is considered for these 
specifications, with the exception that a varying nominal 
voltage above 25 kV is assumed. The most basic descriptive 
specifications usually will include a line name or other 
identifier, nominal voltage, length of line, altitude range, and 
the design load district. They details as follows viz [6]: 

1) Tower Specifications 
The towers support the conductors and provide physical 

and electrical isolation for energized lines. The minimum set 
of specifications for towers are the material of construction, 
type or geometry, span between towers, weight, number of 
circuits, and circuit configuration. At 500 kV, the material of 
construction is generally steel, though aluminium and hybrid 
construction, which uses both steel and aluminium, could be 
used. The type of tower refers to basic tower geometry. The 
options are lattice, pole (or monopole), H-frame, guyed-V, or 
guyed-Y. The span is commonly expressed in the average 
number of towers per mile. This value ranges from four to six 
towers per mile. Also, the weight of the tower varies 
substantially with height, duty (straight run or corner, river 
crossing, etc.), material, number of circuits, and geometry. 

2) Transmission Tower Minimum Clearances 
The basic function of the tower is to isolate conductors 

from their surroundings, including other conductors and the 
tower structure in any deployment. In every design, clearances 
are specified for phase-to-tower, phase-to-ground, and phase-
to-phase. For various line parameters, the Phase-to-tower 
clearances vary in distance ranges depending on 
specifications. These distances are maintained by insulator 
strings and must take into account possible swaying of the 
conductors. The typical phase-to-ground clearance is 30 to 40 
feet. This clearance is maintained by setting the tower height, 
controlling the line temperature to limit sag, and controlling 
vegetation and structures in the ROW. Typical phase-to-phase 
separation is also 30 to 40 feet and is controlled by tower 
geometry and line motion suppression. 

3) Transmission Line Insulators 
Basically, insulator design varies according to tower 

function types. For suspension towers (line of conductors is 
straight), the insulator assembly is called a suspension string. 
For deviation towers (the conductors change direction), the 

insulator assembly is called a strain string. For 500-kV lines, 
the insulator strings are built up from individual porcelain 
disks typically 5.75 inches thick and 10 inches in diameter. 
The full string is composed of 18 to 28 disks, providing a long 
path for stray currents to negotiate to reach ground. At this 
voltage, two to four insulator strings are commonly used at 
each conductor connection point, often in a V pattern to limit 
lateral sway. 

4) Transmission Lightning Protection 
Since the towers are tall with well-grounded metallic 

structures, lightning usually targets its structure creating 
unsolicited risk for end user electrical facilities/equipments. 
To control the effects of lightning, an extra set of wires is 
generally strung along the extreme top points of the towers. 
These wires are attached directly to the towers (no insulation), 
providing a path for the lightning directly to and through the 
towers to the ground straps at the base of the towers. The extra 
wires are called shield wires and are either steel or aluminium-
clad steel with a diameter of approximately ½ inch. 

5) Transmission Line Conductor Motion Suppression 
Wind-induced conductor motion, aeolian vibration, can 

damage the conductors. A variety of devices have been 
employed to dampen these oscillatory motions. Dampers can 
prevent the formation of standing waves by absorbing 
vibration energy. Typically, a single damper is located in each 
span for each conductor.  

Some of the transmission line components include: 

1) The Transmission towers which are the most visible 

component of the bulk power transmission system. Their 

function is to keep the high-voltage conductors separated from 

their surroundings and from each other. Higher voltage lines 

require greater separation. Some of the environmental 

implications of a transmission line result directly from these 

transmission tower design requirements. First, the physical 

dimensions of the towers, the resulting line arrangements and 

line spacing establish the necessary minimum dimensions, 

including clearances to natural and man-made structures. To 

create and maintain these clearances, it is often necessary to 

remove or trim vegetation during construction and operation. 

In addition, excavation, concrete pouring, and pile driving are 

required to establish foundations. All of these tasks require 

access roads and service facilities with dimensions and 

strength sufficient to handle large, heavy tower components, 

earthmoving equipment, and maintenance equipment. 
Figure 1a shows a lattice-type tower with a single-circuit 

765-kV line with twelve conductors strung from insulators 
suspended on the crossbar as a single-circuit line. Figure 1b 
shows a shared corridor for a typical transmission line. 

2) Conductors  
In this regard, various materials like copper, aluminium 

material which has higher strength to weight ratio is preferable 
for deployments. Typical aluminium conductors are composed 
of multiple 1/8-inch-thick strands twisted together. There are 
about 50 varieties of multi-strand conductor cables, but a 
variety of conductor compositions and constructions are 
currently in use to meet a variety of specific requirements.  
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In designing and deploying a transmission infrastructure, 
the tower and its conductor geometry must be given utmost 
consideration in the capacity planning phase. Given the 
challenges of the traditional grid network for power 
provisioning, this thesis proposes Smart Grid power model for 
dynamic power stability in Nigeria. The two fundamental 
questions presented in this work (Qn) are viz: 

1) What is Smart Grid-SG?  

2) How does the RLC parameter modelling leverage on 

SG to provision dynamic power in Nigeria context?  
Firstly, the work proposes the modernization of the current 

electric power grid by leveraging on smart grid technology 
and conseqently models the RLC parameters of a SG overhead 
transmission line from its conductor characteristics and tower 
geometry. The next section starts with the concept of Smart 
Grid. 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. a. Lattice (left) and Monopole (right) Towers (Source: Argonne 

Staff Photo)       

 

Fig.1. b: Multiple lines in a power Corridor (Source: Argonne Staff 
Photo)  

C. Smart Grid Architecture    

The concept of SG is relatively new vis-à-vis transmission 
line designs. Explicit  definitions on  SG  has been given in 
[7],[8],[9],[10],[11],[12], and [13]. In context, this paper 
defines SG as a highly  scalable, robost and intelligent power 
network that provides reliable, high quality electric power in 
an environmentally friendly and sustainable way. According to 

[14], the scope of SG extends all the uinterconnected electic 
power systems, from centralized bulk generation to 
distribution, from  high voltage transmission systems to low 
voltage distribution systems, from utility control centers to end 
user home-area networks, from bulk power market to demand 
response service provider, and from traditional energy 
rsources to distributed and renewable generatuion and storage. 
Table 1, shows the differences between the current power grid 
network and the SG network. The work in [14] presents five 
generic key technology areas (KTAs) as shown in figure 
2.They includes: 

1) Integrated Communications which supports broadband 

networks, secure, low-latency channels connecting 

transmission stations and control centers. 

2) Sensing and Measurements which handles phasor 

measurements and data streaming over high speed channels 

3) Advance Components which  includes the flexible AC 

transmission system (FACTs) devics, eg.Unified power flow 

controllers (UPFC), Static Var compensations (SVC), static 

synchronous compensators and High Voltage DC (HVDC).  

4) Advance Control and protection methods which 

includes differential line relaying, adaptive settings, and 

system integrity  systems that supports low latency 

communications. 

5) Enhanced interfaces and decision supports which 

utilizes instantaneous measurements from phasor 

measurments units (PMUs). These  KTAs are  modelled into 

the SG networks at both the distributuion and transmission  

domains [15].   
The report in [16] shows the chronological sequence of 

Smart Electricity Systems comprising the infrastructure of the 
past, present and the future 

. 

 

 

 

 

 

 

 

 

Fig.2.  SG  Key Technology Areas (KTAs) 

Leveraging on Smart grid framework will not only 
guarantee stability in power provisioning but it will expedite 
efficiency in power generation, transmission and distribution. 
Also, Smart grids co-ordinate the needs and capabilities of all 
generators, grid operators, end-users and electricity market 
stakeholders to operate all parts of the system as efficiently as 
possible, minimizing costs and environmental impacts while 
maximizing system reliability, resilience and stability [16].  
Figure 5 shows the generic Smart grid architecture modules 
with an additional SIM proposed in this work. Table 1 
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presents the differences between current power grid network 
and the SG network. The components of figure 5 are discussed 
below viz: 

1) Advanced Grid Components (AGC) allow for a more 

efficient energy supply, better  reliability and availability of 

power. Components includes viz: advanced conductors and 

superconductors, improved electric storage components, new 

materials, advanced power electronics as well as distributed 

energy generation. 

2) Advanced Control Systems (ACS) monitors and control 

essential elements of the smart grid. It supports computer-

based algorithms which allow efficient data collection and 

analysis, provide solutions to human operators while acting 

autonomously. With ACS, errors and faults can be detected 

much faster than in traditional grids and outage times can be 

reduced. 

3) Smart Devices and Metering (SDM) include ipads, 

android tablets, wireless sensor networks (WSN) used at 

transformers, substations and meters at client residents. These 

facilitates remote monitoring as well as enabling demand-side 

management allowing for real-time determination and 

information storage of energy consumption and provide the 

possibility to read consumption both locally and remotely. The 

meters detect fluctuations and power outages, permit remote 

limitations on consumption by customers and allows the 

meters to be powered down. This work will present the AMS 

model that fits into the SG framework in context. 

4) Integrated Communication Technologies (ICT) carries 

information provided by SDM to be transmitted via a 

communication backbone. This backbone is characterized by a 

high-speed and two-way flow of information. The different 

communication technologies form the communication 

backbone are LAN, WAN, Core Networking, Security, Power 

system operations, Network management. 

5) Decision Support and Human Interfaces (DSHI). This 

module will make data available to grid operators and 

managers in a user-friendly manner to support their decisions 

via software. It includes systems based on artificial 

intelligence and semi-autonomous agent software, 

visualisation technologies, alerting tools, advanced control 

and performance review applications  as well as data 

simulation applications and geospatial information systems 

(GIS). The GIS provides geographic, spatial and location 

information and tailor this information to the specific 

requirements for decision support systems along the smart 

grid. 
Smart Integrated Module (SIM) which  is proposed to 

handle  energy storage, and inverter technologies in the 
context of distributed generation.  Figure 6 shows the 
proposed SG Power system architecture, however, some of the 
functionalities of the SIMs  in figure 6 includes some 
functionalities in [14]: Static connection to the feeder, AC bus 
for AC loads, DC bus for DC loads and connections to energy 
storage and distribution generation, Voltage regulation in the 
steady state and in the transient mode, Fast real and reative 
power compensation, Fault detection  and fault current  

limiting and isolation, Autonomous distributed intelligent 
control for shunt-time scale control, Coordinating  an 
optimizaation for longer-time-scale control. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. Smart Grid Architecture Modules 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6. A Conceptual Model of the SG Architecture For Dynamic 

Provisioning  

In figure 6, the SIM contribute to energy loss reduction 
owing to: 

1) Full Utilization of the distributed generation to reduce  

the real power flow on the grid 

2) Provisioning of reactive power where it is consumed to 

reduce the reactance power flow on the grid. Following the 

role of power electronics in the voltage regulation 

functionality of SIMs, high-quality power  
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3) supply at every load connection point is assured. This is 

because it will maintain an optimized voltage levels while 

compensating for voltage drops.  
Besides, the energy storage functionality will provide a 

short to-medium term power supply buffer capacity so that 
customer’s service will not be interrupted in the event of short-
term disruption on the distribution or transmission grid. This 
will create stability and relaxation in the transmission grid 
model. Future work will show the Advance metering sandbox 
(AMS) as a Smart grid meter which comprises of current and 
voltage sensors, partition dividers, signal conditioners, 
peripheral interface controller (PIC) with an embedded ADC 
and an LCD  display. The AMS will leverage on the work in 
[17]. The design technique for digital meters is influenced by 
three major factors namely; desired device cost, efficiency and 
overall size, [17]. While the cost is influenced by users’ 
general affordability, the efficiency and size must strictly 
comply with the SG standard. The Advanced metering 
Sandbox (AMS) will provide a wide range of functionalities 
viz:  

1) Remote consumer price signals, which can provide 

time-of-use pricing information. 

2) Ability to collect, store and report customer energy 

consumption data for any required time intervals or near real 

time. 

3) Improved energy diagnostics from more detailed load 

profiles. 

4) Ability to identify location and extent of outages 

remotely via a metering function that sends a signal when the 

meter goes out and when power is restored. 

5) Remote connection and disconnection using mobile 

devices. 

6) Losses and theft detection owing to the advance 

protection layer and alarm signalling. 

7) Ability for a retail energy service provider to manage 

its revenues through more effective cash collection and debt 

management. 

D SG Transmission Line Technical Limits to Power 

Transfers   

1) Conductor resistance, Temperature rating, and line 

sag. As a transmission line receives power, resistance inherent 

in the line conductor material converts some of the electrical 

energy into thermal energy, thereby increasing the line 

temperature. Line temperature increases as the current 

flowing through the line increases. Power transfers above a 

predetermined safe operating transfer limit can cause 

excessive conductor temperature, which causes line 

conductors to expand in length. Also, excessive operating 

temperatures may weaken the conductor, reducing its expected 

life. For underground conductors, high operating 

temperatures can damage insulation. Because aboveground 

transmission lines are suspended on fixed-distance tower 

structures, an expanding conductor manifests itself as sagging 

that reduces conductor distance to ground at the midpoint 

between towers. Because of line weakness at higher 

temperatures, this sagging can become permanent. 

2) Voltage drop. The voltage drop increases as 

transmission line length increases. Similarly, the terminating 

voltage at the receiving end may vary above or below the 

recommended or nominal operating voltage, depending on the 

types of loads connected to the receiving end. Voltage 

constraints define the criteria needed to maintain receiving-

end voltages within specified bounds (usually ± 5% of the 

nominal voltage). Customer and utility equipment operates 

most efficiently when operated near the nominal voltage level. 

3) Parallel flows. Because the electric power grid 

provides an interconnected set of transmission lines, the flows 

that one might expect to occur over the transmission line that 

directly connects Area A to Area B actually occur over all of 

the interconnected lines in varying amounts. It may be true 

that the direct line may transfer most (perhaps 60%) of the 

power from Area A to Area B, but lines that are parallel to the 

direct line will also carry some portion of the power between 

the areas. Because electric power does not flow between areas 

in a simple manner that follows the contract path, the 

presence of parallel flows can cause a violation of thermal 

constraints on other lines in the system. 

4) Synchronization.  When two or more generators 

operate using the same interconnected transmission system, 

the generators must be synchronized. In the United States, this 

frequency is very near 60 hertz. Assuring synchronization 

maximizes power transfers and minimizes utility and customer 

equipment damage. In addition, synchronization helps to 

avoid transient instability and small-signal instability. 

TABLE I.  CURRENT POWER GRID VERSUS SG 

Current power grid network New SG network. 

Centralized generation Generation is Everywhere 

Power flows downhill Power flows  from Everywhere 

Utility controls connections Anyone can participate 

It has a  predictive behaviour Random behaviour 

Not scalable and Intelligent Very scalable and Intelligent 

III. METHODOLOGY 

In this section, we present a modelling approch to the 
proposed SG transmission subsystem. The work computes 
RLC parameters of overhead transmission line from its 
conductor characteristics and tower geometry. This will form 
the baseline for modeling N-phase asymmetrical lines in the 
context of SG Transmission design and deployments.  
MATLAB Simulink 2009b [20] tool was used to develop our 
intelligent fuzzy framework for the RPLS Algorithm General 
System Model and assumptions for RPLS for SG transmission 
line.  

1) In our approach, four line parameters were considered 

in context, while generating their corresponding RLC matrix 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 4, No. 6, 2013 

 

303 | P a g e  
www.ijacsa.thesai.org 

values. This includes: Case-1:Line_25kV_4wires.ie.(25-kV-

three-phase distribution feeder with accessible neutral 

conductor.), Case-2:Line_315kV_2circuit.ie.(315-kV- three-

phase, double-circuit line using bundles of two conductors), 

Case-3:Line_500kV_2circuit.ie.(500-kV, three-phase, double-

circuit line using bundles of three conductors), Case-

4:Line_735kV.ie.(735-kV-three-phase, line using bundles of 

four conductors). 

2) The   framework is based on fuzzy logic controller using 

mamdani FIS. 

3) The   SIM works concurrently with the Line parameters. 

4) The   Output switching is the defuzzified the 

RLC_matrix. 

IV. RPLS FUZZY LOGIC FRAMEWORK FORMULATION FOR 

TRANSMISSION LINE.   

A. RPLS  Modeling For GNIS Fuzzy Logic Controller 

In this framework, the considered computational  
variables/entities comprises of lines (case-1, Case-2, Case-3, 
Case-4, and Case-n+1), The SIM block and a defuzzified 
RLC_Matrix output. The priority computational scheme  
considers only  fuzzy valid states for the input line parameters. 
All valid states are the fuzzy enable and as such solves the 
input matrix vectors. 

B.  Fuzzification Fuzzy Optimization 

In the RPLS fuzzification process of the FLC design, let 
the four inputs Case-1, Case-2, Case-3, Case-4  be processed 
using four separate fuzzification blocks. In this process, there 
is need for memory elements Me  to store the results of the 
computations. For a scalable design, the fuzzification block 
can have Xi…..Xi+n       inputs  and outputs with defined fuzzy 
value define in the inputs universe of discourse. However, in 
the design, the fuzzification process entails that for any single 
crisp value of the inputs Case-1, Case-2, Case-3, Case-4 , only 
N adjacent values are significant (with non-zero membership 
values). We then configured the inputs in the FIS editor for the 
SG computational engine to generate the required matrix 
vectors of our line parameters. Figure 6 shows the block 
diagram of the RPLS fuzzy model. The middle block contains 
the rules which are formed using different combinations of the 
inputs supplied. The FIS editor displays the information about 
the fuzzy inference system. 

Also from figure 6, the membership function editor of 
MATLAB environment was configured to process the inputs. 
The rule base in the MATLAB rule editor was configure for 
the inputs  and now the defuzzified output  is converted to 
surface diagrams and rule view  for the computed RLC matrix 
vectors. The framework for RPLS using fuzzy logic 
framework is shown in figure 7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6:  Block diagram of the  RPLS Smart Grid  fuzzy model 

 

Fig.7. A  Framework for RPLS using Mamdani fuzzy logic Structure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.8. A Conceptual Model of  the SG Transmission Line L (3-phase 

Double Circuit Line) 
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C. C SG Transmission Subsystem for RLC Parameters. 

1) Modelling and Characterization  
Following our framework design in figure 7, we then show 

the model of a SG transmission line with both line and tower 
geometry. The approach adopted in this paper follows the 
image conductor principle discussed in [19]. Using a proposed 
fuzzy RPLS scheme, any line transmission specification can 
be computed with ease in zero time. 

By characterizing the input parameters both line and 
geometric tower components, the RPLS algorithm computes 
and displays the corresponding values. From figure 8, a 
conceptual model depicting only the transmission block with 
the tower and conductor geometry is presented. Recall that 
four line parameters were assumed for our matrix 
computation. 

Let Case-1: represent  a Line_25kV_4wires.ie.(25-kV-
three-phase distribution feeder with accessible neutral 
conductor.), Case-2: represent a Line_315kV_2circuit.ie.(315-
kV- three-phase, double-circuit line using bundles of two 
conductors), Case-3: represent a Line_500kV_2circuit.ie.(500-
kV, three-phase, double-circuit line using bundles of three 
conductors), and Case-4: represent a Line_735kV.ie.(735-kV-
three-phase, line using bundles of four conductors). 

Considering each of the cases, we characterized the model 
to achieve our objectives. Now, let the Horizontal position of 
the conductor in meters = xh and for symmetrical line, x = 0. 

Frequency, Frq = 50hz; Ground resistivity, Rg =100Ω; 
Number of Conductor Nc = 2; Conductor internal inductance 
= T/D ratio = 0.5; Conductor skin effect = Enable 

Number of Phase Conductor/bundles = 3; Number of 
ground wires = 2; For conductor bundles, let Phase numbers 
1,2,3 = P1,P2,P3; For a 3-Phase tripple circuit lines => Circuit 
1= P1,P2,P3; Circuit 2= P4,P5,P6; Circuit 3= P7,P8,P9 

Ground wires = g1,g2,g3.....gn 

Hence, P1,P2,P3,P4,P5,P6,P7,P8,P9 = A,B,C,A,B,C,A,B,C 

For a 3-Phase Double circuit lines => Circuit 1= P1,P2,P3 

Circuit 2= P4,P5,P6 

Figure 9 shows image conductor model for computing the 
resistance R, Inductance L, and Capacitance, C. 

For a 3-phase double circuit line, the self and mutual 
resistance terms is given below: 

                  Ω/Km..............................(1) 

           Ω/Km...........................................(2) 

The self and mutual Inductance terms is given below: 
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The self and mutual Potential coefficients terms is: 
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Where,    = Permeability of free space =  4        H/Km, 

   = Permittivity of free space =               F/Km, 

rn = Radius of conductor n m in meters, dnm = distance  
between conductor  n  in meters, Dnm = distance  between 
conductor  n  and image of m in meters, Ln = Avg height of 
conductor  n  above ground in meters, Rint , Lint = Internal  
resistance and inductance of conductor,      ,      : Carson 
R correction terms due to ground resistivity,      ,      : 
Carson L correction terms due to ground resistivity. 

The conductor self inductance is computed from the 
magnetic flux circulating inside and outside the conductor, and 
produced by the current flowing in the conductor itself. The 
part of flux circulating inside the conducting material 
contributes to internal inductance Lint, which is dependant on 
the conductor geometry. Assuming a hollow or solid 
conductor, the internal inductance in the model is computed 
from the T/D ratio where D is the conductor diameter and T is 
the thickness of the conducting material ( As shown in figure 
8). 

Assuming the vertical position of the conductor (at the 
tower) wrt ground in meters = yv; Vertical position of the 
conductor wrt ground at mid span in meters = ymin 

Line parameters via Load =  750Kv, 500Kv, 450Kv, 
315Kv and 25Kv.  The Average Height of the conductor is 
given by : 

Yavg =Ymin+Sag/3=[2Ymin+Ytowr]/3.....................................(8) 

Where, Ytowr = Height  of conductor  at tower, Ymin = 
Height  of conductor  at  mid span, and Sag = Ytowr- Ymin. 

 

 

 

 

 

Fig.9. Image conductor  model 

V. IMPLEMENTATION RESULTS 

The MATLAB 7.7.0 R2008b [20] was configured while 
loading the three case scenriors to compute the RLC line 
parameters matrix equivalents. First of all, we define the input 
line geometry and the conductor bundle characteristics (as 
shown in figure 10a and figure 10b) for the various cases in 
the MATLAB simulink environment and consequenly runing 
the simulation and exporting the computed values to the 
command prompt for collection and data analysis. Below is 
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the RLC matrix results generated from the MATLAB 
Simulink. 

R_matrix =  

    0.0890    0.0790    0.0773 

    0.0790    0.0915    0.0790 

    0.0773    0.0790    0.0890 

L_matrix =  

    0.0016    0.0008    0.0006 

    0.0008    0.0016    0.0008 

    0.0006    0.0008    0.0016 

C_matrix =  

  1.0e-007 * 

    0.1166   -0.0213   -0.0058 

   -0.0213    0.1212   -0.0213 

   -0.0058   -0.0213    0.1166 

R1 =     0.0114    0.2466 

L1 =     0.0009    0.0031 

C1 =   1.0e-007 *    0.1343    0.0859 

The positive-sequence and zero-sequence parameters of 
the transposed line are displayed in the Display Results 
window in the R1 [in  Ω/km], L1 [in mH/km], C1[in nF/km] 
vectors. 

VI. CONCLUSION AND FUTURE WORK 

This paper  have presented SG as a sustainable power 
model for the Nigeria environment while proposing a 
conceptual SG architecture that took cognizance  of three 
fundamental research elements viz: the transmission line 
modelling, the  SIM and the advanced metering sandbox. This 
paper outlined the current issues with the existing methods of 
solving transmission line parameters. In a SG design, a 
proposed RPLS offers an efficient method of computing the 
parametric matrices. Handling complex transmission line 
specifications can better be addressed with RPLS approach 
which results in less computational analysis by the system 
planner. 

Furthermore, we argue that Smart Grid presents 
opportunities for utilities and consumers to benefit from 
efficient management of energy and advanced technology, 
equipment and devices under well designed transmission, and 
distribution infrastructures.Besides, it offers significant 
opportunities to intelligently manage the available energy 
options and  resources by potentially eradicating monopoly, 
while integrating renewable and non-renewable generation 
sources into the electricity grid and enabling consumers to 
better manage their energy consumption. Its challenges have 
been outlined in [21]. Moreover, this work considered a 
method of modelling the transmission line parameters and 
quickly computing their values for system designers so as 
allow for futuristic prediction of the transmission grid 

requirements. By using power line parameter computation in 
MATLAB Simulink, it was shown that it is possible to 
compute the RLC line parameters very conveniently.   

In the future, we are going to investigate: i) the use of 
RPLS algorithm for arbitary computations, ii) the optimal 
processing algorithm in order to provide the greatest 
correlation and accuracy, iii) complete the design and 
implementation of the AMS for the proposed Smart 
architecture and finally, various validation analysis will be 
presented to validate our proposal.  
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