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Editorial Preface 

From the Desk  of Managing Editor… 

It is our pleasure to present to you the August 2014 Issue of International Journal of Advanced Computer Science and 

Applications.  

Today, it is incredible to consider that in 1969 men landed on the moon using a computer with a 32-kilobyte memory 

that was only programmable by the use of punch cards. In 1973, Astronaut Alan Shepherd participated in the first 

computer "hack" while orbiting the moon in his landing vehicle, as two programmers back on Earth attempted to "hack" 

into the duplicate computer, to find a way for Shepherd to convince his computer that a catastrophe requiring a 

mission abort was not happening; the successful hack took 45 minutes to accomplish, and Shepherd went on to hit his 

golf ball on the moon. Today, the average computer sitting on the desk of a suburban home office has more 

computing power than the entire U.S. space program that put humans on another world!! 

Computer science has affected the human condition in many radical ways. Throughout its history, its developers have 

striven to make calculation and computation easier, as well as to offer new means by which the other sciences can be 

advanced. Modern massively-paralleled super-computers help scientists with previously unfeasible problems such as 

fluid dynamics, complex function convergence, finite element analysis and real-time weather dynamics. 

At IJACSA we believe in spreading the subject knowledge with effectiveness in all classes of audience. Nevertheless, 

the promise of increased engagement requires that we consider how this might be accomplished, delivering up-to-

date and authoritative coverage of advanced computer science and applications. 

Throughout our archives, new ideas and technologies have been welcomed, carefully critiqued, and discarded or 

accepted by qualified reviewers and associate editors. Our efforts to improve the quality of the articles published and 

expand their reach to the interested audience will continue, and these efforts will require critical minds and careful 

consideration to assess the quality, relevance, and readability of individual articles. 

To summarise, the journal has offered its readership thought provoking theoretical, philosophical, and empirical ideas 

from some of the finest minds worldwide. We thank all our readers for their continued support and goodwill for IJACSA.  

We will keep you posted on updates about the new programmes launched in collaboration. 

Lastly, we would like to express our gratitude to all authors, whose research results have been published in our journal, as 

well as our referees for their in-depth evaluations. 

We hope that materials contained in this volume will satisfy your expectations and entice you to submit your own 

contributions in upcoming issues of IJACSA 

Thank you for Sharing Wisdom! 
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Abstract—This paper proposes a data hiding scheme based on 

pixel-value-ordering and predication-error expansion. In a 

natural image, most neighboring pixels have similar pixel values, 

i.e. the difference between neighboring pixels is small. Based on 

the observation, we may predict a pixel’s value according its 

neighboring pixels. The proposed scheme divides an image into 

non-overlapping blocks each of which consists of three pixels, 

and pixels in a block are sorted in a descending order. Messages 

are embedded into two difference values, where one is between 

the largest and medium pixels and the other is between the 

smallest and medium ones. In the embedding process, difference 

values equal to 0 or greater than 1 are unchanged or increased by 

1, respectively, and those equal to 1 are also unchanged or 

increased by 1 if the message bit to be embedded is equal to 0 or 

1, respectively. Calculating the difference value, one may extract 

a message bit of 0 or 1 if it is equal to 1 or 2, respectively. 

Recovering pixels is done by decreasing those difference values 

by 1 if they are equal to or larger than 2. Experimental results 

demonstrate that the proposed scheme may provide much larger 

embedding capacity, comparing to existing study, and a satisfied 

image quality. 

Keywords—Reversible data hiding; Pixel-value-ordering; 

Prediction-error expansion 

I. INTRODUCTION 

Digital image is a digitized medium stored in an electronic 
file for presenting objects to people. If someone would like to 
know more about the image, a separated voice or text file is 
required, which is an inconvenient way. Alternatively, the 
owner of the image may type texts on the image for giving 
more information about the image to a viewer. This may 
damage or distort the image and the amount of added texts is 
limited. In addition, distorting an important image, e.g. a 
medical image, is unaccepted, since a distorted medical image 
may result in an incorrect diagnosis. Data hiding is a way of 
imperceptibly embedding important information into a 
medium, which may provide a way for annotating or 
watermarking an image, or secret communication. An image 
with embedded information is called a stego-image. Usually, 
the stego-image is visually the same as its original image so 
that people may not perceive the embedded objects. 

When data are embedded into an image, the image may be 
distorted. In general, the more data we embed, the more the 

image would be distorted. Embedding capacity and image 
distortion is a tradeoff. Therefore, a good data hiding scheme 
should be able to embed as many messages as possible and 
distort the cover image as slightly as it could. How to embed a 
large amount of data into an image and achieve a slightly 
distorted image is an important issue for data hiding 
applications. The issue is more important if we want the 
distorted image to be recoverable. 

A famous scheme for reversibly embedding messages into 
an image, based on difference expansion, was proposed by 
Tian [1] in 2003. Based on differences between neighboring 
pixels in an image are small, his scheme expands a difference 
value between two neighboring pixels by increasing or 
decreasing their pixel values. Specifically, if a difference value 
  between pixels   and   is calculated as      , the 
difference is expanded to         , where      ⌊   ⌋ 
and      ⌊       ⌋ if    . Then, a message bit   is 
embedded into the expanded difference by setting        
 , if   is expandable, i.e.     and    are not over or under 
saturated. Later, for an expandable difference, the embedded 
message may be extracted by calculating        
                                      , and 
  and   are recovered by           ⌊    ⌋  and 
     ⌊        ⌋ , where                . Since 
we cannot guarantee that every difference is expandable, a 
location map recording whether a difference is expandable or 
not is required. Fortunately, most differences are expandable 
and the location map may be compressed in a satisfied 
compression ratio so that it consumes only a small part of 
embedding space. Later, a number of studies [2-5] inspired by 
Tian’s scheme were proposed. 

In 2006, a novel reversible data hiding scheme, based on 
shifting pixel histogram, was proposed by Ni et al. [6]. They 
calculated the number of pixels with the same pixel value and 
obtained a pixel histogram where the peak point was selected 
for embedding messages. Since most images contain few 
pixels with very small or large pixel values, the histogram on 
the right or left of peak point may be shifted one to the right or 
left side, respectively, so that there would be available space 
for embedding messages. A number of studies based on 
shifting histogram were proposed. References [7-10] improved 
Ni et al.’s scheme by shifting difference histogram, instead of 
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pixel histogram. Since difference between neighboring pixels 
usually is small, the peak point of difference histogram would 
be much higher than that of pixel histogram. Generally, these 
schemes have a higher embedding capacity comparing to those 
based on shifting pixel histogram. 

A group of studies [11-16] explored neighboring pixels in 
an image and predicted a pixel value by its neighboring pixels. 
Then they adopted the histogram of predicted error for 
embedding messages. In general, the peak point of prediction 
error histogram is higher than difference histogram. 
Nevertheless, the embedding capacity of this kind of approach 
depends on its predictive method. 

This paper proposes a data hiding scheme based on pixel-
value-ordering and predication-error expansion. In a natural 
image, most neighboring pixels have similar pixel values, i.e. 
the difference between neighboring pixels is small. Based on 
the observation, we may predict a pixel’s value according its 
neighboring pixels. The proposed scheme divides an image 
into non-overlapping blocks each of which consists of three 
pixels, and pixels in a block are sorted in a descending order. 
Messages are embedded into two difference values, where one 
is between the largest and medium pixels and the other is 
between the smallest and medium ones. In the embedding 
process, difference values equal to 0 or greater than 1 are 
unchanged or increased by 1, respectively, and difference 
values equal to 1 are also unchanged or increased by 1 if the 
message bit to be embedded is equal to 0 or 1, respectively. 
Calculating the difference value, one may extract a message bit 
of 0 or 1 if it is equal to 1 or 2, respectively. Recovering pixels 
is done by decreasing those difference values by 1 if they are 
equal to or larger than 2. Experimental results demonstrate that 
the proposed scheme may provide much larger embedding 
capacity, comparing to existing study, and a satisfied image 
quality. 

The rest of this paper is organized as follows. Section II 
briefly reviews Li et al.’s scheme [15].  The proposed scheme 
is introduced in Section III. Section IV demonstrates our 
experimental results and compares the performance of the 
proposed scheme with that of Li et al.’s. Finally, conclusions 
are given in Section V. 

II. RELATED WORK 

Li et al. [15] proposed a data hiding scheme based on pixel-
value-ordering and predication-error expansion. First, their 
scheme divides an image into non-overlapping blocks each of 
which consists of four pixels          and    as shown in Fig. 
1(a). The four pixel values in a block are sorted in an ascending 
order as shown in Fig. 1(b) where          and    denote the 
sorted pixels. Then calculate 

  
  {

                       
                
                       



where   
  and   are the stego-pixel of    and the message 

bit to be embedded, respectively. In Fig. 1(c), the stego-pixel is 
  
     (i.e.      ) and this block may not embed a 

message bit since        . Finally, the stego-pixels would 

be                            . If       (i.e.      ), 
the embedding result would be unchanged, i.e. 
                           . In case of      , the 
embedding result would be                             or 
                            if the message bit to be 
embedded is     or    , respectively. 

            

20 25 22 23 

(a) 

            

            

20 22 23 25 

(b) 

           
  

            

20 22 23 26 

(c) 

Fig. 1. An embedding process example of Li et al.’s scheme 

The recovery process is the reverse of its embedding 
process. If one would like to extract an embedded message bit 
from a stego-block and recover a stego-pixel to its original 
pixel, he/she may calculate 

  {
              

       

              
       

                       



and 

   {
   

              
     {   } 

   
                          



The rationale of Li et al.’s scheme is based on the concept 
of pixel values in a block are similar for a natural image. 
Namely, the difference of pixel values in a block is small and 
they predicted a difference value (denoted by  ) of one. If the 
difference is larger than one (i.e.     , they increased   by 
one so that there would be an available space of     for 
embedding a message bit into a block. Then if the message bit 
  to be embedded is 0 or 1,   is unchanged or set to 2, 
respectively. 

III. PROPOSED SCHEME 

The proposed scheme includes the embedding and 
extraction processes. The former embeds secret messages into 
a cover image and obtains a stego-image, and the latter extracts 
the embedded secret messages from the stego-image and 
completely recovers it to its original image. Most studies avoid 
the problem of saturated conditions (i.e. pixel value equal to 0 
or 255 for a 256-gray-level image). It is worth mentioning that 
the proposed scheme also includes a solution for solving the 
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problem of saturated conditions. The two processes are 
presented in the following, respectively. 

A. Embedding process 

This section shows the embedding process for a cover 
image I with n pixels. Let the secret message, with   bits, to be 
embedded be a bit string               , where 

   {   }  and        . The embedding process is 

shown as follows. 

1) For a gray-level image I, divide it into non-overlapping 

blocks each of which contains three neighboring pixels denoted 

by   ,     , and     , respectively, where                
   . 

2) For each block, sort their pixel values in a descending 

order denoted by       ,       , and       , where       , 

      , and       , are the largest, medium, and smallest 

values, respectively, in block  . 
3) Embed    by setting stego-pixel values       

  and 

      
  of         and       , respectively, as  

       
  {

                               

                     

                           

 

       
  {

                                 

                       

                               

 

if            or           , where               
       and                      are the prediction errors 

of         and       , respectively. Mark a block with       
  

  or       
      as overhead information. Let   

             be the required overhead information for 
extracting the embedded messages, where   is its length, 
   {   }, and        . 

4) Let    be the sub-message embedded in step 3 and 

        , where    denotes concatenating. For each block 

  with                      , embed   and    by 

performing (1) and (2). Overhead information would not be 

generated in this step since         
        

      in this 

step. 

5) Finally, the stego-image    is obtained. 
In step 2, if the pixels in block   are sorted in an ascending, 

the embedding process in steps 3–4 would still be workable. 
However, for simplicity, the embedding process selects the 
descending order. 

 The proposed scheme applies the medium value        in 

a block   to predict its neighboring pixel values        and 

      . The rationale is that, in a natural image, most image 

blocks are smooth. Thereby we may expect that pixel values of 
       and        are similar to that of        and the 

prediction error would be small. This implies that we would 
obtain more embedding space for embedding a message than 
without prediction. 

The problem of recording saturated blocks with pixels 
modified is taken into account in step 3, and it is recorded by 
the overhead information embedded in the blocks mentioned in 
step 4. Note that we would not encounter the problem of 
saturated blocks in step 4. 

B. Extraction process 

Whenever a decoder gets the setgo-image   , he/she may 
follow the following process to extract the embedded message 
and completely recover image    to its original image I. In the 
process, the decoder could determine whether a saturated block 
needs to be recovered or not, from the extracted overhead 
information. The extraction process is presented as follows. 

1) Divide setgo-image    as it was divided by the encoder 

in the embedding process. 

2) As in the embedding process, for each block  , sort their 

pixel values   
 ,     

 , and     
  in a descending order denoted 

by       
 ,       

 , and       
 , where       

 ,       
 , and       

  

are the largest, medium, and smallest stego-pixel values, 

respectively, in block  . 
3) For each block   with         

        
     , 

calculate       
        

        
  and       

        
  

      
  and extract 

     {

               
    

               
    

                   

 (3) 

       {

               
    

               
    

                   

 (4) 

where     is a bit of mixed messages   and  . Then 
perform  

         {
       

                  
    

       
            

    
     

         {
       

                  
    

       
            

    
     

Extract   from those blocks with                   
   . Note that the bit order of    is determined by the block 
index. Specifically, if    is extracted from block  ,      would 
be extracted from block   where    . 

4) Given   in step 3, recover stego-pixels and extract 

message bits from those blocks with       
    or       

  
   .  

5) According to the block index, rearrange the message 

bits extracted from blocks, in steps 3 and 4, with            

or            to get the sub-message   . Another sub-

message    may be extracted from blocks, in step 3, with 

                     . Finally,          is obtained 

and the original cover image I is completely recovered. 
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Block                                   H/M       
        

        
    

      
      

  

0 145 148 147 148 147 145 1 149 147 144 144 149 147 

1 147 148 149 149 148 147 01 149 148 146 146 148 149 

2 146 146 145 146 146 145 1 146 146 144 146 146 144 

3 254 250 254 254 254 250  254 254 249 254 249 254 

4 1 2 4 4 2 1 0 5 2 1 1 2 5 

5 1 2 4 4 2 1 1 5 2 0 0 2 5 

6 0 2 3 3 2 0  3 2 0 0 2 3 

Fig. 2. An example of the proposed scheme 

     

(a) Lena  (b) Baboon  (c) Airplane 

     

(d) Pepper  (e) Gold  (f) Boat 

Fig. 3. Test images 

C. An example of the proposed scheme 

An example with 7 blocks is given in this section to 
illustrate the proposed scheme. The example image is a gray-
level one with pixel values between 0 and 255. 

In the embedding process, the divided blocks are shown in 
Fig. 2, where column H/M denotes both overhead information 
and message bits to be embedded. Pixel values in a block are 
sorted in a descending order and the largest and smallest pixel 
values in a block are marked by red and blue color, 
respectively. Let the message to be embedded be       . 
The first processed block is, in step 3, block 3 which embeds 
nothing, and      is embedded into block 4 by setting 
      
    and       

 =1. Then      is embedded into 

block 5. Block 6 is a saturated block and its pixels is remained 
unchanged, and       in this step. For simplicity, assume 
the overhead information is     .  

In step 4,   is embedded into blocks 0 and 1, and        
is embedded into blocks 1 and 2. Note that block 1 embeds two 
bits, one is from the second bit of   and the other is from the 
first bit of   . After    is embedded, the embedding process is 
completed. 

Moving to the extraction process, we divide setgo-image    
into non-overlapping blocks as it was divided by the encoder in 
the embedding process and sort pixel values in a descending 
order for each block. First, in step 3, mixed messages of   and 
 ,      , are extracted from blocks 0–4 by performing (3) 
and (4) and these blocks are recovered by performing (5) and 
(6). Next, the overhead information      is extracted from 
blocks 0–3, since                      in these blocks. 

For simplicity, assume that      means that block 5 needs 
to be recovered. Then a bit of 1 is extracted from block 5, and 
the block is recovered. After all messages are extracted and  
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 (a) Lena   (b) Baboon 

     

 (c) Airplane  (d)Pepper 

     

 (e) Gold  (f) Boat 

Fig. 4. Comparing performance of the proposed scheme with Li et al.’s scheme 
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Fig. 5. Comparison of maximum embedding capacity 

stego-pixels are recovered,       is obtained from 
blocks with           or            by rearranging the 

extracted bit string according to their block indexes. Similarly, 
      is obtained from the above mixed messages       
but removing      and the last bit (i.e. the first bit of   ). 
Finally,               is extracted and the cover image 
is completely recovered. 

From the above example, we observe that both stego-
blocks 5 and 6 are saturated blocks. However, stego-block 5 
needs to be recovered and, in the extraction process, the block 
must be distinguished from stego-block 6 which was not 
changed in the embedding process. The problem about whether 
a saturated block needs to be recovered or not may be solved 
by the embedded overhead information. In step 3 in the 
extraction process, we first extract messages from stego-blocks 
with         

    or       
     , since these blocks would 

not be saturated ones. Then we decode overhead information 
from blocks with                     . As long as the 

overhead information was decoded, we can recognize which 
saturated blocks need to be recovered. Note that blocks with 
           or            embed user’s messages, if any, 

instead of overhead information in step 3 in the embedding 
process. The example in the section has illustrated how the 
overhead information is embedded into and extracted from a 
stego-image. 

IV. EXPERIMENTAL RESULTS 

To evaluate the performance of proposed scheme, we 
implemented the proposed scheme in Java on a personal 
computer and embedded randomly generated secret messages 
into cover images, as shown in Fig. 3, which were downloaded 
from [17]. All cover images are grayscale with 256 levels and 
the dimension is        . A test image may be divided into 
⌊         ⌋        non-overlapping blocks. In the 
extreme condition, if a block embeds two bits, the embedding 
capacity of an image may be up to 174762 bits. Each        

and         in a block may be modified no more than one. For a 

256-gray-level image with n pixels, the image quality, or the 

similarity between a stego-image and its cover image, is 
evaluated by peak signal to noise ratio (PSNR) calculated as  

                            

In the above equation, MSE is mean square error calculated 
as  

    ∑       
   

   

   
   

where    and   
  denote cover and stego-pixel values, 

respectively. 

We also implemented Li et al.’s scheme, on the same 
platform, to compare the performance of our scheme with their 
scheme’s. An image applying the proposed scheme may obtain 
a larger number of blocks comparing to applying Li et al.’s. 
Therefore, the image may provide a larger embedding capacity 
if it applies the proposed scheme. 

A smooth image (e.g. Airplane) may contain a larger 
number of smooth blocks comparing to a complex image (e.g. 
Baboon). Here a smooth block is an image block with similar 
pixel values, and it may result in a smaller prediction error. The 
proposed scheme embeds a message bit into a block with 
prediction error equal to one which is a smaller prediction error. 
Since Baboon and Airplane are smooth and complex images, 
respectively, their prediction errors are usually larger and 
smaller, respectively, than the other test images. 

Fig. 4 illustrates the comparison of performance between 
the proposed and Li et al.’s schemes in terms of image quality 
(PSNR) and embedding capacity. The figure shows, in a low 
embedding capacity, the two schemes have similar 
performance. We can observe that the PSNR is higher than 50 
dB for each test images in Fig. 4, and the proposed scheme 
may provide image quality similar to Li et al.’s scheme but a 
much higher embedding capacity than their scheme. 

In the worst condition, if        is increased by one and 

       is decreased by one, we have               
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      and                              
        . This means the proposed scheme may guarantee the 
image quality higher than 49.89 dB for a 256-gray-level image. 
Even in this condition, the difference between a cover image 
and its stego-image would not be detected by human eye. 

Fig. 5 shows the comparison of maximum embedding 
capacity between the proposed and Li et al.’s schemes. For the 
test images in Fig. 3, the embedding capacity of the proposed 
scheme is more than twice as high as Li et al.’s. A reason is 
that we may embed, at most, two message bits into a block, 
whereas Li et al.’s scheme may embed, also at most, only one 
message bit into a block. In addition, the proposed scheme 
could provide more blocks than Li et al.’s. The proposed 
scheme may satisfy more applications’ requirement if they 
need a higher embedding capacity and satisfied image quality. 

V. CONCLUSIONS 

We have introduced an information hiding scheme, with 
reversibility, based on pixel-value-ordering and prediction-
error expansion. The proposed scheme divides an image into 
non-overlapping blocks each of which contains three pixels 
and sorts pixels in a block in a descending order. After 
embedding, the property of pixel-value-ordering in a block is 
invariant so that the image can be recovered. Comparing to Li 
et al.’s scheme, the proposed scheme can achieve more blocks 
for embedding. In addition, a block may embed up to two 
message bits. Consequently, the proposed scheme can obtain a 
higher embedding capacity and satisfied image quality. 
Experimental results show that the proposed scheme achieves 
an embedding capacity more than twice as high as Li et al.’s 
scheme on the same level of image quality. The proposed 
scheme is a good candidate for reversible data-hiding 
applications which need a high embedding capacity and low 
distortion. 
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Abstract— This paper puts forward a two layers computing 

method to calculate semantic similarity of Chinese word. Firstly, 

using Latent Dirichlet Allocation (LDA) subject model to 

generate subject spatial domain. Then mapping word into topic 

space and forming topic distribution which is used to calculate 

semantic similarity of word(the first layer computing). Finally, 

using semantic dictionary"HowNet" to deeply excavate semantic 

similarity of word(the second layer computing). This method not 

only overcomes the problem that it’s not specific enough merely 

using LDA to calculate semantic similarity of word, but also 

solves the problems such as new words(haven’t been added in 

dictionary) and without considering specific context when 

calculating semantic similarity based on semantic dictionary 

"HowNet". By experimental comparison, this thesis proves 

feasibility,availability and advantages of the calculation method. 

Keywords— semantic similarity; LDA; subject model; HowNet 

I. INTRODUCTION 

The semantic similarity calculation methods of word have 
been widely used in question-answering system,  information 
retrieval, machine translation, etc. Different application 
Background have different definition of semantic similarity. In 
question-answering system and information retrieval, semantic 
similarity of word mainly focuses on the approximate degree of 
synonymity or same-meaning.While in machine translation it 
focuses on the approximate degree of mutual substitution in 
different contexts. The application background of this paper is 
Chinese question-answering system.So the understanding of 
word semantic similarity is approximate degree of synonymity 
of two words without caring about contexts. Semantic 
similarity of two words is higher if they are more synonymity 
in different contexts, otherwise the similarity is lower. 

There are mainly two semantic similarity computing 
methods of word[1]. One is counting word information in 
documents, the other is constructing knowledge of ―world‖. 
The first method, using statistical information of word to 
calculate word semantic similarity, is based on aggregation 
phenomenon of the analogue. The method is objective and 
specific, so it can reflect similarity and difference of word in 
syntactic, semantic, pragmatic, etc. However, the method is 
dependent on training corpus and counting algorithm. In 
addition, this method is easily interfered by data sparsity and 
noise. Sometimes there are some obvious errors. For example, 
using LDA(Latent Dirichlet Allocation) subject model[2] to 
generate distribution of subject-word and document-subject. 
Words are aggregated according to topics, so words in the 
same topic have semantic similarity.The second method, using 
knowledge of ―world‖, is based on the fact that everything is 
interrelated. Generally it describes the characteristic of word 

and relation of word using special description-language and 
building a structure like dictionary. For example semantic 
dictionary "HowNet" describes the connections of word 
through relationship of ―sememe‖ and reflects synonymity of 
word through the approximate degree of similarity of sememe 
[1].The method accurately reflects semantic similarities and 
differences of word, but the result obtained by this method is 
greatly influenced by subjective consciousness. From the 
perspective of development of things, construction dictionary 
can’t be completed and can’t keep pace with the times, thus it 
can not accurately reflect objective facts. 

Above all,The two kinds of semantic similarity computing 
methods both have advantages and disadvantages. The thesis 
puts forward a new semantic similarity computing method (two 
layers computing method)by combining the two methods and 
redefining similarity calculation method of word. Firstly, The 
method uses LDA subject model to excavate topic-word 
distribution.Using LDA topic model reflects the objective 
existence of word. Then thesis uses semantic dictionary 
"HowNet" to further excavate the semantic similarity of word 
which reflects the objective substantiality of word. The new 
method lays foundation for similarity judgment of question 
sentence in Chinese question-answering system. 

II. THE FIRST LAYER SEMANTIC SIMILARITY CALCULATION 

A. Problem description 

Sentence C1:What is the fastest search engine in search 
field? 

Sentence C2: In Chinese retrieval,Baidu is more efficient 
than Google.  

We can see that there are no common words between C1 
and C2, but they are still similar. The reason is that Google and 
Baidu are two specific examples of Search engine. In fact, we 
often encounter those problems such as correlation and 
similarity of word and sentence in Search engine algorithm and 
question-answering system. In traditional information retrieval 
field, there have been a lot of methods to measure sentence 
similarity, such as the classical VSM model. However, those 
methods are often based on a assumption that the more 
repetition of words between sentences, the more similar they 
are. Through the example above, we can see that it does not 
conform to the reality. Most of the time, the approximate 
degree of synonymity of sentences depends on semantic 
relations behind words rather than repetition of words, 
especially suitable for short texts and questions with few words. 
Therefore, we need to adopt LDA topic model to find subject 
distribution behind words and judge semantic similarity of 
word. 
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B. Brief introduction of Latent Dirichlet Allocation subject 

model 

LDA subject model, proposed by Blei and etc, is a three 
layers Bayesian generative model—text-topic-word [2]. The 
essence of LDA is to find topic structure of text using feature 
of words co-occurrence in text.In generation process, each text 
is represented as mixture distribution of subjects, and each 
subject is a probability distribution over words. Based on 
pLSA[4], leading a hyper-parameter  into the model’s 

document-topic probability distribution, thus the new model 
obeys Dirichlet distribution. Then Griffiths and etc apply 
Dirichlet prior distribution to another parameter  , which 

makes the LDA subject model come into being a completed 
model. The model is represented by Fig. 1, with the meanings 
of  symbols shown in table 1. 

 

 LDA probability graph model Fig.1.

TABLE I.  SYMBOL IN LDA MODEL 

According to Fig. 1,the Joint probability distribution of 
LDA is: 
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Where
)(t

kn denotes to the number of times that word t has 

been observed with topic k,
)(k

mn denotes to the number of times 

that topic k has been observed with a word of document m. If 

you want more detailed information,you can see the paper of 
Blei [4]. 

C. Semantic similarity Calculation method of word in subject 

spatial domain 

Running LDA topic model and doing Gibbs sampling on 
the document corpus D, we get K topics hidden in the 

documents and topic-word probability distribution  . The 

element
tk ws of shows the probability of word tw belongs to 

topic ks (1 ≤k≤ K). 

K Topics build a feature space: ),,,,( 321 kssssV 

So the word 1w and 2w distribution vector in K topics 

feature space is: 
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The semantic similarity calculation of two words 1w and 2w

is: 
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The value of (4) is higher, the similarity of two words 1w , 

2w  is more approximate , vice versa. 

III. THE SECOND LAYER SEMANTIC SIMILARITY 

CALCULATION 

A. Problem description 

Sentence C1:What is the fastest search engine in search 
field? 

Sentence C2:In Chinese retrieval, Baidu is more efficient 
than Google. 

Sentence C3:The search result on Google is more accurate 
than on Baidu.  

By constructing topic spacial, we find that Search engine, 
Google and Baidu have semantic similarity by calculating their 
subject distribution cosine (4). Concluding that C1 has 
similarity with C2 and C3. But after doing further analysis, we 
find that C1 describes search speed, C2 describes efficiency of 
retrieval, and C3 describes search accuracy. In other words, 
searching C1 on Search Engine, we expect that the feedback is 
more about performance information of search engine or not. 
So we need further judge synonymity of other words. As we all 
know, there have synonymity among speed, efficiency and 
accuracy, but the semantic similarity between speed and 
efficiency is higher than between speed and accuracy. Of 
course, we also see that the topic spatial domain created by 
LDA topic model can judge the correlation between words 
through calculating their topic distribution cosine (4), but for 
further specific semantic information of words can not be 
presented. In order to make up this shortcoming, we use the 
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following method based on semantic dictionary "HowNet" to 
analyze specific semantic similarity between words. 

B. Brief introduction of "HowNet"  

"HowNet" is a common sense knowledge bases, of which 
description objects are concepts and semantic items, and can 
describe Chinese and English word using description objects 
[1]. Using the basic content of "HowNet" to compute the 
relationship of words or phrase. As the meaning of Chinese 
words are very complex, its semantic meanings are different in 
different contexts. So one word are described as the collection 
of several semantic items and concepts in "HowNet". 
"HowNet" use "sememe" to future describe semantic items. 
Special word "sememe" is the smallest unit of semantic 
meaning and does not vary with the contexts. 

Sememes are the most basic unit of describing the meaning 
item and exiting complicated relations[1]. In "HowNet", there 
are eight relations of sememe: hyponymy, synonymy, relative, 
antonymy, part-whole, attribute-host, event-role, materials-
production. Hyponymy is the most important sememe relation. 
It is a kind of hierarchy system, which is described through tree 
structure which is easy to operate by computer. The top 
describe abstract concepts and the bottom describe specific 
concepts. As follows, we will use the hyponymy relation of 
sememe to compute semantic similarity of words. If you want 
more concreteness calculation, you can take other relations of 
sememe into account . 

C. Similarity computing method of word based on“HowNet” 

There are two Chinese words: 1w and 2w . Assume 1w has n 

semantic items, 2w has m semantic items. And the similarity of

1w and 2w is the biggest similarity of their semantic items. 

Thus, the similarity between two words is transformed into 
the similarity of two semantic items. Of course, the specific 
context of two words is not considered here. Actually it is best 
to use sentence context to disambiguate words first.In other 
words,designating the word for a particular semantic item.then 
computing similarity of corresponding semantic items, which 
is more accurate and will be further researched in future. 

By observing semantic dictionary "HowNet", Finding that 
semantic items are divided into function semantic items and 
notional semantic items. So the description of semantic items is 
different with different classes in "HowNet". Function 
semantic item is described in {relation sememe} or {syntactic 
sememe}. So, function semantic item only needs to compute 
the similarity of corresponding relation sememe or syntactic 
sememe. However, descriptions of notional semantic item are 
more complex and are divided into four parts: 

1)  The first independent sememe Description: The first 

sememe of independent sememes (without special symbols or 

relation symbol in front of sememe). 

2)  Other independent sememes Description: Specific 

words and Independent sememes except the first sememe. 

3)  The relation sememe Description: Sememe Described 

in relation symbol. 

4)  The symbol sememe Description: Sememe Described 

in special symbol. 

So, Notional semantic items 1S , 2S similarity calculation 

are divided into four parts and each parts similarity marked as 

)41(  iSimi Different parts have different weight i . 

The first part present the main semantic of word, so it have the 
highest weight. In order to lower the weight of other parts. The 
calculation formula is as follows : 
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In(5),the 14321   and

4321   .reflecting the latter parts have lower 

significance to the overall similarity.You can adjustable the 

parameters i . 

In computing similarity between function word and 
notional word, we know that the possibility of same semantic 
they both express is very small in actual application. So we 
think the similarity of function word and notional word is 
always zero in the thesis. 

Finally, all of similarity calculation of semantic items are 
ultimately attributed to similarity calculation of sememe.We 
use the hyponymy relation of sememe to compute semantic 
similarity of sememe. Obtained by experimental analysis: 








),(tan
),(

21

21
ppceDis

ppSim          (6) 

ip present sememe, ),(tan 21 ppceDis is the path length 

of 1p , 2p in hierarchy tree. is a parameter can be adjusted 

according to the practical application. know more information 
about "HowNet" [1]. 

IV. THE TWO LAYERS SEMANTIC SIMILARITY CALCULATION 

METHOD 

The similarity calculation method of word based on LDA 

subject model 1Sim embodies characteristic of words co-

occurrence. The similarity calculation method of word based 

on semantic dictionary "HowNet" 2Sim reflects the semantic 

connection of words.We combine the two algorithms to acquire 

a two layers semantic similarity calculation method Sim . If the 

words have similar subject distribution and semantic 
connection, the similarity of words should be high, Vice versa. 

Computing similarity of words 1w and 2w use:  

),(),(),( 2122211121 wwSimwwSimwwSim   (7) 

The 1 and 2 can be adjusted according to actual 

application. 

file:///H:/Program%20Files/Youdao/Dict/6.2.53.6866/resultui/frame/javascript:void(0);
file:///H:/Program%20Files/Youdao/Dict/6.2.53.6866/resultui/frame/javascript:void(0);
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V. EXPERIMENTS AND RESULTS 

A. Preparations of Latent Dirichlet Allocation subject model 

 Experimental data 

document number M  Using the complete 
version of Chinese text classified corpus of Sougou 
laboratory(107M) , The text sets have 10 categories, including 
automobile, finance, IT, health, sports, tourism, education, 
employment, culture , military(Each category has 8000 pieces, 
80000 pieces of document in total).You can get this data sets 
from [8]. 

 Experimental setup 

Preprocess  Do preprocessing, word 
segmentation, erasing stop-word to original 
documents.Algorithm of Chinese word segmentation adopts 
ICTCLAS segmentation system of Chinese Academy of 
Sciences. Algorithm of delete stop-word adopts conventional 
removal method at the beginning and then repeatedly 
observing generating data, writing regular expressions to 
remove some words(for example name entities and no specific 
meaning words such as time, place) again. Erasing stop-word 
can lower the spatial dimension of word which is useful for 
computing semantic similarity of words. The final word 
dimension is 207499(N  word number). As we know, Chinese 
word is a combination structure with single characters and the 
combination method is very complex. It leads to very high 
word dimension. Reducing word dimension should be further 
study features of Chinese words formation. 

Topic number K  Abstract 20000 documents 
from M (each categories have 2000 documents) to acquire the 
most suitable topic number. By observing perplexity-index to 
determine number of topic . The perplexity-index represents 
uncertainty when forecasting data. The lower value, the better 
performance. The calculation formula is as follows[10]: 
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In (8), mN denotes the length of document m , M denotes 

the documents sets. )( mwp denotes the possibility of word w

in document m creating by LDA and It’s calculation method as 

follows: 
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Three experiments are made to set subject number. Each 
experiment as 10-100 (interval 10 add). The Fig.2 shows that 
topic number and perplexity-index present inverse relation. 
When topic number is about 97, Decline trend of perplexity-
index is not obvious.Bigger topic number is, Calculation of 

LDA subject model’s parameters estimating is more 
complicated, so setting K=100. 

 The relation of topic number and perplexity-index Fig.2.

Other parameters  1.0,/50   K . 

B. Preparations of semantic dictionary “HowNet” 

Data sets Quoting two data sets sorted out by Liuqun 

(gloss.dat 、 whole.dat). Gloss.dat stores description of 

semantic item of words(66142 records in total). Whole.dat 
stores hierarchy relation of sememe(1618 records in total). As 
gloss.dat data is massive and access frequency is high, 
gloss.dat is stored into mysql database. It makes search more 
faster. 

Parameter settings 

13.0,17.0,2.0,5.0,6.1 4321    

C. Preparation of computing method on two layers 

Parameter setting  Set 1 and 2 as 0.5, you 

can change the value according application. 

D. Experimental 

Table2 shows result of three semantic similarity computing 
methods of Chinese word. We choose seven groups word, 
detail information seeing experimental result. 

Method 1: Based on LDA subject model described in the 
thesis 

Method 2:Word’s semantic similarity computation Based  
on the HowNet by Qun.Liu[1]. 

Method 3:The two layers Semantic similarity calculation 
method 

TABLE II.  THREE SEMANTIC SIMILARITY COMPUTING METHODS OF 

CHINESE WORD 

No. Phrases 1 Phrases 2 Method 1 Method 2 Method 3 

 

1 

Search engine Google 0.999994 0.000000 0.499997 

Search engine Baidu 0.999999 0.000000 0.499995 

Google Baidu 0.999986 0.000000 0.499993 

 

2 

Speed Efficiency 0.304053 0.557143 0.430598 

Speed Accuracy 0.132498 0.557143 0.344821 

Efficiency Accuracy 0.183966 0.588889 0.386428 

 Patient sick person 0.989468 0.500000 0.744734 

file:///D:/Program%20Files%20(x86)/Youdao/Dict/6.1.51.3321/resultui/frame/javascript:void(0);
file:///D:/Program%20Files%20(x86)/Youdao/Dict/6.1.51.3321/resultui/frame/javascript:void(0);
file:///D:/Program%20Files%20(x86)/Youdao/Dict/6.1.51.3321/resultui/frame/javascript:void(0);
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3 Patient Doctor 0.760043 0.588889 0.674466 

Patient Disease 0.818214 0.093023 0.455619 

 

4 
Red Pink 0.935126 0.700000 0.817563 

Red Light red 0.942354 0.700000 0.821177 

Red Blood red 0.039634 0.700000 0.369847 

 

5 
Like Love 0.640461 0.500000 0.570321 

Like Hobby 0.627409 0.500000 0.563704 

Like Hate 0.469384 0.142870 0.306121 

 

6 
Strike Attack 0.615560 0.500000 0.557780 

Strike Assault 0.574370 0.500000 0.537185 

Strike Fondle 0.027581 0.222222 0.111249 

 

 

 

7 

Apple Computer 0.984101 0.093023 0.538562 

Apple Jobs 0.988315 0.000000 0.494157 

Compute HP 0.990974 0.000000 0.495487 

Compute Google 0.039012 0.000000 0.019506 

Compute Keyboard 0.949653 0.083333 0.516493 

Compute 
Main 

engine 
0.762508 

0.222222 0.492365 

E. Analysis experimental results 

Words in group 1 and 2 are keywords extracted from 
previous examples.  

From group one, we find that those new specific 
words(Search engine, Baidu and Google) are not included into 
the semantic dictionary "HowNet". So we cannot use the 
semantic dictionary "HowNet" to calculate their semantic 
similarity. The result from group one embodies the 
"limitations" of application scope of "HowNet". However, 
LDA topic model uses statistical approach (training from large 
scale corpus, then generating potential theme and assembling 
words according to their subject distribution) property to break 
through the limitations of new word. Therefore, as long as 
training corpus is wide enough and updated, the application 
field of LDA subject model can be extended without limit. The 
extensibility of LDA subject model can make up the limitation 
of "HowNet " very well. 

In group two, our purpose is to find the most similar word 
to ―speed‖ from ―efficiency‖ and ―accuracy‖. We know that 
speed reveal the degree of fast or slow, and accuracy refers to 
the degree of precision or recall rate in search field, while 
efficiency is a comprehensive noun which can express both 
speed and accuracy. Through experimental data, we can see 
that if we only use the semantic dictionary "HowNet", speed, 
efficiency, accuracy are consistent in similarity, without any 
differences. However, the calculation method of semantic 
similarity on two layers can reflect the differences between 
words very well.  

Analysis the third group of phrases,we want to find the 
highest similarity with ―patient‖ from ―sick person‖, ―doctors‖, 
―diseases‖.From experiment result, Only using LDA to 
compute phrases similarity, we will find that doctors,sick 
person and disease both have high similarity with patient. This 

method has some certain distinction, but can not reach the aim 
of our application. Because Our application is ultimately used 
in Chinese question answering system, and the feature of our 
phrase similarity is synonymity. LDA topic model guarantee 
phrases similarity difference by sampling and complicated 
calculation, but is also a probabilistic model which reflect word 
co-occurrence. As we know, word patient frequently appear in 
a document,which is very likely to be have sick person, doctor, 
diseases and etc. That is the reason sick person, doctor, 
diseases have high similarity with patient when only using 
LDA to compute similarity. Therefore, in order 
to further distinguish difference of phrases semantic, we use 
the semantic dictionary to further mining phrase semantic. As 
the table shows that the two layer of the semantic similarity 
calculation method can reflect the greatest similarity(patient 
and sick person). At the same time, distinguishing doctor and 
disease with patient. Introducing the semantic dictionary to 
refine similarity of phrases. 

In group four, the keywords are about colors. In semantic 
dictionary "HowNet", semantic items do not reflect 
approximation degree of color attribute value (red and pink are 
similar, while red and white look much different). It’s very 
difficult to describe the approximation degree of colors using 
objective language, but it is able to tell differences to some 
extent by the method in this thesis. But the effect will be not 
consistency using different training corpus. 

Words in group five are about affection tendency. Words in 
group six are about the degree of action. Words in group seven 
are computer vocabulary.Through analysis of the experimental 
data, the method in this thesis is also able to distinguish 
similarity between phrases to some extent, showing the most 
intuitive feeling and proving the feasibility of the method. 

VI. CONCLUSION 

The paper presents a two layers semantic similarity 
calculation method to excavate semantic similarity of Chinese 
words. Through lots of experiments, this method is feasible and 
applicable.  
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Abstract—This study investigates the impact and challenges 

of the adoption of cloud computing by public universities in the 

Southwestern part of Nigeria. A sample size of 100 IT staff, 50 

para-IT staff and 50 students were selected in each university 

using stratified sampling techniques with the aid of well-

structured questionnaires. Microsoft excel was used to capture 

the data while frequency and percentage distributions were used 

to analyze it. In all, 2, 000 copies of the questionnaire were 

administered to the ten (10) public universities in the 

southwestern part of Nigeria while 1742 copies were returned 

which represents a respondent rate of 87.1%. The result of the 

findings revealed that the adoption of cloud computing has a 

significant impact on cost effectiveness, enhanced availability, 

low environmental impact, reduced IT complexities, mobility, 

scalability, increased operability and reduced investment in 

physical asset However, the major challenges confronting the 

adoption of cloud are data insecurity, regulatory compliance 

concerns, lock-in and privacy concerns. This paper concludes by 

recommending strategies to manage the identified challenges in 

the study area. 

Keywords—cloud computing; cloud adoption; information-

communication-technology; public-universities 

I. INTRODUCTION 

Information and Communication Technologies (ICT) are 
powerful enabling tools for educational change and reform 
introducing new methods of teaching and conducting research 
as well as provisioning of educational facilities for online 
learning, teaching and research collaboration.  It thus 
represents a potentially equalizing strategy for developing 
countries. The great flexibility offered by ICT strongly 
facilitates the acquisition and use of available knowledge to 
expand access to education, strengthen the quality of 
education and improve the quality of the classroom teaching-
learning processes via access to electronic active teaching and 
learning, research, training and development resources on the 
global collaborative network of internetworks and use of ICT 
tools in education. It can be said to be the bedrock for 
successful scientific research and development in education. 

ICT is considered a critical tool in preparing and educating 
students with the required skills for the global workplace. It 
educates students so that they can continually adapt to a work 
world of continuous technological innovations [1]. The ability 
to become lifelong learners within a context of collaborative 

environment and the ability to work and learn from experts 
and peers in a connected global community are major 
flexibilities offered by ICT [2]. Iwasokun, Alese, Thompson 
and Aranuwa [3] stressed that ICT is a versatile tool for 
running a smooth and efficient university system, giving 
support in areas such as lecture delivery, private studies, 
information disseminations, program (conferences and 
seminars) planning and execution, communication at different 
levels, crisis prevention and management. 

Unfortunately, the recurring Global Economic Meltdown 
(GEM) and national financial hiccups currently embattling the 
developing countries continue to pose a serious threat to the 
survival of quality education as governmental institutions and 
University administrators helplessly fight the provision of 
unlimited fundamental ICT facilities and support tools, 
services and applications needed to facilitate effective 
teaching and Sustainable Educational Research and 
Development (SERD) activities in Universities. Furthermore, 
developing countries generally face challenges in terms 
human and financial resources needed to harness the potential 
of ICT successfully and effectively in education [1]. 

As much as the adoption of ICT in education becomes 
imperative, cost of owning of the required ICT infrastructures, 
licensing, standards requirement, cost of maintenance, 
electrical power supply and physical security of these facilities 
come at a great financial expense. Gerald and Eduan [4] 
stressed that availability and accessibility to ICT 
infrastructures and services by staff and students in 
Universities in most developing economies are limited or non-
existent. Inadequate funding of universities by the government 
at all levels, erratic power supply, operational cost, high cost 
of equipment renewal, cost of maintenance and bandwidth, 
lack of maintenance practice and lack of ICT budget by the 
Universities are the major factors responsible for the failure of 
the survival of ICT in Universities. 

Effective teaching-learning process, research and 
development activities have been hampered as a result of these 
menaces. For example, when power is rarely supplied, the 
admirable goals of transforming education with ICT and 
taking a paradigm shift in education is all a dream; having 
access to educational resources on demand, anytime, anyhow 
and anywhere is a story and e-learning would not be sustained 
either [5]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 8, 2014 

14 | P a g e  

www.ijacsa.thesai.org 

Sequel to these challenges, the adoption of cloud 
computing, a service-oriented alternative to ICT provisioning 
and deployment, with the potential to yield low cost, improved 
efficiency and availability become imperative in Universities. 
Mehmet and Serhat [6] identified some of the benefits offered 
by cloud computing in education to include on-demand access 
to online database repositories, e-learning platforms, digital 
archive, portals, research applications and tools, file storages, 
e-mails and other educational resources anywhere for faculty, 
administrators, staff, students and other users in university. 

Therefore, in this paper, the impact and challenges of the 
adoption of cloud computing on public Universities in the 
Southwestern part of Nigeria is investigated. The impact 
assessment investigates the gains derived from the adoption of 
cloud computing in Nigerian Universities while the challenges 
assessment investigates the problems and constraining factors 
mitigating with the successful adoption and use of cloud 
computing in Nigerian Universities. It concludes by 
recommending strategies to manage the identified challenges 
in the study area. 

Section II of this paper presents a literature review and 
conceptual underpinnings of cloud computing adoption in 
public Universities. The materials and method are presented in 
Section III. In Section IV, the results and interpretation are 
presented and discussed while the conclusion, 
recommendation and future research work are presented in 
Section V. Questionnaire for the evaluation of the impact and 
challenges of cloud computing adoption and use by 
Universities in Southwestern, Nigeria is provided at the 
appendix section after the references. 

II. LITERATURE REVIEW AND CONCEPTUAL 

UNDERPININGS 

The conceptual, logical and architectural development 
over Networking, Internet and Grid computing has given birth 
to the third (3rd) technological revolution after Personal 
Computer (PC) and the internet known as cloud computing 
[6]. Cloud computing can be described as a composite three-
tier delivery, development and application platform [7-8]. As a 
delivery platform, it uses an on-demand cloud-based 
infrastructure to deploy an infrastructure or applications, for 
example, the Amazon Elastic Cloud.  

The on-demand cloud-based development environment 
provides a general purpose programming language (for 
example, Bungee Labs, Coghead, google sites) as a 
development platform. As an application platform, it is used to 
develop and deploy end-user applications (for example, 
Salesforce.com, NetSuite, Cisco-WebEx and google docs). 

Olabiyisi et al. [9] defined cloud computing as an elastic 
and scalable utility model that offers flexible, ubiquitous, on-
demand network access to a shared pool of configurable 
computing resources (for example, servers, data centers, 
networks, applications and services) that can be rapidly 
provided and released with limited interaction of service 
provider or the management. It provides shared infrastructure, 
self-service, dynamic and virtualized pay-per-use platforms 
which put it on high demand. Cloud computing implies a level 
of dynamic, flexible resource sharing and allocation of assets. 

Edtech [10] conducted interview with a panel of the 
world’s top technologists discussing new technologies 
changing higher education especially "education in the cloud" 
trend. Shel Waggener, the senior vice president of Internet2 
and former Chief Information Officer (CIO) at University of 
California in Berkeley, Ted Dodds, Chief Information Officer 
and Vice President at Cornell University, Ron Kraemer, the 
vice president and CIO at Notre Dame University and Bill 
Wrobleski, Director of infrastructure services for information 
and technology services at University of Michigan discussed 
issues relative to benefits of cloud adoption, risk factors and 
risk management practices. A great number of advantages of 
using cloud computing in education were highlighted and 
techniques for mitigating the risk of cloud adoption were 
explained. 

Gerald and Eduan [4] conducted a survey on the adoption 
of cloud computing among public universities and FET 
colleges within South Africa. The authors argued that public 
universities and colleges share many similar operational 
processes such as course offerings, admissions, enrollments, 
bursaries, research and graduations that can be standardized 
across the higher education sector and offered as a set of 
services through cloud to the many colleges and universities in 
a more cost effective way than is currently the case. The 
results of the analysis shed some light on the current state of 
cloud computing adoption within the South African public 
higher education sector, the main factors that fuel its adoption, 
the main barriers that impede its adoption and the direction it 
may take in future as it matures. 

Abdulsalam and Fatima [5] argued that cloud computing is 
the solution to ICT in higher education in Nigeria. The authors 
identified scarcity of ICT infrastructure and lack of access, 
high cost of ownership, unsteady and inadequate electrical 
power supply as factors that are limiting the infusion of ICT in 
Nigeria higher education. They claimed that the prospect of a 
maturing cloud of on-demand infrastructure, application and 
support services is important as a possible means of driving 
down the capital and total costs of ICT in higher education, 
facilitating the transparent matching of IT demand, scaling 
ICT, fostering further ICT standardization and accelerating 
time to market by reducing ICT supply bottlenecks. 

III. MATERIALS AND METHOD 

The methodology and approach adopted in this paper are 
described below. In this section, the research questions are 
highlighted, the study area, sampled population and research 
techniques used are discussed. 

A. Research Questions 

To realize the purpose of this research study, three (3) 
research questions are formulated as follows: 

 What is the level of adoption of cloud computing by 
Universities in the study area? 

 What are the benefits associated with the adoption of 
cloud computing by Universities in the study area? 

 What are the challenges and the constraining features to 
the successful adoption and use of cloud computing by 
Universities in the study area? 
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B. Data Source and Presentation 

This study is an empirical research which investigates the 
level of adoption, benefits and challenges of cloud computing 
on universities in southwestern part of Nigeria. The instrument 
for data collection was a well-structured questionnaire titled, 
“The Evaluation of the Impact and Challenges of Cloud 
Adoption and Use on Universities in Southwestern, Nigeria” 
with three (3) parts. The first part provides vital biodata 
information about each respondent while the second part 
provides information on the assessment of the adoption of 
cloud computing in universities. The third part assesses the 
impacts of cloud computing on Universities in south western 
part of Nigeria while the fourth part investigates the 
challenges of using cloud computing in the study area. 

The questionnaire was validated and tested for reliability 
using the Pearson Product Moment Correlation.           A 
Cronbach alpha reliability coefficient (α) of 0.89 was 
obtained, an indication that the instrument was reliable for 
data collection. In all, 2, 000 copies of the questionnaire were 
administered to the ten (10) public universities in the 
southwest geo-political zone of Nigeria while 1742 copies 
were returned which represents a respondent rate of 87.1%. 

A total of hundred (100) IT staff, fifty (50) para-IT staff 
and fifty (50) students were surveyed in each university. 
Microsoft Excel was used to capture and analyze the data 
obtained from the duly-filled copies of questionnaire while 
frequency, mean and percentage distributions were the 
descriptive techniques used. The descriptive survey was 
adopted to obtain the opinion of a representative sample of the 
target population so as to be able to infer the perception of the 
entire population. 

IV. RESULTS AND INTERPRETATION 

The results of the research on the trends of adoption of 
cloud computing, the impacts and challenges associated with 
the adoption and use of cloud computing on Universities in 
Southwestern Nigeria are presented and discussed in this 
section. 

A. Trends of Adoption of Cloud Computing by Universities in 

Southwest Nigeria 

The analysis of the findings for research question 1 is 
presented in figures (1 and 2). The responses obtained from 
1742 respondents in this research study indicated that out of 
the ten (10) universities in the study area, nine (9) universities 
have already adopted the technology and using it which 
represents 90% adoption rate. This confirms the report by 
Edudemic [11] that many higher education and research 
institutions have moved to the cloud for email and 
collaboration services. However, the primary reluctance of 
few other institutions to expand their use of cloud services has 
been based on concerns over privacy, security and the 
potential or perceived risks associated with intellectual 
contents. 

As illustrated in figure 2, the responses obtained indicated 
that seven (7) universities use SaaS. Applications including 
google docs, Moodle, Google Mail, Yahoo Mail and NetSuite 
offered by SaaS in universities are universal, free and in high 

demand by the entire university community which accounted 
for its widest adoption and use. PaaS in universities including 
Google sites, online databases, Microsoft Dynamics CRM 
online and integrated development environment are only used 
by a limited number of consumers including the developers, 
researchers and other technical personnel that are for research, 
training and development purposes. Thus, in the result 
obtained, only two (2) universities use PaaS. IaaS in education 
offers oracle coherence, educationERP.net, microsoft, virtual 
computing laboratories, servers and operating systems and 
adopted by one (1) university for e-learning and portal 
hosting. This result corroborates the report of Marinela and 
Anca [12] that the highest number of cloud consumers 
subscribes to SaaS. 

 

Fig. 1. Result of adoption of cloud computing 

 

Fig. 2. Result of cloud services adopted in the study area. 

The result of the findings obtained for research question 2 
is presented in Table 1. The major benefits being derived by 
the use of cloud computing include cost efficiency which is 
the most important factor that drives most Universities in 
Nigeria to adopt cloud, followed by enhanced availability, low 
environmental impact, reduced IT complexities, mobility, 
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scalability, increased operability and reduced investment in 
physical asset in that order. This result is supported by 
Behrend, Wiebe, London and Johnson [13] who stated that 
cloud computing is a technological innovation with a major 
purpose of reducing IT costs for the college and eliminating 
many of the time-related constraints for students, making 
learning tools available and accessible to a larger number of 
students. EDUCAUSE [14] stressed that cloud computing 
offers to universities the possibility of concentrating more on 
teaching and research activities rather than on complex IT 
configuration and software systems. 

Westmont College reports that after deploying six cloud-
centric service platforms, it has achieved numerous benefits, 
including a 65 percent cost reduction up front (over more 
traditional deployments), and a 55 percent cost saving over the 
useful lifetime of the solutions. Beyond the cost savings, the 
college reports a significant increase in user satisfaction, as 
well as a significant decrease in the amount of IT management 
time required [8]. Sasikala and Prema [15] emphasized the 
Cloud Computing trend of replacing software traditionally 
installed on campus computers (and the computers 
themselves) with applications delivered via the internet is 
driven by aims of reducing universities’ IT complexity and 
cost. 

TABLE I.  BENEFITS OF CLOUD COMPUTING IN NIGERIA UNIVERSITIES            

(N = 1742) 

 

S/N 

 

Benefits of Cloud 

Computing in the 

Study Area 

 

% of 

Respondents 

1 Enhanced Availability 99.3 

2 Reduced Cost 100 

3 Scalability 84.2 

4 Low Environmental 

Impact 

95.6 

5 End-User Satisfaction 74.6 

6 Mobility 85.4 

7 Reduced IT 

Complexities 

93.4 

8 Reduced Physical 

Asset Investment 

82.8 

9 Increased 

Interoperability 

83.5 

Based on the analysis of the findings obtained for the 
research question 3 in this study as presented in Table 2, a 
number of challenges currently embattling Universities using 
cloud services in the study area have been identified. These 
constraining factors include data insecurity, regulatory 
compliance concerns, lock-in, privacy concerns, unsolicited 
advertising and reluctance to eliminate staff positions, 
reliability challenge and resistance to change in technology in 
that order. This result is supported by the work of Dan [16] 
who identified that approximately, 75% of Chief Information 
Officer and IT specialists consider security as being the 
number one risk. 

IITE [17] explained that major concern of university 
administrators and CIO is around the security of data. 
Institutions may consider that their data is more secure if it is 
hosted within the Institution. Transferring data to a third party 
for hosting in a remote data centre, not under the control of the 
Institution and the location of which may not be known 
presents a risk.  Another risk identified is that cloud providers 
target users with unsolicited email or advertising. 

Lock-in is also of concern as some companies such as 
Google and Microsoft allow institutions to co-brand their 
cloud products. There may be a risk in associating an 
institution too closely with these companies whose popularity 
is variable with users [17]. Probably of greater risk is that an 
institution will become “locked-in” to the products of a 
particular provider. There are significant costs in migrating 
from any widely used system. Institutions which start to 
integrate educational processes with the cloud systems will 
find it even more difficult to migrate. If a better rival product 
emerges or the cloud provider decides to impose or increase 
charges on institutions it may be too late to change. 

TABLE II.  CHALLENGES OF CLOUD COMPUTING IN THE STUDY AREA             

(N = 1742) 

           

S/N 

 

Challenges of using Cloud Computing 

% of 

Respondents 

1 Data insecurity  89.3 

2 Unsolicited Advertising 64.6 

3 Lock-in 77.6 

4 Reluctance to eliminate staff positions 64.6 

5 Privacy Concerns 68.9 

6 Reliability challenge 64.2 

7 Regulatory compliance concerns / User 

control 

80.0 

8 Institutional culture / resistance to change 

in technology 

59.2 

V. CONCLUSION, RECOMMENDATION AND FUTURE WORK 

The poor state of ICT in Nigerian universities has really 
limited its impact on socio -economic development, quality of 
graduates and research outputs. Cost has been identified as the 
major barrier to the survival of ICT in education which can be 
leveraged through the adoption of cloud computing. Cloud 
computing can actually help institutions reduce high 
expenditures on hardware, software and IT maintenance. It 
can also offer enhanced availability, low environmental 
impact, reduced IT complexities, mobility, scalability, 
increased operability and reduced investment in physical asset. 

However, the constraining factors to successful adoption 
and use of cloud computing include data insecurity, regulatory 
compliance concerns, lock-in, privacy concerns, unsolicited 
advertising and reluctance to eliminate staff positions, 
reliability challenge and resistance to change in technology. 

Based on the results obtained from this research work, the 
following recommendations are made. The cloud can help 
universities to: 
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1) Accommodate the rapid increase in mobile device 

dependency 

2) Open their technology infrastructures to businesses 

and industries for research advancements. 

3) Remain updated with the ever-growing resource 

requirements and energy costs. 

4) Store expansive amounts of sensitive data and 

information that’s easily accessible 

5) Teach students in new, different ways and help them 

manage projects and massive workloads with the provisioning 

of a digital campus storage for class notes, papers and 

projects. 

6) Acquire and implement the latest software and 

application updates 

7) Streamline enrollment and admissions processes that 

are costly and time-consuming 

8) Turn to subscriptions that are scalable and provide 

options 

9) To use applications without installing them on their 

computers and also allows access to saved files from any 

computer with an Internet connection. 
Future research work can investigate on how the 

constraining factors to the successful adoption of cloud 
computing in Nigeria Universities can be managed easily 
without incurring additional overheads. The readiness 
assessment of the Universities to the adoption of ICT in 
various services being offered can also be conducted. 
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APPENDIX 

Questionnaire for the Evaluation of Impact and 

Challenges of Cloud Computing Adoption and Use by 

Universities in Southwestern, Nigeria 

The purpose of this questionnaire is to evaluate the impact and 

challenges of cloud adoption and use by universities in 

southwestern Nigeria. Your sincere contribution to the 

research by giving very accurate and honest responses is 

solicited as confidentiality of volunteered information is 

guaranteed.  

Part I: Biodata of the Respondent  

 
1. Status:   IT Staff            Para-IT Staff  Student 

 
2. Age: 

  
3. Sex:  Male            Female 

 
4. University:  

 
5. Rank: 

 

Part II: Assessment of the Trends (Awareness and 
Adoption) indices of Cloud Computing in Nigerian 
Universities (To be completed by IT member of Staff) 

1. Are you aware of cloud computing in Education?      
 
          Yes                              No  
 

2. If yes, what cloud services are being adopted and used in your 
University? Tick as appropriate: 
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Part III: Assessment of the benefits of Using Cloud 
Computing in Nigerian Universities. Rate as applicable to 
your University on the likert scale of Strongly Agree, 
Agree, Not Sure, Disagree and Strongly Disagree               
(N = 1742). 

 

 

Serial 

Nos 
Benefits 

Strongly 

Agree 
Agree 

Not 

Sure 
Disagree 

Strongly 

Disagree 

1 

Enhanced 

Availabilit

y 

992 738 09 03 0 

2 

Cost 

effectivene

ss / 

Affordabili

ty 

 

1156 

 

586 

 

0 

 

0 

 

0 

3 
Elasticity / 

Scalability 
965 502 260 15 0 

4 

Lower 

environme

ntal impact 

 

869 

 

797 

 

67 

 

9 

 

0 

5 

End-User 

Satisfactio

n 

967 333 345 97 0 

6 Mobility 931 557 189 65 0 

7 

Reduction 

in IT 

Complexiti

es 

 

1005 

 

622 

 

112 

 

03 

 

0 

8 

Less 

investment 

in physical 

assets 

1210 233 215 84 0 

9 

Increased 

Interopera

bility 

between 

disjointed 

technologi

es 

 

851 

 

604 

 

202 

 

85 

 

0 

 

  

Infrastructure as a Service (IAAS): 
for example, storage of educational 
multimedia resources, hosting of the E-
library resources, Institutional Learning 
Management Systems (LMS) like 
Moodle and Blackboard, Computer 
laboratories, Telephony, University 
portal on cloud by cloud providers like 
Amazon EC2 Elastic Cloud, IBM, 
Terramark, GoDaddy and Intuit Quick 
Base among others who presented 
infrastructure components for rent. 

Software as a Service (SAAS): for 
example, use of ERP, Identity Services, 
Google Apps which covers the 
following three main areas: messaging 
(Gmail, Calendar and Google Talk), 
collaboration (Google Docs, Video and 
Sites) and security (email security, 
encryption and archiving). 

  Platform as a Service (PAAS): offers 
Integrated Development Environments 
(IDE) / platform for rent. For example, 
use of Google Sites and cloud-based 
APIs and .NET platforms. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 8, 2014 

19 | P a g e  

www.ijacsa.thesai.org 

Part IV: Assessment of the challenges of using Cloud 
Computing: Rate as applicable to your University on the 
likert scale of Strongly Agree, Agree, Not Sure, Disagree 
and Strongly Disagree (N = 1742).  

Serial 

Nos 
Challenges 

Strongly 

Agree 
Agree 

Not 

Sure 
Disagree 

Strongly 

Disagree 

1 
Data 

insecurity 
728 828 108 78 0 

2 
Unsolicited 

Advertising 
612 513 511 106 0 

3 Lock-in 543 809 289 101 0 

4 

Reluctance 

to eliminate 

staff 

positions 

 

690 

 

434 

 

467 

 

151 

 

0 

5 
Privacy 

Concerns 
606 596 385 155 0 

6 
Reliability 

challenge 
389 729 420 204 0 

7 

Regulatory 

compliance 

concerns / 

User 

control 

 

765 

 

752 

 

244 

 

104 

 

0 

8 

Institutional 

culture / 

resistance 

to change 

in 

technology 

 

432 

 

599 

 

480 

 

231 

 

0 

 

Table Showing the Summary of the Public Universities in 

the Southwestern Part of Nigeria 

 

 

 

 

 

Public Universities 

Total Number of 

Questionnaires 

Returned by 

Respondents 

 

Total Not 

Returned 

Ladoke Akintola University of 

Technology, Ogbomoso 
190 10 

Adekunle Ajasin University, 

Akungba-Akoko 

 

169 

 

31 

University of Ado-Ekiti, Ado-

Ekiti 
160 40 

University of Agriculture, 

Abeokuta 
177 23 

University of Ibadan, Ibadan, 

Oyo State 
189 11 

Lagos State University, Ojoo, 

Lagos State 
173 27 

Federal University, Oye-Ekiti, 

Ekiti State 
182 18 

Obafemi Awolowo 

University, Ile-Ife 
172 28 

University of Lagos, Lagos 

State 
168 32 

Federal University of 

Technology, Akure 
162 38 
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Abstract—This article presents the WOLF (Wallet Open 

Library Framework) platform which supports an original 

interface for NFC developers called “SE-QL”. SE-QL is a SQL-

like interface which eases and optimizes NFC secure application 

development in making the heterogeneity of the Secure Element 

(SE) transparent. SE implementation could be “embedded” (eSE) 

in the mobile device, or inside the SIM Card (UICC), or “on-

host” software-based, or in the Cloud (e.g. through HCE); every 

SE implementation has its own interface(s) making NFC secure-

application development extremely cumbersome and complex. 

Proposed SE-QL solves this problem. This article demonstrates 

the feasibility and attractiveness of our approach based upon an 

original high-level API. 

Keywords—Mobiquitous services; Near Field Communication 

(NFC); Secure Element (SE); Smart card; Structured (English as 

a) Query Language (SQL); Digital Wallet; TSM / OTA; UICC 

I. INTRODUCTION: WOLF AND SE-QL 

Based upon both our Near Field Communication (NFC) 
know-how and our SQL (Structured Query Language for 
databases) expertise [1], we propose a generic innovative 
Framework called WOLF (Wallet Open Library Framework) 
for facilitating Service Providers (SPs) in the process of 
development and deployment of new NFC secure applications 
on a wide range of smartphones having different SE 
implementations. 

In this article we give an overview of WOLF platform 
developed at MBDS innovation laboratory, which allows NFC 
developers to interact easily with an application based on NFC 
Card Emulation mode by using SQL-like language, “SE-QL”. 
WOLF framework allows SPs to reduce NFC development 
costs and the time-to-market, improve and ensure the quality of 
products applications for new secure NFC services. 

WOLF extends “NFC Container” project [2], [3] previously 
developed at MBDS in 2008-2010 for J2ME cell phones. Its 

SE-QL interface idea stems from a long-term research 
background on SQL and database (DB) systems; SE-QL 
simplifies NFC service development by abstracting the core 
software complexity associated with the management of 
multiple SE environments. 

WOLF supports the secure ecosystem of F1RST project in 
India with Tata Consulting Services (TCS), Gemalto and the 
Indian Institute of Sciences (IISc) of Bangalore under research 
contract from IFCEPAR | CEFIPRA (www.cefipra.org). 
F1RST encompasses a portfolio of NFC financial and rural 
inclusion use cases for unbanked people in India (70% of them 
owning a cell phone) managed within a F1RST wallet 
developed by TCS on top of WOLF platform. F1RST primary 
goals were to demonstrate Financial Inclusion (FI) services for 
unbanked people based upon: 

 Virtual “mobiquitous money” [4], 

 The appeal of NFC standard both to strategic use cases 
(Financial Inclusion, Narega, Mobiquitous NFC Public 
Distribution System “M-PDS” [5], [6], [7]), and 
disruptive ones (e-coins, rural animal bank with 
crowdfunding “BARTER2.0” [8]). 

WOLF has been successfully tested in the development of 
M-PDS use case prototyped at MBDS since 2012 and it is 
integrated into F1RST generic platform. 

We have been working on the Android SE-QL interface 
with the delivery of WOLF API which is compliant with 
SIMAlliance Open Mobile API (OMAPI) with Gemalto SE-
UICC, as well as Android Host-based Card Emulation (HCE) 
using WOLF generic applet; this work was presented at the 
WIMA’s research track conference in Monaco (April, 2014) 
[9], at the Indo-French Conference in New Delhi (October, 
2013), and at the Indo-French Center for the Promotion of 
Advanced Research (IFCPAR | CEFIPRA) meeting in St Malo 
(May, 2014). 
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The remaining of this document is organized as follows: in 
section II, we do a synthetic state of the art around the NFC 
standard and NFC secure application development; we also 
discuss the NFC Container project, its context, scopes and 
benefits for WOLF contribution. In section III, we study the 
proposed SE-QL interface and the WOLF API based upon 
related works and existing technologies. WOLF and SE-QL 
implementation are also described in this section with some 
uses cases concerning the F1RST project. In conclusion, we 
summarize the benefits of this research platform and present 
some promising extensions 

II. NFC ECOSYSTEM AND SECURE NFC APPLICATION 

DEVELOPMENT AROUND THE SE 

NFC is a very fast establishment and very short-range (for 
security purposes) contactless communication technology and 
world standard since 2004. NFC uses the inductive coupling 
making a source device (acting as initiator) able to provide 
energy and exchange data with a target passive device (without 
need battery) by backward induction. NFC will be a standard in 
next generation smartphones. 

Our future will be “mobiquitous” [2], [3], [10] around the 
convergence of mobility of cell phones becoming computers 
(smartphones) and ubiquity of Internet (becoming social and 
broadband) ); NFC is an underlying technology and standard 
supporting mobiquity. NFC connectivity induces five 
additional dimensions to enrich information services (the five 
“W”). “Who”: the identity of the end-user (with habits, 
preferences and POIs), “Where & When” space and time 
(“here and now”, when tapping), “Whereabout” the goal, 
expected result (information? transaction?) and the “What”, the 
final outcome (information, ticket transaction, appointments, 
service, triggering mechanisms, etc.) [2]. Unlike contactless 
smart cards services, NFC mobile services benefit from 
features of the smartphones: network high connectivity, 
embedded sensors, location-based ecosystem, camera, high-
definition and touchscreen user interface bring NFC services at 
a higher level of expectation and innovation, extending SP 
information system to the end-user allowing screens, real time 
interactivity, personalization, traceability and live updates 
without storage limitation (and Cloud synchronization). 

In terms of tracking the smartphone coupled with NFC at 
least enables to get 3-dimensional transaction identification: 
space, time and biometrics (as demonstrated in [3]). 

NFC standard can be classified into two categories 
regarding NFC applications: (i) those that do not require 
security using NFC read / write mode (m-tourism, marketing 
2.0… Similar to QR codes) or NFC P2P mode (e.g. initiate 
Bluetooth® pairing), and (ii) those that need to store 
confidential data and do transactions in the secure environment 
provided by the Secure Element (SE) using the NFC card 
emulation mode (digital identity, ticketing, couponing, 
electronic money / m-payment, access control, transactions 
etc.) where the NFC device acts as a smart card. 

In our research we focus on the latter case, i.e. on NFC card 
emulation mode which requires the NFC service and sensitive 
data to be hosted in the SE. 

A. NFC standard 

The NFC standard is a very revealing technology of the 
expected convergence between the worlds of 
telecommunications, consumer electronics and computing. It is 
one of the numerous RFID standards (known technology since 
the 1940s) operating over the unlicensed 13.56 MHz frequency 
of up to ten centimeters (one to four in practice). It is a wireless 
technology which could be integrated into mobile phones 
allowing them to exchange information with other devices 
(mobile phone, printers, locks or any NFC card readers) and 
NFC tags (ISO / IEC 14443 - NXP MiFare - Type A or Type 
B, and Sony-FeliCa). 

Since initial standard specification in 2006 by the NFC 
Forum (www.nfc-forum.org, funded in 2004 by Nokia, Sony, 
and Philips semiconductors, now NXP) of NFC standard, many 
specifications have increased the attractiveness of this world 
standard especially since it is widely available on Android 
devices. 

NFC Forum specifications apply to the physical and data 
link layers of Open System Interconnection model (OSI) 
whereas GlobalPlatform (GP) widely contributes to the 
standardization of SE security architecture, internal and 
external mechanisms, etc., and Trusted Environment Execution 
(TEE). GP is the main reference for SE standardization; 
GSMA and ETSI also play an important role, as the SIM-
centric model is the only one to be standardized end-to-end. 
Most popular SEs, at the moment, are SIM-based. 

The NFC standard (ISO / IEC 14443) has three basic 
operating modes: 

 Read / Write: The NFC cell phone acts as an active 
reader and can read and / or write data to or from a 
passive NFC tag. 

 NFC Peer-to-Peer (P2P): Allows two NFC devices to 
be active and exchange information interactively. 

 Card Emulation: The phone behaves as well as a 
passive contactless card (EMV, American Express, 
access card, Ticketing...) for a NFC reader (POS). 

B. NFC card emulation mode with APDU messages 

The card emulation mode is the extension of contact-based 
smart cards to contactless NFC cards; it inherits the smart card 
programing standards, especially the small data packets called 
APDUs (Application Protocol Data Unit) used to communicate 
with the services hosted and running in the smart card / SE 
(also called “applet” or “cardlet”). This requires a high-profile 
developer with strong expertise in communication protocols to 
handle low-level data structures at the byte level and integrate 
strong environmental constraints related to the execution 
environment of the SE. 

APDU protocol was originally specified in the Java 
Specification Request (JSR) 177 (Security and Trust Services 
API for J2ME™) taken up by smart cards standard ISO / IEC 
7816-4 (Identification Cards - Integrated Circuit Cards with 
Contacts: Organization, security and commands for 
interchange) now extended to contactless smart cards. In 

This work within F1RST project is partly supported by IFCEPAR | 

CEFIPRA under grant No.7115 and Gemalto (supporting MBDS apprentices, 

and a CIFRE PhD research Scholarship). 
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addition, there are related standards (GP / OMAPI, EMV, EN 
726-3 for prepaid memory cards, etc.). 

Remark: APDU protocol does not manage the device 
connection or the channel opening. 

The APDU commands (C-APDU) is the message sent by 
the client application (initiator) to the service running in the 
SE. The structure is composed of a mandatory header of 4 
fields of one byte: (i) {CLA} (class field) defines the command 
type (standard, industry, using security or not), (ii) {INS} 
defines the command instruction, (iii) {P1} is the first 
parameter (0x00 if not defined), (iv) {P2} is the second 
parameter (0x00 if not defined), and a conditional body of 3 
optional parameters of a variable length: (i) {Lc} is the 
conditional data length of 1 or 3 (extended APDU*) bytes if 
not empty,(ii) {Data} is the payload data of {Lc} length if not 
empty, (iii) {Le} is the expected length of the response data 
varying from 1 to 3 (extended APDU*) bytes if not empty. 

The APDU response (R-APDU) is made of the optional 
response data (that cannot exceed the length defined in {Le} 
field provided in the C-APDU), and the 2 bytes response status 
words {SW1} and {SW2} giving the status of the C-APDU. 
When the command is successful, the service returns the status 
words 0x9000. 

 

Fig. 1. APDU messages structure 

TABLE I.  EXAMPLE OF APDU ERROR STATUS WORDS 

SW1, SW2 Meaning 

0x6A82 File not found 

0x6700 Incorrect data length 

0x6981 Incorrect file type 

0x6982 Security status not satisfied 

0x6984 Invalid data 

0x6985 Conditions not satisfied 

0x6A86 Incorrect P1 and/or P2 parameter(s) 

0x6D00 Unsupported command instruction 

 

TABLE II.  EXAMPLE OF CLA CODES 

CLA byte Command type 

0x00  ISO standard command 

0x04 ISO standard command with security 

0xB0 to 0xCF ISO standard INS instruction 

0x80 GP standard command 

0x84 GP standard command with security 

0xFF Commands for the reader 

 

TABLE III.  EXAMPLE OF INS CODES 

INS byte Instruction description 

0xA4 ISO / IEC 7816-9 SELECT FILE used to initiate 

communication with a service identified by its AID 

(provided in the payload data field) 

0x05 OMAPI SELECT SECURE STORAGE ENTRY 

0xB0 ISO / IEC 7816-4 READ BINARY 

0xD0 ISO / IEC 7816-4 WRITE BINARY 

0xD6 ISO / IEC 7816-4 UPDATE BINARY 

0xE0 ISO / IEC 7816-4 ERASE BINARY 

0x82 ISO / IEC 7816-4 MUTUAL AUTHENTICATION 

All standards combined, hundreds INS codes can be found 
(65536 possible combinations). 

Card Query Language (CQL) initially designed by Pierre 
Paradinas in the 1990s [11], [12], with GEMPLUS (now 
Gemalto), was the first approach of SQL-like APDU 
instructions. Smart Card Query Language (SCQL) has been 
standardized in 1999 by ISO / IEC 7816-7 “Interindustry 
commands for Structured Card Query Language (SCQL)” [13]. 
But SCQL is limited to specific smart cards with embedded lite 
Relational DataBase Management System (RDBMS) whereas 
SE-QL is not…. 

TABLE IV.  EXAMPLE OF SCQL INS CODES 

INS byte SCQL instructions in the payload 

0x10  CREATE, DROP, INSERT, DELETE, DECLARE, 

FETCH 

0x12 CREATE KEY, AUTHENTICATE, CHECK, BEGING 

TRANSACTION, COMMIT and ROLLBACK 

0x14 CREATE USER, CHANGE PASSWORD, UNLOCK, 

DELETE USER, etc. 

C. NFC mobile services basics (card emulation mode) 

There are two situations involving the communication with 
the NFC mobile service: (i) the client is an NFC terminal (e.g. 
POS), or an NFC handset (acting as a terminal); 
communication is done via NFC when the handset is 
approached to the terminal and the terminal has successfully 
initiated the communication, (ii) the client is a mobile 
application (typically a user interface); communication is done 
via a bridge depending on the target SE and platform, through 
the Radio Interface Layer (RIL), or sometimes through NFC 
Controller using Single Wire Protocol (SWP)… 

 

Fig. 2. NFC mobile application architecture (card emulation mode) 

In the architecture shown on Fig. 2, the NFC service 
running inside the SE processes the received C-APDU and 
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returns R-APDU. However, mobile handset may also act as a 
reader and be client for an external NFC service: in that case, 
the mobile application will send C-APDUs to the external NFC 
device and will receive the R-APDUs. 

Remark: A SE can host multiple services and the mobile 
application (user interface) can be client of a portfolio of NFC 
services; such an application is called a mobile wallet (m-
wallet). A service hosted in the SE is identified by its AID 
(specified by ISO / IEC 7816-5 “Numbering system and 
registration procedure for application identifiers”); the AID is 
used to route the messages. 

D. The Secure Element (SE) 

SE is mostly an electronic chip with its own processor 
capable of running applications such as JavaCard (applets) and 
guaranteeing a certain level of security and functionality. 
Hardware-based SEs have the same characteristics as the smart 
cards: a minimalist computing environment on a single chip, 
complete with CPU, ROM, EEPROM, RAM and I/O ports, 
preprogrammed with a multi-execution environment OS and 
security domains separated by firewall that guarantees mutual 
isolation between running applications. Recent smart cards 
include coprocessors implementing cryptographic algorithms 
(such as DES, AES and RSA) and conform to TEE 
specifications. 

SEs for mobile phones have all the capabilities of a smart 
card or even higher; they can theoretically be used for all types 
of applications using a smart card (prepaid cards, transportation 
cards, credit / debit cards, health, loyalty, couponing, storage of 
VPN access parameters, etc.). 

1) Hardware-based SE: SIM-SE, eSE or Removable SE 

a) The SIM-based SE handled by the Mobile Network 

Operator (MNO); Gemalto is providing such SE in our F1RST 

Consortium. The SIM card with its NFC interface is a 

Universal Integrated Circuit Card (UICC). 

b) Embedded SE (eSE) outside the SIM into the terminal 

and handled by the device retailer (like Google, Nokia, 

Samsung). 

c) Removable SE in an external SD card or a sticker 

under control of a SP (e.g. banks, retail companies) with or 

without the NFC chip. 

The SE could encompass various applets with their own 
business models and access keys controlled by their owners. 
Theoretically the 3 hardware-based types of SE could work 
together depending on the Host Controller Interface (HCI) 
routing capabilities 

2) Software-based (card emulation) and SE in the Cloud 
The software emulation (of a smart card) is an approach to 

card emulation for NFC phones for services that do not need to 
be always available (i.e. when the mobile is off). It was 
introduced to mobile phones by Research In Motion (RIM) on 
the Blackberry platform. In addition to supporting different 
types of SE, the Blackberry 7 introduced the card emulation 
mode of NFC tags with a software application on the mobile 
phone. Host-based Card Emulation (HCE) is the software card 
emulation solution available on Android devices since the end 
of 2013 with Android KitKat. HCE services run in the host 

processor as well as other services making this solution less 
secure and most vulnerable to malwares [14]. 

On the other hand, NFC software-based implementation is 
much lighter to develop and truly simplifies the deployment; 
SP can deploy its NFC services itself. Furthermore, even if 
software card emulation approach cannot be a solution “as is”, 
security could be strengthened by encryption mechanisms; 
such a “crypted soft-SE” is currently studied by IISc Bangalore 
in F1RST Consortium. 

Another solution is to relocate the SE in the cloud (Cloud-
SE) [15]. In this case, NFC services running on the mobile 
device relay the instructions to the remote Cloud-SE server 
(e.g. via Web services) and get back the returned responses. 
This approach reduces the complexity of the chain of 
deployment of new NFC services. It also has the major 
advantage to be hardware-independent and offers better safety 
(neither credentials nor sensible data are stored on the 
smartphone) and higher (unlimited?) storage capacity than 
other SEs, but increases the transactions latency. This approach 
which assumes always-on air reachability was discarded from 
our F1RST project, but it will also be studied for WOLF API. 

 

Fig. 3. Several SE architectures 

E. Trusted service manager (TSM) and OTA interactions 

NFC ecosystem incorporates several actors: computer 
information systems developers, MNOs, SPs, handsets retailers 
and chip cards manufacturers, etc. This implies an 
interoperability of the bodies that govern many heterogeneous 
domains (telecom, banking, technology, security and 
cryptography, rights to privacy, government, and other 
consecutive intermediates). This drives SPs outside their 
business domain. The TSM standards have emerged as the 
“split TSM” (SP TSM and MNO TSM, see Fig. 4) proposed by 
GP in 2011 which is basically provided as Web services. 

NFC services hosted in the SE can be initially installed and 
built-in by MNOs or could dynamically be loaded on demand 
(by touching an NFC tag or by scanning a 2D tag or through 
Internet, etc.) onto the cell phone. This is done “Over-The-Air” 
(OTA), under the responsibility or not of the MNO managing 
the SE and the applets. Remote dynamic download and 
provisioning of applications, content, services, tickets, 
coupons… are then possible in a secure way. Every applet 
could be managed remotely by the TSM. 

When the SE is in the SIM, MNOs have the responsibility 
of creating security domains on the SIM card for the NFC SPs. 
TSMs have the responsibility of credentials and encryption 
keys management of the SP security domain, application 
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loading into SP security domain, mobile wallet management, 
and service lifecycle management services (activation, 
personalization, maintenance, deletion). TSMs implement 
OTA communication into the NFC-enabled mobile phone and 
into the SE. 

 

Fig. 4. NFC: a complex ecosystem [1] 

F. NFC mobile payment and mobiquitous money 

The payment industry seems to be naturally part of the 
NFC ecosystem by dematerializing payment cards in the SE to 
allow the phone to be used as a mean of payment. 

The payment operators add contactless payment 
capabilities to their payment card (e.g. American Express 
ExpressPay, MasterCard PayPass, and Visa PayWave), to 
create an open loop approach to virtual local emerging money. 
These services enable end-users to tap and pay their purchase 
approaching their contactless card or NFC phone to an NFC 
payment terminal (POS). 

In emerging countries, mobiquitous money could replace 
the cash playing a double attractive role for unbanked people: 
NO CASH OUT solutions (by accessing a digital wallet) and 
targeted help / donation through tagged products delivered to 
the beneficiary and biometric identification like in the 
prototype of M-PDS use case of F1RST project [5], [6], [7], 
[8], [9]. 

G. Related work: “NFC Container” project at MBDS with 

Gemalto 

The project inherits of the know-how of MBDS innovation 
lab at University of Nice - Sophia Antipolis: in 2011, the 
university deployed an innovative project based on “NFC 
container” architecture called “Nice Future Campus” where the 
student’s phone plays the role of a virtual card with a portfolio 
of services running in the SIM-SE provided by Orange (m-
payment for the university cafeteria, access to geotagged 
campus information, consulting jobs and internships for 
students, access to the library, etc.). 

NFC container is a SE content management API proposed 
by MBDS in 2008 as a result of a research contract with the 
French DGE (“Direction Générale des Entreprises”) of the 
Ministry of Industry. This project has been driven in order to 

reduce the development time and the “time-to-market” of new 
NFC services. It is partly described in [2], and [3]. 

This project aimed to provide a set of tools in order to: 

 Develop secure applications using NFC c. 

 Deploy these applications to a large panel of NFC 
enabled mobile phone customers. 

 Interact with those applications within the SE. 

NFC Container project led to a high level API for SPs in 
order to manage their NFC services more easily. 

The proposed API was a generic JavaCard application that 
allows a dynamic content management onto the SE. The 
implementation was compliant with NFC Forum standard 
specifications and runnable on every GP compliant SE. 

The project was based on a generic applet that can be 
preloaded into the SE or loaded “on demand” by the end-user 
(through TSM / OTA). 

 

Fig. 5. NFC container instance [2] 

The main idea was to access the “SE as a DB” where any 
privacy data from a client application can be managed. Each 
user (e.g. SP developer) is identified by a security key on the 
applet. NFC Container API provides developers some ways to 
implement additional layers for more complex data 
management. In that case, the SP develops its own application 
using the generic API which provides a set of functions (SQL-
like) for data management on the card. 

We illustrate the added value in terms of code 
simplification by the following Java coding example retrieved 
from [2]: 

Source code 1. Example of NFC Container code simplification 

//-----------------------------------------// 

// Example of Java coding without using    // 

// NFC Container                           // 

//-----------------------------------------// 

short index = GetIdxToDO(tag); 

if (index == (short) DO_NOT_FOUND) { 

  //DO not found-> create a new one// 

  short index2free = GetIdxToFreeSpace(); 

  short freesize= (short) (SIZE_MEMORY – 

                           index2free);  

  //calculate size of free space// 

  short DOsize = (short) (lc+LEN_TAG+LEN_LEN);  
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  //calculate size of the new DO// 

  if (DOsize <= freesize) { 

    //it is enough space for a new DO// 

    memory[index2free] = (byte) tag;  

   //set DO tag// 

   memory[(short) (index2free + LEN_TAG)] = 

                         (byte) lc;  

   //set DO length// 

   //copy the DO atomic into the memory// 

   Util.arrayCopy(cmd_apdu,   

     (short)((ISO7816.OFFSET_CDATA) & 0x00FF), 

       memory, (short) (index2free + LEN_TAG + 

                     LEN_LEN), lc); 

//-----------------------------------------// 

// Versus coding with NFC Container        // 

//-----------------------------------------// 

void 

insertRecord(byte[]record,  

        shortrecordOffset,  

        shortrecordLength) 

NFC Container advantages: 

Since access to the hardware-based SE is supervised by the 
NFC ecosystem owners, the deployment of new NFC services 
is necessarily related to them. To be able to test a new service 
to be installed in the SE, the developer has firstly to get the 
keys of the security domain. He has to deal with (physical) SE 
providers (MNOs, Gemalto, Oberthur…) and get some SIM 
cards. This is not simple as those access keys must remain 
secret in order to keep SE’s security level. 

Through the NFC Container, the developer has access to 
the generic pre-installed and fully customizable applet on the 
SE. Thus, the API allows developing new NFC applications 
without necessarily needing any high level security access and 
requires a smaller level of knowledge for NFC developers and 
services providers, allowing them to focus on their client 
application not in the applet management. 

WOLF API is an extension of NFC Container project to the 
smartphone ecosystem with the formalization of SE-QL. 

III. SE-QL AND WOLF API: A GENERIC SQL-LIKE 

INTERFACE TO COMMUNICATE WITH THE SE 

The primary SE function is to store (sensitive and 
confidential) data: the majority of the (contact or contactless) 
card applications consist in storing and retrieving data (with or 
without pre-processing, with or without security mechanisms). 
The second fact is the building APDUs remains a cumbersome 
task for the developers: manipulating hexadecimal codes is not 
simple to human understanding; it is time consuming to be 
implemented and it is difficult to maintain. 

In this section we illustrate the SE-QL foundation based on 
DataBase Management System (DBMS) concepts. We present 
our contribution to the project with the WOLF API at the 
development current stage, and we describe the 
implementation within use cases prototypes of the F1RST 
project. 

A. Relational databases and SQL background 

A database is a set of structured data associated with a 
schema derived from real world by applying a data model 
(relational, object). DBMS allow databases management 
through a standardized interface called SQL [1], [16], [17]. 

They provide TIPS (Transaction, Integrity, Persistence and 
Structuration / schema) services for development of 
information systems development [2]. 

A DBMS integrates 3 levels: 

 Data Description Language (DDL): Defines a language 
allowing description of objects (tables, domains, 
databases, views, procedures…). 

 Data Manipulation Language (DML): Defines a 
standard data manipulation language allowing 
interrogating and updating a DB without specifying any 
access algorithm (SQL3 being the current standard [1] 
for relational databases). 

 Data Control Language (DCL): Defines some integrity 
and confidentiality constraints in order to manage user’s 
rights and authorizations on objects. 

The DBMS ensures consistency of data in databases and 
defines some mechanisms such as sharing, security, physical 
and logical independence of data, access performances in share 
or exclusive mode. 

DBMS can handle several standard request mechanisms 
allowing manipulating data (read, write, delete, update, sort, 
etc.). The SQL language, created in 1974 and first normalized 
in 1986 is used to perform operations on relational databases. It 
allows developers to interact with a RDBMS without showing 
physical aspect of data and is compatible with DDL, DML and 
DCL. SQL’s instructions syntax is pretty close to the human 
language in order to make it easier to learn and to read by a 
human user. 

B. From SQL DBMS to SE’s Applet 

GP compliant SE is divided in a set of Security Domains 
(SDs) separated by firewalls allowing several services to be 
safely executed on the same card. 

Each SD is dedicated to a type of business model. On 
Fig. 6, the first SD is reserved for the card issuer (MNO, 
manufacturer...); it contains maintenance and additional 
customer’s (SP) services. Others are dedicated to the SPs 
services (transportation, payment card, loyalty card, coupons, 
etc.). 

A DBMS manages a set of databases contains tables 
consisted of rows and columns / fields. On the other hand, the 
SE is composed of SDs hosting running applets managing their 
own data / fields (see Fig. 7).  

 

Fig. 6. Security Domains inside the SE 
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Fig. 7. Similarities between a SE and a DBMS 

We can infer the following conclusions: 

 The execution environment provided by the SE could 
be seen as equivalent to a DBMS: the OS manages the 
SDs and the DBMS manages databases; 

 An NFC service hosted in the SE (applet) could be seen 
as a table of the DB; 

 The data fields of an applet could be seen as the 
columns of the table. 

C. DDL, DML, and DCL applied to the SE-QL 

Note: at this stage, the instructions are not yet all been 
implemented in SE-QL. 

1) Data Description Language (DDL) 
These instructions are intended for the SE management 

with special maintenance privileges: 

 CREATE – to create new services (applets) in the SE 

 ALTER – to modify the structure of the SE data storage 

 DROP – delete objects from the SE 

2) Data Manipulation Language (DML) 
These instructions are intended for the NFC service 

management with the SP privileges: 

 SELECT – read data from the applets of the SE 

 INSERT – write data fields into an applet of the SE 

 UPDATE – update existing data fields within an applet 
of the SE 

 DELETE – deletes the records from an applet of the SE 

3) Data Control Language (DCL) 

  GRANT – provide access privileges 

  REVOKE – remove access privileges 

D. Principle of SE-QL 

First objective is to hide this low-level implementation of 
byte arrays by providing the same generic and developer-
friendly interface regardless of the platform (initially 
developed on Java and Android devices, later on Windows 
Phone and other platforms like HTML5). 

1) SE-QL algorithm 
A SQL query is composed of two parts: a mandatory part 

containing the statement and the object affected by the 

command, and an optional part using algebraic operators for 
projection, selection, junction and division. 

For a given applet uniquely identified by its alias (matching 
its AID), SE-QL model makes a correspondence between an 
SQL-like instruction (CREATE, INSERT, SELECT, 
UPDATE, DELETE, etc.) and the assigned APDU instruction, 
whereas the data model gives the records SE-QL alias, their 
corresponding hexadecimal identification (ID) in the APDU 
instruction parameter, and the maximum length expected by 
the applet. 

For example, we can illustrate a simplified use case in 
which the developer would check and update the balance 
stored by a portfolio applet. This is done in two steps: (i) read 
“balance” record from “portfolio” applet, (ii) update “balance” 
record from “portfolio” applet. This will be translated as 
following in SE-QL language: (1) “SELECT balance FROM 
portfolio”, (2) “UPDATE portfolio SET balance = {value}”. 
To be done, the metadata must provide portfolio applet AID, 
SELECT and UPDATE translation into APDU protocol, and 
the “balance” record byte identifier: 

TABLE V.  EXAMPLE OF SE-QL INSTRUCTIONS 

Description SE-QL meaning/ alias APDU transcription 

Applet / 

relation {used 

for the 

communication 

initialization} 

portfolio  AID: F0000000001 

Class standard & Security 

compliance 

CLA: B0 {ISO / IEC 7816-

4} 

Instruction 

SELECT 
INS: B2 {READ 

RECORD} 

UPDATE 
INS: DC {UPDATE 

RECORD} 

Record 

projection 

Balance P1: 50 

Record value expected 

length 
Le: 0E {14} 

TABLE VI.  EXAMPLE OF SE-QL TO APDU COMMAND 

SE-QL command APDU command Return 

SELECT balance FROM 

portfolio 

 

B0B250000E 
Fields 

values 

UPDATE portfolio SET 

balance = 2000 

{payload data is given 

according the field length 

0x0E defined by the 

metadata} 

B0DC50000E00000000002000  

Number 

of rows 

updates  

In more complex use cases, several APDU commands may 
be handled within a single SE-QL instruction, for example, a 
statement regarding multiple fields. The activity diagram 
shown on Fig. 8 illustrates the processing of several fields 
algorithm, where APDU command sending corresponds to the   
greyed task. 

These examples illustrate the similarity between an APDU 
command and a SQL query; the rationale of our approach is to 
identify mechanisms between these two worlds. Moreover 
applets are not intended to manage large amounts of data like 
tables in relational databases; usually there are small pieces of 
data corresponding to tuples of information in a table in a 
DBMS. In addition, SE-QL language will be limited by the 

 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 5, No. 8, 2014 

27 | P a g e  

www.ijacsa.thesai.org 

already defined standards; SE-QL goal is only to ease NFC 
secure application development. 

 

Fig. 8. SE-QL SELECT instruction algorithm 

SE-QL is delivered as a Java package integrated in WOLF 
libraries that manages SE / reader connection and applet 
communication initialization. This is managed from SE-QL 
controller that is the entry point for the client applications of 
the SE. SE-QL controller is in charge to redirect instructions to 
the appropriate SE-QL interface according targeted platform, 
implementing the method “execute” that accepts the SE-QL 
instruction and the command ID. The result for a given 
command (identified by an ID) is forwarded through an event 
of the SE-QL callback currently in the form of a HashMap of 
returned data, concerned field name being the key. 

2) Metadata 
Metadata is actually provided as a XML (eXtensible 

Markup Language) file (which could be acquired on the fly 
during the installation of the application, for example from a 
web server); it contains one (or more) applet(s) configuration 
defining two models: the former describes the correspondence 
APDU / SE-QL commands, while the second describes the 
pattern of the data managed by the applet. The metadata are 
used by SE-QL parser on the side of the client application at 
the APDU commands building, as well as the generic applet 
for its data storage initialization (could also be provided as a 
script). 

Source code 2. Example of XML metadata file 
<seqlmetadata> 

   <applets> 

      <appletModel alias="pds_applet" AID="F0014144500002"> 

         <instructions> 

             <seqlModel> 

               <ins>SELECT</ins> 

               <cla>80</cla> 

               <value>B2</value> 

            </seqlModel> 

            <seqlModel> 

               <ins>INSERT</ins> 

               <cla>80</cla> 

               <value>D2</value> 

            </seqlModel> 

            </instructions> 

          <tables> 

            <tableModel> 

             <name>username</name> 

                <value>30</value> 

                <length>9</length> 

              </tableModel> 

              <tableModel> 

               <name>password</name> 

               <value>40</value> 

               <length>9</length> 

              </tableModel> 

              <tableModel> 

               <name>key</name> 

               <value>31</value> 

               <length>255</length> 

              </tableModel> 

              <tableModel> 

               <name>pin</name> 

               <value>50</value> 

               <length>4</length> 

              </tableModel> 

           </tables> 

      </appletModel> 

      <appletModel alias="wolf_hce" AID="F0014144500001"> 

         <instructions> 

  ... 

E. WOLF API 

As mentioned, WOLF aims to be an ontology-driven 
Framework based on self-descriptive metadata (being currently 
XML format). This is our prerequisite to ensure maintainability 
and portability of the components. The architecture of WOLF 
is drawn around the central concept of SE-QL being the 
interface for a simplified and optimized handling of the data 
that is the same regardless of the mobile and whatever SE type 
and whatever covered platform. This interface allows 
developers to define their own configuration in the metadata 
file (mapping the APDU instructions, description and alias of 
the data, etc.), making the interface compliant with already 
existing (contact or contactless) smart card standards or 
proprietary instructions. 

WOLF API encompasses a generic applet and a generic 
wallet each based on its own metadata that can be easily 
personalized for a rapid implementation (see Fig. 9). 

1) WOLF current progress 
Current API provides: 

 SE-QL package which is common for all Java-based 
platforms contains the SE-QL generic interface, APDUs 
handling classes, SE-QL callback interface, SE-QL 
parser, and metadata objects. 

 Android packages contains: (i) OMAPI SE-QL 
controller to access the SE with OMAPI API on 
Android SDK17 platform, (ii) HCE controller for 
Android SDK19 platform SE-QL, and (iii) the generic 
WOLF HCE service (that emulates the SE) able to 
communicate with (iv) WOLF generic applets. Android 
package will also contain the off-host APDU service** 
(to communicate with the SIM-SE), the generic Wallet 
UI, and Android reader for external devices (work in 
progress). 

 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 5, No. 8, 2014 

28 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 9. WOLF architecture overview 

 Smart card reader package provides the SE-QL 
controller for Java™ Smart Card I/O API compliant 
with PC / SC (NFC) readers.  

 (4) HTTP package contains the HTTP requests helper 
for the sending of GET, POST, PUT, and DELETE 
requests (e.g. to access RESTful Web services), and the 
SOAP Web services helper. 

 Cryptography helper (encode / decode, generate hash 
key) is provided in the tools package. 

 TSM package contains tools dedicated to TSM (work in 
progress). 

WOLF for Android and SE-QL have been tested for three 
use cases so far : (i) SIM-based NFC service on Android 
device compiled with SDK17 (Android Jelly Bean, build 4.2.2 
or earlier on nonstandard build of CyanogenMod) using 
OMAPI, (ii) Android HCE generic service compiled with 
SDK19 (Android KitKat, build 4.4.2), and (iii) a Java 
application to test the communication between a USB NFC 
reader plugged to the PC (using standard PC / SC driver, see 
www.pcscworkgroup.com/) and an NFC device. 

The beta version of WOLF plugin for Android was 
implemented last year for CyanogenMod with seek-for-
Android [47] implementation of OMAPI (need the device 
bootloader to be unlocked and CyanogenMod build to be 
installed in replacement of standard OS on the phone). 
Afterward, OMAPI was formally integrated as an external API 
for Android standard build 4.2.2. But since Android KitKat, 
OMAPI is no more supported by the official Android build; it 
has been replaced by Android HCE, the software based card 
emulation mode. **On Android KitKat, SIM-SE access must be 
routed by Android off-host APDU service… 

 

Fig. 10. Major WOLF current components 

2) WOLF experimentation within F1RST project 
The F1RST wallet for Financial Inclusion (FI) uses SE-QL 

commands and WOLF platform in the end-to-end supply chain 
NFC services for the secure traceability of aids delivery. 
WOLF was successfully tested in the development of two use 
cases prototyped at MBDS in 2012-2014 within F1RST 
project; M-PDS (Mobiquitous NFC Public Distribution 
System) [8] and BARTER 2.0 (Bank of Animal in Rural 
TERritories 2.0 / Social Network of Donators) [8]: WOLF API 
and SE-QL are the kernel of mobile NFC services modules 
within use cases prototypes of F1RST wallet as shown in Fig. 
11. 

 

Fig. 11. Architecture of F1RST ecosystem [8] 

3) WOLF / SE-QL implementation 
On Android platform, WOLF library has to be referenced 

in the project properties. Once it is done, SE-QL controller 
class can be instantiated once with appropriate parameters 
(targeted platform, application context if Android, metadata 
file). Then, you can get the controller and use SE-QL to 
communicate with the SE, and receive events with the returned 
responses from the applet as shown in source code 3: 
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Source code 3. Android implementation of WOLF: SE-QL controller 

instantiation 
1. import org.mbds.wolf.seql.ISeqlCallBack; 

2. import org.mbds.wolf.seql.SeqlController; 

3. import org.mbds.wolf.seql.exceptions.ApduError; 

4.  

5. public class MyApplication extends Application  

6.                           implements ISeqlCallBack { 

7.       SeqlController ctrl = null; 

8.       //........ 

9.       protected void init() { 

10.       boolean ok = false; 

11.       try { 

12.          SeqlController.OS os =  

13.               SeqlController.OS.ANDROID_HCE; 

14.          if (android.os.Build.VERSION.SDK_INT<=19) 

15.              os = SeqlController.OS.ANDROID_OMAPI; 

16.          ctrl = new SeqlController( 

17.                 getApplicationContext(), os,  

18.              File metadata, this); 

19.          ok = true; 

20.       } catch (ClassNotFoundException e) { 

21.          e.printStackTrace(); 

22.       } catch (NoSuchMethodException e) { 

23.          e.printStackTrace(); 

24.       } catch (InstantiationException e) { 

25.          e.printStackTrace(); 

26.       } catch (IllegalAccessException e) { 

27.          e.printStackTrace(); 

28.       } catch (InvocationTargetException e) { 

29.          e.printStackTrace(); 

30.       } 

31.       if (!ok) { 

32.          Toast.makeText(this, "SE-QL controller  

33.                 could not be instantiated,  

34;                 application will finish!",  

35.             Toast.LENGTH_LONG).show(); 

36.          quitApp(); 

37.       } 

38.    } 

39. } 

 

Source code 4. Android implementation of WOLF: executing SE-QL 

instruction 

1. public class MyActivity extends Activity  

2.                      implements ISeqlCallBack { 

3.  private SeqlController ctrl; 

4.    //… 

5.  @Override 

6.  protected void onCreate(Bundle 

7.                        savedInstanceState) { 

8.   super.onCreate(savedInstanceState); 

9.   MyApplication act =  

10.             (MyApplication)getApplication();  
11.       ctrl = act.getController(); 

12.  } 

13.  @Override 

14.  protected void onResume() { 

15.   super.onResume(); 

16.   ctrl.setCallback(this);      

17.   if(!ctrl.isServiceConnected()) { 

18.       ctrl.initService(); 

19.   } 

20.  } 

21.  private boolean executeSeqlCommand(String  

22.                      statement, int commandId) { 

23.   return ctrl.execute(statement, 

commandId); 

24.  } 

25.  @Override 

26.  public void onPINRequired() { 

27.   startActivityForResult(new 

Intent(this, 

28.                      PinEntryView.class),  
29.    Constant.PIN_REQUEST); 

30.  } 

31.  @Override 

32.  public void onResponse(Map<String, Object>  

33.                     results, int commandId) { 
34.   //Process results 

35.  } 

36.  //... 

37. } 

Fig. 12 gives an overview of components interaction 
showing how the client module (service UI) requires the name 
and the password of the handset end-user, stored by the applet 
using SE-QL; then, WOLF plugin initiates the connection and 
the applet requests the user PIN entry. When user PIN entry 
has been successfully transmitted, the previous SE-QL 
instruction can be processed. This sequence derived from 
F1RST use cases prototyped at MBDS was a first proof-of-
concept; the client module has been tested with the applet 
embedded in the SIM and the generic HCE applet of WOLF 
without requiring any code changes except for the manifest 
(and the Android host-apdu-service XML metadata), since 
HCE services must be declared in the client application. 

 

Fig. 12. Sequence diagram example using WOLF API 

The WOLF SE-QL reader Java tester is intended to test the 
communication with the applet hosted into the SE of the 
mobile phone: the tester frame is shown in Fig. 13: user grabs 
the SE-QL instruction in the input text area and clicks on the 
“Execute” button. Then, he is asked to place the device on the 
reader and the SE-QL instruction is parsed into APDU(s) 
command(s); the result is shown in the log trace view. 
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Fig. 13. SEQL tester for PC / SC Reader 

IV. CONCLUSION AND FUTURE WORKS 

In this report, we demonstrated SE-QL high added value 
making easy and fast the development of secure NFC mobile 
services using card emulation mode. The great advantage of 
SE-QL is that it is compatible with most APDU standards and 
can be used for already existing applets. SE-QL is a very good 
solution for applications that do not need complex transactions. 

Withal, it does not already fully meet ACID (Atomicity, 
Consistency, Isolation, and Durability) properties that 
guarantee the transactions are processed reliably; in the next 
release, we are focusing on the transactions integrity by 
implementing the mechanisms for the handling of a set of 
transactions that need to be completely executed in order to 
maintain system consistency. This will be done using the 
“BEGIN transaction”, “COMMIT”, and “ROLLBACK” 
instructions (taking care of the limitation of RAM will require 
a temporary serialization before complete execution) and the 
management of a time-out. But, as we talk about contactless 
communication, we may face untimely interruptions 
transactions when the devices are removed prematurely. 

Several researches have been done on database 
implementation in smart cards (that can apply to the SE) [11], 
[12], [13], [18]; this highlights the need for embedded DB 
system. Nowadays, lite databases have been adopted for low 
capacity systems like SQLite (www.sqlite.org) which is 
multiplatform compliant and it is provided as part of Android 
OS. This is why we will also explore other areas of 
investigation around embedded DB, and also other object-
oriented structures in the payload such as RESTful 
(Representational Sate Transfert) services, and the ability to 
provide XML, JSON (JavaScript Object Notation), etc. 

Another current important stuff is to manage security 
according standards specification. This will be done combining 
IISc Bangalore research on the crypted SE to ours, e.g. using 
cryptographic APIs (e.g. Cipher) and studying existing 
protocols, or by proposing new ones and Cloud-based solutions 
(studied at LSIS lab of Aix-Marseille University [11]). 
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Abstract—The wisdom of crowds refers to the phenomenon in 

which the collective knowledge of a community is greater than 

the knowledge of any individual. This paper proposes a network 

design for the fastest and slowest consensus formation under 

average node degree restrictions, which is one aspect of the 

wisdom of crowds concept. Consensus and synchronization 

problems are closely related to variety of issues such as collective 

behavior in nature, the interaction among agents as a matter of 

the robot control, and building efficient wireless sensor networks. 

However, designing networks with desirable properties is 

complex and it may pose a multi-constraint and multi-criterion 

optimization problem. For the purpose of realizing such efficient 

network topology, this paper presents an optimization approach 

to design networks for better consensus formation by focusing on 

the eigenvalue spectral of Laplacian matrix. In both the fastest 

and slowest networks presented, consensus is formed among local 

structures first, then on a global scale. This suggests that both 

local and global topology influence the networks dynamics. These 

findings are useful for those who seek to manage efficient 

consensus and synchronization in a setting that can be modeled 

as a multi-agent system. 

Keywords—wisdom of crowds; consensus problem; Laplacian 

matrix 

I. INTRODUCTION 

There is a strong interest in many fields to answer the 
following questions. How do interacting individuals with 
micro-motives produce the desirable or undesirable outcomes 
at the aggregate level? How are interactions among agents that 
produce some regularities of interest at the macroscopic level 
identified? Most of our social activities are substantially free of 
centralized management, and although people may care about 
how it all comes out in the aggregate, people’s own behaviors 
are typically motivated by self-interest. Therefore, in 
examining collective outcome, the observer shall draw heavily 
on the individual behaviors. It might be argued that 
understanding how individuals behave is sufficient to 
understand most parts of the social system. Although 
individual behaviors are important to understand, they are not 
sufficient to describe how a collection of agents generate 
desirable macroscopic outcome. To make the connection 
between microscopic behavior and macroscopic outcome of 
interests, the observer usually has to look at the system of 
interactions among agents described as the interaction network 
topology. 

There are social systems for which it is difficult to 
understand how they work or to find better ways to make them 

work. For instance, social systems often produce inefficient 
outcomes at the aggregate level in a way that the individuals 
who comprise the system cannot evaluate or are not even 
aware of. When the system results in some undesirable 
outcome, the cause is often thought of as the members who 
comprise the system. The resulting outcome is observed as 
corresponding to the intentions of the members who 
compromise the system. It is not easy to tell from emergent 
phenomena just what the motives are behind individuals and 
how strong they are. 

Social systems often result in the features of emergent 
properties, which are properties of the system in which 
separated components by themselves do not have. Other social 
phenomena are also viewed as emergence that have arisen from 
billions of small-scale and short-term decisions of interacting 
agents. Billions of people make billions of decisions everyday 
about many things. It often appears that the aggregation of 
these unmanaged individual decisions leads to unpredictable 
outcomes. Unintended consequences and side effects are 
closely related to emergent properties. In other words, the 
global or macroscopic functionality of a system is the sum of 
all side effects of all emergent properties. 

People constantly interact with each other in different ways 
and for different purposes. Somehow these individual 
interactions produce some coherence at the aggregate level, 
and therefore, aggregation may generate structure and 
regularity. The individuals involved may have a very limited 
view of some part of the whole system but their activities are 
coordinated extensively and produce a desirable outcome at the 
aggregate level. These emergent properties are the result of not 
only the behavior of individuals but the interactions between 
them as well. 

In his book, titled The Wisdom of Crowds, Surowiecki 
explores an idea that has profound implications: a large 
collection of people are smarter than an elite few, no matter 
how they are brilliant and better at solving problems, fostering 
innovation, coming to wise decisions, even predicting the 
future [1].  

He explains the wisdom of crowds emerges only under the 
right conditions: (1) diversity, (2) independence, (3) 
decentralization, and (4) aggregation. His counterintuitive 
notion, rather than the madness of crowd such as herding or 
cascade as traditionally understood, suggests new insights for 
the issue on how complex social and economic activities 
should be organized. 
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In contrast, Lorenza et al. [2] demonstrates by experimental 
evidence that even mild social influence can undermine the 
wisdom of crowd effect in simple estimation tasks. In the 
experiment, subjects could reconsider their response to factual 
questions after having received average or full information of 
the responses of other subjects. They compare subjects’ 
convergence of estimates and improvements in accuracy over 
five consecutive estimation periods with a control condition in 
which no information about others’ responses was provided. 
Although groups are initially wise, knowledge about the 
estimates of others narrows the diversity of opinions to such an 
extent that it undermines the wisdom of crowd effect. 
Especially the social influence effect diminishes the diversity 
of the crowd without improvements of its collective error. 

This observation derives requirements for a more general 
model of network effects. Therefore a new area of research has 
emerged aiming at explaining the phenomena of strong 
positive or negative network effects in markets and their 
implications on market coordination and efficiency. However, 
the assumptions and simplifications implicitly used for 
modeling social interaction processes fail to explain the 
individual cognitive decision-making process as well as the 
network structure. 

Consensus problems have a long history in computer 
science and control theory [3]. In networks of agents, 
consensus means to reach an agreement regarding a certain 
quantity of interest that depends on the state of all agents. A 
consensus algorithm is an interaction rule that specifies the 
information exchange between an agent and all of its neighbors 
on the network. The theoretical framework for solving 
consensus problems for networked systems was introduced by 
Olfati-Saber and colleagues [4]. 

Many of the essential features displayed by complex 
systems emerge from their underlying network structure. 
Whether optimization plays a key role in shaping the evolution 
of optimal networks is an important question [5]. One of the 
broadest areas of research, the optimization has a long history. 
Optimization is most often connected to a function that the 
system performs. In numerous cases the function is 
multifaceted. How network structure influences the global 
performance of such systems is probably the question that is 
posed most frequently in network research [6][7]. 

Here the following question is addressed: what topology 
fosters or dampens consensus or synchronization on networks? 
In this paper, such optimal topologies are constructed for any 
fixed number of nodes and links, by employing an evolutionary 
optimization procedure. The issue of the wisdom of networked 
agents in terms of convergence speed by formulating 
consensus problems is addressed. An evolutionary algorithm is 
used involving optimizing the eigenvalue ratio of the Laplacian 
matrix under the constraint of the average degree. Traditionally, 
optimization has a strict mathematical definition, which refers 
to obtaining the solutions that strictly optimize a well-defined 
objective function. Here a looser definition of the word is 
adopted by extending it to include a tendency of the system to 
improve its behavior as a result of a selection pressure based on 
artificially imposed fitness function. It comprises the variation 
principles or the survival-of-the-fittest principles that pervade 

biology and engineering, the foundational hypotheses of 
numerous computer algorithms, and the frameworks for 
addressing the improvement of efficiency in various contexts. 
Optimization in complex networks has a broad significance, 
incorporating static and dynamical properties and serving as an 
instrument to analyze and control the evolution and function of 
both natural and engineered systems. 

In this paper, the fast consensus topology is introduced that 
is not Ramanujan for average degree less than 2 that has not 
been previously reported, generated with the genetic algorithm. 
Additionally, the fastest consensus is contrasted with the slow 
consensus topology, based on a heuristic model which was 
originally inspired by the evolutionary algorithm. Finally, a 
consensus of two clique topology connected by a single link 
will be examined. All of these networks display a topological 
priority in the progression of consensus, where consensus is 
formed initially with locally oriented agents that form close 
proximity. Formation of such topology by an agent society 
may be referred to as their wisdom, resulting in varying 
aggregate performances from a global perspective. 

II. NETWORK DESIGN FOR BETTER CONSENSUS 

It is broadly recognized that most complex systems in 
nature are organized as intricate network patterns. This 
observation has triggered an intense research effort aimed at 
understanding the organizing principles of these networks, 
their structural properties, and the interplay between topology 
and dynamics. Understanding the network structure of 
individual systems has led to tremendous advances in the past 
decade [8][9]. 

Most of the complex systems seen in real life also have 
associated dynamics, and the structural properties of such 
networks have to be linked with their dynamical behavior. 
While most of the initial effort was put into understanding the 
topological properties of networks, the interest has gradually 
shifted towards the analysis of the interplay between a 
topology and the dynamics of network components. In general, 
each element (node) in a network undergoes a dynamical 
process while coupled to other nodes. The system’s collective 
behavior depends strongly on the efficiency of communication 
paths, which is in turn dictated by the underlying network 
topology. In this way, the network structure determines to a 
large extent the possibility of a coherent response. 

Thus, the topology of the network remains static while the 
states of the nodes change dynamically. In this respect, one of 
the questions of obvious significance is whether there is a 
relation between the stability of the dynamics against small 
perturbations in the dynamical variables and the specific 
arrangement of the network’s connections. If the perturbation 
decays quickly, so that it is unable to spread to the rest of the 
network, the network is said to be stable. Such a property is 
necessary if networks are to survive the noisy environment that 
characterizes the real world. 

It has sometimes been argued that, networks with larger 
number of nodes, links and stronger interconnections are more 
stable. Such assertions are partly based on empirical 
observations, e.g., in ecology, where it has been found that 
more diverse and strongly connected ecosystems are more 
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robust than their smaller, weakly connected counterparts. Some 
important processes studied within this framework include 
synchronization of the individual dynamical systems and 
consensus processes such as opinion formation. Studies like 
these have clarified that certain topological properties have 
strong impacts on the dynamics of the networks. In recent 
studies, the reason for the occurrence of synchronized networks 
became clear and the underlying network topology is 
important, however, little is known about what the best 
network topology is for synchronization [10][11]. 

Two principal approaches have contributed to 
understanding network structures so far. The first is an 
assembly mechanism that derives the structure of large 
complex networks from processes that describe the piecewise 
addition of nodes and links according to stochastic rules over 
time. Preferential attachment is an important mechanism in this 
category. The second approach is via optimization, thus 
assuming that a network structure observed in the real world 
represents the end point of some guided reorganization 
mechanism that aims at optimizing system performance during 
its evolution [12]. 

When modeling consensus, the underlying network restricts 
communication among agents where agents can exchange 
information only with the connected agents. There are many 
studies to analyze the influence of the network topology on the 
convergence speed of the iterative consensus algorithm. 

Based on the concept of ―The wisdom of crowds‖, Golub et 
al. [13] developed a social network approach to model 
consensus phenomenon. Their study basically uses an 
important model of network influence largely due to DeGroot 
who studied consensus problems in groups of experts who 
originated in statistics [14]. In their paper, Golub et al. 
examined one aspect of this broad theme: for which social 
network structures will a society of agents who communicate 
and update naïvely come to aggregate decentralized 
information completely and correctly. They focus on situations 
where there is some true state of nature that agents are trying to 
learn and each agent’s initial belief is equal to the true state of 
nature plus some idiosyncratic zero-mean noise. The network 
structure of agents is described using a weighted network. 
Agents have beliefs about some common question of interest—
for instance, the probability of some event. At each time step, 
agents communicate with their neighbors in the social network 
and update their beliefs. The updating process is simple. An 
agent’s new belief is the average of his or her neighbors’ 
beliefs from the previous period. 

An outside observer who could aggregate all of the 
decentralized initial beliefs could develop an estimate of the 
true state that would be arbitrarily accurate in a large enough 
society. Golub et al. studied learning in a setting where agents 
receive independent noisy signals about the true value of a 
variable and then communicate it in a network. The agents 
naïvely update beliefs by repeatedly taking weighted averages 
of neighbors’ opinions. They show that all opinions in a large 
society converge to the truth if and only if the influence of the 
most influential agent vanishes as the society grows. They also 
identify obstructions to this, including prominent groups, and 
provide structural conditions on the network ensuring efficient 

learning. Whether agents converge to the truth is unrelated to 
how quickly consensus is approached. 

The consensus problem is also related to synchronization. 
Synchronization is the most prominent example of coherent 
behavior, and is a key phenomenon in systems of coupled 
oscillators as those characterizing most biological networks or 
physiological functions. Synchronous behavior is also affected 
by the network structure. The continuous range of stability of a 
synchronized state is a measure of the system’s ability to yield 
a coherent response and to distribute information efficiently 
among its elements, while a loss of stability fosters pattern 
formation. 

In recent studies, the reason for the occurrence of 
synchronized networks became clear and the underlying 
network topology turned out to be important. However, 
synchronization often occurs unexpectedly and little is known 
what the best network topology is for synchronization. 

III. OPTIMAL NETWORK DESIGN FOR BETTER CONSENSUS 

The analysis of consensus problems relies heavily on 
matrix theory and spectral graph theory [15]. The interaction 
topology of a network of agents is represented using an 
undirected graph G with the set of nodes and edges. Neighbors 
of agent    is denoted as   . 

Consider a network of agents with the following dynamics: 

  ̇  ∑        (  ( )    ( ))  

where     is the weight of agent   on agent  .  

Here, reaching a consensus means asymptotically 
converging to the same internal state by way of an agreement 
characterized by the following equation: 

              

Assuming that the underlying graph G is undirected 
(        for all  , j), the collective dynamics converge to the 

average of the initial states of all agents: 

   
 

 
∑   
 
   ( ) 

The dynamics of system in (1) can be expressed as 

  ̇     ( ) 

   is the graph Laplacian matrix of the network G; the 
Laplacian matrix is defined as 

        

where D = diag(         ) is the diagonal matrix with 
elements    ∑      and A is the binary adjacency matrix (n

×n matrix) with elements     for all  ,  where     is 1 if agent 

  and agent   is connected or 0 if they are disconnected. 
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Notice that because the networks in this paper are 
undirected, L is a symmetric matrix with all real entries, and 
therefore a Hermitian matrix. In this research, L being a 
Hermitian matrix is always met with equality since the 
diagonal entry of each row in L is the degree of node  , and 
each link connected to   results in    in the same row. So the 
sum of all off diagonals in a row is   . Therefore L is a positive 
semi-definite matrix. Since L is semi-definite (and therefore 
also Hermitian), the following ordering convention for the 
eigenvalues will be adopted: 

             

The interval in which the synchronized state is stable is 
larger for a smaller ratio of the two eigenvalues        , 
therefore a network has a more robust synchronized state if the 
eigenvalue ratio          is smaller. Focusing on the first 
part, the network optimization will be the guided evolution of 
networks subject to some constraints. Attempting to explain the 
formation of a small-scale size of networks, the constrained 
evolution of networks towards consensus or synchrony 
optimality will be investigated. Constraint optimizations are 
included via a fitness function that combines the desired goal 
such as synchronization properties of the networks optimized, 
or the propensity of a network to synchronize with an average 
degree requirement needed to connect the nodes. 

Ramanujan graph is known in the literatures as the best 
networks for fast consensus. Ramanujan graphs [16] are k-
random regular networks with the second minimum eigenvalue 
satisfying: 

   ( )     √   , 

It is known that among the second minimum eigenvalue 
  ( ) of various Laplacian matrices, Ramanujan graphs have 
the largest   ( )  [17]. One class of Ramanujan graphs is a 
random regular network, which is easy to construct and used in 
many application for better consensus.  

However, for sparse networks with lower average degree, 
the condition in (7) does not carry any information especially 
for k=2. In this case a Ramanujan graph is a ring network with 
the degree of 2 as shown in Fig.1(a). However, the second 
minimum eigenvalue   ( ) of the ring network is very small, 
and consensus is very slow on the Ramanujan graph with the 
degree k=2. 

Genetic algorithms have been extensively used in single 
objective optimization for various communication network 
related optimization problems. Optimizing complex networks 
usually involve multiple objectives such as the network size as 
well as various network properties. In this paper, an 
evolutionary algorithm involving minimization of the 
eigenvalue ratio of the Laplacian matrix with the constraint of 
the average degree is used in order to design the optimal 
network. 

Now consider an optimization approach to design networks 
with better consensus. Although optimization requires finding 
an optimal solution for a well-defined objective function, 

optimization as a selection pressure to minimize the following 
fitness function is considered [18]: 

  ( )   
  

  
 (   )〈 〉 

where <k> is the average degree, and    (     ) is a 
parameter controlling two objects. 

The eigenvalue ratio           decreases as the average 
degree increases and the convergence speed becomes much 
faster. Therefore an interesting question is how to design a 
sparse network with a few degrees that guarantees a certain 
convergence performance. However this is a very difficult 
combinatorial problem. Therefore, an evolutionary design 
method is an effective way to design such a sparse optimal 
network. 

Initially 10 random networks with the Poisson degree 
distributions are generated and the genetic algorithm to obtain 
better networks in terms of improving the fitness function in 
(8) is used. The network is encoded as a binary adjacency 
matrix to perform the mutation and crossover. Next, the most 
suitable matrices among the parents and children matrices are 
chosen, and the others are eliminated. 

The multi-point crossover was used. After the crossover, 
each element in the matrix switches to a reverse state with a 
specific probability. In this paper, the network is an undirected 
graph, and so, if one element is reversed, the symmetry 
element is reversed at the same time. 

There is a possibility that an isolated network appears after 
crossover and mutation. In this paper, when an isolated node 
appears in a new network that the node has infinite distances to 
another node, the network is dumped. Therefore, non-isolated 
matrices can be used. After many generations have passed, an 
optimal network which minimizes the fitness function defined 
in (8) can be obtained. For dense networks with the average 
degree <k> is larger than 4, the evolutionary optimized 
networks are Ramanujan graphs. 

However for a sparse network of the average degree <k>=2, 
an evolutionary optimized network is a ring-trees type, where 
many modules networks with tree structures are combined by a 
ring network. Fig. 1 illustrates the difference of the network 
topology of an evolutionary optimized network (Fig. 1(b)) 
from a Ramanujan graph (ring network with k=2) (Fig. 1(a)). 

IV. SIMULATION RESULTS  ON CONSENSUS FORMATIONS 

In this section, simulation results on fastest and slowest 
consensus formation on an evolutionary optimized network 
and a heuristically designed network are shown. 

A. Fastest Consensus formation on a sparse network with the 

average degree <k>=2 

To examine how fast the process is for achieving consensus 
among agents in a network, the convergence speed is measured. 
In the following (9), various initial values are given to each 
node. 

   ( )    (         ) 
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   (a)     

 

    (b) 

Fig.2. Network topologies of (a) a Ramanujan graph and (b) an evolutionary 

optimized network, a ring-trees network, both with 500 nodes and 500 links 

with an average degree <k>=2. 

 

(a) 

 

(b) 

Fig.1. The convergences of the optimized network for (a) Ramanujan 

network with <k>=2 and (b) ring-trees network. 

The state of each agent (node)    (     ) in the system 
converges to a constant value. The time required for achieving 
a consensus is compared, that is, until the states asymptotically 
converge to the same internal state by way of an agreement 
characterized by the following equation: 

            

Fig. 2 shows the convergences of the optimized network. 
This means the collective dynamics converge to the average of 
the initial states of all agents. In general, the optimized network 
is faster than the Ramanujan network for <k>=2, the fastest 
among the previously network models. 

Fig. 2 (a) is from Ramanujan network and Fig. 2 (b) is from 
ring-trees network as shown in Fig. 1 with 100 nodes and 100 
links. Consensus dynamics on ring-trees network is achieved 
much faster than Ramanujan network, where the time of 
consensus is 1201 steps on ring-trees network and over 5000 
steps on Ramanujan network. On the ring-trees network, where 
agents are divided into each tree network, local consensus is 
promoted in each tree network at first. After that, the global 
consensus is formed via the ring network. It is very interesting 

that this simple mechanism makes a big difference between 
these networks on the convergence time of consensus 
dynamics. 

B. Network with the slowest consensus formation 

In this section a heuristic network for slow consensus is 
proposed. The original topology resulted from the evolutionary 
design approach. For the slowest design, the inverse of the 
eigenvalue ratio        is minimized under the constraint of 
the average degree: 

  ( )   
  

  
 (   )〈 〉 

Then the network which minimizes the fitness function in 
(11) is obtained. Then the optimal network for the slowest 
consensus is a clique-with-line network as seen in Fig. 3. 

The essence of the evolutionary optimized network is 
extracted and that lead to the following heuristic network 
design. The line network with a single clique has    nodes as 
the dense core and       nodes in the line network. There are 
   links in the clique and       links in the line network. If the 
total resource of building network is limited by   nodes and   
links, the following relationships between variants are obtained 
as, 

               , 
               , 
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Fig.3. The interconnected network with a clique and a line network 

 

(a) 

 

(b) 

Fig.4. The diagram of consensus dynamics between agents on a clique-

with-line network with 𝑁      nodes and 𝐿  5   links. The number of 

agents in a single core is 34. In this case the number 𝑖 is assigned to agent 𝑖 
initially. The plot range of time step is [0,   5] for (a) and [0, 500] for (b). 

 

Fig.5. A diagram of a symmetric dumbbell graph. Each clique is 

composed of 50 agents. The graph contains a total of 100 nodes and 

2,451 links. Since each clique is a complete graph, a Ramanujan, the 

bridging node may be chosen arbitrarily. 

             . 

When the length of line network with       nodes is given 
in addition to total nodes and total links (  and  ), the       
should meet the following condition to avoid disconnected 
network and double links between same two nodes. 

                              

Now the consensus formation on this optimal network for 
the slowest consensus formation is evaluated. The internal state 
value of each agent is plotted over time in Fig. 4(a). Consensus 
formation is very slow and it takes steps 100 times more than a 
ring-tree network in Fig. 1(b). The changes of the agent states 
at the beginning are shown in Fig. 4(b). This figure shows that 
consensus is achieved among agents in the clique first, then 
among agents on the line, and globally in the end. 

V. CONSENSUS FORMATION ON A SYMMETRIC DUMBBELL 

NETWORK 

Now consider consensus formation in a network with 
community structures. As a typical example, a ―dumbbell (or 
barbell) graph‖ with two cliques of identical network structure 
connected by a single link is used. Since the cliques used here 
are complete graphs, a Ramanujan [19], any node can be 
chosen to connect the two cliques. The bridging nodes on both 
cliques are strategically important since they are the only nodes 
that connect the two cliques. Additionally, these bridging 
nodes act as a bottleneck [20] since all nodes in the clique are 
indirectly influenced by the opposite clique only through their 
bridging node. Such model may be considered to represent two 
business teams working together for a common goal. 

A graphical image of a dumbbell graph is sown in Fig. 5. 
Each clique has 50 nodes and 1,225 links therefore 100 nodes 
and 2,451 links in total. The consensus performance is sown in 
Fig. 6. The initial values assigned to one clique is  5  and to 
the other clique is 50<. The progression of consensus in Fig. 6 
shows that consensus is formed within the clique before a 
global consensus is achieved through the bridging nodes and 
the bridging link. The time it took for consensus is 9,961 steps. 

Since the graph used in each clique is a complete graph 
where all agents are connected to the rest of the agents, the 

consensus formation is instant if the cliques were on their own 
[21]. Although the fastest consensus is achieved in both graphs 
if they are separated, the consensus becomes very slow if they 
are connected only by a few links. Therefore the consensus 

dynamics is an example to illustrate that the network dynamics 
will be affected by the local topological properties as well as 
the global properties of the network. 
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Fig.6. A consensus progression diagram for the dumbbell graph in Fig. 

5. The initial values assigned to agents in each clique are first half of 100 

to one clique and the second half of 100 to the other clique. 

VI. CONCLUSION AND EXTENDED WORKS 

Consensus and synchronization problems are associated 
with various issues, therefore, the optimal networks proposed 
prove themselves as one of the best network structures in terms 
of significance and effectiveness. Designing desirable networks 
is complex and it may pose a multi-constraint and multi-
criterion optimization problem. 

This paper presented a genetic optimization approach to 
design an optimal network for consensus formation and 
synchronization while simultaneously minimizing the 
eigenvalue ratio and the link density. The convergence speed 
of evolutionary optimized networks both for fastest 
convergence and slowest convergence for <k>=2 was 
investigated. Additionally, the priority of consensus formation 
within the network with community structures was observed. 

Evolutionary optimized networks for faster consensus is 
made of a ring and many tree structures that are connected to 
various nodes on the ring. Although Ramanujan networks are 
known to have fast consensus characteristics, the optimized 
network is neither a Ramanujan graph nor random regular 
networks in which all nodes have the same degrees. Most of 
the nodes have the same degrees but some nodes have more 
links and other nodes have less links than the majority of nodes. 
For slow consensus, a core-with-line network was obtained 
where one end of a string of nodes is a dense clique with many 
nodes. Finally, two clique graphs were connected by a single 
link and its consensus property was observed. The consensus 
dynamics of the above networks show that consensus is formed 
among agents with denser links first, then a global consensus is 
formed. This demonstrates that both local and global 
topological properties contribute to the overall behavior of the 
network dynamics. 

As for future development of this research based on the 
above results obtained, solving a network design problem of 
additional complexity by including larger number of objectives 
and constraints is an area of further investigation. The 
constraints may differ for networks in a geographic setting in 
addition to a topological layout, as in the case with real 
networks such as the internet and the brain cell network. For 
additional constraint, not only the wiring cost but also the 
maintenance of links in real distances may be used [22].  

Many networks occurring in real life have modular 
structures that are arranged in a hierarchical structure. A more 
complex consensus model can also be considered where each 
module can represent a community of various interests [23] as 
the dumbbell network, or even a module as a single agent with 
distinct parameters represented by each node, with thresholds 
for each node in order to gain consensus within the module of 
nodes. Such a setting may be used to model an individual’s 
psychology and their motivational level especially when there 
are many factors to be weighed in a decision making process. 

Still further ahead, how to design ultra-large networks with 
the optimal principle will be investigated. Optimal networks 
(network modules) are achieved by treating each module as a 
node that has the same degree distribution as the rest of the 
optimal modules. The connecting nodes of two modules are 
selected stochastically in proportion to the node positions in 

each module. The benefit of such modularization of a network 
is that the sparse connectivity between modules can prevent the 
contagion of risk spreading [24]. Observation of consensus 
dynamics and speed can reflect the robustness of large 
modularized optimal networks. 
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Abstract—In the last few years, the international work on 

Massive Open On-line Courses (MOOCS) underlined new needs 

for open educational resources (OER) management within the 

context of the Web of Data. First, within MOOCs, all (or at least 

most) resources must be open and available on the Web through 

URIs, including the MOOCs themselves. Second the evolution of 

research and practice in the field of OER repositories, notably 

the focus in international e-learning standards, is moving 

recently from OER metadata stored in relational databases 

towards RDF-based descriptions of resources stored in triple 

stores. Third, new resource management tools like COMETE 

provide more intelligent search capabilities within the Web of 

data, both for designers who are building MOOCs, and also for 

students who should be equipped with friendly tools to 

personalize their environment. We will present some COMETE 

use cases to illustrate these new possibilities and advocate for 

their integration within MOOC platforms. 

Keywords—resource management; resource repositories; OER; 

open resources; MOOCS; RDF; Web of data; Semantic Web; 

IEEE-LOM; ISO-MLR 

I. INTRODUCTION 

This paper results from a decade of research started in 
2002-2004, within the eduSource canadian project, where a 
resource manager called PALOMA [1] was first produced and 
improved in the following years. Later on, the main research 
moved within the Learning Object Repository Network 
(LORNET), a large pan-canadian 5-year effort directed by the 
first author. This effort resulted in the production of TELOS 
[2], a design workbench for learning scenario or knowledge 
management workflows based on a new manager describing 
resources in the terms of an OWL technical ontology. In the 
last three years, our research on educational resource 
management moved to the use of semantic technologies for the 
Web of data [3,4,5] , resulting in a mature tool, COMETE, that 
is being used in the colleges of Quebec for educational 
ressource referencing and search. 

The present paper summarizes this recent effort for the first 
time, describing the COMETE system and linking it to the 
ISO-MLR standard [6], proposing its use as a tool for the 
design and use of massive open on-line courses (MOOCs) 
[7,8]. 

The paper in organized into four more sections. In section 
2, we introduce the notion of an educational resource 
repository and of a resource manager. Section 3 present a 

recent evolution of e-learning standards, norms and application 
profiles resulting in the publication of the ISO standard on 
Metadata for Learning Resources (ISO-MLR), which is based 
on the Ressource Description Framework (RDF) enabling the 
use of the Web of data. In the fourth section we provide an 
overview and some insights on COMETE, our RDF-based 
OER manager. In the last section, we use COMETE to 
illustrate its use both for MOOC design by professors or 
designers, and for MOOC personalization by students and 
tutors.   

II. OPEN EDUCATIONAL RESOURCES REPOSITORIES 

We provide here some backround information on open 
educational resources repositories and resource management. 

A. Open educational resources repositories 

The term “Open educational resources” was first coined at 
UNESCO’s 2002 Forum on Open Courseware and defined as 
“teaching, learning and research materials in any medium, 
digital or otherwise, that reside in the public domain or have 
been released under an open license that permits no-cost 
access, use, adaptation and redistribution by others with no or 
limited restrictions. Open licensing is built within the existing 
framework of intellectual property rights as defined by relevant 
international conventions and respects the authorship of the 
work.”[9] 

Ten year after, UNESCO held in Paris an international 
OER congress on 20-22 June 2012 where the so-called Paris 
OER Declaration was issued. This declaration recommends 
that States, within their capacities and authority “foster 
awareness and use of OER” in many ways including 
“encourage research on OER”, “promote the understanding and 
use of open licensing frameworks”, and “facilitate finding, 
retrieving and sharing of OER.” 

This last recommendation refers to the important on-going 
work in the last ten years on so-called “learning objects 
repositories (LOR)”. Many definitions have been given for 
“learning objects (LO)”. It is a more general concept than 
OER, since not all LOs are open, some being copyright 
protected. But still, LO repositories use the same methods and 
technologies than OER repositories. 

B. First interoperability norms: Dublin Core and IEEE-LOM 

The idea that educational contents could be seen as 
"objects" to be reused in multiple contexts dates back to the 
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late 60's but it started to become a reality only by the middle of 

the 90s with the generalization of the Internet 10. 

In 1995, an international consensus arose around the 
necessity of e-learning standards to promote tools’ 
interoperability and learning objects reusability. The aim was 
to insure the reuse of educational objects jeopardized by the 
diversity of referencing metadata schema around the world. 
This goal was shortly concretized by the Dublin Core (DC) 
metadata initiative [11] proposing a first set of standardized 
metadata, expressed in XML. Since then, the Dublin Core 
metadata schema has become one of the most used 
vocabularies on the Web of Data. 

In 1996, the IEEE created the Learning Technology 
Standards Committee to integrate previous work on the 
concept of Learning Object Metadata (LOM) [12]. In June 
2002, on the basis of a joint IMS-ARIADNE proposal, IEEE 
approved a LOM standard that was largely accepted 
internationally. From then on, major resource repository 
initiatives bloomed rapidly: ARIADNE in Europe, MERLOT 
in the USA, EdNA in Australia.. These and many other 
organizations, including our own LORNET, joined the 
GLOBE [13] consortium that operates actually a large 
repository of nearly one million resources. 

Fig. 1. Example of an early OER manager: PALOMA [1] 

C. Resources managers based on Learning Object Metatda 

The learning object (or OER) repositories are basically 
computer servers, databases and management software 
operating on the Web that can deliver the learning objects to 
any computer connected to the Internet. The learning objects 
are described by metadata stored in databases. In most 
configurations, the metadata is separated from the resources 
that can reside on one or more servers connected to the Web.  

A metadata record is a standardized set of properties of a 
learning object that makes its retrieval possible throughout the 
world using computer software as if the resources were in a 
unique reservoir, whatever their actual location. 

A resource manager is a piece of software that provides the 
essential functionalities to make it work. Fig. 1 presents a view 
of the PALOMA resource manager [1]. Most LOM-based 
managers like this one have the following components. 

 The Harvester or Metadata Repository Builder help 
find the location of interesting LOs on the Web or on a 
Local area network and creates a LOM record for each 
LO or resource. To make a resource more widely 
available, this component will sometimes transport it 
on some predefined server location. Harvesting is now 
the main method to add metadata records in a 
repository. It rests on the OAI-PMH protocol [14], 
based on a client–server architecture, in which 
"harvesters" request information on updated records 
from repositories. In this way metadata records already 
present in some repositories can be selected and 
grouped in larger or more specialized repositories.  

 The Metadata Editor provides forms to enter all the 
metadata for any resource and stores the metadata 

record in a permanent relational/XML database. Fig.1 
shows on the right part some metadata entered for the 
selected resource within the selected repository/folder 
on the left. The Metadata shown here is selected in 
section 9 of LOM standard where terms in 
classifications can be chosen. 

 The Repository Search Agents apply user-defined 
constraints involving metadata properties to find and 
display a set of the corresponding metadata records for 
a user to select and view the metadata and the resource.  
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 The Access Manager helps define a user’s profile and 
its access rights to folders, metadata records and 
resources. User rights may include viewing, adding, 
modifying, deleting and assigning rights to other users. 

 The Repository Structure Manager is a commodity for 
grouping resources’ metadata records into folders. It 
can move a metadata record from one folder to the 
other, copy an alias in another folder, suppress a record 
or a folder, and duplicate a record to speed up the 
metatagging of a similar resource. 

 The Collaborative Annotator provides message editing 
by users about a resource. It also provide ratings 
functionnalities that can be consulted by other users, 
sometimes offering resource display  according to these 
ratings.  

D. Potential and Limits of DC/LOM Resource Repositories  

There is an large interest around the world for learning 
object or resource repositories as exemplified by the number of 
existing repositories, of organizations building and sustaining 
them, of contributors integrating learning objects in 
repositories and of the users of these learning objects. Most 
international conferences and journals on technology-based 
learning include scientific communications, some journals 
being specifically devoted to the subject1. 

The fundamental reasons for this interest are the growing 
educational demands in all countries, the limited capacity of 
face to face education to fulfill the demand in a timely manner, 
the important effort and cost involved to build online 
multimedia learning materials and the new possibilities offered 
by the Internet.  

While it is a fact that millions of documents can be found 
on the Internet using search engines like Google, there is no 
guarantee that a query will lead to trustable material on which 
high quality education can be built. Learning object 
repositories offer a solution to this problem.  

 First, resources repositories are maintained by 
educational institutions and professors that put their 
expertise and credibility in the balance, providing a 
certain trust in the quality of the referenced resources. 

 Second, these resources are often peer-reviewed to 
ensure their quality; comments on the documents are 
made on the repository website to identify their actual 
use and their reusability capacity in different areas.  

 Third, the metadata associated to the learning objects 
give precious information to the users, such as the name 
and location of the authors, the type of learning or 
teaching resource, the knowledge contained in it, the 
educational use that can be made of it, the languages in 
which it is delivered and the technical requirements for 
its proper use.  

 Fourth, this metadata serves to make focused queries 
according to a user needs based on the properties of the 

                                                           
1  Please consult the IJKLO journal at www.ijklo.org and its successor at 

http://www.informingscience.us/icarus/journals/ijello  

resource, not only on vague keywords that leads to 
thousands of references that one needs to read to 
understand what kind of content they provide.  

 Finally, the vast majority of these learning objects are in 
the public domain. They are OER to be reused free of 
charge. The resources can be adapted or aggregated, 
and referenced back in a repository to extend the 
availability of good learning material. 

After a decade of research and practice in this field, 
although they provide a solution to cope with the growing 
educational needs of the knowledge society, there are still a 
number of limitations to a larger use of OER repositories. 

 Cultural issues, author recognition. Many authors will 
keep for themselves and their students the resources 
they build for their courses. While research papers are 
easily shared, educational resources are seen by many 
as private property that should be protected by 
copyright. Some repository like Merlot provide various 
kind of recognition and rewards for authors who share 
openly, but these methods not as widespread as in the 
case of research papers. 

 Rigid, closed institutional systems. Many educational 
institutions keep their resources in house, integrated 
closely within online course stored in a learning content 
management system (LCMS) or online course platform, 
thus preventing a larger use of the ressources. 

 Slow standard adoption. Without the adoption of  an 
international standard, resources described by 
proprietary metadata remain local, unshared from one 
institution to another.  

 Multiplicity of IP holders. Another severe drawback is 
the slow adoption of open licences like Creative 
Commons or GPL/LGPL, blocking the reusability of 
learning ressources, moreover if the resource is 
complex and subject to multiple intellectual property 
(IP) rights. 

 Heavy referencing process. Even when the LOM 
standard is adopted and resources are submitted to open 
licences, the referencing process is complex. The LOM 
has 9 sections and 86 possible metadata entries so most 
institution will reduce the metadata set to a LOM 
profile covering only part of the standard and they will 
add specific vocabularies, thus facilitating the 
referencing process, but complicating search operation 
of resources coming from multiple repositories. 

III. ISO-MLR AND THE WEB OF DATA 

Many of these limitations will be overcome through more 
information to institutions and authors on standards and open 
licences. Still others require new approaches such as the Web 
of linked data. 

A. ISO-MLR: an OER referencing standard based on RDF 

Although the Dublin Cores and the IEEE-LOM are widely 
used to describe learning resources, interoperability among 
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metadata sets from multiple repositories is still challenging, as 
best practices are only recommended.  

For example, instead of using ISO 8601, a DC Date 
element can be written in plain language making impossible its 
processing by queries. Ambiguous definitions pose another 
challenge. For example a Date element can represent a 
resource creation time, a time of update or a time of 
publication. As mentionned above, LOM records can be based 
on a wide variety of Application profiles each defined in their 
own way by various agencies.  

The ISO/IEC 19788 standard [7], in short ISO-MLR, is 
intended to provide optimal compatibility with both DC and 
the LOM. It presents the following advantages.  

 Insuring the coherence and the non-duplication of  
concepts by proposing an RDF-based data model. 

 Preventing the proliferation of  non interoperable 
application profiles. 

 Supporting the extension of description vocabulairies in 
precise ways while preserving interopérability. 

 Supporting multilingual and cultural adaptability 
requirements from a global perspective. 

 Integrating ressource referencing and search with other 
data sets in the Web of linked data. 

The graph in Fig.2 shows part of the ISO-MLR RDF 
model. The ovals represent classes of resources, the rectangles 
are value types, properties are written on the links. This graph 
summarizes the RDF triples in the section 5 of the standard. 
Here are some of the triples present on Fig.2: 

(Learning resource, has learning activity, Learning activity) 
(Learning activity, learning method, method value) 
(Learning resource, has contribution, Contribution) 
(Contribution, has contributor, Person) 
(Learning resource, has annotation, Annotation) 
(Annotation, annotation date, date value) 
(Annotation , annotator, Person) …… 

Fig. 2. Part of the ISO-MLR RDF model 

B. A standard for the Web of data 

The fundamental thing here is that ISO-MLR proceeds 
from a different vision than previous standards like the IEEE-
LOM, where resources as seen only as documents. ISO-MLR, 
using technologies like RDF and RDF schema, integrates well 
to a Web of linked data, instead of simply a Web of 
documents. 

The origin of the Web of data, also termed “Semantic 
Web”, dates back to 2001 when the actual director and founder 
of the Web, Tim Berners-Lee and his colleagues [15] proposed 
to integrate to Web pages information on the knowledge 
(concepts, properties) present in Web documents. The URLs 
who provide locations on the Web were to be generalized to 
URIs that could represent people, real-world objects, but also 
abstract concept and properties. These entities and the values of 
their properties would be linked together by declaring RDF 
triples. 

It then becomes possible to describe the meaning, the 
semantic of Web pages beyond the syntax of natural languages 
and their inherent ambiguity. A Web of linked data enables 
computer agents to follow the links and perform more 
intelligent operations using the knowledge behind the words.  

For this, the SPARQL Protocol and RDF Query Language 
[16] enables queries within the huge graph of RDF triples that 
constitutes the Web of linked data. Fig. 3 shows the state of 
this graph at the end of 2011 that grouped over 200 datasets, 26 
billions RDF triples and 400,000 property links. 

 
Fig. 3. The Linking Open Data (LOD) cloud diagram in 2011 [17] 

Each node on the figure represents a data set. For example, 
the Dbpedia node at the center of the figure groups most of the 
information in Wikipédia, while the FOAF dataset groups 
information about persons having a URI on the Web. The links 
between two nodes means that the terms of the vocabulary in 
one node are linked with terms in the other node. For example, 
“persons” in DBpedia is related to “persons” in FOAF and 
their geographical localization can be found in another 
vocabulary such as GEONAMES. 

In the same way, terms in ISO-MLR are linked to terms of 
other vocabularies on the Web of data.  

For example, iso-mlr5:Person in the graph of Fig.2 has the 
same meaning as foaf:person or dcterms:person. This means 

 

http://en.wikipedia.org/wiki/ISO_8601
http://en.wikipedia.org/wiki/Application_profile
http://lod-cloud.net/versions/2011-09-19/lod-cloud_colored.html
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that a computer agent that would search for an iso-
mlr:learning_resource can also retreive its iso-
mlr:Contributors, find these persons and retreive their 
Wikipedia pages from Dbpedia, their email from FOAF and 
their localization from GEOBASE. 

IV. COMETE, A RDF-BASED RESOURCE MANAGER 

COMETE is a learning resource repository manager based 
on the RDF approach. It allows locating, aggregating and 
retrieving educational resources that constitute the heritage of 
an organization. Basically, it is a database containing metadata 
about learning resources on which users can perform queries to 
find and discover educational material that they can reuse for 
their various needs. 

Fig.4 describes the technical architecture of a COMETE 
implantation instance. It’s a 3-tiers client-server architecture 
developed in Java technology.  

 

 

Fig. 4. COMETE architecture schema 

Various web applications powered by an Apache Tomcat 
server provide specialized REST services that allow different 
types of clients to exploit the open data contained in the 
repository. Most of the clients use their favourite web browsers 
to access the system through a user-friendly web interface. A 
SPARQL endpoint is also available for advanced users who 
want to directly access the raw RDF triples to built various 
applications or Web services. 

A. Integrating new resources in the triple store 

The integration of resources inside a COMETE repository 
is done by imports of their metadata records. There are 
different ways to achieve this task. The metadata records can 
be imported manually by uploading an archive file containing a 
collection of metadata records. Most of the time, however, the 
metadata records will be harvested automatically by either an 
OAI-PMH Harvester or a HTML Spider.  In such a case, a 
Harvest Definition will declare the technical information 
required to access the repository to be harvested.  Using the 
facilities provided by the operating system on which COMETE 
runs, it's also possible to program harvest schedules so that the 

process is executed periodically to make sure that new or 
updated metadata records are always imported to the system. 

These records are ingested by the system and a XSL 
transformation extract data for generating all pertinent triples. 
COMETE enable data mining across multiple metadata 
schemas like Dublin Core, IEEE LOM and other application 
profiles. Fig. 5 illustrates the result this process, that is a 
homogeneous graph of data in accordance with COMETE’s 
internal metamodel (Fig. 6). 

 

Fig. 5. Transformation from metadata to RDFgraph 

All the generated triples are stored into Mulgara [18], an 
open source RDF triple store system, where data is organized 
around different RDF graphs. The default graph contains all 
the triples about learning resources whereas some other 
specialized graphs manage SKOS thesaurus and other different 
views of the system. 

 

Fig. 6. COMETE metamodel (main classes) 

As a semantic network, the RDF graph represents the 
model entities as nodes. Mains nodes are learning resources 
(LearningObject), persons and organizations (Identity) and 
element of vocabulary (SKOS Concept). By various 
techniques, the system tries to maximize the inner coherence of 
the graph.  

The Identity module (on Fig. 4) implements the 
management of identities (metadata about persons or 
organizations). This includes importation of identities, identity 
resolution (identifying any identity in the database that 
represents the same person or organization, making sure it 

 

. 
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stays unique, and completing it as new details are known), and 
representations of the identity (such as VCards and HTML 
code for the end users). Furthermore, manual merge of 
identities is also provided within a set of administrative tools 
for a better control of data integrity. 

The Vocabulary module (on Fig. 4) implements the 
management of vocabularies and thesauri, which involve 
importing from VDEX or SKOS formats, unambiguously 
identifying the vocabulary that a term is from, and finding a 
computer readable representation of the whole vocabulary, 
updating from source automatically, transparently converting 
from one format to another, replacing a vocabulary when 
updates are available, publishing vocabularies automatically 
and providing user interface elements reusable by other 
modules, such as efficient vocabulary term choosers for queries 
to the repository.  

This module manages also correspondences between 
taxonomies. Indeed, SKOS concept alignment between 
different ontologies (or vocabularies) can be taken into account 
by the query engine. A useful example of alignment is the 
mapping between different school-level taxonomies of 
different countries to promote the interoperability of resources 
between national repositories. For instance we can search 
resources which target audience is Junior High School in 
United States and the results may contain pertinent Secondary 
School I-III tutorials produced in Québec. We can imagine 
here a wide range of possibilities. 

B. Querying the triple store 

All of the previously presented modules provide rich 
graphs of data that allow doing more sophisticated searches in 
the repository. All nodes have many textual information (literal 
triples) where values are indexed and which can be used by 
fulltext search methods.  

Nodes are also linked together and their graph can be 
traversed to perform more “intelligent” searches. Furthermore, 
all of the elements in the model are referenced with a unique 
identifier (URI). 

The next figure represents the simplest COMETE search 
mode. As in a Google search, it only needs a field of keywords. 

 

Fig. 7. COMETE Simple Search 

Suppose now we seek the resources of an author X dealing 
with Organic Chemistry from Dewey classification. COMETE 
web interface offers different kinds of search interfaces, 
including advanced search. Fig 8 illustrates the easy way to fill 
the previous query. 

 

Fig. 8. COMETE Advanced Search 

All of the queries will be translated in SPARQL language 
by the QueryEngine module of Fig.4 and then be run on the 
triple store. By combining different conditions, mixing 
keyword-based approach and by using negative prefixes, more 
complex queries can be performed. 

A third way to navigate inside resources is to use the 
Thematic Navigation (Linked data on Fig.4) module that lets 
user discover resources from available thesaurus.  

 

Fig. 9. COMETE Thematic Navigation 

Results will be returned and displayed to the user interface. 
In connection with alignment of vocabularies seen previously, 
queries may be extended with option like: “include equivalent 
categories from Library of Congress”. Obviously, resources 
linked with that classification must be present to obtain more 
results. 

Finally, a fourth search mode in COMETE user interface is 
the Collection mode. It offers to users a list of preset complex 
queries to avoid having to deal with. Example: the “Last month 
Algebra and Euclidean geometry resources from Montréal 
University” set. 

Like we said previously, there is also a SPARQL endpoint 
for querying the triple store. To achieve this task, a Snorql 
module is deployed. It offers a user web interface with a text 
area field to enter and run SPARQL queries. Although it 
requires some technical knowledge, it’s still a simple way to 
explore data. 
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C. Linking with the Web of data 

The link with the web of data, as a global data space, is 
done by the following facts:  

COMETE respects the basic principles of Linked Data: 

 All objects are described with HTTP URIs. 

 URIs can be dereferenced over the HTTP protocol 
into a description of the identified object or 
concept. Moreover, the content negotiation 
mechanism (or 303 redirect strategy) makes 
possible to serve different versions depending on 
the context of the client; HTML page for web 
browser clients, RDF/XML for software agent. 

 Links are included to other URIs as soon as 
possible to promote future discovering of 
resources. 

 A unifying RDF data model provides a globally 
unique identification of entities and allows 
different schema to be used (and reused) in parallel 
to represent data. 

This last bullet point is supported by a vocabulary reference 
[19] that details the COMETE meta-model in terms of class 
and property definitions and the reuse of existing vocabularies 
(Dublin Core, FOAF and SKOS). 

The publishing of data via a SPARQL endpoint allows 
interaction with COMETE data by external systems. 

V. USING COMETE WITHIN A MOOC PLAFORM 

In this section, we present two use cases where COMETE 
is used to interoperate with a MOOC platform like OpenEdX. 
Within such a platform, the role of COMETE is twofold: 1) 
enable designers to search and reference OERs within a 
MOOC;  2) reference MOOC themselves to produce a 
searchable standardized MOOC portal. 

A. The OpenEdX MOOC platform 

OpenEdX is the open-source release of the edX platform 
developed by a non-profit organization founded by Harvard 
and MIT in the USA.  In April 2013 Stanford and edX agreed 
to collaborate on future developments of the edX platform. In 
September 2013, Google committed to the development of 
OpenEdx. In France, France Université Numérique (FUN) uses 
a version of OpenEdX. Amongst many other institutions, Télé-
université du Québec has also adopted OpenEdX for its 
MOOC initiative. 

OpenEdX provides essentially two server-based 
applications. The first one, edX-STUDIO, is the application 
where designers build courses. Resources and activities are 
grouped in course modules and stored in Mongo no-sql XML 
files and in MySQL databases. Students interact at runtime 
with a second application, the Learning Management System 
(LMS) that performs learner authentication, runtime learning 
scenario support, forums and online group meetings, automatic 
and peer-assessed grading of learners and learning analytics 
operations [20]. 

B. Designing a MOOC using the COMETE OER Manager 

Figure 10 present an example of a course structure. The 
course is subdivided in sections (e.g. modules) and each 
module in sub-sections (e.g. lessons). For each lesson, the 
upper bar provides access to the lessons’ sequential 
components. It is can be composed of four kind of components: 
discussion components, HTML components, problem 
components, and video components. In principle, all these 
components should be open educational resources (OER). 

All these OER components re found mainly on the Web. 
Actually. Designers use search engines like Google or Bing to 
find open resources to reuse or adapt for their course. As 
explained previously in section II-D, there are many 
adavantages in using a learning resource repository manager 
like COMETE to find suitable ressources. 

Using REST web services, a call to COMETE from 
OpenEdX studio could start efficient search operations and 
facilitate the selection of ressources of the four categories 
proposed in STUDIO. Conversely, STUDIO could be 
upgraded to provide forms to edit metadata for the resources in 
a standardized DC, LOM or ISO-MLR application profile 
suitable for Studio. This would enable designers to 
automatically create a resource repository for a course, for a 
whole program or for all edX users. The creation of this local 
repository would produce a URI where the edX ressources can 
be harvested by COMETE or other OER Managers and 
integrated into larger repositories for future use. 

 
Fig. 10. A screen from OpenEdX LMS 

C. Referencing a MOOC using COMETE 

When a new MOOC is created in OpenEdX, a screen like 
the one on Fig. 11 is offered to the designer. Actually, only 
four metadata are asked: the course name, the organization that 
supports it, the course number and the periods when it will be 
offered. 

The form shown on figure 11 could be easilly extended to 
fields from a DC, LOM or ISO-MLR application profile that 
would take in account the differences between small resources 
within a MOOC, compared to large OERs like complete 
MOOCs. 

 

https://www.edx.org/
http://news.stanford.edu/news/2013/april/edx-collaborate-platform-030313.html
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Fig. 11. Creating a new MOOC in edX STUDIO 

Then, automatically, each time a new MOOC is created, it 
would have a URI on the Web of data together with its 
composing resource. COMETE could them provide a searching 
facility is MOOC repositories like Class Central [21], which is 
a free online MOOC aggregator from top universities like 
Stanford, MIT, Harvard, etc. offered via Coursera, Udacity, 
edX, NovoED, & others.  

Actually, in a MOOC portal, courses are classified by 
subject, universities, level and provider, which are the only 
meta-data entries available to browse for a course. Most of the 
time one must open each course to know what’s in it. With 
standardized metadata, COMETE could power a MOOC portal 
with various kinds of search and navigation within repositories 
containing hundreds of MOOC, including advanced search 
combining many metadata and navigating on the Web of data. 

CONCLUSION 

We have presented a solution to one of the main problems 
in Open Educational Resources repositories, which is the 
multiplicity of norms, standards and application profiles that 
preclude efficient search for resources within multiple 
repositories. We have built a first Linked data OER repository 
manager, COMETE, relying on semantic web techniques, 
largely complying to the new ISO-MLR emcompassing and 
flexible standard. Also, its use for MOOC and MOOC 
components referencing using RDF triples will become an 
asset as massive online courses are growing rapidly in most 
countries. Our next work will be to investigate various 
integration of COMETE tools with MOOC platforms as 
indicated in the present contribution. 
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Abstract—Farming is one of the activities that have a business 

opportunity. One is raising ducks. The main results can be 

obtained from the breeding duck is a duck meat and eggs for 

consumption and also means praying ceremony in Bali, as well as 

duck egg shells that can be used for jewelry. Since the outbreak 

of avian influenza began in 2008, have an impact on consumer 

demand of ducks decreased and consumers become more careful 

in choosing and consuming duck. The avian influenza virus not 

only spread across the country of China, Thailand and Vietnam, 

but also in Indonesia, Bali is no exception. This is evidenced by 

the discovery of cases of death due to bird flu virus in some areas 

in Bali, among others: the regency of Karangasem, Badung, 

Tabanan, Klungkung and Jembrana. From this, the Bali 

Provincial Livestock Office took steps to develop an expert 

system in the detection of diseases ducks. This expert system uses 

a alliance method is a combination of forward chaining, 

backward chaining and weighted product to search the physical 

symptoms and behavioral symptoms duck by the name of a 

known disease and to determine the percentage of disease attack 

level in ducks. In this study, the analytical techniques used to 

analyze the truth is a alliance method of duck disease expert 

system. Activity data collection and information to support 

research conducted by, among others, literature studies, 

interviews, and observations. 

Keywords—Expert System; Forward Chaining; Backward 

Chaining; Weighted Product; Alliance Method; Duck Diseases 

I. INTRODUCTION 

Farming is one of the activities that have a business 
opportunity. One is raising ducks. Raising ducks is one 
business that can be used as a promising source of income for 
most people in Indonesia and Bali in particular. Besides the 
cheap price of the seed, maintenance of duck also not as 
difficult as raising pigs or cows. It is shown from the results of 
research conducted Bali Provincial Livestock Office that 
shows the average demand for duck meat increased by 30% 
each year and is followed by the rise of the merchant ducks in 
some areas in Bali. 

The main results can be obtained from the breeding duck is 
a duck meat and eggs for consumption and also means praying 
ceremony in Bali, as well as duck egg shells that can be used 
for jewelry. 

From some of the advantages and benefits gained from 
raising ducks, of course there are also the challenges or 

obstacles faced duck breeders include overcoming disease in 
ducks. In fact, since the outbreak of avian influenza in the 
2008-2012 year range ducks impact on demand from 
consumers has decreased and consumers become more careful 
in choosing and consuming duck. 

The avian influenza virus not only spread across the 
country of China, Thailand and Vietnam, but also in 
Indonesia, Bali is no exception. This is evidenced by the 
discovery of cases of death due to avian influenza virus in 
some areas in Bali, among others: the regency of Karangasem, 
Badung, Tabanan, Klungkung and Jembrana. 

Therefore, the community needs to know what are the 
types of diseases that can be contracted on a duck. With the 
importance of knowledge about the types of the duck disease, 
it is deemed necessary to provide a medium that can provide 
information about diseases in ducks. As for some of the media 
that may be obtained easily is through magazines, newspapers, 
television broadcasts, radio broadcasts, educational and 
training organized by the Bali Provincial Livestock Office, 
can also even through the computerized system. 

The computerized system is an expert system to duck 
diseases detection. Duck diseases expert system have ability to 
ducks diseases detect and analyzed in detail. 

II. LITERATURE REVIEW 

A． Expert Systems 

In [1], Expert Systems is a branch of Artificial Intelligence 
that makes extensive use of specialized knowledge to solve 
problems at the human expert level. 

In [2], an  expert  system is  the  computer  system  that  
emulates  the  behaviour  of  human  experts  in  a well-
specified  manner,  and  narrowly  defines  the  domain  of  
knowledge.  It  captures  the knowledge  and  heuristics  that  
an  expert  employs  in  a  specific  task.  An  overview  of  
current technologies applied with an expert system that is 
developed for Database Management System, Decision 
Support System, and the other Intelligent  Systems such as 
Neural Networks System, Genetic Algorithm, etc. 

In [3], an Expert system is a software that simulates the 
performance of a human experts in a specific field. Today’s 
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expert systems have been used in many areas where require 
decision making or predicting with expertise. 

In [4], the Expert System (ES) is one of the well-known 
reasoning techniques that is utilized  in diagnosis applications 
domain. In ES, human knowledge about a particular expertise 
to accomplish a particular task is represented as facts and rules 
in its knowledge base [4]. 

From the definitions of the above can be concluded in 
general that expert systems is an artificial intelligence system 
that combines knowledge base with inference engine so that it 
can adopt the ability of the experts into a computer, so the 
computer can solve problems such as the often performed by 
experts. 

B． Forward Chaining 

The inference engine contains the methodology used to 
perform reasoning on the information in the knowledge base 
and used to formulate conclusions. Inference engine is the part 
that contains the mechanism and function of thought patterns 
of reasoning systems that are used by an expert. The 
mechanism will analyze a specific problem and will seek 
answers, conclusions or decisions are best. Because the 
inference engine is the most important part of an expert 
system that plays a role in determining the effectiveness and 
efficiency of the system.There are several ways that can be 
done in performing inference, including the Forward 
Chaining. In [5], forward chaining is matching facts or 
statements starting from the left (first IF). 

C． Backward Chaining 

Also in [5], backward chaining is matching facts or 
statements starting from the right (first THEN). In other 
words, the reasoning starts from the first hypothesis, and to 
test the truth of this hypothesis to look for the facts that exist 
in the knowledge base. 

D． Weighted Product 

In [6], Weighted Product Method (WP) use multiplication 
to connect the attribute ratings, where the ratings of each 
attribute must be raised first with the relevant attribute 
weights. This process is similar to the process of 
normalization. Preferences for alternative Ai is given as 
follows: 

 

 with i = 1,2, ..., n  and wj = 1 

 
wj is the power of positive value to attribute profits, and is 

negative for the cost attribute. Relative preference of each 
alternative, given as: 

        
  

      
  

    
        

  
    with i = 1, 2, ..., n 

V : Preferences alternatives considered as a vector V 

x : Value of Criteria 

w : Weight of Criteria / Sub-criteria 

i : Alternative 

j :  Criteria 

n :  number of criteria 

E． Alliance Method 

In [7], stated that Alliance method is a combination of 
forward chaining, backward chaining and weighted product to 
search the name of the disease based on symptoms or vice 
versa as well as to determine the percentage of disease 
provided by the users of the system (user) and the expert. 

III. METHODOLOGY 

A． Object dan Research Site 

1) Research Object is Expert System of Duck Diseases 

With Applying Alliance Method. 

2) Research Site at Bali Province Livestock  Department. 

B． Data Type 

In this research, the authors use primary data, secondary 
data, quantitative data and qualitative data. 

C． Data Collection Techniques 

In this research, the authors use data collection techniques 
such as observation, interviews, and documentation. 

D． Analysis Techniques 

Analysis techniques used in this research is descriptive 
statistical. 

IV. RESULT AND DISCUSSION 

A． Result 

1) Early Trial 
At this early trial, the authors conducted a limited scale 

testing of the duck diseases expert system that have been made 
previously by involving five staff of Bali Provincial Livestock 
Office to perform white box and black box testing. This test 
can be done by giving 10 questionnaires early trials duck 
disease expert systems to staff of Bali Provincial Livestock 
Office. Diagram form of answers score percentage given by 
the respondents in early trial can be described as follows: 

 
Fig. 1. Percentage Diagram of Respondents Answer Score In Early Trial 
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Based on the diagram above, it can be seen that the results 
of early trials of the duck disease expert system, find a 
constraint that is the answer to a very bad score by 80% of the 
questions on the questionnaire 1st initial trials. This is due to 
the unavailability of the form for the manufacture of a new 
username and password in the future if there is a mutation of 
the staff who operate the duck disease expert system. Given 
these constraints, then the system needs to be revised again. 

2) Field Trial 
At this field trial, the authors tested in a larger scale, 

involving an expert (vet) is understood about the duck 
diseases and seven staff of Bali Provincial Livestock Office. 
This test can be done by giving 16 questionnaires field trials 
duck disease expert systems to the vet and the staff of the Bali 
Provincial Livestock Office. 

Diagram form of answers score percentage given by the 
respondents in field trial can be described as follows: 

 
Fig. 2. Percentage Diagram of Respondents Answer Score In Field Trial 

Based on the diagram above, it can be seen that the results 
of a field trial of the duck diseases expert system, the presence 
of obstacles that scores are very bad answer the score of 
62.5% to the question 3rd, 5th, 12th, and 15th, 75% of the 
questions 8th, 11th and 13th, at 87.5% of the questions 7th, 10th, 
14th, and 16th, and at 100% of the questions 4th, 6th and 9th on 
field trial questionnaire. 

This is due to the unavailability of the form to enter or edit 
the physical symptoms and behavioral symptoms duck if in 
the future there is a new symptom on the physical and 
behavior of ducks, as well as the unavailability of the form to 
enter or edit the rule, and the weight of duck disease attack 
rate. 

Of the constraints are found, then the system needs to be 
revised to obtain duck disease expert systems more interactive 
and dynamic. 

3) Usage Test 
At this usage test, the authors conducted a trial involving 

with the use of 20 people (breeder duck). The test is 
performed to test the operation of the overall form available 
on duck diseases expert system that has undergone revisions 
to field trials. This test can be done by giving the user 
satisfaction questionnaire to the expert system diseases duck 
to duck breeders who visited Bali Provincial Livestock Office. 

Diagram form of answers score percentage given by the 
respondents in usage test can be described as follows: 

 

Fig. 3. Percentage Diagram of Respondents Answer Score In Usage Test 

Based on the diagram above, it can be seen that the results 
of testing the use of the duck diseases expert system outline 
already looks very good and not found again the constraints in 
terms of technical operation (inputing and editing a new 
symptom on the physical and behavioral duck) as well as the 
principle method of expertise (alliance method). This is 
evidenced by the percentage scoring very good response by 
70% of statements 1st, 3rd, and 9th.  

Percentage scoring very good response by 80% against the 
statement of the 2nd, 5th, and 7th. Percentage scoring very good 
response by 85% of statements 4th, 6th, and 10th. As well as 
scoring 90% of the questions on the questionnaire 8th trial 
usage. And it would be even better if the duck diseases expert 
system added amenities help programs written in accordance 
with the suggestions of the respondents to the improvement of 
the system, so as to explain the performance of the expert 
system and the function of the buttons in the design of an duck 
diseases expert system overall with easy to understand and 
simple language. 
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B． Discussion 

1) Shows alliance method has been run according to the 

rules 
In analyzing the validity of this method alliance rule, the 

author will check the compatibility between the results 
obtained from the trial decision table rule forward chaining, 
backward chaining and weighted product made by 
respondents to the decision table rules forward chaining and 
backward chaining, and the results of the calculation of 
weighted existing product the duck diseases expert system 
program. As for the decision table forward chaining rules and 
backward chaining as well as the results of the calculation of 
weighted products that exist in the duck diseases expert 
system and table test program conducted by the respondent 
and can be explained as follows: 

a) Forward chaining and backward chaining rules 

decision table of duck diseases expert system 

TABLE I. FORWARD CHAINING AND BACKWARD CHAINING RULES OF 

DUCK DISEASES EXPERT SYSTEM 

No 

The 

Sympto

ms 

Name of Diseases  

Avian 

Influenza 

Duck 

Cholera 

Salmo 

nelosis 

Botulis

mus 

1. Fur     

a Moult  -  - 

b Dull  -  -  

2. Wing     

a Hanging  -  - 

b Moult -  -  

3. Foot     

a Limp   - -  

b Swelling -   - 

4. Dirt     

a Watery 

Yellow 

- -   

b Watery 

White 
  - - 

5. Behavior     

a Often rub 

the head 

to the 

ground 

 - - - 

b Stand 

with one 

leg 

- - -  

c Often 

sleepy 

-  - - 

d Totter - -  - 

b) Analyze the calculation correctness of the weighted 

product method in duck disease expert systems 

To check the calculation correctness of this weighted 
product method done several things, among others: 

 Determination of the weight of each physical and 
behavioral symptoms of ducks were observed by the 
user, the attack rate and weight values include: low 
attack rate with weight value = 0.25, enough attack 
with weight value = 0.50, high attack with weight 
value = 0.75, and very high attack with weight value = 
1. 

 Determination of the weight of each physical and 

behavioral symptoms of ducks were observed by 
experts, the attack rate and weight values include: low 
attack rate with weight value = 0.10, enough attack 
with weight value = 0.20, high attack with weight 
value = 0.30, and very high attack with weight value = 
0.40. 

 Seeking percentage duck disease attack rate by 
multiplying the weight of all the results of powers 
between the physical and behavioral duck symptoms 
observed by user to weight the physical and duck 
behavioral symptoms observed by expert. And the 
results of these calculations multiplied by 100%. 

For example: 

 The weight data of every physical and behavioral 
symptoms of ducks were observed by the user are as 
follows: 

TABLE II. WEIGHT DATA FROM USER OBSERVATION 

Duck 
Physical  

Symptoms 
Weight 

Attack 

Level 

A 

Fur 0.5 Enough 

Wing 0.75 High 

Foot 0.5 Enough 

Dirt 0.25 Low 

Behavior 0.5 Enough 

B 

Fur 1 Very High 

Wing 0.75 High 

Foot 0.5 Enough 

Dirt 0.25 Low 

Behavior 0.75 High 

C 

Fur 0.5 Enough 

Wing 1 Very High 

Foot 0.5 Enough 

Dirt 0.75 High 

Behavior 0.5 Enough 

 The weight data of every physical and behavioral 
symptoms of ducks were observed by the expert are as 
follows: 

TABLE III. WEIGHT DATA FROM EXPERT OBSERVATION 

Duck 
Physical  

Symptoms 
Weight 

Attack 

Level 

A 

Fur 0.2 Enough 

Wing 0.3 High 

Foot 0.2 Enough 

Dirt 0.1 Low 

Behavior 0.2 Enough 

B 

Fur 0.4 Very High 

Wing 0.3 High 

Foot 0.2 Enough 

Dirt 0.1 Low 

Behavior 0.3 High 

C 

Fur 0.2 Enough 

Wing 0.4 Very High 

Foot 0.2 Enough 

Dirt 0.3 High 

Behavior 0.2 Enough 

 From these data it can be searched percentage of duck 
disease attack rate in the following way:  

 S Vector to duck-A : 
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S-A= (0.50.2)*(0.750.3)*(0.50.2)*(0,250.1) *(0.50.2) = 0.526859 

 S Vector to duck-B : 

S-B= (10.4)*(0.750.3)*(0.50.2) *(0.250.1)*(0.750.3) = 0.637712 

 S Vector to duck-C : 

S-C= (0.50.2)*(10.4)*(0.50.2)*(0.750.3)*(0.50.2) = 0.605202 
Then the S vector of the results that have been obtained 

above, then: 

 The percentage rate of the disease in duck-A is  
= 0.526859 * 100% = 52.69%  

 The percentage rate of the disease in duck-B is 
= 0.637712 * 100% = 63.77%  

 The percentage rate of the disease in duck-C is  
= 0.605202 * 100% = 60.52% 

c) Trials alliance method performed by respondents 

Respondents who did this trial was a veterinarian as 
experts and seven staff Bali Provincial Livestock Office 
conducted the field trials. The trial results are shown in the 
following table. 

TABLE IV. TRIALS ALLIANCE METHOD 

Respon

dent 

Physical Evidence 
Behavior 

DS 

% 

A

L 

Fur Wing Foot Dirt 

S 
A

L 
S 

A

L 
S 

A

L 
S 

A

L 
S 

A

L 

RS.01 
F 

1 
E 

W

1 
H 

T

1 
E 

D

2 
L 

B1 E AI 52.

69 

RS.02 
F 

2 
V 

W

2 
H 

T

2 
E 

D

2 
L 

B3 H DC 63.

77 

RS.03 
F 

2 
E 

W

2 
V 

T

1 
L 

D

1 
E 

B2 L BL 57.

43 

RS.04 
F 

1 
L 

W

1 
L 

T

2 
L 

D

1 
H 

B4 L SL 52.

69 

RS.05 
F 

1 
V 

W

1 
V 

T

1 
V 

D

2 
V 

B1 H AI 91.

73 

RS.06 
F 

1 
H 

W

1 
E 

T

2 
H 

D

1 
E 

B4 E SL 55.

52 

RS.07 
F 

2 
L 

W

2 
L 

T

1 
H 

D

1 
V 

B2 V BL 69.

52 

RS.08 
F 

2 
H 

W

2 
E 

T

2 
V 

D

2 
H 

B3 V DC 73.

25 

Explanation : 

S : Symptoms F1 : Moult 

AL : Attack Level F2 : Dull 

DS : Name of Diseases W1 : Hanging 

%AL  : Percentage of Attack Level  W2 : Moult 

L : Low T1 : Limp 

E : Enough T2 : Swelling 

H : High D1 : Watery Yellow 

V : Very High D2 : Watery White 

AI : Avian Influenza B1 : Often rub head to the ground  

DC : Duck Cholera B2 : Stand with one leg 

BL : Botulismus  B3 : Often sleepy 

SL : Salmo nelosis  B4 : Totter 

Based on the table results of trials alliance method 
performed respondents mentioned above, it can then be 
analyzed by comparing the results of Table IV with rule tables 
owned by duck diseases expert systems (Table I) were applied 
to the Bali Provincial Livestock Office. 

The results of the matches between the two tables can be 
analyzed that the alliance method has been run in accordance 

with the rules. This is evidenced by the correspondence 
between the code and the calculation of the percentage of 
symptom attack rate obtained by testing respondents and 
based on the existing rules in an expert system that generates 
the name of the disease which is also in accordance with the 
rules. 

To view the alliance method has been run in accordance 
with the rules can be seen in the percentage diagram of 
response trials suitability rules. 

Answer percentage diagram form of rules conformance 
testing given by the respondents can be described as follows: 

 
Fig. 4. Answer Percentage Diagram of Rules Conformance Testing 

Based on the diagram above, it can be seen that the results 
of testing the suitability of duck diseases expert system rules is 
an outline already looks qualify. This is evidenced by the 
percentage of the answer symptoms fur, wing, foot, dirt, 
behavior and disease name according to the rules in the field 
of testing and each get a percentage of 100%. 

2) Implementation of Duck Diseases Expert System 

a) Login Form 

 
Fig. 5. Login Form 

This login form is used by staff of Bali Provincial 
Livestock Office to be able to come into main menu form, 
especially to activate of master menu, search, and report found 
on duck diseases expert system. 
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b) Main Menu Form 

 
Fig. 6. Main Menu Form 

This main menu form used as link to file menu, master, 
search, and report. 

c) Membership Registration Form 

 
Fig. 7. Membership Registration Form 

Membership registration form is used as registration 
facility of incoming member looking for information about 
duck diseases. 

d) Duck Diseases Data Input Form 

 
Fig. 8. Duck Diseases Data Input Form 

Duck diseases data input form is used by staff of Bali 
Provincial Livestock Office to enter detail explaination about 
duck diseases. 

e) Symptoms Data Input Form 

 
Fig. 9. Symptoms Data Input Form 

This symptoms data input form can be used for the input 
of new symptom for the fur, wing, foot, dirt, and behavior 
symptoms. 

f) Rules Data Input Form 

 
Fig. 10. Rules Data Input Form 

This rules data input form is used to make symptoms 
combination (behaviour and physical) which is input into a 
order so that give an conclusion of duck disease name. 

g) Weight Data Input Form 

 
Fig. 11. Weight Data Input Form 
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This weight data input form is used to make attack level 
weight value given by user as well as by is expert. 

h) Form of Consultancy With Alliace Method 

 
Fig. 12. Form of Consultancy With Alliace Method 

This form of consultancy with alliace method is owning 
facility seeking of disease pursuant to physical and behaviour 
duck symptoms by applying forward and backward chaining 
concept. While concept of weighted product used to determine 
attack level to every physical and behavior duck symptoms. 
The attack level used to determine user and expert weight 
value, is so that obtained by attack level percentage of duck 
diseases with correct calculation. 

V. CONCLUSIONS 

Based on the analysis that has been made and the results of 
the discussion in the previous section, then some conclusions 
can be drawn as follows: 

a) Expert systems are applied at Bali Provincial 

Livestock Office to facilitate duck breeders in acquiring 

knowledge and information about duck diseases. 

b) Expert systems are applied at Bali Provincial 

Livestock Office has been able to provide information in 

accordance with the rules of alliance method. This has been 

proven in testing the suitability of alliance method with the 

calculation method of the weighted percentage of respondents 

at 100%. 

c) With usage of this expert system, can solve problems 

faced at Bali Provincial Livestock Office in the case gift of 

service to society, specially duck breeders which searching 

duck diseases information and also the way of solution 

technique. 

d) Expert system which woke up can fulfill fundamental 

characteristic of computerization system which concerning 

information quality, user interface, and technical ability 

compared to which is manual. 

e) This duck diseases expert system can solve an 

problem of complicated become easier overcome. 

f) With existence of this duck diseases expert system, 

user can find accurate solution or information about duck 

diseases. 

g) At this expert system, every symptoms, diseases, and 

solution can be added, edited and deleted. 
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Abstract—in recent years, Feature extraction in e-mail 

classification plays an important role. Many Feature extraction 

algorithms need more effort in term of accuracy. In order to 

improve the classifier accuracy and for faster classification, the 

hybrid algorithm is proposed. This hybrid algorithm combines 

the Genetics Rough set with blind source separation approach 

(BSS-GRF). The main aim of proposing this hybrid algorithm is 

to improve the classifier accuracy for classifying incoming e-

mails. 

Keywords—rough set; Genetic; blind source separation; E-mail 

Filtering; Machine Learning 

I. INTRODUCTION 

Due to the increasing volume of unwanted email called as 

spam or Junk email, the users as well as Internet Service 

Providers (ISPs) are facing a lot of problems. Email spam also 

creates a major problems to the security of networked systems. 

Email classification is able to control the problem in a variety 

of ways. Detection and protection of spam emails from the e-

mail delivery system allows end-users to regain a useful means 

of communication. Many researches on content based email 

classification have been centered on the more sophisticated 

classifier-related issues [4]. Currently, machine learning for 

email classification is an important research issue. The success 

of machine learning techniques in text categorization has led 

researchers to explore learning algorithms in spam filtering [6]. 

However, it is amazing that despite the increasing development 

of anti-spam services and technologies, the number of spam 

messages continues to increase rapidly. Consequently, novel 

approaches are desired to deal with ever- increasing flood of 

spam and the persistent attempts by spammers to break the 

existing anti-spam barriers. Generations of spam filters have 

emerged over the years to deal with the spam issue. Most of 

these filters succeeded to some point in discriminating between 

spam and legitimate e-mails, however they require manual 

intervention. For example content based methods require 

human efforts to build lists of characteristics and their scores. 

Over the last five years, statistical filters have gained more 

attention as they are able to tweak themselves; getting better 

and better with less manual intervention. The most popular 

statistical approach is the Bayesian filter, which assigns 

probability estimates to e-mails. When dealing with very large-

scale datasets, it is often a practical necessity to seek to reduce 

the size of the dataset, acknowledging that in many cases the 

patterns that are in the data would still exist if a representative 

subset of instances were selected. Further, if the right instances 

are selected, the reduced dataset can often be less noisy than 

the original dataset, producing superior generalization 

performance of classifiers trained on the reduced dataset. The 

search for spam words in the incoming email can be viewed as 

a feature selection problem that can be formulated as follows: 

Given N data points xi   Rn , i = 1,………,N, with labels yi   

{-1,1} select an L-element subset of features {xik |K   S,S   

1,…….,N}  while preserving or possibly improving 

discriminative ability of a classifier. The number of relevant 

features L is usually chosen arbitrarily. The e-mails can be 

interpreted as signals in the Universe (U) that can be separated 

into statistically independent components. Magnitudes of those 

components denoted by ai represent the original points xi in a 

new feature space. Dimensionality of ai‟s is usually much 

smaller than dimensionality of xi‟s making classification and 

feature selection problem easier. The new feature set will then 

be reduced to attributes relevant to the given classification. 

Each attribute of ai is associated with a computed component 

that is still in the Universe (U). Therefore, relevant features 

point to relevant components where difference between e-mails 

in Universe (U) can be observed. Optima of those components 

for a particular class indicate values higher or lower than 

usually. The following sections present a Blind Source 

Separation (BSS) technique used to compute components and 

their magnitudes in each e-mail, Rough set tools used for 

reduction of the new feature set and classification of the 

incoming e-mail based on feature selection in Universe (U). 

II. BLIND SOURCE SEPARATION  ALGORITHM 

In blind source separation (BSS), multiple observations are 

carried out by an array of sensors are processed in order to 

recuperate the initial mixing of the source signals. The term 

blind refers to the fact that there is no specific information 

about the mixing process or about the existing source signals. 

Blind source separation (BSS) is the technique that anyone can 

separate the original signals or latent data from their mixtures 
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without any knowledge about the mixing process, but using 

some statistical properties of latent or original source signals. 

The perception of blind source separation is related to 

independent component analysis (ICA)[3]. However, ICA can 

be viewed as a general-purpose tool replacing principal 

component analysis (PCA) which means it is applicable to a 

wide range of problems. Some application domains of blind 

source separation are biomedical signal analysis, geophysical 

data processing, data mining, wireless communications and 

sensor array processing [2]. 

Each sequence of attributes xi will be interpreted as signal 

and will be denoted by a column vector. It is assumed here that 

each signal is a mixture of some underlying source of activity. 

It is assumed that each input signal is a linear combination 

of some statistically independent source. 

Xi = Mai + ei,                                                  (1) 

Where each column of M   Rn x m is a basis function Mj   

Rn , j = 1,2,….,m,ai   Rm is a column vector of coefficients – 

magnitudes of each basis functions in the signal xi and ei   Rn 

represents noise or error of the model. M and a are unknown 

parameters that need to be estimated. Statistical independence 

of the basis functions can be satisfied by minimizing mutual 

information between the basis functions. Thus M and a are 

estimated by solving the following: 

M ,a = arg min a (arg min m ( I (M1, M2, ….., Mm) + λ||x – Ma||2)) ,       (2) 

Where λ is a scaling factor, and I (M1, M2, ….., Mm) is a 

mutual information between random variables M1, M2, ….., 

Mm defined as: 

I (M1, M2, ….., Mm) ∑  (  )   (            ) 
   ,  (3) 

Where  (  ) is entropy of a random variable  . 
Optimization using (2) may be performed with a gradient 

descent algorithm. The two quantities to be computed, M and 

a, make this problem complex. The minimization can be solved 

by estimating only M: 

M = arg min m ( I (M1, M2, ….., Mm) + λ||x – Ma||2) ,   (4) 

Where the estimate A of a in each step of the algorithm is 

the solution of the following: 

A= arg min a ||x- Ma||2 ,     (5) 

Where the value of M is a partial solution of (4) 

III. GENETIC ALGORITHM 

Genetic algorithms (GA) are inspired by Darwin's theory 

about evolution. Simply said, solution to a problem solved by 

genetic algorithms is evolved. (GA) are a part of evolutionary 

computing, which is a rapidly growing area of artificial 

intelligence. It iteratively applies a series of genetic operators 

such as selection, crossover, and mutation to a group of 

chromosomes where each chromosome represents a solution to 

a problem. The initial set of chromosomes is selected randomly 

from solution space. Genetic operators combine the genetic 

information of parent chromosomes to form a new generation 

of the population; this process is known as reproduction. Each 

chromosome has an associated fitness value, which quantifies 

its value as a solution to the problem. A chromosome 

representing a better solution will have a higher fitness value. 

The chromosomes computed to reproduce based on their 

fitness value, thus the chromosomes representing better 

solution have a higher chance of survival. After many 

generations, a chromosome, which has the maximal fitness 

value, is the best solution for the problem. Encoding of a 

Chromosome: The chromosome should in some way contain 

information about solution which it represents. The most used 

way of encoding is a binary string. The chromosome then 

could look like this: 

Chromosome 1 1101100100110110 

Chromosome 2 1101111000011110 

Each chromosome has one binary string. Each bit in this 

string can represent some characteristic of the solution. Or the 

whole string can represent a number. Crossover: After we have 

decided what encoding we will use, we can make a step to 

crossover. Crossover selects genes from parent chromosomes 

and creates a new offspring. The simplest way how to do this is 

to choose randomly some crossover point and everything 

before this point copy from a first parent and then everything 

after a crossover point copy from the second parent. After a 

crossover is performed, mutation take place. This is to prevent 

falling all solutions in population into a local optimum of 

solved problem. Mutation changes randomly the new offspring. 

For binary encoding we can switch a few randomly chosen bits 

from 1 to 0 or from 0 to 1 

IV. ROUGH SET ALGORITM 

In 1982 Rough set (RS) theory was developed by Pawlak. 

The most advantage of rough set is its great ability to compute 

the reductions of information systems. In an information 

system there might be some attributes that are irrelevant to the 

target concept (decision attribute), and some redundant 

attributes. Reduction is needed to generate simple useful 

knowledge[11] from it. A reduction is the essential part of an 

information system. It is a minimal subset of condition 

attributes with respect to decision attributes. The Rough set 

scheme is provided as follows. An information system is a pair 

S =< U,A >, where U = {x1, x2, ...xn} is a nonempty set of 

objects (n is the number of objects); A is a nonempty set of 

attributes, A = {a1, a2, ...am}(m is the number of attributes) 

such that a : U →Va for every a   A. The set Va is called the 

value set of a. A decision system is any information system of 

the form L = (U,A {d}), where d is the decision attribute and 

not belong to A. The elements of A are called conditional 

attributes. Let S = < U,A > be an information system, then with 

any B   A there is associated an equivalence relation 

INDS(B): INDS(B) = *(    )         ( )   (  )+ 
INDS(B) is called the B-indiscernibility relation. The 

equivalence classes of B-indiscernibility relation are denoted 

[x]B. The objects in  X can be certainly classified as members 

of X on the basis of knowledge in B, while the objects in  ̅X 

can be only classified as possible members of X on the basis of 

knowledge in B. Based on the lower and upper approximations 

of set X   U, the universe U can be divided into three disjoint 

regions, and we can define them as: POS(X) =  X ,  NEG(X) = 
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U      ̅X , BND(X) =  ̅X      X The equivalence classes of B-

indiscernibility relation are denoted [x]B. indiscernibility is a 

binary equivalence relation that divides a given set of elements 

(objects) into a certain number of disjoint equivalence classes. 

An equivalence class of an element ai   X consists of all 

objects ai   X such that aiRai , where R indicates a binary 

relation. Let IS = (Rm,A) be an information system of objects 

from universe Rm described by the set of attributes A , then 

with any B   A there is an associated equivalence relation 

INDS(B): 

INDS(B) = *(    )         ( )   (  )+ INDS(B) (6) 

Based on the concept of indiscernibility relation, a 

reduction in the space of attributes is possible. The idea is to 

keep only those attributes that preserve the indiscernibility 

relation. The rejected attributes are redundant since their 

removal cannot affect the classification. 

V. BSS-GRF PROPOSED ALGORITHM 

Blind Source Separation-Genetic Rough Filter (BSS-GRF) 

is a proposed Hybrid algorithm that use the Blind source 

separation technique hybrid with Genetic algorithm to enhance 

the feature selection process and then the classification process 

done by rough set algorithm. 

1) Discarding from X (incoming email) the column 

consisting of low value entered due to noise 

2) Calculate the sub matrix. 

3) Sort Words according to word ranks 

4) Choose the number of generations (we’ll use 10) 

5) Read the spam and ham corpora 

6) Randomly mix the lines of spam  

7) Divide spam corpus into 10 slices  

8) Loop until 10th generation: 

a) Generate chromosomes based on the current slice of 

spam using the ‘automatic’ formula 

b) Score chromosomes 

c) Print results for the current generation 

d) Keep the fittest 3rd 

e) reproduction survivors 

 2 survivor's reproduction via a crossover function to 
create a child 

 Use „Roulette Wheel‟ selection top choose the 2nd 
parent 

f) Mutate some of the children by randomly deleting 

some genes 

g) Move to next slice of spam 

9) Print Final results 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. BSS-GRF filtering Steps 

VI. EXPERIMENT IMPLEMENTATION 

In order to test the performance of above method, some 

corpora of spam and legitimate emails had to be compiled; 

there are several collections of email publicly available to be 

used by researchers.  

SpamAssassin (http://spamassassin.apache.org) will be 

used in this experiment, which contains 6000 emails with the 

spam rate 37.04%. Thus we have divided the corpora into 

training and testing sets keeping, in each such set, the same 

proportions of ham (legitimate) and spam messages as in the 

original example set. Each training set produced contained 

62.96% of the original set; while each test set contain 37.04% 

as Table 1. 

  

Bag of Words 

Word 

Frequency 

Incoming Email 

Module2: Feature 

Construction 

Module1: BSS for Initial Feature 

Reduction and E-mail Restoration 

Module3: Sort words 

according to Word Ranking 

Module4: Apply 

Genetics Algorithm 

Module5: Apply 

Rough set 

Module6: Decision 

“Spam or Not Spam 
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TABLE I. CORPORA OF SPAM AND HAM MESSAGES 

Message collection Training Set Testing Set 

Ham Messages 2378 1400 

Spam Messages 1398 824 

Total Messages 3776 2224 

The idea here is the email is usually comes with a set of 

words, web links, that affect the classification process 

accuracy, these unwanted words can be removed manually or 

by special module. BSS-GRF (Blind Source Separation-

Genetic Rough Filter) is presented to imbed BSS algorithm 

with GA to first: perform an email restoration process “an 

email without unwanted words“. Second: GA perform the 

feature reduction process and word ranking that can be used for 

the classification process using Rough set method. 

A. Performance evaluation 

In order to test the performance of above mentioned 

methods, we used the most popular evaluation methods used by 

the spam filtering researchers. Spam Precision (SP), Spam 

Recall (SR), Accuracy (A). Spam Precision (SP) is the number 

of relevant documents identified as a percentage of all 

documents identified; this shows the noise that filter presents to 

the user (i.e. how many of the messages classified as spam will 

actually be spam) 

Spam Recall (SR) is the percentage of all spam emails that 

are correctly classified as spam. 

 

 

Accuracy (A) is the percentage of all emails that are 

correctly categorized Where Nham→ham and Nspam→spam  

are the number of messages that have been correctly classified 

to the legitimate email and Spam email respectively; 

Nham→spam and Nspam→ham are the number of legitimate 

and spam messages that have been misclassified; Nham  and 

Nspam  are the total number of legitimate and spam messages 

to be classified. 

B.  Performance Comparison 

In order to test the proposed Hybrid system we run the 

same data onto four different machine learning algorithms. We 

summarize the performance result of the presented method in 

term of spam recall, precision and accuracy.  

Table 2 and Fig.2 summarize the results of the classifier. 

Very competitive results can be seen from the BSS-GRF, in 

terms of spam recall, precision and accuracy the percentage 

here is much more than rough set . While in term of accuracy 

GRF[5] still has the high percent. Support Vector Machine 

System and the RS give us approximately the same lower 

percentage. 

TABLE II. PERFORMANCE COMPARISON OF FOUR ALGORITHMS  

Algorithm 
Spam Recall 

(%) 

Spam Precision 

(%) 
Accuracy (%) 

GRF 98.46 97.80 99.66 

BSS-GRF 92.36 94.56 96.7 

RS 92.00 90.12 94.90 

SVM 95.00 93.12 96.90 

VII. CONCLUSION AND FUTURE WORK 

The prevoius results presented leads to new approach have 

to be taken by researchers in the future, Blind source separation 

show us a good result when it hybrid with Genetics in the 

purpose of feature separtion and reduction process.  

The presented method need more improvement in case of 

noise types, email corpora, more effort has to be done to 

improve the feature selection process in terms of accuracy, 

more classifiers type can be used to be hybrid with the BSS 

instead of the rough set method. 
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Fig. 2. Spam Recall, Spam Precision and Accuracy curves of four classifiers 
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Abstract—Web services allow communication between 

heterogeneous systems in a distributed environment. Their 

enormous success and their increased use led to the fact that 

thousands of Web services are present on the Internet. This 

significant number of Web services which not cease to increase 

has led to problems of the difficulty in locating and classifying 

web services, these problems are encountered mainly during the 

operations of web services discovery and substitution. 

Traditional ways of search based on keywords are not 

successful in this context, their results do not support the 

structure of Web services and they consider in their search only 

the identifiers of the web service description language (WSDL) 

interface elements. 

The methods based on semantics (WSDLS, OWLS, 

SAWSDL…) which increase the WSDL description of a Web 

service with a semantic description allow raising partially this 

problem, but their complexity and difficulty delays their 

adoption in real cases. 

Measuring the similarity between the web services interfaces 

is the most suitable solution for this kind of problems, it will 

classify available web services so as to know those that best 

match the searched profile and those that do not match. Thus, 

the main goal of this work is to study the degree of similarity 

between any two web services by offering a new method that is 

more effective than existing works. 

Keywords—web service; semantic similarity; syntactic 

similarity; WordNet; word sense disambiguation; Hausdorff 

distance 

I. INTRODUCTION 

Web services have emerged in the last decade as an 
innovative technology solving several problems related to the 
integration of heterogeneous systems. At the beginning it was 
used only by some large business groups to facilitate the 
exchange of data between remote and heterogeneous 
information systems (from a technological point of view), but 
later and thanks to its efficiency and performance, the majority 
of companies have adopted it to publish the public part of their 
information systems in order to facilitate openness to other 
markets and promote communication with heterogeneous 
external systems. 

Currently, with the democratization of the Internet, the 
emergence of broadband, the advent of cloud computing and 

large-scale popularization of e-commerce, web service 
technology has found its reason for being. Its use has become a 
necessity, even an obligation to find a place in the electronic 
market and be able to exchange easily data with third parties. 

The existence of a large number of web services on the 
Internet has led to the emergence of new problems (for 
discovery, selection and invocation of web services) resulting 
primarily from the aggravation of  the problem of (semantic) 
heterogeneity: many web services that do the same thing, but 
do not have the same interfaces; web services that belong to the 
same business domain and do the same thing, but do not share 
the same vocabulary; defective web services, which must be 
replaced by other operational web services, etc. 

A typical example where this kind of problems are 
encountered is the substitution of Web services (Figure 1) 
which consists in replacing a defective Web service by another 
that is similar and operational. This operation requires 
discovering from a Web services registry those who are similar 
to the defective one. Often this discovery operation is 
performed manually by an administrator, but given the large 
number of web services that exist, it will be costly in terms of 
time devoted to study the similarity with all available web 
services and it may therefore be ineffective. Automation of this 
process of discovery requires to have an efficient method to 
calculate the degree of similarity between available web 
services and the web service to replace. 

 
Fig. 1. web services substitution 
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The main goal of this work is to study the degree of 
similarity between any two web services by offering a new 
method that is more effective than existing works. 

In section II of this paper we present some basic methods 
and tools that were used to reach the goal of our work. In 
Section III we present our approach in the calculation of 
similarity between any two web services. In section IV we 
evaluate our approach of similarity measurement and in section 
V we compare our work with results obtained by existing 
works. Section VI, concludes this paper and opens some 
perspectives of future work. 

II. TOOLS AND BASIC METHODS 

A. syntactic similarity 

The syntactic similarity consists in assigning to a string pair 
S1 and S2 a real number r, which indicates the degree of 
syntactic similarity between S1 and S2. There are mainly two 
ways for measuring the degree of similarity between two 
concepts: 

 Edit distances   : in which the distance is the cost of the 
optimal sequence of editing operations that transform 
S1 to S2 or S2 to S1. Editing operations are character 
insertion, deletion and substitution. A small value of r 
indicates greater similarity. There are several 
algorithms based on edit distances, the most well-
known are: Minkowsky (1964), manhaten, Levenstein 
(1965), Monger-Elkan (1996), Smith-Waterman (1981). 
In [1] the authors carried out a comparative study of 
edit distances based methods and concluded that 
Monger-Elkan [2] provides the best result. 

 Similarity functions: are analogous to the edit distances 
based methods, except that higher values indicate 
greater similarity. The most known algorithms are: Jaro 
[3, 4]; Jaro-Winkler [5, 6]. Work [1] shows that jaro-
winkler is the most powerful and fastest measurement. 

In this work we use the Jaro-Winkler algorithm to measure 
the syntactic similarity between two strings. 

B. Semantic Similarity 

The semantic similarity consists in assigning to a pair of 
words w1 and w2 a real number r, which indicates the degree 
of semantic similarity between them. The similarity measure is 
done by comparing the senses of the two words. Thus, two 
words are similar (with a certain degree of similarity) 
semantically if they mean the same thing (synonyms), they 
have opposite meaning (antonyms), they are used in the same 
way or inherit the same type, they are used in the same context 
or if one is a type of the other. To measure the semantic 
similarity between words, we will need a lexical hierarchy such 
as WordNet [7]. 

WordNet is a lexical database which aims to identify, 
classify and relate the semantic and lexical content of the 
English language. Nouns, verbs, adjectives and adverbs are 
grouped as sets of cognitive synonyms (synsets) contents, each 
expressing a distinct concept. Synsets are interlinked by means 
of conceptual-semantic and lexical relations. 

There are several methods and techniques to measure the 
semantic similarity between two concepts, the most known are: 
Resnik (1995); Lin (1998); Wu & Palmer (1994); Jiang and 
Conrath's (1997); Leacock and Chodorow (1998); Hirst & St-
Onge (1998). Currently, we cannot say that there is a method 
that is the best or most optimal than others, because each of the 
studies that have examined these algorithms has been 
considering some evaluation criteria and neglecting others. We 
identified three evaluation methods; mathematics evaluations, 
evaluations based on human judgment and evaluations 
measuring performance in the context of a particular 
application. 

In [8] authors compared experimentally five measures of 
semantic similarity in wordnet (ie Hirst and St-Onge, Leacock 
and Chodorow, Resnik, Lin and finally Jiang and Conrath) by 
examining their performance in spelling correction systems and 
by comparing their performance with human judgments. They 
found that Jiang and Conrath's method and Hirst-St-Onge 
method offer the best results, followed by measurement of Lin 
and of Leacock and Chodorow, Resnik measure comes in the 
last rank. In [9] based on human judgment, authors argue that 
Leacock-Chodorow measure is the best one, followed by that 
of Resnik , Wu-Palmer is in third place. They also argue that 
Lin measure and Jiang-Conrath measure are not efficient. In 
[10] authors evaluated the similarity measures in three different 
domains (transport, book and business) with reference to 
human judgment and experts judgment, they concluded that at 
recall, WordNet with Jean Conrath provide the best result at 
three domains, at Precession, there is no significant method can 
provide dominant result and At f-measure (that combine recall 
and precision measures), WordNet with Wu-Palmer has 
tendency better than the others. 

The third evaluation work discussed in [10] seems the most 
rigorous for us, because it uses both human and experts 
judgments and because the tests are carried out in three 
different areas. In our work, to measure similarity between web 
services, we decided to use WordNet with Wu-Palmer because 
it is the measure that provides the best result. 

C. Word sense disambiguation 

Measurement of semantic similarity between two words 
refers to the measure of similarity between the senses of the 
two words. All algorithms for measuring semantic similarity, 
consider either the most common sense or senses that offer 
highest similarity during the comparison process. But the 
meaning of a word changes according to the context in which 
the word appears. That is why, we must extract the exact 
senses of different words before addressing the similarity 
measure. Word sense disambiguation is the scientific 
expression that has been attributed to the process of searching 
the exact meaning of a word in a specific context. 

Adapted Lesk algorithm described in [11], [12] and [13] is 
adopted to remove the ambiguity of meaning in a given 
context. 

Below in Table 1 the implementation that we have adopted 
for Adapted Lesk algorithm. 
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TABLE I. ADAPTED LESK ALGORITHM 

Function Wsd_Simplified_Lesk(word, context) 
best-sense <- most frequent sense for word 

max-overlap <- 0 

for each sense in senses of word do 

          signature <- set of words in of sense description 

          overlap <- ComputeOverlap (signature,context) 

          if overlap > max-overlap then 

       max-overlap <- overlap 

       best-sense <- sense 

return best-sense 

Function ComputeOverlap (signature,context) 
count=0 

commonWords=("the","of","to","and","a","in","is","it","you", 

"that","he","was","for","on","are","with","as","i",……) 

signature.removeAll(commonWords) 

context.removeAll(commonWords) 

 for each word1 in signature do 

    for each word2 in context do 

 if SimSyntactic(word1,word2)>0.5 

  count++   

return count 
Function SimSyntactic(word1,word2) 
return  JaroWinkler(word1,word2) 

D. distance between two sets 

Throughout this work, we will need to compute the degree 
of similarity between two sets of concepts which elements 
(concepts) are connected by a similarity measure (Figure 2). 

 

Fig. 2. relations between two sets of concepts 

In this work we chose the Hausdorff algorithm [14] to 
calculate the degree of similarity between two sets of concepts. 
It is used to calculate the similarity between two objects 
represented by two sets of points. The problem is thus brought 
back to computing the distance between the two sets of points. 

In [14] authors affirm that there are 24 possible ways to 
measure the distance between two sets of points using the 
Hausdorff distance and they concluded that the modified 
Hausdorff distance (MHD) has the highest performance to 
measure similarity between two objects. 

The modified Hausdorff distance between two sets of 
points S1 and S2 is defined by the expression: 

(1)  )1,2(),2,1(max)2,1( SSgSSgSSMHD dd 

Where d is any distance (in our case, it must be Jaro-
Winkler measure or Wu-Palmer measure) and gd is the 
modified Hausdorff distance. It is defined by:  

(2) 
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III. SIMILARITY MEASURE BETWEEN WEB SERVICES 

A. Structure of a wsdl file 

WSDL is an XML file that follows a standard format for 
describing a web service. It mainly describes the operations 
provided by the web service and how to access them. 

A WSDL file has the following structure (Table 2): 

TABLE II. WEB SERVICE STRUCTURE 

<definitions> 
<types> 
  data type definitions........ 
</types> 
<message> 
  definition of the data being communicated.... 
</message> 
<portType> 
  set of operations...... 
</portType> 
<binding> 
  protocol and data format specification.... 
</binding> 
</definitions> 

 Definition: is the root element of the WSDL document. 
It describes the Web service name and declares several 
namespaces. 

 Types: is an XML schema that describes the data types 
used by wsdl operations. 

 Message: an abstract definition of the data exchanged 
with a wsdl operation, it can describe the inputs and the 
outputs. 

 Operation: an abstract definition of an action performed 
by the web service. 

 Port type: An abstract set of operations supported by 
one or more endpoints. 

 Binding: Describes how the operations are invoked. 

In our work we consider only the operations and their 
inputs and outputs. We will consider that a web service is a set 
of operations and the operations receive and return elements 
that will be a parts of the WSDL schema. All other elements 
are ignored, because their names are often generated in an 
automatic way and depend on the tool used when generating 
web service and therefore will not intervene in the similarity 
measure. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 8, 2014 

63 | P a g e  

www.ijacsa.thesai.org 

B. Preliminary declarations 

Let WS1 and WS2 are two web services for which we want 
to compute the similarity. Let S1 and S2 their schemas. Let F 
and G two sets of operations such as: F = {f / f is an operation 
of WS1} and G = {g / g is an operation of WS2}. Let D and D ' 
the departure sets, respectively, of f and g and let A and A' the 
arrival sets, respectively, of f and g with D, A ∈ P(S1) and D', 
A' ∈ P(S2), with P(S1) and P(S2) are respectively  the sets of 
parts of S1 and S2. 

Our goal is to measure the similarity WsdlSim (WS1, WS2) 
between two web services WS1 and WS2. This calculation 
depends on the similarity between the operations of the two 
web services. So ∀ f ∈ F and ∀ g ∈ G we must measure the 
similarity OpSim (f, g). Calculating the similarity between the 
two operations f and g depend on the similarities of their sets of 
departures and arrivals. So ∀ f ∈ F and ∀g ∈ G, we must 
compute SetSim(D,D’) and SetSim (A,A’). 

C. similarity between two data sets 

In our work we consider that any data set E is a sub part of 
a web service schema S.  This data set has a tree structure 
(Figure 3), such as the name of the set E is the root of the tree, 
the internal nodes correspond to the elements of complex types 
and leaves of the tree correspond to the elements of simple 
types. 

 
Fig. 3. example of a tree structure of a data set 

For measuring the similarity between two data set, all 
existing works trying to compare all the node of the two sets, ie 
∀ ei ∈ E and e'j ∈ E ', they calculate the similarity between ei 
and e'j by considering both the syntactic, semantic and 
structural similarity of the two representations of E and E ', 
thing that makes calculations very complex. However, only the 

elements that mainly concern us in the similarity measure are 
leaves of the tree structure as they are the elements involved in 
the transformation of data at invocation. The internal nodes do 
not intervene directly in the calculation of similarity. 

In our work, before starting the calculation of similarity 
between two sets of data, we apply on them a transformation 
that will provide them with a structure with one level (the root 
directly connected to the leaves), the leaves names will be 
concatenated with the names of nodes that connect them with 
the root, in this way a leaf will represent a whole path in the 
tree without giving any importance to the tree structure (Figure 
4). 

 
Fig. 4. tree structure with a single level 

In fact, a set of data will be considered as a set of sentences, 
each one represents a leaf of the tree. Then, calculating the 
similarity SetSim (E, E ') between two data sets E and E' will 
be reduced to the calculation of the similarity between two sets 
whose elements are sentences. The Hausdorff distance is very 
suitable for this kind of calculation, it can measure the distance 
between two sets of points. In our case the points are sentences. 

Hausdorff distance uses a similarity matrix MS such as ∀ 
(Si,Sj’) ∈ E x E’ MS(i,j)= SentenceSim(Si,Sj’). 
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To measure the similarity SentenceSim (S, S ') between 
two sentences S and S', these two last ones shall be divided into 
words (tokenization), they will then represent two sets whose 
elements are words. The Hausdorff distance is still the case by 
calculating the distance between the two sets of words. 

At this second level, the distance hausdaurff use a 
similarity matrix MW such as ∀ (Wi,Wj’) ∈ Sx S’ MW(i,j)= 
wordSim(Wi,Wj’,context). 

The wordSim(W,W’) returns the similarity between the two 
words W, W' in a well determined context, it first tries to 
measure the semantic similarity between words using Wu-
Palme algorithm, if one of the two words do not exist in 
WordNet then it returns a syntactic similarity using the 
JaroWinkler algorithm. 

Table 3 describes all functions used for the calculation of 
similarity between any two sets of data. 

TABLE III. CALCULATION ALGORITHM OF SIMILARITY BETWEEN TWO 

DATA SETS 

Function SetSim(E,E’)  

return dist_ hausdorff1(E,E’) 

Function dist_ hausdorff1 (E,E’) 

return )),'(1),',(1min( EEdistEEdist  

Function dist1(E,E’) 

return  
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Function SentenceSim(S1,S2) 

return dist_ hausdorff 2(S1,S2) 

Function dist_ hausdorff2 (S1,S2) 

return ))2,1(2),2,1(2min( SSdistSSdist  

Function dist2(S1,S2) 

 return       
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Function wordSim(w1,w2,context) 

If  w1 is not in WordNet or w2 is not in WordNet 

         return  JaroWinkler(W1,W2) 

else 

   s1=WSD_SIMPLIFIED_LESK(W1,context) 

   s2=WSD_SIMPLIFIED_LESK WSD(W2,context) 

   return WuPalmer(s1,s2) 

D. Similarity between two operations 

Let f and g be two operations such that f ∈ F and g ∈ G 
with f : DA and g : D’A’, the similarity between the two 
operations f and g is the sum of the similarities between their 
arrival and departure sets (inputs and outputs) and the 
similarity between their names: 

(3) OPSim(f,g)=p1*SetSim(D,D’)+p2*SetSim(A,A’)+p3
*SentenceSim(f,g)/(P1+P2+P3) 

In calculation we use a weighting to determine the order of 
importance of each of the similarity variables. In the 
measurements that we have made, it was considered that p1 = 
1, p2 = 1 and p3 = 2. 

E. Similarity between two web services 

In our work, a Web service is considered as a set of 
operations. The similarity between two web services WS1 and 
WS2 will be the Hausdorff distance between the two sets that 
representing operations. 

Hausdorff distance use a similarity matrix MO such as ∀ 
(opi,opj’) ∈ WS1 x WS2 MO(i,j)= OpSim(opi,opj’). 

The table below describes all the functions used to calculate 
similarity between two any web services. 

TABLE IV. CALCULATION ALGORITHM OF SIMILARITY BETWEEN TWO 

WEB SERVICES 

Function WSDLSim(wsdluri1,wsdluri2) 

F= ExtractOperations(wsdluri1) 

G= ExtractOperations(wsdluri2) 

return distHausdorf3(F,G) 

Function dist_ hausdorff3 (F,G) 

return )),(2),,(2min( FGdistGFdist  

Function dist3(F,G) 

return       
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IV. EXPERIMENTAL RESULTS 

To evaluate our method of calculating similarity between 
two web services, we chose three areas among the most visited 
by internet users, namely weather information, sending SMS 
and books research. In order to ensure the obtained results, we 
recuperate six web services by domain from search engines 
(Xmethode1, web services search engine2, webservicelist api3). 

To measure the performance of our method of similarity 
measurement, it will be compared with the interpretations of an 
expert. The latter has a right to assign to a pair of web services 
one of the following five values: dissimilar, little similar, 
averagely similar, very similar and identic. 

To make the comparison of expert interpretations with our 
measures, obtained using the method explained in section III, 
and considering that the obtained similarity measures belongs 
to the [0 ; 1] interval, we split it into five parts, each one 
corresponds to a value of the expert interpretations. 
Dissimilar=[0 ; 0.2[, little_similar=[0.2 ; 0.5[, 
averagely_similar=[0.5 ; 0.7[, very_similar=[0.7 ; 0.9[, 
identic=[0.9 ; 1]. 

Below are three tables (Table 5, Table 6 and Table 7) that 

correspond to the results obtained for the three domains:

                                                           
1 http://www.xmethods.com/ve2/ViewTutorials.po 
2 http://ccnt.zju.edu.cn:8080/ 
3 http://www.webservicelist.com/webservices/ 
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TABLE V. MEASUREMENTS COLLECTED IN WEATHER DOMAIN

W
ea

th
er

 d
o
m

ai
n
 

Pairs of services Expert interpretation Similarity Measurement Error  

Service1 Service2 very similar 0.877849788899921 0 

Service1 Service3 Averagely  similar 0.4981597637112343 0.002≈0 

Service1 Service4 Averagely  similar 0.7858368347338935 0.09 

Service1 Service5 Averagely  similar 0.7681897759103642 0.07 

Service1 Service6 Averagely  similar 0.6828835890416772 0 

Service2 Service3 Little similar 0.48631110773757835 0 

Service2 Service4 Averagely  similar 0.8395570286195286 0.14 

Service2 Service5 Averagely  similar 0.8335290577478078 0.14 

Service2 Service6 Averagely  similar 0.6865557185869686 0 

Service3 Service4 Averagely  similar 0.6290711428413635 0 

Service3 Service5 Averagely  similar 0.5790711428413635 0 

Service3 Service6 Little similar 0.49846146471204517 0 

Service4 Service5 Very similar 0.95 0.06 

Service4 Service6 Very  similar 0.7724431818181817 0 

Service5 Service6 Very  similar 0.7986336580086579 0 

    Error≈3.4% 

TABLE VI. MEASUREMENTS COLLECTED IN SMS DOMAIN 

S
M

S
 d

o
m

ai
n
 

Pairs of services expert interpretation Similarity Measurement Errors 

Service1 Service2 Averagely similar 0.6311958922550287 0 

Service1 Service3 Little similar 0.5608538040463417 0.07 

Service1 Service4 Little similar 0.5493516663359421 0.05 

Service1 Service5 Averagely similar 0.6948070143692332 0 

Service1 Service6 Averagely similar 0.6236555172921825 0 

Service2 Service3 Little similar 0.4187195136565853 0 

Service2 Service4 Little similar 0.4239873343390204 0 

Service2 Service5 Averagely similar 0.6332345052356138 0 

Service2 Service6 Very similar 0.7899074233058608 0 

Service3 Service4 Averagely similar 0.6754026951205351 0 

Service3 Service5 Averagely similar 0.5522594031981931 0 

Service3 Service6 Little similar 0.46428017617071077 0 

Service4 Service5 Averagely similar 0.5736106485880657 0 

Service4 Service6 Averagely similar 0.5015862333019195 0 

Service5 Service6 Averagely similar 0.6792470780206274 0 

    Error≈1% 

TABLE VII. MEASUREMENTS COLLECTED IN BOOKS DOMAIN  

S
ea

rc
h
 b

o
o
k
 d

o
m

ai
n
 

Pairs of services expert interpretation Similarity Measurement Errors 

Service1 Service2 Identic 1.0 0 

Service1 Service3 Very similar 0.832998750381563 0 

Service1 Service4 Little similar 0.39732173036521107 0 

Service1 Service5 Averagely similar 0.6356054701638942 0 

Service1 Service6 Little similar 0.4287498686598919 0 

Service2 Service3 Very similar 0.832998750381563 0 

Service2 Service4 Little similar 0.39732173036521107 0 

Service2 Service5 Averagely similar 0.6356054701638942 0 

Service2 Service6 Little similar 0.4287498686598919 0 

Service3 Service4 Little similar 0.4534630160857285 0 

Service3 Service5 Little similar 0.3496053193811293 0 

Service3 Service6 Little similar 0.4604549944415463 0 

Service4 Service5 Little similar 0.33387472124846296 0 

Service4 Service6 Little similar 0.5082926323728428 0.01 

Service5 Service6 Little similar 0.1651098158022917 0.04 

    Erreur≈0,4% 
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Using measurements stored in the tables above and to 
compare our results with the results of existing studies we 
calculated the precision and recall of our method in all three 
assessment areas (table 8). 

TABLE VIII. RECALL AND PRECISION MEASUREMENT 

 Recall precision 

weather 100% 100% 

sms 100% 83.5% 

book 100% 100% 

The average recall of our approach is 100% and the average 
precision is 95.16%, which proves that our method is very 
effective and it is very close to human interpretation. 

V. RELATED WORKS 

The similarity measurement between the web services is a 
very discussed subject in the literature, the existing works use 
different techniques and therefore differ in their performance. 

In [15] authors use google Normalised distance to calculate 
the semantic similarity between two concepts, it is a statistical 
method based on results returned by the Google search engine 
and does not take into account the context of concepts in which 
we want to compute the similarity. They have ignored the 
structure of a web service that is for them a set of terms. The 
similarity between two Web services will be the total similarity 
between the two sets of terms that represent them. By 
comparing their recall and precision with the mine, it is found 
that our method has a higher performance than their method. 

In [16] authors use at the same time several metrics to 
calculate the semantic similarity, and use several metrics to 
calculate the syntactic similarity. They do not use sense 
disambiguation of terms for which they want to calculate the 
similarity. In [16] the authors did not measure the precision of 
their method. 

In [17] authors measure the similarity between two web 
services by measuring the similarities between the descriptions 
of the different concepts included in the wsdl file. But the 
majority of web service we found are not documented, which 
shows that this method is not very convenient. They use 
TFDIDF algorithm to calculate the similarity between terms 
that for us unreliable. 

In [18] authors use the same approach as the work cited in 
[15] using several kinds of functions to evaluate a similarity 
matrix except that their method does not exceed 70% in 
precision and recall. 

In [19] authors have ignored the names of the operations in 
the calculation of similarity, and they considered only the 
inputs and outputs of simple type, while the operations of a 
web service have often input and output withe complex type. 
The precision of their method in computing similarity between 
two web services interfaces does not exceed 65%. 

VI. CONCLUSION 

In our work we have proposed a profounder approach than 
existing work in calculating similarity between web services 
combining syntactic and semantic similarity. In the semantic 

part we rely on the WordNet lexical base by applying Wu-
palmer algorithm and disambiguation word sense algorithm 
and by using the Hausdorff distance and all that with the 
objective of improving the precision of the similarity. 

Our method has achieved very high values for the precision 
and recall which proves that our method is very effective and it 
is very close to human interpretation. 

The similarity computation is not always sufficient. At 
invocation stage, the application using the defective web 
service must replace its operations with those of the similar 
operational web service, so it will be necessary to detect the 
correspondence between the operations of substituted web 
service and substituent web service. So our future work will be 
to exploit the results obtained in this paper to realize the 
mapping (correspondence) between two similar web services. 
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Abstract—Role of technology and reusability on the 

knowledge management and knowledge transformation has been 

analyzed by considering the extended model of Nonaka and 

Takeuchi which includes the knowledge reuse in the three 

dimensional environment. Knowledge transformation has been 

further refined (and boosted) to get the more qualitative and 

quantitative knowledge by applying the concept of knowledge 

reification, indexing and adaption. By extending these concepts 

and related processes, ADRI quality model on higher education 

learning has been analyzed. Present work suggest that reusability 

along with above mentioned concepts during ADRI cycle can 

boost the qualitative knowledge in higher educational setting and 

observed that ADRI model has the similar trends as that of 

Nonaka model in the three dimensional environments. In 

addition, discussion also prevails that best practices required in a 

higher educational setting correspond to ADRI model. 

It has been suggested that time along with reusability 

supports to the tacit as well as explicit knowledge management 

during learning. The knowledge transformation achieved this 

way is more qualitative. Finally it can be concluded that tacit and 

explicit knowledge required to reuse is an important aspect now 

days in managing higher educational knowledge in a fast growing 

contemporary environment provided knowledge is exploited 

appropriately. 

Keywords—Knowledge; Reuse; Tacit Knowledge; Explicit 

Knowledge; Technology; ADRI model; Quality 

I. INTRODUCTION 

Managing knowledge has been becoming a competitive 
advantage in a global economy. Many companies have been 
engaged in identifying, managing and sharing experience of 
employees [1, 2]. Most of the companies involved in the 
electronic management of knowledge so that they can enhance 
their capability to manage vast knowledge hidden within the 
organization [3]. However, we now realize that managing 
knowledge is more difficult than previously thought. Krogh et 
al. [4] studied the knowledge reuse in open source software 
projects. They found that behaviour factors are responsible for 
the form of the knowledge reuse. 

According to Hedlund [5], there are four different levels of 
carriers of knowledge which are individual, the small group, 
the organization and the inter-organizational domain 
(important customers, suppliers competitors, etc.). Hedlund [5] 
further suggested that each carrier is having different forms or 
aspects of knowledge egg, cognitive knowledge in the form of 
mental constructs and precepts, skills and knowledge embodied 

in products or well-defined service or artifacts. Kusunoki et al. 
[6] applied the concept of multilayered knowledge to describe 
organizational capabilities. According to them there are three 
different layers of knowledge each of them provides different 
types of capability. They described that ―knowledge is the 
layer that includes distinctive individual units of knowledge 
(e.g. functional knowledge embodied in a specific group of 
engineers, databases, patents, etc.)‖. 

Research of Kusunoki et al. [6] describes the features of the 
managerial potential possessed by every layer which may be 
observed in two dimensions. First one describes the modularity 
of the organizational potential, capturing whether 
organizational potential are supported on individual knowledge 
components and join every component of knowledge while the 
second dimension describes the design skill or manageability 
of organizational capabilities. ―This dimension which 
symbolizes the ‗designable knowledge‘ versus ‗embedded 
knowledge‘ focuses on whether the management can directly 
design and control the capabilities‖ [6]. 

Work of Nonaka and Konno [9] suggested that there is a 
gap for knowledge construction in organizations. They 
mentioned that this gap ―can be thought of as a shared space 
for emerging relationships‖. According to Nonaka and Konno 
[9] this space can be either physical (e.g. office, dispersed 
business space), virtual (e.g. e-mail, teleconference), mental 
(e.g. shared experiences, ideas, ideals) or any combination of 
these‖. They established four diverse forms, which fit into each 
phase of the SECI model (SECI stands for Socialization, 
Externalization, Combination and Internalization, which are 
the familiar four diverse forms of knowledge translation [10]). 

Software reuse and software knowledge reuse is an 
important aspect to describe quality and productivity. Under 
such processes reuse is a complex procedure and during this 
procedure it is extremely tricky to choose or forecast suitable 
kind of metrics to permit an organization to get optimum 
advantage. It should be noted that arrangement of software 
component reuse should be suitable to every stage of complete 
life cycle of the software growth. This can allow us to 
understand the power and weak points in our knowledge 
leveraging ability. Technology used in each phase of software 
development or knowledge transformation can facilitate the 
process of reuse provided we know that how the reusability 
varies in the space. 

Important question is that what should be the job of the 
technology for the learners particularly in the conversion of 
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one kind of knowledge into (tacit to explicit) a different kind 
and vice versa as a result of knowledge reusability? How the 
quality of data, information and knowledge can be enhanced in 
the Nonaka Model [7, 8] particularly in higher educational 
learning environments by applying the concept of knowledge 
reuse, reification, indexing and adaption etc. Another issue is 
the time obstruct in the [7, 8] Nonaka model which is the issue 
that requires to be suitably answered in the rapid varying 
technological humanity. An interesting question at this stage 
could be that how various processes in the refined Nonaka 
model are useful for higher educational environment? None of 
the answers of the above questions are available therefore it has 
decided to work on a framework to correlate all these aspects. 

II. KNOWLEDGE MANAGEMENT AND TECHNOLOGY 

The utilization of technology to administer and hunt 
compilation of explicit knowledge is well recognized. A case is 
to employ text categorization to allocate documents 
mechanically to a topic plan. A characteristic task may be to 
present a manuscript into a joint database. 

It is a fact that technology like the World Wide Web, GPS 
etc. can enormously boost the allocation of knowledge both 
inside and outside of organizations. However knowledge 
management implies further than what we call databases and 
networks. Companies applying such means have observed that 
only 20 percent of their complete efforts occupy technical 
concerns; the residual 80 percent of their time is exhausted 
with their institutional problems. 

Knowledge can only be managed adequately if the issue 
like technology, human resource practices, organizational 
structure and culture all are considered together. Because of 
this fact that we desire to make sure that the correct knowledge 
is brought to allow at the correct time. The majority of the 
companies attempt to execute modern technology but then 
discover that variation of knowledge with time as a result of 
technological developments is tricky to understand. 

The objective of present work is to uncover the processes 
of reuse, information transfer, coordination and transformation 
of knowledge by applying Information Technology, internet 
and associated tools with the variation of time. The issue of 
quality of knowledge as a result of reuse, reification, indexing 
and adaption will also be taken into account during learning. 
For this, models of knowledge management in three 
dimensional environments as well as an extended ADRI 
(Approach, Deployment, Result and Improvement) quality 
model in higher educational environment have been considered 
where reuse is measured as an explicit quantities. For this we 
require to begin with the existing knowledge management and 
knowledge reuse models in the literature such as Nonaka [10] 
and Nonaka and Takeuchi [11] and Harsh [12-15, 26-28]. In 
other words the ADRI quality model [18, 22] of higher 
educational environments has been extended as well elaborated 
by applying the concepts associated with the revised Nonaka 
model from two dimensions to three dimensions to uncover 
useful knowledge transformations and reuse. 

Support to the configuration and communication of tacit 
knowledge (including its reuse), and allow it for transforming 
into explicit knowledge are currently not a great deal, though 

numerous optimistic modification may be observed, such as the 
employing of text-based chat, expertise location, and 
unrestricted bulletin boards. 

To deal the affect of technologies, it is better to categorize 
the technologies by means of orientation of tacit and explicit 
knowledge as initiated by Polanyi [16] and employed by 
Nonaka [10. 11]. This creates a hypothesis of organizational 
learning. This hypothesis connects the revolution of knowledge 
amid tacit and explicit shapes. Tacit knowledge implies that 
that what knower recognizes, which is supported on the 
practice and consists of reliance and value. Reuse of tacit 
knowledge is simple and manageable. Tacit knowledge 
behaves like as an act, and therefore it is extremely significant. 

One should remember that tacit knowledge is the largely 
significant cause for the creation of novel knowledge, because 
according to Nonaka [10]: ―the key to knowledge creation lies 
in the mobilization and conversion of tacit knowledge.‖ 

Explicit knowledge may be signified by some sort of 
artifact for instance text or a video, which has typically been 
generated with the objective of communicating with a different 
individual. 

In Knowledge Management, there are three major 
components [17] which are People, Processes and Technology. 
People are accountable for creating, sharing, and using 
knowledge, and who jointly comprise the organizational 
civilization that takes care for and inspires for the sharing of 
knowledge. Processes are accountable for acquiring the 
techniques and creating, organizing, sharing and transferring 
knowledge while Technology is responsible for the tools for 
accumulating and supplying right to use data, information, and 
knowledge generated by people in a variety of settings. Reuse 
of all these three major components (People, Processes and 
Technology) is the key to success in a contemporary 
organization. 

III. DETAILED FORMULATION 

A. Nonaka and Takeuchi Knowledge Management Model 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Fig. 1. Knowledge Management Matrix [references 7, 29] based on Nonaka  

and Takeuchi Model (1995) or SECI Model (Revised by Present Author  

[References 13-15 ]. 
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Nonaka and Takeuchi [10] described the conversions of 
tacit to explicit knowledge during the socialization, 
externalization, combination and internalization processes. 
They mentioned that tacit to explicit and explicit to tacit 
knowledge is constantly moveable during one or extra 
procedure in an institute. Moteleb and Woodman [29] 
submitted a Knowledge Management Model based on the 
Nonaka model which has been further revised by the present 
author by inserting reusability and time [15] (see Fig.1).This 
model identifies the Approaches of working with knowledge 
and to analyzing knowledge. Likewise, tacit to tacit and 
explicit to explicit knowledge transfer in a similar way. 
According to them there is a continual learning procedure in an 
organization during which knowledge amplified similar to a 
spiral. Therefore the knowledge is supplemented when shared 
like Fig. 1. Knowledge relocates amid individuals through 
information (externalized) ―and then converted back from 
information back to knowledge‖ (Nonaka and Takeuchi Model 
[10]). 

B. Technology and Proposed Three Dimensional Model 

based on Nonaka and Takeuchi Model [10] 

In this article it is being suggested that relocation of 
knowledge definitely takes time and valuable knowledge of an 
institute boost up during the reuse of knowledge [12-15]. Time 
behaves as a critical feature for any institute to gather 
information, to systematize knowledge, to relocate knowledge 
from one shape to another in constructive shape, therefore the 
institute has extra knowledge. Harsh suggested that [12-15] 
time should be measured through an additional axis in Fig. 1 of 
Nonaka and Takeuchi Model [10]. Enhancement of time 
improves knowledge in a three dimension (see Fig. 2 below) 
(through translation from information) similar to a solid cone 
as mentioned in reference [15]. Such cone consists of all kind 
of knowledgeof conversion processes as suggested by Nonaka 
and Takeuchi Model [10] (such as during socialization, 
externalization, combination and internalization processes). 

Both explicit and tacit knowledge can be reused. Therefore 
we require another axis to symbolize the knowledge 
reusability.  

 

 

 

 

 

 

 

 

 

 
Fig. 2. Extended Nonaka and Takeuchi (1995) Model taken from reference 

[15]. 

The successful knowledge of an organization considered to 
be enhanced with the time since each instant we add further 
knowledge (it may be tacit or explicit or both) due to new 
ideas, new concept or new interpretation. Due to knowledge 
reusability we get qualitative knowledge, however, it reduces 
the effective quantity of entire knowledge. 

Similar to Nonaka and Takeuchi Model [10], we can 
describe these conversion processes in three dimensional 
environments by the Fig. 2 above [12-14, 23]. There are 
someprocesses in Fig. 2 which are being discussed in the next 
paragraphs. 

Socialization which is the procedure of dealings between 
individuals occurs during the knowledge sharing (Nonaka and 
Takeuchi Model [10]) and increases due to reuse of 
experiences (over the time), mental models and beliefs by 
employees. This manner the knowledge exists in public‘s 
minds augmented due to transformation of knowledge over the 
time. Thus here the tacit knowledge is converted into another 
tacit knowledge. Moreover, due to reusability the quality of 
knowledge also increases with the time as a result of 
refinement. 

Face-to-face meetings are the burning example of building 
tacit knowledge which is shared by people. Shared experiences 
are the example of informal knowledge where role of 
information technology is nominal. However, concept of 
groupware is adopted during large number of on-line meetings 
and interpersonal exchanges. These techniques have been using 
either to poise usual gathering, or to some extent alternate 
means. 

Groupware: Two significant effects are imperative to 
appreciate the deployment of groupware during socialization. 
They are shared skills and belief. Shared skills are vital for the 
tacit knowledge sharing. In the current three dimensional 
model, shared space will be more with extra choice of reusable 
knowledge. This reusable knowledge increases with the 
increase of virtual space. Thus it helps to enhance the tacit 
knowledge. Reusable knowledge boosts more faith because it 
is a provable knowledge. Lotus Notes is a type of a groupware 
and may be employed for sharing of documents. Groupware 
also assists in the sharing of explicit knowledge. 

Externalization which is the method of detaining or 
capturing information about knowledge (Nonaka and Takeuchi 
Model [10]), for example communicating to someone, writing 
a manuscript, sketching a Figure, demonstrating a presentation, 
or instructions, will be faster as a result of reuse of knowledge 
with the time. Therefore there will be extra knowledge 
accessible to institute as contrast to the Nonaka and Takeuchi 
Model [10]. 

IV. RESEARCH PROBLEM 

Objective of present work is to demonstrate the role of 
knowledge transformations and reuse in the three dimensional 
educational environments considering time as a factor in the 
Nonaka model by utilizing: 

 How the quality and quantity of knowledge is affected 
based on the students‘ profile? 
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 How the students‘ can adjust the knowledge in terms of 
availability of reusable knowledge? 

 How the Analogies between Nonaka and ADRI model 
exist? 

 How the ontology is responsible for the learning? 

 How in the theory the acquisition of reusable 
knowledge takes place? 

 Can we consider ADRI model as equivalent to revised 
Nonaka model for learning? 

 In what way present ADRI model is more useful for 
students? 

V. CONTRIBUTION: REUSABILITY AND PROPOSED   

KNOWLEDGE REUSE PROCESSES IN AN EDUCATIONAL SETTING 

Authors [24] have submitted a method for knowledge reuse 
in communities of practice of e-learning in which they 
proposed the process of reuse of knowledge within the 
communities of practice by the two types of sub-processes: 
namely the process of reification means transformation of tacit 
and elicit knowledge to a novel knowledge that is elicit 
knowledge, and secondly by the process of indexing by 
applying earlier used knowledge further (as a reusable 
knowledge).  

Using their concepts and revised Nonaka model as 
discussed earlier including the role of technology, present 
author (Fig. 3 and Fig. 4) is suggesting an interesting (revised) 
knowledge reuse process for educational environment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3. Proposed Knowledge Reuse Process in an Educational Institute 

If someone wants to reuse the knowledge then he or she 
will have to personalize it for his or her respective educational 
environment. 

Thus one has to adapt as per his or her own profile. If a 
learner wants to concentrate on his or her educational activities 
then knowledge is to be shared or captured accordingly. 
According to authors [24] we can represent a generic approach 
and hence a generic profile model that can be applied to any 
persons as well as to group in the environment of communities 
of practice. 

Since this is the problem of tacit and explicit knowledge 
transformation or exploitation therefore we can apply this 
approach to the educational environments where knowledge 
transfer is possible at individual as well as at group levels. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Students Profile Model 

Fig. 3 suggests a reification process as an approach which 
is responsible for deploying reusable knowledge as result we 
get reusable indexing process which can be further improved to 
achieve explicit as well as tacit knowledge. Finally the explicit 
or tacit knowledge can be adapted to get the personalized 
relevant knowledge by the students. Thus the needs of students 
can be personalized by the repetitive process. 

Thus similar to authors [24], in the present problem one can 
assume two types of information in educational environments, 
egg static information and dynamic information (Fig. 4). Static 
information includes individual information like contact 
details, his or her academic background, qualifications, type of 
work experience etc while dynamic information consists of 
personalized behavior during individual participation in 
educational activities which includes knowledge sharing and 
knowledge capturing activities. Similar to these we propose 
seven dynamic elements (See Fig. 4) which can be used in 
educational environments, namely, needs, preferences in 
connection to the knowledge being related to existing 
resources. Other elements are relations (how to relate with a 
group or other learners); learning (learning scenario for the 
explanation), experience (learners‘ know-how ability), 
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competences (related to cognitive attribute), wisdom (ability of 
making judgment) and desire (aspiration for the task) (see Fig. 
4). 

VI. ADRI HIGHER EDUCATION QUALITY MODEL AND 

REUSABILITY 

To appreciate the idea of knowledge reusability for 
learners, an application supported by ADRI model(Approach, 
Deployment, Result, and Improvement) [18] is being suggested 
which is recognized for the quality assertion and improvement 
properties in higher educational settings. It is being suggested 
that our revised ADRI model is similar to three dimensional 
Nonaka [8] model which not only consists tacit and explicit 
knowledge conversion processes with time; while all above 
mentioned knowledge reification and related processes can also 
be considered. It is noteworthy to quote that ADRI model is a 
general tool for appraisal and development [18] in many 
means. Current author have previously been engaged on ADRI 
model in explaining the varieties of features of knowledge 
management [19, 20]. To deal with the present problem work 
of Jantti [21] has been considered which accounts the ADRI 
model and has the following four approaches (Fig. 5): 

 An Approach means how to relate and imagine about 
the mapping 

 Deployment means how to correlate to execute 

 Results (performance) means how to observe and assess 
and 

 Improvement means how to relate with further 
rectification and adjustment. 

Similar to the approach to Fig. 1 and Fig. 2, present author 
suggesting first time Fig. 5 (see below) which consists of tacit 
and explicit knowledge in opposite directions as well as 
knowledge reusability orthogonal to both tacit and explicit 
knowledge. knowledge. 

 

 

 

 

 

 

 

 

 

 

 

 
 

                         

Fig. 5. Revised ADRI Model 

Here we need to take a decision that what approach is to be 
taken up? It typically relates with expansion of goals, policies, 

The first stage in the ADRI model is Approach which 
usually consists of imagining and scheduling jobs and therefore 
it corresponds to conversion from tacit to tacit principles, 
outcomes, map and aims. Present suggestion is that setting up 
of knowledge and its reuse should obviously indentify 
qualitative and quantitative aims and can state path to achieve 
the aims [18]. 

The second stage (Fig. 5) is operation or Deployment 
which tenders a dais to execute or understand tasks. It is just 
the combination process in the Nonaka model which is the 
stage that joins existing knowledge with novel produced 
knowledge. 

Here the present author would like to suggest that presence 
of reusability of knowledge (with time) will generate and joins 
more knowledge as the time enhances and hence conversion 
from explicit to more focused explicit knowledge takes place. 

People in the organization feel more linked with knowledge 
in less time. Consequently it is clear that suitable arrangement 
can be build at the principal step to comprehend the purpose of 
knowledge management and reuse [18]. 

The third stage (Fig. 5) is the consequence or result, which 
signify yield or outcome as a result of the first and second 
stages of knowledge administration and reuse as stated above. 
We should remember that important thing is that output (result 
stage) and goal (approach stage) should be connected mutually. 
Result‘s stage presents assessment between predictable yield 
and achieved yield. Present statement is that result will be more 
qualitative due to the application of reusable knowledge. 
Technology also play here significant role in the deployment 
because of type of tool used for displaying the results as well as 
reusing the data, information and knowledge. This step can 
offer us a possibility to inspect yield (output) and demonstrate 
conclusions. 

The fourth and final stage is enhancement or improvement 
which exhibits the conclusions achieved from the above results 
and analysis stages. This stage recommends that what is to be 
needed for enhancement or improvement [22]? As outlined 
earlier, ADRI model is a continual progression of 
improvements; consequently the technique of added 
improvement in knowledge administration and reuse depends 
on the subsequent achieved ADRI cycle. Since in the earlier 
phase we were involved in converting tacit knowledge into 
explicit while in this phase we have an opportunity to 
transform explicit to more explicit knowledge. Thus here we 
are getting more focused explicit and qualitative knowledge. 
Here results will be highly useful and interesting if we exploit 
the features of Fig. 3 and Fig. 4 into the ADRI model of Fig. 5. 
Thus as a method of reification, indexing and adaption (by 
classifying into static and dynamic knowledge), a process of 
systematic and comprehensive learning can be developed 
which will be much more adequate as compared to considering 
only ADRI model. 

In the current research we have suggested to recognize the 
task of the technology and reusability and related issues on the 
three dimensional Harsh as well as ADRI model by having the 
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essential features of Nonaka and Takeuchi [10] model. Our 
models are not only enhancing the effective knowledge of the 
organization whereas it helps us in picking suitable issues such 
as: 

 Categorizing inaccurate knowledge pertinent to the 
technology. 

 Relate knowledge in an exacting technological state 
because we are more certain about the kind of 
knowledge which is convenient to technology. 

 Categorizing and unraveling tacit and explicit 
knowledge further quicker as well as opportunity to 
translate tacit to explicit knowledge (and vice versa) 
speedily by the suitable employment of technology. 

 Estimating the useful knowledge of the organization 
positively and recurrently as a result of straight effect of 
technology. 

 Customers can have more choices to select the 
applicable technology appropriate to the wanted 
knowledge. 

 It offers quicker knowledge relocation once we become 
sure about the technological strictures. 

 Reification process which makes the knowledge exactly 
reusable and accountable. 

 Indexing process to make enable knowledge reuse and 
sharing because students have a common vocabulary 
which could demonstrate the concrete concepts of 
students in learning environments. In order to 
demonstrate this vocabulary we need ontologies [25]. 

 Throughout adaptation process reuse purpose can be 
reassured along with the information of students‘ 
profile. 

 Presence of indexing process at an early stage results 
into available reusable knowledge in the beginning. 

 Fig. 6 can identify the actor and analysis methodology 
in conjunction with Nonaka model which further 
facilitates the learning matrix. 

VII. KNOWLEDGE MANAGEMENT IN SOFTWARE 

ENGINEERING AND OUR PRESENT MODELS 

Since the software process is a complex, cooperative and 
incessant improvable procedure, therefore People, technology, 
organization and connected measures are the most significant 
features of software making and growth. Quality is not merely 
a concern for the software expansion while at the same time 
processes involved in software creation are likewise 
significant. Due to the insertion of knowledge reusability and 
time, it becomes extra intricate to choose the appropriate 
technology. Computer based devices can resolve the intricacy 
of the software processes to some degree. Our three 
dimensional representation can improve the opportunity of 
enhanced understanding of the skills of software development 
since identification, indexing and adaption of reusable 
components can shape the quality of the organizations. 

VIII. LATEST WORK ON BEST PRACTICES IN HIGHER 

EDUCATION 

Butnariua and Milosanb [7] outlined and argued the 
professional abilities, skills, training and competences 
necessary in line to realize best practices and to thrust onward 
the development in knowledge management within Higher 
Education. They proposed a diagram through which they could 
represent the requirements of a methodology for change in 
knowledge, attitude, and or behavior (See Fig. 6). In the 
present work it has been shown that this Fig. works similar to 
ADRI model as discussed above like Approach, Deployability, 
Results, Improvements and arrow of Feedback. 

Fig. 6 suggest that the ADRI model already included in the 
best practices which could be desired at a University level. 

 

 

 

 

 

 

 

 

 

 
Fig. 6. Requirements of a methodology for change in knowledge, attitudes   

and or behavior (Reference 7) 

As the authors suggested [7], a university may be the 
source of creating skills and capability through information and 
coordinate with the help of activities like Fig. 6 which fulfill 
are our requirements. Off course application of these activities 
involve the intellectual psychology. We must be aware of the 
fact that the teaching activities involve an intellectual analysis 
and imaginative components which should be as per needs of 
the society [7]. 

Thus approach of construction and humanizing the 
excellence of the education movement comprise a standard of 
continuous innovation as the time changes. 

IX. CONCLUSION 

In the present work author has discussed knowledge 
management model which involves reuse and time as an 
orthogonal to each other. It has been suggested logically that 
how tacit and explicit knowledge (including reusable) 
advanced and translated into non-reusable and reusable 
improved knowledge by the application of the suitable 
consideration of reification process, indexing, adaptation and 
off course application of technology. We appreciate that further 
helpful reusable knowledge may be exploited if one can co-
relate amended knowledge management model (which 
consider the explicit role of reusability and technology) to the 
software expansion case studies or plans. 
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As a result of novel three dimensional model extra space 
and knowledge will not only be accessible while new 
knowledge (including reusable knowledge) is exchangeable 
from explicit to tacit and vice versa. Ultimately added choice 
of new kind of tacit and explicit knowledge will be obtainable. 
It should be noted here that the role of the technology such as 
visualization instruments, browsable video/audio of 
presentations are some of the fine examples which could be 
appropriately exploited for the learning in a reusable 
environment. 

As a consequence of application of reusability of 
knowledge in a specified technological environment, not 
merely quality of knowledge while the efficiency will also be 
improved. Therefore by the appropriate amalgamation of 
metrics with the technology in a three dimensional 
environment, reusability may be achieved to an immense 
amount. In addition, best practices in higher education 
environment has also been briefly discussed which reflects the 
use of ADRI model. Thus the current research can help us in 
improved way in the deployability and accomplishment of the 
reusable components. We can think in the future to have an 
entire new technological structure which could play a vital part 
in picking the needed reusable knowledge components. 
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Abstract—Paper presents a Neural Network Modelling 

approach to microwave LNA design. To acknowledge the 

specifications of the amplifier, Mobile Satellite Systems are 

analyzed. Scattering parameters of the LNA in the frequency 

range 0.5 to 18 GHz are calculated using a Multilayer Perceptron 

Artificial Neural Network model and corresponding smith charts 

and polar charts are plotted as output to the model. From these 

plots, the microwave scattering parameter description of the 

LNA are obtained. Model is efficiently trained using Agilent ATF 

331M4 InGaAs/InP Low Noise pHEMT amplifier datasheet and 

the neural model’s output seem to follow the various device 

characteristic curves with high regression. Next, Maximum 

Allowable Gain and Noise figure of the device are modelled and 

plotted for the same frequency range. Finally, the optimized 

model is utilized as an interpolator and the resolution of the 

amplifying capability with noise characteristics are obtained for 

the L Band of MSS operation. 

Keywords—Satellite; Mobile; Artificial Neural Networks; 

Scattering Parameters; Noise Figure 

I. INTRODUCTION 

Historically, Mobile Satellite Systems (MSSs) have been 
used in Marine and Military Communications for providing 
the seamless connectivity to mobile users in regions where no 
other means of network can be established. MSS have also 
been successfully utilized in disaster management situations 
when all other forms of communication systems fail to 
respond. Recently, Hybrid Mobile Satellite Systems (HMSS) 
[1], [2], [3] have been opted in several countries due to the 
possibility of retrieving the combined advantages of terrestrial 
Cellular networks and Satellite Systems. Cellular Systems 
provide high bandwidth, low latency data and voice services. 
On the other hand, use of Satellite Systems extends the 
geographical coverage of the overall network. MSS systems 
like Thuraya, ACeS, and INMARSAT etc. have contributed a 
lot in the development of hybrid network by coordinating with 
cellular vendors across the globe. 

Choosing the right equipment with right service is the key 
to growth in mobile industry. Dual Mode Sat Phones combine 
the functional benefits of the cellular-based equipment with 
the advantage of reliable and uniform coverage provided by 
extended foot print of the Satellite. Mobile Terminal must 
facilitate a seamless handover between the two types of 
communication systems as and when required. 

The main aim of the present work is to obtain insights 
about Satellite links and their availability issues. Henceforth, a 

Low Noise Amplifier‟s model is created and optimized using 
Artificial Neural Networks (ANN) based learning in the 
frequency range starting from 500 MHz to 18 GHz. The 
advantages of Neural Networks (NN) when compared to 
conventional methods lies in the ease with which they may be 
modelled to generalize any nonlinear relationship between 
variables. NN models have existed over six decades after 
McCulloch and Pitts [4] presented the model of the basic 
human nervous system and its basic unit termed a neuron. But 
implementation of models based on ANN approach in design 
of a microwave devices have been reported only in the last 
decade and a half [5], [6], [7].  

Modelling issues encountered using other methods such as 
excessive time consumption, required level of designer‟s 
expertise, etc. disappear due to Universal Approximation 
capability of the of the NN [8]. One of the best works ever 
presented in literature in [9], the authors have demonstrated a 
step by step method of how NN may be obtained for 
understanding the behavior of a Radio Frequency (RF) device. 
This research work we have used Agilent ATF 331M4 
pHEMT made of InGaAs/InP material. 

The remaining of the paper is segmented in the following 
manner. Section II carries a review of the various degradations 
that the Satellite signal suffers. Section III and IV provide RF 
receiver and LNA design issues while section V discusses 
ANN modelling in brief. Finally, simulated results are 
presented in section VI and VII. 

II. SATELLITE LINK IMPAIRMENTS 

To incorporate a low cost, high spectrally efficient 
wireless communication system, a complete description of all 
the propagation impairments is necessary. Satellite signal 
consists of a direct component, called Line of Sight (LoS), and 
multiple copies of this direct component known as multipath 
components. In [10], the authors have modelled the received 
Satellite signal as 

 ( )     
 (       )   ∑    

 (      )    ( ) 
                     (1) 

Where A0, ω0,    are amplitude, Doppler shift and phase 
of the LoS component, while summation part quantifies the 
„M‟ multipath components and n(t) is the White Gaussian 
Noise.  

According to equation (1), the signal received by the 
mobile handset receiver comprises of a dominating LoS and 
several other components shifted in frequency and relative 
phase. Following are some link degrading factors: 
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A. Free Space Path Loss 

FSL (Free Space Loss) is determined by the amount of 
distance that the signal has to travel and on the system‟s 
operating frequency. High operating frequency and larger 
distance results in higher losses. Even in the  LoS component 
of received signal, FSL impacts the signal strength and mobile 
receiver front end must provide the legitimate amplification in 
order to perceive the information. 

B. Ionospheric Effects 

The ionized section of the atmosphere extending from a 
height of 30 km to 1000 km has adverse effects on earth-
Satellite radio propagation. Two of the more important signal 
effecting mechanisms encountered by the signal propagating 
in ionosphere are Scintillation and Polarization depending 
upon impact of individual layer over the signal. Due to high 
inhomogeneity of Ionosphere, signal varies in amplitude, 
phase and angle of arrival as it propagates causing what is 
called Ionospheric Scintillations, the effects of which 
decreases with increase in frequency [11]. Rotation of plane of 
polarization of the EM (Electro-magnetic) wave as it passes 
through the irregular motion of free electrons in Ionosphere 
under the influence of earth‟s magnetic field degrades the 
spectral efficiency of the Satellite radio channels. 

C. Tropospheric Meteorites 

Lower portion of earth‟s atmosphere extending upto a 
height of 15 km above sea level introduces many 
hydrometeoric effects such as those of clouds, rain, snow, fog 
etc. to the propagating radio signal and becomes significant 
above frequency of 1 GHz. Ippolito [11] suggests many 
models for quantifying atmospheric attenuation. At operating 
frequency above 10 GHz (e.g. Ku Band), rain attenuation 
effects Satellite communication links adversely as the radio 
wave energy is absorbed and scattered by rain drops. 

D. Sun Outage 

Radiations from the Sun effects the Satellite signal which 
ranges from partial degradation to total destruction. The 
nonionizing component of the radiation consists of 
electromagnetic waves providing a constant source of heating 
to the part of the spacecraft facing the Sun with a rate of 1400 
W. With respect to MSS systems, Sun Transits/ Outages/ 
Fades are of more concern as they interfere with the Geo 
Stationary Satellite Signals and in some cases during the 
equinoxes tend to completely interrupt them. 

E. Multipath Fading 

Received radio signal in urban dense environment is the 
resultant of diffused scattered waves produced from LoS 
component. Combining constructively or destructively, these 
multipath components lead to certain signal level at mobile 
receiver front end and must be considered during decision 
over RF component‟s specifications is carried. 

 
Fig. 1. Mobile Satellite Scenario 

F. Shadowing 

MSS face complete demolition of the LoS radio signal 
strength due to presence of large obstacles in the LoS between 
the Satellite and the mobile user. Vegetation and foliage cause 
extensive signal absorption. Many mathematical models have 
been demonstrated in literature to quantify the effect of 
shadowing [12].  Factors discussed in this segment are 
illustrated in Fig. 1. 

III. MOBILE RECEIVER FRONT END 

MSS reception at the mobile terminal is affected by 
several key factors as discussed in the previous section. 
Schemes must be opted to overcome the same at the mobile 
receiver handset. In order to integrate the best of the 
functionalities of the Satellite and Cellular receiver, generally 
the architecture shown in Fig. 2 is opted. In this cost effective 
architecture, the user level selection of the preferred network 
is possible with Common Control unit in the uplink. While on 
the downlink, generally this issue is controlled by the network 
level management entities. Some carriers also implement dual 
LNA in the separate Satellite links but authors believe that this 
is not an economically viable solution. 

Terminals supporting Dual Mode are designed to cater 
seamless handover between Cellular and Satellite networks. 
Two types of implementations are noted i.e. a Hybrid solution 
and an Integrated solution. Hybrid implementation is more 
complex than the later due to the fact that although the 
cellular-satellite switching intelligence is housed in a single 
enclosure, they work as stand-alone terminals. Integrated 
solution has recently gained momentum because of their 
simplicity due to integration of cellular and satellite modems 
over a single wafer resulting in better inter-network-switching 
characteristics with reduced cost. 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 5, No. 8, 2014 

77 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 2. Mobile RF Front End 

IV. LNA DESIGN 

In order to relax the Satellite link margin, the LNA must 
assist with a minimum amount of gain and keep the noise 
figure below a predefined level. The characterization of the 
microwave device is generally performed using the Scattering 
(S) parameters as obtaining the short circuit or an open circuit 
for devices operating at microwave frequencies is not 
practically feasible. For a two port network, four complex S 
parameters are defined and when analysed, provide correct 
insight to device performance. S11 and S22 provide insights 
about the reflection from the device while S12 and S21 are 
reverse and forward transmission gains respectively. 
Reflection coefficient quantifies the mismatch at concerned 
port and is represented on Smith chart. Remaining two (S12 
and S21) are plotted on Polar plots for simplicity. Next, some 
important aspects of LNA design are considered and described 
in brief. 

A. Key Parameters 

Input to the LNA is the high frequency noise effected 
received signal at the load end of the RF antenna. According 
to the famous Friis Formula, the noise performance of an RF 
receiver is determined by the Noise Figure (NF) and Gain of 
the LNA. Minimization of NF and maximization of the 
Maximum Available Gain (MAG) generally have opposite 
requirements as discussed in [13]. Minimum NF is obtained 
when the LNA input impedance is made equal to the optimum 
impedance Zopt calculated at operating frequency. On contrary 
to this, MAG is obtained under perfectly matched input and 
output terminations in characteristic impedance Zo. These two 
complex impedances are never equal and an optimization 
scheme needs to be addressed. 

B. Selection of Semiconductor Material 

With the evolution of nanometre technology, the 
Monolithic Microwave Integrated Circuits (MMIC), a scaled 
down solution to integration several RF components on silicon 
substrate is possible. Microwave amplifier device technology 
brings the High Electron Mobility Transistor (HEMT) to 
achieve very fast switching speeds using compound 
semiconductors for crystal growth. Gallium Arsenide (GaAs) 
was the first to be opted for its high carrier mobility and 
remains to lead the lot. Recently, wide band semiconductor 
materials such as Silicon Carbide (SiC) and Gallium Nitride 
(GaN) have emerged as robust options at high power 
withstanding capabilities. Present research work has opted 
InGaAs based material which is an alloy of GaAs and Indium 

Arsenide (InAs) which has superior performance for space 
applications. InAs/GaAs alloy is described as InxGa1-xAs 
where „x‟ is the proportion of InAs and „1-x „is the proportion 
of GaAs. Literature survey confirms the fact that most 
convenient substrate for InGaAs is InP (Indium Phosphide) 
and the combination is termed InGaAs/InP. Due to its 
advantages in terms of low noise and high gain, InGaAs/InP 
has recently gained recognition in space applications [14]. 

C. Design Methodology 

As discussed in segment A of the present section, the 
different parameters important for designing the LNA are of 
opposing in nature. Different optimization schemes are 
demonstrated in [15], where the authors advocated Power 
Constrained optimization scheme for the design of active 
amplifier. Since the Voltage Standing Wave Ratio (VSWR) 
quantifies the amount of mismatch of the device ports taking 
the characteristic impedance as reference value, in [16], a 
practical trade-off between NF and VSWR is claimed using a 
graphical approach. Designer must also take into consideration 
various other aspects like bias conditions, device geometry, 
operating bandwidth, RF power generated etc. all at a time 
Due to the complexity involved, generally an unacceptable 
amount of round off error results during the optimization 
process. Also, the models are restricted to specific case study 
and may not be generalized. Keeping the above stated under 
consideration, Artificial Neural Network presents an accurate, 
flexible approach to design active device models. The 
Universal Approximation property given in [8] forms the basis 
of employing a Neural Network (NN) for a generalized model. 
Next section investigates ANN models. 

V. ANN  LNA MODEL 

Basic processing unit of the human nervous system is a 
biological neuron. In 1942, the first man made neuron model 
was presented [4] and till date the human investigation to 
imitate the complex parallel processing nature of the human 
nervous system remains a topic for research. 

In order to generalize a massive interconnection between 
input and output variables, a Back Propagation algorithm [9] 
is utilized. An interconnection of various layers of artificial 
neurons is formed with the first layer accepting the input 
variables and is termed the Input layer while the layer at 
which output parameters are obtained is termed the Output 
layer. All the layers existing between these layers are called 
the Hidden layers and optimization of the model depends upon 
the number of Hidden layers and the value of the weights and 
biases of individual neurons in this layer. The ANN model 
must be trained with accurately measured values of desired 
output variables corresponding to input parameters. When 
optimized, the model has the capability to generalize the 
input/output nonlinear relationship [17], [18]. 

An innovative approach to an LNA design was presented 
in [19], where the model based on input variables frequency 
and temperature of device operation and biasing voltage and 
current was implemented. Training of this model performed in 
present paper utilizes this concept to optimize the model in 
order to retrieve Scattering parameters, NF and MAG of the 
LNA. 
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Fig 3 shows a schematic representation of modelling 
strategy opted in present work. The NN training is based on 
experimental data as a function of frequency of operation, 
operating temperature, drain to source voltage and drain 
current of the pHEMT amplifier. Parameters are varied 
between some predefined ranges. It is only due to such 
modelling that a neural model helps in simultaneous 
optimization of several variables involved. 

 
Fig. 3. ANN Modelling Strategy 

VI. RESULTS AND DISCUSSIONS 

In order to model the LNA, the training of the neural 
model is done using the Agilent ATF 331M4 pHEMT FET 
family datasheet values [20]. MATLAB ANN Tool Box is 
used as software platform for generating the feedforward 
network with Levenberg Marquardt learning algorithm. The 
mean square error (MSE) for the present model‟s learning 
gradient is set to 10-6 and network is optimized to plot the 
Smith charts and the Polar charts of the scattering parameters. 
Inputs to the model are frequency, biasing conditions and 
operating temperature.  

Accuracy of the model increases with increase in training 
data set values and as may be easily followed from Fig. 4(a), 
4(b), 4(c) and 4(d), the Neural Network is trained efficiently.  

These models are optimized for biasing condition of 2 
Volts VDS and 40 mA ID for the pHEMT for the frequency 
range starting from 0.5 GHz to 18 GHz. MAG and NF are also 
calculated and plotted in Figures 5(a) and 5(b) respectively for 
the same frequency range. The values of the microwave LNA 
MAG and NF, drop and rise with increase in operating 
frequency, respectively, which seems intuitively correct. 

 
Fig. 4. (a).   S11 Smith Chart 

 

Fig. 4. (b)   S22 Smith Chart 
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Fig. 4. (c).   S12 Polar Plot 

 

Fig. 4. (d).   S21 Polar Plot 

 

Fig. 5. (a).   MAG (dB) vs Frequency (GHz)  

 

Fig. 5. (b).   Noise Figure (dB) vs Frequency (GHz) 

VII. PAPER CONTRIBUTION 

As discussed initially, the designed LNA is to be 
implemented in the RF front of the mobile receiver of a Dual 
Mode SatPhone. If the HMSS system is operated in the L 
Band designated by the ITU-R, then resolution of the results 
must be improved in the 2 GHz spectrum. In order to achieve 
the same for the two most important parameters for LNA in 
MAG and NF, the model developed in section VI is used to 
interpolate the values in the concerned frequency range. The 
interpolated values are plotted in Fig. 6(a) and 6(b) for MAG 
and NF respectively with increased number of data set for 0 to 
2 GHz frequency range. By comparing Fig. 5(a) and 6(a) it 
may be clearly noticed that the latter is more informative than 
the former in the L Band when the LNA is to be analysed for 
amplification. Same is true for the resolution of NF in Fig. 5(b) 
and 6(b). The interpolation capabilities of the Neural Network 
may easily be noted. It is very important to note that before 
using the ANN model for interpolation, it was trained with all 
the datasheet values and the MSE (Mean Square Error), 
regression coefficients and error estimation on point to point 
basis is computed and optimized. 
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Fig. 6. (a).   MAG (dB) vs Frequency (GHz) 

 

Fig. 6. (b).   Noise Figure (dB) vs Frequency (GHz) 

VIII. CONCLUSION 

Signal deteriorating factors in Mobile Satellite System are 
discussed. A Hybrid MSS mobile receiver schemes are 
presented and an LNA is designed keeping in view its 
compatibility with the mobile unit‟s RF front end. A brief 
summary of Artificial Neural Network is provided to develop 
a quick insight into why designers are interested in such 
modelling strategy.  

Optimization of the LNA model is carried out using the 
ANN approach. All the scattering parameters are calculated 
and their respective Smith charts and Polar plots are plotted 
and the results show that the ANN model has been trained 
efficiently. The trained model is utilized for interpolation to 
obtain performance analysis in the L Band range of MSS 
operation for Gain and Noise Figure of the pHEMT MMIC 
LNA. The performance of an LNA depends on the input and 
output matching networks, which is dictated by the scattering 
parameter description of the device. As a future scope to the 
present work, the authors recommend the design of matching 
networks for the LNA designed in the present work. 
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Abstract—ITIL (Information Technology Infrastructure 

Library) is the most widely accepted approach to IT service 

management in the world. Upon the adoption of ITIL processes, 

organizations face many challenges that can lead to increased 

complexity. In this paper we use the advantages of agent 

technology to make implementation and use of ITIL processes 

more efficient, starting by the incident management process. 

Keywords—ITIL; Process; Multi-agent system; Incident 

Management Process 

I. INTRODUCTION 

The use of computers has become essential for business 
organizations. Having the best technology will not guarantee 
the expected needed service reliability. It is necessary for them 
to have a full service around these technologies.  There is a 
large number of repositories that reflect the best practices 
developed over the years, ITIL presents a guide of best 
applicable practices suitable to all types of organizations 
providing services to a business organization [1]. ITIL shows 
the framework of the organization, objectives, processes 
related to major activities of information services and their 
interactions. It is a kind of canvas that can be used by the 
directions of information systems to design their own 
organization. 

The successful adoption of ITIL processes is a major 
challenge for many managers of information systems. Agent 
technology has shown great potential for solving problems 
especially for complex applications involving interaction 
between several entities. Our job is to use the advantages of 
agent technology to make more efficient implementation and 
use of ITIL processes. 

In this paper, characteristics and the importance of ITIL in 
information systems are presented in the second section. The 
third section gives a view on problems encountered in the 
implementation of ITIL and the contribution of multi-agent 
systems to make it easier and more efficient. The fourth section 
shows the multi agent architecture proposed to implement 
incident management process chosen to be the starting point 
for the implementation. In the fifth section, we describe the 
implementation. 

II. ITIL & MULTI-AGENT SYSTEM 

A. Presentation of ITIL 

The IT Service Management ITIL is based on five groups 
of activities (each containing its multiple processes) to manage 

the service throughout its life cycle [2]; ITIL recommends 
taking into account  management of services, from the phases 
of study  and defining the needs of IT projects.  This, provides 
several benefits to all teams of the production or development, 
but serves primarily to provide a more reliable service to the 
customer, it also validates that we have many resources and 
skills necessary for the operation of this new application, which 
involves taking into account the impact on physical 
infrastructure in areas such as capacity, performance, 
availability, reliability and maintenance. 

The five phases are[3]: 

 Service Strategy :  The phase of strategic planning of 
service management capabilities, and the alignment of 
service and business strategies. 

 Service Design : The phase of designing and 
developing appropriate IT services, including 
architecture, processes, policy and documents; the 
design goal is to meet the current and future business 
requirements 

 Service Transition : The phase of realizing the 
requirements from previous stages, and improving the 
capabilities for the transition of new and modified 
services to production 

 Service Operation : The phase of achieving 
effectiveness and efficiency in providing and supporting 
services in order to ensure value for the customer and 
the service provider. 

 Continual Service Improvement : The phase of 
creating and maintaining the value for the customer by 
design improvement, and service introduction and 
operation 

In the ITIL framework, the quality of service is based on a 
structure of measurable possible repeated activities in 
interrelated processes. This approach to service management 
by process is now recognized as the most effective by a large 
number of companies. The implementation of processes 
providing efficient operation of these systems is therefore an 
important element to enable businesses to take full advantage 
of their entire IT infrastructure. 

A process consists of several activities generating results to 
clients. It is called after a trigger event. A well-studied process 
must achieve the objectives, using optimal time, money and 
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resources. A process is provided by roles and not directly by 
the people, what makes this notion generic and independent of 
the organization. 

B. Challenges of ITIL adoption & Proposition of multi-agent 

solution 

Despite the flexibility of ITIL and its processes, 
organizations are faced with many challenges when adopting 
ITIL best practices that can lead to increased complexity. The 
inability to control this complexity leads to increased costs and 
longer time lines for implementation. Such as: 

 Lack of management commitment: it presents the 
main cause of the failure of the implementation of ITIL 
because without it nothing tends to occur. 

 Choosing an inefficient point of departure: for the 
adoption of ITIL there is not a standard starting point, 
every business must start with a gap analysis between 
existing and ITIL benefits to be able to find areas where 
organization will receive more value by adopting ITIL. 

 Resistance to ITIL:  ITIL is a major organizational 
change which is always resisted. Departments, teams 
and individuals tend to defend the current status. 

 The close relationship between activities of different 
processes. 

Faced with these problems, the leaders of IT departments 
have recourse to incorporate ITIL's compliant software 
permitting to accompany and make the implementation of ITIL 
processes eaiser[4].  

There are several free and commercial service software for 
the automation of repetitive tasks and reducing human error 
and cost, but these are just tools that help to meet the objectives 
as explained by Claude Durant, founder of itSMF France (The 
IT Service Management Forum France): they are only 
supports, prior to use, you must define and implement 
objectives of ITIL processes such as incident management and 
problem management for example. The tool will then help to 
meet the set objectives of performance and quality [5]. 

We propose to design and implement a multi-agent 
distributed platform that implements the various ITIL process 
through autonomous entities (agents) that interact with each 
other and share the knowledge, reasoning, and decision, that 
leads to profit from the benefits of multi-agent systems to 
facilitate the adoption of ITIL and fully enjoy   the process. 

Distribution using multi-agent systems is very useful given 
the nature of the problem addressed and the complexity of the 
system permitting the implementation of the various tasks of 
ITIL processes; we may explain the need for distributing by 
multi-agent systems for the following reasons: 

 Complexity of the problem: ITIL processes involve 
many subsystems very diverse in nature, with many 
features, interacting with several human experts 
(operators, experts, technicians, etc..), who are often 
distributed  in the physical space. 

 Need for local vision:  the solutions based on local 

approaches such as agent approach often allow to fastly 
solve the problems especially those are too large to be 
analyzed globally. 

 Adaptation to changes in the structure or 
environment: the  multi-agent systems, thanks to their 
distributed nature -because they always involve a local 
reasoning- allow the integration and the appearance or 
disappearance of agents during operation, which 
enables to build  suitable architectures to consider 
scalability and adaptation needed to operate the system 

C. Definition & advantages of multi-agent systems 

Multi-agent systems (MAS) are systems where multiple 
agents can interact with each other in various modes including 
cooperation, competition or mutual existence[6]. 

An agent is a hardware or (more usually) a software-based 
computer system that enjoys the following properties[7]: 

 Autonomy : agents operate without the direct 
intervention of humans or others, and have some kind 
of control over their actions and internal state; 

 Social ability : agents interact with other agents (and 
possibly humans) via some kind of agent-
communication language; 

 Reactivity: agents perceive their environment and 
respond in a timely fashion to changes that occur in it; 

 Pro-activeness: agents do not simply act in response to 
their environment; they are able to exhibit goal-directed 
behaviour by taking initiative. 

The need for autonomy makes the agent support activities 
in an intelligent and flexible way and can adapt to the 
environment without requiring human intervention [8]. 

The main characteristics of a multi-agent system are: 

 Group of agents acting  and working independently of  
each other, 

 Each agent is a part of the system 

 Each agent works to accomplish its tasks, each agent in 
the proposed architecture allows to perform the tasks 
related to the  concerned process 

 Each agent is able to communicate and interact with 
other agents, which allows a rich exchange between 
different processes 

 An agent is able to coordinate its activities with other 
agents to access shared resources 

 Agents‘ common goal in our architecture is the proper 
functioning of the process 

 Each agent has a partial view of the MAS. 

Some advantages of using multi-agent systems [9]     
compared to other technologies: 

 Scalability and flexibility;  it is easy to add new agents 
to the system. 
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 The development and reusability, since it is easier to 
develop and maintain a modular software 

 Robustness and reliability 

III. INCIDENT MANAGEMENT PROCESS 

A. Approach of implementation 

ITIL has many processes. Each ITIL process has a great 
impact on the organization. it is preferable that the full 
implementation of ITIL is spread over several phases. A big 
bang ITIL has the potential to disrupt the SI as well as 
commercial operations [10]. This leads us to choose the 
bottom-up approach for implementing process relying on the 
scalability and flexibility of multi-agent systems; we therefore 
start by the implementation of each process in order to 
integrate all in one platform. 

We chose to start with the implementation of the incident 
management process. Whatever the quality of the information 
system set up in the company or the skills of technicians who 
operate, incidents occur. These incidents always have an 
important effect on the trust that users place in the team who 
manages this information system. How to handle these "crises" 
and their rapidity of resolution is an indicator of the maturity of 
the IT team. Incident Management has strong links with the 
management problem for the identification of causes, and 
change management for the implementation of changes after 
identification of causes. There are also links with configuration 
management [11]. That is why starting with the 
implementation of the incident management process is 
particularly important. 

B. Incident Management process 

Incident Management Process is responsible for all steps 
from the detection and recording of an incident until it is 
resolved and closed. The aim is to restore service as quick as 
possible with minimal disruption to the business. 

In ITIL terminology [12], an ‗incident‘ is defined as: An 
unplanned interruption to an IT service or reduction in the 
quality of an IT service. Failure of a configuration item that has 
not impacted service yet is also an incident, for example failure 
of one disk from a mirror set. 

Incidents can be triggered in several ways. The most 
common way is when a user calls the service center or 
completes an online form of the incident in a tool or via the 
Internet. However, many incidents are recorded by event 
management tools. 

The incident management process consists of the following 
steps [13]: 

1) Identification : The incident is detected or reported. 

2) Registration : An incident record is created. 

3) Categorization : The incident is coded by type, status, 

impact, urgency, SLA, et cetera. 

4) Prioritization : Every incident gets an appropriate 

prioritization code to determine how the incident is handled by 

support tools and support staff. 

5) Diagnosis : A diagnose is carried out to try to discover 

the full symptoms of the incident. 

6) Escalation : When the service desk cannot resolve the 

incident itself, the incident is escalated for further support 

(functional escalation). If incidents are more serious, the 

appropriate IT managers must be notified (hierarchic 

escalation). 

7) Investigation and diagnosis : If there is no known 

solution, THE INCIDENT IS INVESTIGATED. 

8) Resolution and recovery : Once the solution has been 

found, the issue can be resolved. 

9) Incident closure : The service desk should check that 

the incident is fully resolved and that the user is satisfied with 

the solution and the incident can be closed 

IV. PROPOSED IMPROV 

A.  Proposed architecture 

Our architecture (Figure 1) consists of two layers: a 
reactive layer and a deliberative layer. The reactive layer 
consists of reactive agents (simple processing units that 
perceive and react to changes in their environment [14]),in our 
architecture the User Agent is reactive agent, The deliberative 
layer is composed of other agents that are cognitive agents  ( in 
which decision making depends upon the manipulation of data 
structures representing the beliefs, desires, and intentions of the 
agent [15]).The communication between agents is done using 
messages. 

B. Description of the architecture 

Figure 2 presents the sequence diagram which gives an 
overview on the different interactions between agents in our 
architecture in order to better understand its behaviour [16]. 
After reporting the incident to User Agent linked to an 
interface, it sends the incident's information to the Diagnosis 
agent, which records it in the incident database and determines 
whether the incident has already occurred. 
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Fig. 1. Architecture of incident management process implementation 

 

Fig. 2. Sequence diagram of the architecture 

In this case, it returns to the user the solution present in the 
database, this operation saves considerable time. The Diagnosis 
Agent calculates the rate of production of this incident and in 
case it exceeds a predetermined value in the service level 
agreement (SLA) the Diagnosis Agent shall forward the 
incident to the responsible of problem management process to 
find the source of the problem. 

In the case where the incident occurs for the first time, the 
Diagnosis Agent sends incident‘s information to the Priority 

Agent that calculates the priority of the incident according to 
the degree of impact and urgency presents in the configuration 
management database (CMDB).  

This calculation is used to define the time allocated to the 
resolution and this is communicated to the appropriate Support 
Team Agent according to the type of the incident (for example 
if the incident concerns the software, the incident and 
resolution time presented to  the team that deals with incidents 
softwares). If the problem has a very high degree of priority, 
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the Priority Agent shall communicate it to the team that deals 
with major incidents. Once the solution is found, it's recorded 
by the Support Team Agent in the incident database and sent to 
the user. 

V. APPLICATION 

We implemented this architecture using Java language and 
Java Message Service (JMS) using Apache ActiveMQ 
language to develop the different agents and also their 
interactions. Figure 3 presents the user interface where he puts 
information about the incident who wanted to be solved. 

 

Fig. 3. User interface 

VI. CONCLUSIONS 

The first part of this paper presented characteristics and the 
importance of ITIL in information systems. The second part 
showed problems encountered in the implementation of ITIL 
and the contribution of multi-agent systems to make it easier 
and more efficient. In the third part we talked about the choice 
of incident management process as a starting point for the 
implementation by the agents. In the last part, we proposed 
multi agent architecture to implement incident management 
process. 

We started with the process of incident management, 
chosen to be the core of this architecture because it has strong 
links with other processes such as process problem 
management, availability management and continuity 
management that we aim to develop in the following step and 
merge them into a complete system 
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Abstract—Path planning is an important area in the control of 

autonomous mobile robots. Recent work has focused on aspects 

reductions in processing time than the memory requirements. A 

dynamic environment uses a lot of memory and hence the 

processing time increases too. Our approach is to reduce the 

processing time by the use of a pictorial approach to reduce the 

number of data used. In this paper, we present a path planning 

approach that operates in three steps. First, a construction of the 

visibility tree is performed. The following treatments are not 

performed on the original image but on the result tree whose 

elements are specific points of the environment linked by the 

relationship of visibility. We construct thereafter a visibility 

graph which one seeks the shortest path. This approach has a 

great interest because of its fast execution speed. The path search 

is extended also for the case where obstacles can move. The 

moving obstacles may be other mobile robots whose trajectories 

and speeds are known initially. At the end, some applications are 

provided on solving similar problem such civil aviation in order 

to guide plane avoiding collisions. 

Keywords—component; path planning; navigation; robotics; 

visibility graph; obstacles contours; moving obstacles; space-time 

representation 

I. INTRODUCTION 

Much research in image processing has been made in order 
to determine the shortest path between two points in a given 
environment: sea or air navigation, a runs between two cities, 
installation of distribution: Water, electricity, telephone.... And 
that is the case for the motion planning for a mobile robot. The 
problem of planning is determining the path of the mobile robot 
from its current position to a final position within an 
environment with static or moving obstacles. 

When obstacles are static, a necessary condition is that the 
path is constructed by a sequence of line segments connecting a 
subset of points of edges visible between them obstacles. 
Several algorithms based on this condition have been 
developed; the best known is called Algorithm VGraph using a 
visibility graph constructed from the image taken on the 
environment. The shortest path is determined by the method of 
Dijkstra. Alexpoulos et al. presented two algorithms for path 
search using a visibility graph constructed from a tessellation 
of contours and removal concave highs [11]. These two 
algorithms are merely variations of the A * algorithm. In the 
first algorithm called V *Graph, it is assumed that the obstacles 
are static while the second called E *Graph, the obstacles can 
move along linear paths at a constant speed. 

In this paper, we present two algorithms for path search 
using a visibility graph constructed by sliding on the edges of 

obstacles. In both algorithms, the path is also determined by the 
A* Algorithm applied to a reduced graph by applying the 
concept of a visibility recursive procedure and sliding on the 
edges of the obstacles. The final path consists of edge points of 
obstacles and line segments connecting the points visible. 
When obstacles are mobile, a technical of 3-D modeling is 
used. Our approach can also be applied to cases where the 
value and the direction of speed of obstacles can change. 

The following assumptions are considered below: 

 Obstacles are represented by their boundaries; 

 Obstacles are dilated by the size of the robot. Therefore, 
the mobile robot can be considered as a moving point 
between obstacles; 

 The mobile robot has a constant speed, acceleration and 
deceleration instant. 

This paper is composed of three parts. The first presents the 
problem of path planning with a comparison with the 
navigation problems. The second part explains our approach 
and shows some results. The third part presents the extension 
of our works to moving obstacles environment. Comments and 
conclusions are provided in the last part. 

II. PRESNETATION OF THE PATH PLANNING PROBLEM 

In this section, we define the planning problem while 
noting the difference from the navigation problem. The 
different approaches to solve this problem will be cited. 

A. Path Planning Versus Navigation 

Path planning and navigation are two important areas in the 
control of autonomous mobile robots. In both cases, solving the 
problem is to move the mobile robot while taking into account 
the internal and external constraints (eg, limits of the actuators 
and obstacles) [1] [4] [10]. 

The navigation problem is to move the mobile robot in an 
unknown environment, but also said partially visible path 
planning problem with incomplete information. Navigation 
systems are divided into two systems according to Payton, 
Crowley, Faverjon and Slack [8] [9] [12].  

The first is the system that manages local navigation 
sensorimotor interactions of the robot with the environment. 
The second is the global navigation system that reasoning at a 
level of abstraction rentals and their interconnections to guide 
the activities of the local navigation system. In this context, the 
global navigation system receives commands to perform tasks 
from an expert system and produces a sequence of primitive 
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tasks locally defined. These local tasks will be translated later 
in sensorimotor activities thanks to the local navigation system 
[7]. 

However, the path planning is to determine the minimum 
length path between two points in a known environment. The 
vision sensor is not on board the mobile robot must overhang 
but all the site where the robot should move. 

B. Different approaches  

There are several research focused on solving the problem 
of path planning between a starting point and a destination 
without collision with obstacles supposed point in our case 
fixed. A comprehensive and detailed view of the different 
approaches developed to solve this problem can be found in 
[10]. In the following, the most approaches encountered in this 
field is mentioned. 

1) Mathematical approaches 
The most common mathematical approach is based on the 

notion of graph. This approach has data structures for easy 
carrying. The second approach is based on the differential 
geometry, requires highly advanced scanning including finite 
difference techniques and finite element. 

a) Graphs 

In image processing, an image is associated with an 
undirected graph whose vertices are individual pixels of the 
image and the arc length between two vertices i and j is the 
Euclidean distance d(i,j). The result graph is a graph with 
lengths of positive arcs. 

The shortest path between two vertices i and j traverses 

corresponds to u (i, j) from i to j, the total length l(u) =  
d(k,m) is a minimum. 

Moore and Djikstra proposed algorithm with their names 
for the search of the shortest path from one vertex to another in 
a graph whose arc lengths are positive. This algorithm is 
widely used for separation exploration and evaluation (Branch 
and Bound). Berge proposes associating to each vertex i of the 
graph a quantity h (i) said potential i and implements an 
algorithm that calculates h potential until the potential 
difference between two vertices i and j is less than or equal to 
the length of arc (i, j) [3] [13]. 

There is a widely used for determining the shortest path 
algorithm which carries the A*algorithm name. This algorithm 
is a strategy guided by an eligible research evaluation function. 

b) Differential Geometry 

Kimmel et al. [17] presented a model based on a new 
approach to determine the minimum length path between two 
points on a surface of 3-D algorithm. The numerical resolution 
used is based on finding equal geodesic distance contours on a 
given surface. The relationship between critical path, surveying 
and equal distance contours were drawn from the literature of 
differential geometry.  

Indeed, local geodetic are critical paths in the sense that 
each disturbance of the geodesic curve increases their lengths. 
This becomes a problem and digital topological level as 
encountered during the implementation of such an algorithm, 
which is added complexity assessments curves and parametric 

representations. The core of the algorithm consists of a Kimmel 
digital resolution based on the finite difference method. 

c) Distance fields construction 

Distance fields are frequently used in computer graphics, 
geometric modeling, robotics and scientific visualization. Their 
applications include shape representation, model simplification, 
remeshing, morphing, Constructive Solid Geometry (CSG) 
operations, sculpting, swept volume computation, path 
planning and navigation, collision and proximity computations, 
etc. These applications use a signed or unsigned distance field 
along a discrete grid [26][27]. 

Different algorithms have been proposed to compute the 
distance fields in 2D or 3D for geometric and volumetric 
models. The computation of a distance field along a uniform 
grid can be accelerated by using graphics rasterization 
hardware. The most used algorithm computes 2D slices of the 
3D distance field by rendering the three dimensional distance 
function for each primitive. However, rendering the distance 
meshes of all the primitives for each slice may become 
expensive in terms of transformation and rasterization cost. 
These algorithms for 3D distance field computation may be 
slow and not work well for deformable models or dynamic 
environments. 

The mathematical approach is always present and the 
approaches mentioned in the following are only a means of 
reducing the execution time or reduce the memory 
requirements of search algorithms of the shortest path. 

2) Symbolic approaches 
In the 80s, the design of database images had attracted 

much attention. Applications that use databases of image data, 
interest in robotics, the acquisition of the Earth's resources, 
archiving of medical images, weather ... These systems require 
the need of a model and a relative path to the image data. Such 
a model should be independent of the orientation of the image 
(eg, invariant to rotation). 

This approach is to represent an image by checking an 
expression syntax generated from a picture alphabet (object) 
linked by operators. This syntax is used to generate a set of 
rules capable of providing the information necessary for an 
expert system to assimilate unambiguously perceived 
environment. The expert system receives the points of 
departure and arrival. This approach is very suitable in the case 
of an environment densely populated obstacle. It gives good 
result also for the case of moving obstacles. 

3) Pictorial approaches 
Pictorial approaches include work on the image as a data 

base of the problem. These approaches are implementing 
several tools for image processing. 

Crowley divides the space into convex regions. A convex 
region has the property that two points can be connected to it 
by a line segment included in this area entirely. The convex 
regions of the free space are eroded by the size of the robot in 
such a way as to represent the robot by a pixel. 

Kuo-Chin Fan et al. provide a decomposition of 
environmental problems in homogeneous regions using the 
algorithm of McClusky. An adjacency graph is constructed in 
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which a path search is calculated with a variant of the known A 
* algorithm modified A * algorithm which takes into account 
both the translation and rotation of the mobile robot [13]. 

Rao represents the environment populated by obstacles in 
the form of generalized polygons disjoint ground. A 
generalized polygon is constituted by a connected sequence of 
circle arcs and straight segments. Solving the problem occurs in 
three different ways: Graph visibility generalized Voronoi 
Diagram and generalized trapezoidal decomposition. The 
algorithm proposed by Rao, gives good results for solving the 
problems of navigation [18]. 

Brooks offers generalized cones to represent the free space 
whose complement is the space robot prohibited. It subdivides 
the space in the form of generalized and mobile robot moves 
along the axes of the cones [7]. 

Conte et al. have developed a path planning algorithm for a 
mobile robot based on a construction of distance fields. Each 
pixel of the image, a label that matches the length of the 
shortest path between the starting points is assigned. The 
advantage of such an approach is the obtaining of all the 
shortest paths connecting all points of the image at a starting 
point[14][15][16]. Elmesbahi et al. proposes to calculate the 
distance field on a broken end environment to reduce the 
execution time and the need for main memory [19][20]. 

Wesly et al. described the environment by a graph whose 
nodes correspond to particular points of the image. Arcs 
connecting two nodes with visible Euclidean distances as the 
arc lengths[1]. The graph produced is called the visibility 
graph. Asano et al. and Welzt worked in the same direction by 
developing a fast algorithm for constructing the visibility graph 
[5][10]. They made a pre-treatment to reduce the number of 
nodes considered in the visibility graph and uses the A * 
algorithm for finding the shortest path. Reducing the number of 
nodes is due to the approximation of obstacles by closed 
polygons and the fact of considering only the peaks 
corresponding to convex angles. 

4) Genetic approaches 
Genetic approaches include work on the image as a data 

base of the problem by implementing several tools of Genetic 
Algorithm GA for image processing[23][24][25][28]. 

5) Our approach 
Our approach is pictorial where a construction of the 

visibility tree is performed. Obstacles are dilated by the radius 
of the enclosing circle of the mobile robot. The mobile robot 
occupies a considerable area of the free space. But after 
expansion of the obstacles, the mobile robot is regarded as a 
point moving in the free space (Figure 1). The following 
processing is not performed on the original image but the result 
tree whose elements are specific points of the environment 
linked by the relationship of visibility. We built later a visibility 
graph on which we apply any scheduling algorithm. The path 
found is optimal. This approach is of great interest given its fast 
execution speed and minimizing memory requirements to 
implement such an algorithm. 

 

(a)                (b) 

Fig. 1. Obstacles are dilated by the radius of the enclosing circle of the 

mobile robot  (a) The blackened area represents the forbidden space So be it 

moving. The mobile robot occupies a considerable area of the free space Sl. 

(b) After expansion of the obstacles, the mobile robot is regarded as a point 

moving in the free space Sl. 

III. PATH PLANNING WITH STATIC OBSTACLES 

A. Principle 

The algorithm presented in this section, comprises three 
essential steps. The first step is to detect recursively individual 
points belonging to the assumed stationary obstacles.  

The second step reduces the number of points detected in 
the first step and therefore gives a visibility graph will be based 
on which to calculate the shortest path in the final stage. 

  
Fig. 2. Principle of the process used to build  the visibility tree 

The construction of the tree is a recursive process visibility 
enabling a single data structure (binary tree), one element is 
linked with his son's relationship with visibility. Figure 2 
illustrates the technique used for the construction of such a tree. 

X is an element of a visibility tree. It is the arrival point Y. 
If X is visible in the construction stops because the branch is 
terminal. If not, is slipped over the contour of the obstacle to 
the achievement of the two last visible point X (A1 and B1 in 
the case of Figure 1); then just do the same thing for point A1 
and B1 to the end point Y. We repeat the process until the Y 
terminal as part of all branches of the tree visibility. 

Figure 2 provides an example of visibility tree element 
constructed from a given environment. This operation is 
repeated until connecting all pair of visible points of the global 
environment.  

Figure 3 illustrates an example of environment with 
obstacles and its tree of visibility. The visibility tree can be 
considered a multi-level graph. 
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Fig. 3. A populated obstacle environment is given with the starting point S 

and the point of arrival T. The tree of visibility is computed to represent this 

environment. 

 

 
Fig. 4. Reducing the visibility tree with evaluation of different distances 

B. Reducing visibility tree 

As shown in Fig. 4, two visible points can be connected in 
order to reduce the tree because the segment connecting two 
visible points is the shortest path. Each element of the tree is 
affected by an amount corresponding to the length of the 
shortest path from the starting point S. 

 

 

Fig. 5. Construction of final path 

C. Shortest path construction 

The procedure for construction of the road is very simple. 
Each node of the tree takes a value corresponding to the 
distance from the start point S. Terminal node with minimal 
distance is selected. Other endpoints of the segments 
constituting the path correspond to take the fathers of nodes 
starting from selected T. The Figure 5 illustrates an example of 
the final path construction. 

D. Results 

To test the proposed algorithm, two different environments 
are chosen. The first is simple. You can see lots of free space 
between obstacles when there is no concave shape (See Figure 
6). In the second, a concave obstacle includes the starting point 
(See Figure 7). The results are correct in both cases. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 8, 2014 

90 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 6. The first example illustrates a path planning of a boat. Such an 

environment is populated by a group of islands seen as obstacles to what you 

can add boats supposedly immobile. The problem then is to determine the 

shortest path without collision from a starting point S to a point of arrival T. 

The obstacles are dilated by the size of the moving object (the boat in our 

case): the shaded area.  

 

Fig. 7. The second example illustrates a path planning of a mobile robot in a 

world populated by a set of geometric constraints of any environment. The 

algorithm solves the problem without any influence of the shape of the 

obstacles on the execution time. The barriers also here are expanded by the 

size of the moving object. 

IV. ENVIRONMENT WITH MOVING OBSTACLES 

In this section, it is assumed that the obstacles are moving 
along a linear trajectory with a constant speed. Those moving 
obstacles can be others mobile robots. As already mentioned, 
the problem of path planning for a mobile object at a constant 
speed in the presence of moving obstacles, is very 
tricky[21][22]. We show that our algorithm, presented in the 
previous section can be extended to find the path without 
collision with moving obstacles, the path is optimal; it is 
brought to the readers that the prismatic obstacles in the figures 
is chosen in order to facilitate the graphical representations  
execution. The barriers also here are expanded by the size of 
the moving object. 

A. Extension of the Slip Algorithm 

Given the mobile obstacles in the plane (X, Y), the 
dimension “time” is used to define the position of obstacles in 
the space. This three-dimensional space is called Space-Time 
Representation. Each obstacle defined in Space-Time 
Representation is shown as prism form (See Figures 8 and 9). 
The static obstacles are orthogonal to the plane (X, Y) while 
the form of moving obstacles is oblique. 

 

Fig. 8. Environment 2-D captured at two different instants. 

 

Fig. 9. In space-time environment representation, A and B have moved upon 

their speed directions therefor C stands at the same place 

To find the path between S and T, the three-dimensional 
space is used. In this case, providing that the shortest path is 
comprised of straight line segments connecting the vertices 
visible of the obstacles is always true. Therefore, the algorithm 
uses the visibility graph and with the assumptions already 
made, a simple modification of our algorithm can find the path 
without collision over time. 

As the moving object moves at constant speed v and 
occupies a position W of the Time-Space Representation, it can 
jump to the possible positions defined by the surface of the 
cone (C) from the vertex W. This surface can be generated as 
follows (See Figure 10): 

- Constructing the vector which origin is W and making an 

angle  with the plane (P) containing W with  = arctan (v-1). 

- Sweep around this vector while keeping constant the angle 

. 
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Fig. 10. The cone points representing the moving object can reach 

Since there are obstacles (volume in space-time), the 
intersections of the edges of surfaces with cone (C) are 
interesting. A set called W-Visible containing all the points of 

the visible space under angle (), is used for the construction of 
the graph searched for our algorithm. These points define the 

W-Visible sequences under the angle  and correspond to the 
vertices W-Visible in the plane (X, Y) (See figure 11). 

 

Fig. 11. Determination of visible points on an obstacle with a 3-D slide 

B. Complexity of the algorithm 

The complexity of the algorithm is determined in the worst 
case as follows: 

Each iteration of the algorithm consists of four steps. The 
first is to look for a node in the tree a set of points on the 
obstacle in O(n) operations. The second gives the set of pair of 

points visible under the angle   in O(n) operations. The third 
step determines the extreme points in O(n) operations. The last 
step removes the points corresponding to the vertices obtuse 
O(n) operations. Then each iteration requires O(n) operations. 
The algorithm performs at most n iterations resulting in a worst 
case complexity of O(n2). 

This complexity increases if the moving object is supposed 
to have different speeds or obstacles change direction of 
movement repeatedly. 

V. APPLICATION : AIRCRAFT  TRAJECTORY PLANNING 

WITH COLLISIONS AVOIDANCE 

Two specific models of aircraft trajectory path planning and 
optimization, centralized and distributed, have been examined 
and analyzed. Richards has models which solve this problem, 
each with their own respective benefits and drawbacks. 
Simulation results for each model and method have been 
presented in[29][30]. In general, the centralized model provides 
the best solution for multiple aircraft and collision avoidance, 

whereas the distributed model offers a worse solution in shorter 
computational time. 

Our approach can be considered as a method for finding 
optimal trajectories for multiple aircraft avoiding collisions. 
Developments in spacecraft path-planning have shown that 
trajectory optimization including collision avoidance can be 
drawn as a cubic form. An approximate model of aircraft 
dynamics using only cubic construction enables our approach 
to be applied to aircraft collision avoidance (See figures 12 and 
13). 

The formulation of our approach can also be extended to 
include multiple waypoint paths planning, in which each 
vehicle is required to visit a set of points in an order chosen 
within the optimization. 

 
Fig. 12. Example of three trajectories that intersect on the same altitude 

 
Fig. 13. The representation of trajectories in space-time 

VI. CONCLUSIONS 

The algorithm presented in this paper requires no pre-
treatment or constraints on geometric shapes of obstacles. In 
addition, the binary tree is a data structure accessible and easily 
feasible with any language. 

The first algorithm allows exploiting the latest work by 
using a small number of nodes to find the shortest path in a 
more improved while keeping the same time optimization 
criteria. 
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The extended algorithm determines a collision-free path is 
not necessarily optimal in the presence of moving obstacles. 
The environment is modeled in a space-time three-dimensional. 
As we found it difficult to simulate, a 3D viewing environment 
is being designed. 

In the future work, this approach can be applied to resolve 
several problems such as multi robot environment and multiple 
waypoint paths planning, in which each vehicle or robot is 
required to visit a set of points in an order chosen. 
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Abstract—In order to accurately analyze the dynamic 

characteristics of the vacuum circuit breaker, a dual-core 

master-slave processor structure for online monitoring system 

based on DSP and ARM is proposed. This structure consists of 

host computer, lower computer and signal processing modules. 

The lower computer uses DSP as the core, which completes 

acquisition and data preprocessing of circuit breaker’s dynamic 

characteristics through sensors and signal conditioning circuits. 

The host computer uses ARM as the core which is responsible for 

task management, analysis, processing and displaying collected 

data via Ethernet. The communication between DSP and ARM is 

conducted by HPI. This design improves the reliability of 

intelligent control unit for the circuit breaker. The experiment 

showed that this system works steadily and accuracy. 

Keywords—circuit breaker; online monitoring; ARM; DSP 

I. INTRODUCTION 

The vacuum circuit breakers is not only the most important 
control and protection equipment in power system, but also the 
equipment with most frequent mechanical and electrical 
operation in substations, which affects the stability and 
reliability of the power grid directly[1]. How to implement 
online monitoring of vacuum circuit breakers more efficiently 
has become an important technical topic for domestic and 
foreign engineers. With the popularization of smart grid 
technology, the power system is developing to intelligent 
control system. As an important part of the grid, the breaker’s 
intelligent level has a significant impact on intelligent power 
grids. The embedded monitoring system in circuit breakers for 
online intelligent monitoring has become a major research 

topic for intelligent circuit breaker [2～4]. 

Online condition monitoring is the basis for the condition 
maintenance. Existing online monitoring system has the 
following problems: less monitoring parameter and single 
function. There are still some deficiencies in management and 
exchange of the data, scalability and remote maintenance in the 
system. Moreover, it is difficult to make a systematic and 
comprehensive evaluation in the system. In order to overcome 
these deficiencies mentioned above, a dual-core master-slave 
processor structure for online monitoring system based on 

ARM and DSP is proposed. ARM is typical of low power 
consumption, rich interfaces and strong ability to control, and 
DSP process data fast with high accuracy. The combination 
with ARM and DSP will improve the real-time and versatility 
of the circuit breaker online monitoring system. 

II. SYSTEM STRUCTURE 

The intelligent vacuum circuit breaker online monitoring 
system is composed by the host computer, the lower computer 
and signal processing modules. The lower computer hardware 
platform consists of a TMS320F2812 DSP and peripheral 
hardware circuits. It collects mechanical parameters, divide-
shut brake circuit current signal and vibration signal of vacuum 
circuit breaker. The host computer uses ARM as a core, mainly 
working as remote communication with the host computer, and 
getting the results of data processing and eigenvalues from the 
DSP at the same time. The preprocessed data is transferred 
from DSP to ARM via a HPI interface, and transmitted via the 
Ethernet interface to the host computer for data analysis and 
processing, so as to determine the current status of the circuit 
breaker, and analyze its operation situation and diagnose 
malfunctions. The system structure is shown as Fig1. 

Mechanical

 Properties
Coil Circuit Vibration
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Fig. 1. The Online Monitoring System Diagram 
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III. THE EXTRACTION OF ONLINE MONITORING 

CHARACTERISTIC QUANTITY 

Main monitoring items for vacuum circuit breaker include: 
mechanical characteristics, divide-shut brake circuit signal and 
vibration signal. 

Main monitoring items of the mechanical properties of the 
vacuum breaker include the time, speed, distance and 
overtravel of the divide-shut brake [5]. The connection 
between contacts and actuator of circuit breaker is shown as 
Fig2. Among them, 1 is the moving contact, 2 is the static 
contact, the length of the link rod 3, link rod 4, link rod 5 are  

1L , 2L , 3L respectively. 

 

Fig. 2. The Structure for Connection of Contact and Actuator 

Due to the structure is very compact and with high potential 
isolation problem, sensor can’t be installed in the insulated rod 
of moving contact. Thus, the system is installed the angular 
displacement sensor on the actuator spindle of circuit breaker. 
According to the relationship between the measured voltage 
change amount ∆U and the reference voltage  , angular 
displacement sensor turned as the angle α and measured 
spindle turned as the angle β with the following relationship: 

                    
0/U U                           (1) 

The actuator spindle turned the angle as β, the displacement 
of insulated pillar linear is X, the link rod 3, 4 turned angle as γ 
and the displacement of dynamic contact linear Y has the 
following relationship: 

2 2 2

3 3

2 2 2

2 2

2 2 2

1 1

2cos

2cos

2cos

L X L

L X L

L Y L







  

  

  

  

                   1 3 2/ * 1 2cosY L L L                 (2) 

Meanwhile, the test system reads the pulse signal with a 
sampling frequency and obtains the trip - time characteristic 
curve of the circuit breaker during the operation. Using the 
disposed principal axis angular displacement - time curve of 
the divide-shut brake we can obtain the linear displacement - 

time curve for the moving contact, and then obtain the time, 
velocity, distance and overtravel of the divide-shut brake [6]. 

The main monitoring items of the divide-shut brake circuit 
include divide-shut brake coil current, the current and voltage 
of charging motor. Since the judgment is based on whether the 
current pass through the coil of divide-shut brake or not, the 
measure of coil currents has direct impact on the measurement 
accuracy and stability of system. Therefore, hall sensor with 
high precision, good linearity, small size and good dynamic 
performance is used to complete data acquisition. 

The vibration signal, which consists of a series of transient 
waveforms, contains a large number of status information of 
device. Each transient waveform is reflected by the "incident" 
signal during breaker operation. Vibration is a response to the 
internal excitation source of the device, identifying the 
vibration excitation source through appropriate means of 
detection and signal processing methods so as to find out the 
source of the fault. 

IV. HARDWARE DESIGN 

The hardware platform of the dual-core master-slave 
processor online monitoring system for vacuum circuit breaker 
consists of ARM, DSP and signal conditioning circuit. The 
main processor consists of ARM and peripheral circuits, works 
as embedded operating system between the user and the co-
processor. ARM manages and maintains the system 
configuration and communicates with the host computer via 
Ethernet. At the same time, ARM accesses the processing data 
and calculated eigenvalues from DSP in real-time. 

As the coprocessor of lower computer, DSP is divided into 
three parts in accordance with the function: ARM interface 
circuit, DSP coprocessor circuits and power systems. ARM 
interface circuitry is used to expand peripheral interface circuit 
of ARM core board, including UART, USB, Ethernet. The 
lower computer uses TMS320F2812 DSP as core, and uses 
host interface HPI port as master-slave processor 
synchronization and communications hardware interface. ARM 
completes the management task for the lower computer, and 
power system supply power for these two chip modules. 

A. Interface Design 

Communication between ARM and DSP is performed by 
HPI (Host Port Interface). HPI is the chip peripheral to 
communicate with the host computer. The host computer can 
easily access all the address space of DSP and control it via 
HPI. Compared to the dual-port RAM, serial interface, HPI 
does not need to add peripheral logic circuits. There is not extra 
hardware and software overhead in communication with the 
host computer via HPI. DSP doesn’t interrupt normal program 
running because it can coordinate with hardware conflict itself. 
HPI is suitable for the applications of high real-time 
requirements, a large quantity of data rate [7, 8]. 

TMS320F2812 is connected with ARM by the separate 16-
bit data lines HD and nine control lines as shown in Fig 3. In 
the process of communication between ARM and DSP via HPI, 
DSP only needs active participation in interrupting state. DSP 
is in a passive state in other state. DSP is equivalent to an 
external memory for ARM. 

http://www.iciba.com/overtravel
http://www.iciba.com/overtravel


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 8, 2014 

95 | P a g e  

www.ijacsa.thesai.org 

DATA[15:0]

EXTINT3

nWAIT

nGCS1

nWE

nOE

nWE

nBE[1:0]

ADDR16

ADDR15

ADDR14

HD[15:0]

HINT

HRDY

HAS

HCS

HDS2

HDS1

HR/W

HBE[1:0]

HHWIL

HCNTRL0

HCNTRL1

STM32F103ZET6
TMS320F2812

HPI

‘1’

 

Fig. 3. Hardware Interface 

B. Program Development 

Firstly, the DSP firmware is divided by the according 
functions and required to complete initialization, data 
acquisition, data processing, data storage, which correspond to 
three task threads, defined as TskSplit, TskProcess and 
TskSave. Data acquisition is to obtain real-time data from the 
sensor, and then the data is divided by channel. The data 
processing mainly is to process real-time data by channel. 
There may have one or more arithmetic unit within the channel 
depending on the application needs, by which to analysis data 
and obtain the status information of the object. Data storage is 
to storage processed data to the specified physical address 
space according to the agreed format. 

The processes for the entire program are: 

Firstly, the device driver notifies TskSplit to access data 
from the object data via SIO after obtaining data from the 
external device. TskSplit will be used after data is read and 
divided into channel data zones. 

Secondly, TskProcess executes the processing program by 
channel sequentially, and stores the processed data to the 
processing data buffer. 

Finally, TskSave gets data through the pointer of data 
buffer to organize and store, then returns the empty data buffer 
after be read to TskProcess. 

V. SOFTWARE DESIGN 

The system software coordinates with hardware to achieve 
the monitoring of the circuit breaker’s dynamic characteristics. 
The program flow is shown as Fig 4.  

The software system’s task is to complete initialization of 
the system, extraction of the signal, data processing, 
information monitoring and communications with the host 
computer. Firstly, the program initializes each module, and 
opens the interrupt event after the system is powered.  

When vacuum circuit breaker is opened and closed, an A/D 
channel starts to collect the opening and closing current signal, 
the vibration signal parameters and mechanical properties by 
the way of interruption. Then the data processing program 
performs. Finally, the data is transferred to the liquid crystal 
display module. If the lower computer has action, the host 
computer receives data recovery, then the host computer call 
data from the lower computer. 
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Fig. 4. Software Program Flow Chart 

VI. TEST RESULT 

The online monitoring system device is installed on 
ZN63A-12 vacuum circuit breaker. The parameters of the coil 
circuit signal and mechanical properties are tested. The results 

of the coil circuit shown in Table Ⅰ is the comparison between 

oscilloscope and experimental data. 

TABLE I.  CIRCUIT ELECTRICAL PARAMETERS RESULTS 

Parameter Control 

Voltage(V) 

Closing 

Current(A) 

Tripping 

Current(A)
 

Storage 

Current(A)
 

Oscilloscope 113.25 1.97 1.93 2.01 

System 114.03 2.01 1.96 1.98 

Error 0.69% 2% 1.6% 1.5% 

 

Fig. 5. The Current Curve of Coil Circuit 
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The current curve of coil circuit is shown as Fig 5. The 
result shows that the error between the system values and 
standard values is small. 

In order to test the mechanical properties of the circuit 
breaker, the monitoring system is compared with mechanical 
properties tester.  

The results are shown in Table Ⅱ  and the tripping 

displacement - time characteristic curve and closing 
displacement - time characteristic curve are shown as Fig 6 and 
Fig 7.  

The result shows that the error between the system values 
and standard values is small. 

TABLE II.  THE TEST RESULTS OF MECHANICAL PROPERTIES 

Parameter Distance 

(mm) 

Closing 

Time(ms) 

Closing 

Speed(m/s)
 

Tripping 

Time(ms) 

Tester 11.879 32.246 0.79 22.03 

System 11.537 33.014 0.81 21.74 

Error 2.9% 2.4% 2.5% 1.3% 

 

Parameter Tripping 

Speed(m/s) 

Ultra-trip

（mm） 

  

Tester 0.98 2.97   

System 0.965 3.08   

Error 1.5% 3.7%   

 

Fig. 6. Tripping Displacement - Time Curve 

 

Fig. 7. Closing Displacement - Time Curve 

As seen from the above tables and figures, the mechanical 
characteristics, the tripping, closing switching circuit of the 
circuit breaker is consistent with the measurement 
requirements. Moreover, it also truly reflects the actual work 
situation and effectively reaches its monitoring goals. 
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Abstract—The use of e-learning systems has increased 

significantly in the recent times. E-learning systems are 

supplementing teaching and learning in universities globally. 

Kenyan universities have adopted e-learning technologies as 

means for delivering course content. However despite adoption of 

these systems, there are considerable challenges facing the 

usability of the systems. Lecturers and students have different 

perceptions in regard to the usability of e-learning systems. The 

aim of this study was to evaluate usability attributes that affect e-

learning systems in Kenyan universities. The study had two fold 

objectives; determining status of e-learning platforms and 

evaluating usability issues affecting e-learning adoption in 

Kenyan universities. The research took a case study of one of the 

public universities which has implemented Moodle e-learning 

system. The usability attributes evaluated were user-friendliness, 

learnability, technological infrastructure and policy. The 

research made recommendations which could help universities 

accelerate the adoption of e-learning systems. 

Keywords—e-learning; moodle; usability; learnability 

I. INTRODUCTION 

E-learning systems are becoming accepted tools for 
teaching and learning. The e-learning systems provide a 
platform for using computers to improve education. According 
to [1], computers have become useful not only in corporate 
world but also in Education.  

Popularity of e-learning systems is attributed to their key 
benefits. When applied correctly, e-learning systems can have 
the following benefits; reduced teaching and learning costs, 
reduced teaching and learning time, more effective learning / 
better lecturer productivity, more consistent learning, flexible 
delivery / distance delivery, measurable learning, recognition 
of prior learning and multi-cultural learning. The value of E-
Learning is to fully enable “learning anywhere at any time” by 
providing an array of resources, opportunities for active 
participation, mastering content and self learning [2]. 

As noted by Nielsen [3], inadequately equipped e-learning 
systems can result in frustration, anxiety, confusion, and 
reduce learners‟ interest. Miller [4], states that poor usability 
is a major contributor to lack of adoption of most e-learning 
systems. Usability of e-learning systems influence the way 
learners evaluate their learning experience, if usability of e-
learning system is bad, learners fail in their attempt to use the 

system. These factors hinder the usability of e-learning 
systems adopted in an institution of higher learning. 

II. CONCEPTUAL FRAMEWORK 

The conceptual framework in fig 1 shows the relationship 
linking the usability issues and the e-learning platforms; the 
usability issues that affect an e-learning platform are user 
friendliness, user satisfaction, learnability and errors [5]. The 
contravening factors are institutional strategies and policies, 
cultures and legal issues, demographic factors and 
technological infrastructure. 

Fig.1. Conceptual framework 

Source: Author (2014) 

III. HYPOTHESIS OF THE STUDY 

The following hypotheses were tested: 

H01: There is statistically no significant difference between the 

learnability and the usability of an e-learning system 

H02: There is no statistically significant difference between the 

user-friendliness and the usability of an e-learning system 

H03: There is no statistically significant difference between the 

usability policy and the usability of an e-learning system 

H04: There is no statistically significant difference between the 

infrastructure and the usability of an e-learning system 

IV. REVIEW OF RELATED LITERATURE 

E-learning systems, also called virtual learning 
environments (VLE‟s), are systems that use modern 
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information and communication technology to aid education 
and training efforts [6]. A purpose of an e-learning system is 
to distribute the learning materials to the users. It enables 
instructors and learners to post content, participate in 
discussions, maintain a grade book, keep a roster, track 
participation, and generally engage in and manage learning 
activities in an online environment [7]. 

Learning Management Systems (LMS) fall in the category 
of technology delivered e-learning. It is used to support 
teaching and learning. LMS is the backbone of e-learning, 
which is a software system integrating web-based training, 
classroom delivered courses, online courses and human 
resources system as stated by [8].  

The role of Learning Management System (LMS) is to 
deliver e-learning courses in a self paced approach. Through 
LMS lecturers are able to publish courses in an online catalog 
and also be able to assign online courses to the learners who 
then log in to the LMS using an internet browser and start the 
courses. LMS will then track the learners‟ activities and 
provide upto date reports for each course and each learner. 
Common LMS are Moodle, WebCT, Blackboard, eleap and 
desire2learn. This study targeted the users of Moodle e-
learning system. 

A. The need to evaluate e-learning system 

Evaluation is a course of action for determining the value 
and effectiveness of a learning system with benefits such as 
error correction, establishing the users‟ point of view and 
reducing unsupportable design issues in a system [9]. 
Shepherd [10] in his article, states that there are four reasons 
for evaluating e-learning system; validating training as 
business tool, justifying costs incurred in training, help 
improve design of training, and to help in selecting training 
methods. In the context of this study, the evaluation of the e-
learning system is to help enhance the design of the training 
and the design of the e-learning system. 

B. Usability of E-learning Systems 

According to International Organization for 
Standardization (ISO) 9241 [11], usability is defined as the 
degree to which a particular product is used by particular users 
to accomplish specific goal with efficiency, effectiveness and 
satisfaction in a precise standpoint used. Majority of the past 
studies on the usability of E-learning systems have been on 
exploring the usability of interface of E-learning systems and 
the links between usability features and the E-learning 
success. 

Usability has been defined differently as specified in 
components that are more specific i.e. learnability, 
memorability, errors and efficiency [12]. Nielsen [3] gives 
attention to expert users when talking about efficiency though 
learnability is directly related to efficiency. Memorability 
mostly relates to casual users and errors deal with those errors 
not covered by efficiency, which have more disastrous results. 
A comparable definition is given by Shneiderman[13]; 
Shneiderman while defining usability of e-learning system 
looks at it as five measurable human factors central to 
evaluation of human factors goals; speed of performance, time 
to learn, retention over time, rate of errors by users and 

subjective satisfaction. Dix [14] defines concepts entailing 
system usability; learnability, flexibility and robustness 
signifying that those concepts are on the similar abstraction 
level. 

C. User-Based Evaluation of usability of e-learnig systems 

User-based evaluation presently provides complete form of 
evaluation, since it assesses usability by picking samples of 
real users. A suitable technique used in the research was the 
system inquiry in which users are asked to give their opinions 
or views on the way they perceive the system after using for 
some time. 

V. METHODOLOGY  

The research used case study approach which is one of the 
most widely used qualitative research method in information 
systems research [15], owing to its ability to understand the 
interaction between information technology and 
organizational contexts in a thorough manner. The population 
was drawn from students and lecturers using learning 
management system (Moodle). A sample of 20 lecturers and 
30 students was used for the study. The study used 
questionnaires and interviews to collect the information from 
the respondents. Questionnaires from twenty five (25) students 
and fifteen (15) lecturers were dully filled, returned and used 
for analysis. This represented a response rate of 83% and 75% 
respectively.  

VI. FINDINGS AND DISCUSSION 

A. Gender Distribution of the Respondents 

Table I shows the gender disparity of the respondents. 
From the results, it is evident that 70.0% were male while 
30% were female respondents. This shows that there are few 
female participants using the e-learning system. Among the 
lecturers, 73.3% were male while 26.7% were female. As for 
the students 68.0% were male while 32% were female. 

TABLE I.  GENDER DISTRIBUTION 

Category 

  

  

  

Gender Total 

Male Female   

1 Lecturers Frequency 11 4 15 

    %  73.3% 26.7% 100.0% 

 

2 

Students Frequency 
17 8 25 

    %  68.0% 32.0% 100.0% 

Total Frequency 28 12 40 

  %  70.0% 30.0% 100.0% 

B. Level of Education and Category of Lecturers 

Table II shows staff category and level of education of the 
lecturer respondents. The most common educational 
qualification of the respondents was the Masters, with a total 
of 10 representing 66.67% of the lecturers; followed by degree 
holders representing 13.3% while the least was the Doctorate 
representing 13.33%. On the staff category most of the 
respondents were lecturers (7) representing 46.67% followed 
by Senior Lecturers and Assistant Lecturers each 3 
representing 20%, the least was Graduate Assistant / Tutorial 
Fellow representing 13.33% 
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TABLE II.  LEVEL OF EDUCATION AND STAFF CATEGORY 

   Staff Category 

  

Graduate 

Assistant / 

Tutorial 

Fellow 

Assistant 

Lecturer Lecturer 

Senior 

Lecturer Total 

Degre

e Count 2 1 0 0 3 

 %  13.33 6.67 0 0 20 

Maste

rs Count 0 2 6 2 10 

 %  0.00 13.33 40.00 13.33 66.7 

PHD Count 0 0 1 1 2 

 %  0 0.00 6.67 6.67 13.3 

 Count 2 3 7 3 15 

 %  13.33 20 46.67 20 100 

C. Experience of the Respondents with E-learning System 

On the use of e-learning systems, all the respondents 
answered on affirmative as shown in table III. This means that 
all the respondents have an experience with e-learning 
systems. From the results, uploading, assignments, quiz and 
forum are the most frequently used modules recording 97.5%, 
100%, 65% and 95% respectively. The least used modules are 
journal, chats, workshop and choice at 32.5%, 15%, 32.5% 
and 42.5% of the respondents respectively. 

TABLE III.  E-LEARNING SYSTEMS USED 

E-learning System Yes No 

Wiki  57% 43% 

Moodle  100% 0% 

WebCT  5% 95% 

Blackboard 5% 95% 

Sakai 0% 100% 

D. Factors hindering implementation of e-learning systems 

As shown in table IV, 97.5% of the respondents agreed 
that lack of equipment (computers) hinders e-learning 
implementation, 85% of them didn‟t agree with the course 
quality concerns as a factor. 95% of the respondents agreed on 
the factor of access speeds while 57.5% did not think that lack 
of skills was a major contributing factor in hindering e-
learning systems. All respondents (100%) did not agree to the 
following factors; lack of interest, not aware of its availability, 
legal concerns, plagiarism and course not suited to be 
implemented on the e-learning platform. 32.5% of the 
respondents agreed that institutional traditional culture and 
lack of motivation are hindering implementation of e-learning 
while 37.5% of them agree that policy is also affecting its 
implementation. A considerable number 42.5% also thought 
that having no usability policy in place was also affecting use 
of e-learning system. 

TABLE IV.  FACTORS HINDERING E-LEARNING  

Factor Yes No 

Lack of Equipment (Computers)  97.5%  2.5% 

Course quality concerns 15% 85% 

Access Speeds  95% 5% 

Lack of Skills 42.5% 57.5% 

Lack of Interest 0% 100% 

Not aware of its availability 0% 100% 

University Traditional Culture 32.5% 67.5% 

Lack of Motivation  32.5% 67.5% 

Lack of policy 37.5% 62.5% 

Legal Concerns 0% 100% 

Course not suited for E-learning  0% 100% 

Plagiarism concerns 0% 100% 

E. Moodle modules used by respondents 

Table V shows that uploading, assignments, quiz and 
forum are the most frequently used modules recording 97.5%, 
100%, 65% and 95% respectively. The least used modules are 
journal, chats, workshop and choice at 32.5%, 15%, 32.5% 
and 42.5% of the respondents respectively. 

TABLE V.  MOODLE MODULES USED 

Modules used Yes No 

Uploading 97.5% 2.5% 

Assignment 100% 0% 

Quiz 65% 35% 

Journal 32.5% 67.5% 

Chats 15% 85% 

Workshop 32.5% 67.5% 

Forum 95% 5% 

Choice  42.5% 57.5% 

Any other - - 

F. Hypotheses tested 

a) Hypothesis 1 

There is no statistically significant difference between the 
learnability and the usability of an e-learning system. 

Null Hypothesis 

Learnability factors do not affect the usability of e-learning 
system. 

Alternative Hypothesis 

Learnability factors affect the usability of e-learning 
system. 

To determine whether there was or no statistical significant 
difference between learnability and the usability of an e-
learning system, a linear regression was used. Usability factor 
was tested with the following learnability factors: “Learning to 
use LMS system is easy for me”, “Exploring new modules by 
trial and error is easy”, “Easy to be skilful with the LMS” and 
“Easy to upload and download using LMS”. Table VI shows 
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linear regression results on learnability issues affecting the 
usability of e-learning system. From the results, the 
learnability factors significant are “Learning to use e-learning 
system is easy” with p=0.044, “exploring new modules by 
trial and error is easy”, with p=0.701 and “Easy to be skillful” 
being strongly significant with p=0.009 while “Easy to Upload 
/ Download” has significance of p=0.346  

TABLE VI.  SINIFICANCE OF LEARNABILITY FACTORS 

Model   Sig. 

  Learning to use is easy 0.044 

  Exploring new modules by trial and error easy 0.701 

  Easy to be skillful 0.009 

  Easy to Upload / Download 0.346 

 
Thus the Null hypothesis is disproved and the alternative 

accepted that there is a significant difference between the 
learnability factors and usability of the e-learning system. This 
means that the learnability factors affect the usability of e-
learning system considerably. If a system is not easy to learn 
then it affects its usability. This is in agreement with Ghaoui 
[5] who while surveying usability issues affecting e-learning 
systems stated that learnability was one of them. Higher 
learnability therefore relates to greater usability. 

b) Hypothesis 2 

There is no statistically significant difference between the 
user-friendliness and the usability of an e-learning system. 

Null Hypothesis 

User-friendliness factors do not affect the usability of e-
learning system. 

Alternative Hypothesis 

User-friendliness factors affect the usability of e-learning 
system. 

To determine the significant difference between the user-
friendliness and usability of e-learning system, a linear 
regression was done on the following variables: usability on 
one hand and user-friendliness factors on the other hand. The 
user-friendliness factors identified were “Accessing menus 
and commands is easy for me” and “My interaction with LMS 
is clear and understandable”. Table VII shows the results of 
the correlations. 

TABLE VII.  ANALYSIS OF USER-FRIENDLINESS FACTORS 

Model   Sig. 

  Accessing Menus and Commands easy 0.007 

  Interaction with LMS clear 0.002 

From the results, “Accessing Menus and Commands easy” 
is strongly significant with p=0.007, while “Interaction with 
LMS clear” is also strongly significant with p=0.002. 
According to the Pearson Correlation the user-friendliness 
factors affects the usability of e-learning system. Therefore 
this negates the hypothesis hence there is a significant 
difference between the user-friendliness and usability of e-

learning system. This therefore means that user-friendliness 
affects the usability of e-learning systems.  

The results conforms with Yildrin [8]; according to Yildrin 
[8], there are four key issues to successful LMS; general 
features and functionality / user-friendliness, content/ID, 
Support tools and management and technical; infrastructure 

c) Hypothesis 3 

There is no statistically significant difference between the 
usability policy and the usability of an e-learning system. 

Null Hypothesis 

Usability policies do not affect the usability of e-learning 
system. 

Alternative Hypothesis 

Usability factors affect the usability of e-learning system. 

To determine whether there was significant difference 
between the usability policy and usability of e-learning 
system, a linear regression analysis was carried out between 
the usability factor and need for a policy factor. Table VIII 
shows the results of the analysis. 

TABLE VIII.  USABILITY POLICY IN RELATION TO USABILITY FACTOR 

Model   Sig. 

1 (Constant) 0.000 

  Usability Policy 0.739 

 
With a significance of 0.739 as indicated in the linear 

regression analysis, the statistical significance difference 
between usability policy and usability of e-learning system is 
weak. This means that though the significance is weak, 
usability policy affects the usability of e-learning system. This 
seems to agree with Al Rawi [7] who indicated that lack of a 
policy framework on e-learning has hampered development of 
technology in institutions of education. 

d) Hypothesis 4 

There is no statistically significant difference between the 
infrastructure and the usability of an e-learning system. 

Null Hypothesis 

Technological infrastructural factors do not affect the 
usability of e-learning system. 

Alternative Hypothesis 

Technological infrastructural factors affect the usability of 
e-learning system. 

To test the significance difference between the 
infrastructure and the usability of e-learning system, a linear 
regression was performed on usability factor and the 
infrastructural factors. The infrastructural factors identified 
were “There is need for more computers for e-learning use” 
and “I can access e-learning system while in LAN and while 
on a WAN (Through the web on the Internet)”. Table IX 
shows the results of the analysis. 

TABLE IX.  INFRASTRUCTURAL FACTORS IN RELATION TO USABILITY 

FACTOR 
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 Model   Sig. 

1 (Constant) 0.001 

  More Computers 0.007 

  Can be accessed on LAN and WAN 0.006 

VII. CONCLUSION 

The aim of the research was to study the usability of e-
learning system being used in one of the public universities in 
Kenya. The factors of usability evaluated were learnability, 
user-friendliness, technological infrastructure, usability policy, 
culture and gender. The results from this study showed that a 
significant number of users agreed that learnability of e-
learning system was affecting its usability. The learnability 
factors tested were the ability of e-learning system to be 
learnt, exploring new modules by trial and error, ability to be 
skilful with an e-learning system and ability of users to upload 
and download using e-learning system. Generally most of the 
respondents agreed that learning e-learning and using e-
learning system was not easy. 

This is in tandem with Dix [14] who noted that learnability 
affects usability of e-learning system. To enhance the adoption 
of e-learning systems, universities have to enhance the 
learnability of e-learning systems. Smulders [18], described 
usability of e-learning as a precursor of learnability. 

The research also identified user-friendliness as a factor 
that affects usability of e-learning system. Majority of the 
responses agreed that e-learning system has to be user friendly 
for it to be usable. User-friendliness factors investigated were 
the ease to access menus and commands and clarity of 
interaction between the user and the e-learning system.  

According to the findings universities need more 
computers and more training for both lecturers and students to 
enhance adoption of e-learning system. The e-learning system 
should also be accessible on a local area network and on a 
wide area network over internet. 

VIII. RECOMMENDATIONS 

Though 90% of the respondents agree that they have had 
training organised by the university, still 90% of them agree to 
the fact they still need more trainings / workshops on e-
learning system. The research therefore recommends more 
training / workshops are done to enhance learnability of e-
learning system. 

Three modules of Moodle were frequently used according 
to the respondents. These were uploading / downloading, 
assignment and forum. It is recommended that the lecturers 
and students be trained and encouraged to use other modules 
which could enhance learning; these include chat, workshop, 
assignment and quiz. According to Moodle website 
www.moodle.com (2010), all the seven modules; uploading / 
downloading, forums, chats, quizzes, Assignments, grades and 
wikis makes e-learning process complete. 

The research recommends enough computers be purchased 
by the universities for successful implementation of e-learning 
system. The e-learning system should be accessible both on 
Local Area Network (LAN) and on internet.  

Lack of e-learning policy has affected the usability of e-
learning system. Newhouse [19], states that it‟s through e-
learning policy that students can know what the instructor 
expects from them. It is recommended that universities come 
up with e-learning policies such as usability policy to guide 
the learners, lecturers and management staff as they 
implement the systems. The policy will encourage 
professionalism in creating, uploading and sharing of digital 
content by the lecturers and learners. 

IX. SUGGESTIONS FOR FURTHER RESEARCH 

This research focused on Moodle as a Learning 
Management System that had been implemented by the 
university under the study. Comparative study is suggested to 
look at usability issues of other e-learning systems not covered 
by this research. 

The study took a sample of students and lecturers from 
computer science department, a further study could be done to 
understand the perception of other lecturers and students in 
other departments and other universities on e-learning 
systems. Additionally, a comparative study on open source 
and proprietary e-learning systems is also suggested.  
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Abstract—Every user has an individual background and a 

precise goal in search of  information. The goal of personalized 

search is to search results to a particular user based on the  

user’s interests and preferences. Effective personalization of 

information access involves two important challenges: accurately 

identifying the user context and organizing the information to 

match with the particular context. In this paper, the system uses 

ontology as a knowledge base for the information retrieval 

process.  It is one layer above   any   one of search engines 

retrieve by analyzing just the keywords. Here, the query is 

analyzed both syntactically and semantically. The developed 

system retrieves the web results more relevant to the users query. 

The level of accuracy will be enhanced since the query is 

analyzed semantically. The results are re-ranked and optimized 

for providing the relevant links.  Based on the user’s information 

access behavior, an ontological profile is created, which is also 

used for personalization. If the system is deployed for web 

information gathering, search performance can be improved and  

accurate results can be retrieved. 

Keywords—Agent; Personalization; Semantic web; information 

retrieval; ranking algorithm 

I. INTRODUCTION 

The main purpose of this section is to justify the need for 
an integrating approach that combines both intelligent agents 
and personalized semantic web service technologies. The study 
concentrates  on  personalized semantic web services and then 
intelligent agents and multiagent systems which are 
enumerated and the most pressing problems of agent 
technology pointed out. 

A. Personalization using Semantic web: 

Semantic technologies promise a next generation of 
semantic search engines. General search engines don’t take 
into consideration the semantic relationships between query 
terms and other concepts that might be significant to the  user. 
Thus, semantic web vision and its core ontology’s are used to 
overcome this defect. The order in which these results are 
ranked is also substantial. Moreover, user preferences and 
interests must be taken into consideration so as to provide the 
user a set of personalized results. 

B. Query Expansion using ontology: 

Ontology is to create a shareable and agreeable semantic 
resource over a wide range of agents. The important goal of 
building ontology is it may serve as an index into a repository 

of information to facilitate information search and retrieval and 
also used to identify the user context accurately, so that the 
search results can be personalized by reorganizing the results 
returned from a search engine for a given query. In this 
research, context is extracted from Domain Ontology in terms 
of concepts and used to extract the semantic patterns in queries 
which can represent actual users’ requirement. 

Through personalization, one can improve the navigation 
on a web site by, for example, highlighting content and links of 
interest, hiding those that are irrelevant, and even providing 
new links in the site to the users likely web destinations. While 
personalization can help to identify relevant new information, 
new information can create problems in re-finding when 
presented in a way that does not account for previous 
information and interactions. This study   presents a model of 
what people remember about search results, and shows that it is 
possible to merge new information invisible into previously 
viewed search result lists where information has been 
forgotten. Personalizing repeat search results in this way 
enables people to effectively find both new and old information 
effectively using the same search result list. 

C. Agent based personalization: 

The main characteristic of agent-based technology is that 
the structure of the software is represented by a group of agents 
who collaborate in achieving the goal of the task in hand. The 
combination of information retrieval and Multi-agent 
technology has the following features: .Adaptability, initiative 
and collaborative.  Among different types of agents, the 
personal assistant agents are particularly interesting to this 
research. This type of agents operates at the user interface level 
and actively assists users by offering information and advice to 
the users (Wasson et al., 2001). These agents usually apply a 
kind of intelligent learning algorithm so that they can intercept 
the users input, examine it and take actions that are more 
specific to those particular users’ needs at that moment. These 
agents are also called learning or adaptive agents. Agent can 
initiatively retrieve the corresponding information based on 
users’ demand, and even can monitor the changes of  
information  sources and   agents also share the information 
with other Agents. 

This paper introduces a personalized information retrieval 
system based on multi-agent, which can accomplish 
information retrieval according to user interest knowledge via 
multi-agent collaboration for providing personal service to the 
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user. In the process of personal information retrieval, the 
precision and quality depend on the veracious degree that the 
system master user interest. Therefore, the paper solves 
problems how to construct user interest model based on vector 
space, and how to update user interest model in time when 
user’s interest changes: 

II. LITERATURE REVIEW 

Web personalization is understood in various dimensions. 
One way of doing this is categorization of users based on 
demographic information provided by the users at the time of 
selecting the style for personalization. An example of this is 
Google Personal search through igoogle. This approach 
requires that the user must exactly know what information is 
needed prior to searching. The research is also going on to 
modify the structure of the web documents and make it 
semantic so that the documents are then retrieved on the basis 
of the meaning of the query and not the terms present in the 
query [2]. This approach seems very promising but is a long 
term project, the acceptability and usability of which depends 
on the user community. Another way to personalize the search 
is to classify users on the basis of pre-calculated classes. The 
classes may be pre-calculated through users browsing history. 
A classification of the on-line users to one of the predefined 
classes is typically based on similarity calculation between 
each predefined pattern and the current session. The current 
session is assigned to the most similar cluster [6, 8]. Further 
this approach is modified to accommodate fuzzy classification 
so as to prevent some users to become outliers [7]. 

Some authors have constructed user profiles on the basis of 
modified collaborative filtering with detailed analysis of user’s 
browsing history in one day [5]. User profiles are also 
constructed on the basis of ontology [1]. Some efforts have 
also been done to refine the search process by re-defining the 
queries and then submit it to the search engine. Refined queries 
are then clustered to form user’s profiles [6]. In this approach 
also only visiting a page makes it interesting enough to update 
user profile. Another method to personalize is to discover 
association among various links accessed by the user through 
its sessions [3]. 

Another interesting effort has been done in actual 
personalization of users’ interest in which they have considered 
that every user’s behavior is different on same search results 
obtained through same search query [3]. They have used two 
properties of a document for modeling users i.e. attractiveness 
and perseverance. They have assumed that these properties 
depend on the popularity of the document among the similar 
user community and distance of that document from last 
selection. Normal user behavior suggests that after a certain no 
of unattractive documents the user stops navigating the search 
results. Efforts have also been done to construct user profiles 
using relevancy between the terms of the queries presented in 
current session and in earlier sessions [4]. 

Due to  the intelligent agent technologies shortcomings,  
the inherent need for autonomous software entities in SWS 
environments, and  the promising benefits of having both 
intelligent agents and (semantic) web services working 
cooperatively, numerous research projects have been carried 
out that try to put these two technologies together into 

integrated frameworks .The author  Hendler (2001)  proposes a 
method for describing the way the invocation of services 
should be done by agents by means of an ontology language.   
The Semantic Web FRED project (SWF) combines agent 
technology, ontologies, and SWS in order to develop a system 
for automated cooperation. The GODO (Goal-Oriented 
Discoveryfor SWS) system (Go´mez et al., 2006), which is 
based on a software agent that is located between different 
SWS execution environments (e.g. WSMX, METEOR-
S,OWL-S Virtual Machine, etc.) and final users. 

The authors Buhler and Vidal [10] highlight the passive 
behavior of web services and propose to wrap them in 
proactive agents.  The problem of this approach is that 
semantically described web services are not considered at all. 
Another related solution is the one provided by the ‘‘Agents 
and Web Services Interoperability Working Group (AWSI 
WG)”3, which is part of the IEEE FIPA Standards Committee 
which can handle the fundamental differences between agent 
technology and web services, that is, the use of different 
communication protocols (ACL vs. SOAP), service description 
languages (DF-Agent-Description vs. WSDL) and service 
registration mechanisms (DF vs. UDDI). With this approach, 
the so called Agent Web Gateway middleware (Shafiq et al., 
2006) facilitates the required integration without changing 
existing specifications and implementations of both 
technologies.  This category focuses on the overlapping 
features of the technologies under question. However, we 
believe that most of the functionality provided by Intelligent 
Agents and Web Services is complementary, so that each of 
these technologies must be situated at a different abstraction 
level. 

The model proposed here is a frame work for building a 
user model in addition to explicit & implicit feedback from 
user and find the relevancy between the terms presented for 
query and the document using past sessions by user and the 
contents of the documents. Then the documents with the higher 
relevance ratio are presented to the user. The current user 
session data is used to update the user’s profile for future 
reference. Two types of parameters are considered for 
constructing user model: static parameters and dynamic 
parameters. Static parameters are relevancy of documents with 
the specific category measured by the popularity of the 
document.  Static parameter used in the model is: Term-
document relevancy which is maintained in a 2-D matrix T.   
The relevancy calculation done here is based on the occurrence 
of terms in the document. We have tried to improve upon the 
modality of updating the matrix. The matrix is updated every 
with every user session with the browsing patterns of a user 
and for first ‘n’ sessions it keeps on constructing new columns 
with respect to the terms that relates to a document.  Our 
system proposes a different ranking based on URL. The 
ranking is query-dependent. The proposed algorithm assigns a 
score that measures the quality and relevance of a selected set 
of pages depending on their URL to a given user query. The 
basic idea is to build a query-specific two dimensional vector 
table, called a related vector table, and perform URL analysis. 
The present paper proposes a slightly different ranking based 
on URL. In our research we use hybrid approach to find ranked 
webpage. 
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III. PROPOSED ARCHITECTURE: 

This paper we proposes, an architecture for an Agent Based 
Personalized Semantic Web Information Retrieval  (APSIR), 
which can help users to get the relevant web pages based on 
their selection from the domain list , so that  users can obtain a 
set of related web pages from the system .  

APSIR is a crawler-based search engine that makes use of 
crawler to collect resources from both semantic as well as 
traditional web resources 

This section explains the basic architecture of our system. 
In section III the working mechanism of the proposed system is 
describe. Section IV shows the performance evaluation results. 
Finally, section V sums up all the above said points. 

The system APSIR (in Figure 1) consists of different 
components like User Agent, Semantic Extraction Agent, and 
Semantic Searching Agent, Filtering Agent, Personalized 
Ranking Agent and Knowledge Base. All agents are monitored 
entirely to fulfill proprietary system functions, including 
information retrieval and Knowledge Base update. 

 

Fig. 1. Structure of Agent –based personalized Semantic web information retrieval system  
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A. User Agent: User Agent is the mutual interface between 

user and system, and provides a friendly platform to users. 

It can construct user interest model according to User’s 

browsing history record and registration data.  (System 

comes with an easy to use Google like search interface. 

After submitting his query, results are displayed. ) User 

Agent incepts user’s retrieval request (needed search) 

which is transformed to prescriptive format, and transmits 

the formatted user request to Semantic Extraction Agent to 

expand the query based on  the respective domain and 

related terms based on ontology. User Agent also takes 

over all result from Personalized Ranking Agent, and 

presents personally these results to user. In addition, User 

Agent presides over creating a   profile user   for  new  

user. User’s browsing or evaluating behavior can also be 

stored     as profile and  it is learned by User Agent, so user 

interest model may be updated and   improved in time. 

User Agent includes Environment view, Memory Base, 

Knowledge Base, Learning mechanism and Inference 

Engine. 

 The view of the environment module in the User Agent 
is the user's input and output interface. 

 Memory Base records the original information entered 
by the user. 

 Knowledge Base defines the user's personal knowledge, 
classified information and the user model. 

 Learning mechanism is used to summarize the behavior 
of users and formats the information. 

B. Semantic Extraction Agent: Semantic Extraction Agent 

aims to find the semantic features in the users’ queries. It 

will make use of agent technologies and ontology 

technologies to analyze the association relation in the 

users’ queries and document to extract semantic features. 

This module contains the following components: 

 Query preprocessing: Meaningless words like neuter 
pronouns, articles, and symbols in the content will be 
removed from query. 

 Semantic Analyzing: This component identifies 
semantics elements like Subject, Property, and Object 
in the Query content and analyzes their semantic 
relations. 

 Semantic matching :  In the personalized information 
retrieval system,  Semantic matching agent takes charge 
of receiving formatted user request from User Agent, 
and the user request is expanded (based on ontology 
)according to user interest. Afterwards, the perfected 
user request is transmitted to Semantic Searching 
Agent. It analyses the returned data from Searching 
Agent, filtrating useless information, and the processed 
results are send to user. 

Alg. For QE using domain ontology 

Input: Original query terms set (Qor) where Qor ={ t1 ,t2…tn} 

Output: Query terms set (Qset) where Qor  Ù Qex  Qex   is the 
expanded  query terms 

 queryexpand(Qor) 

{ 

Qset={empty} 

// expand query based on ontolgoy 

Get Qor and add it to Qset.  // split each word in the query 
and stored as Qset 

    for all term ti in Qset 

{ 

        If ( ti in Dontology) 

           {        

             If( ti in Pontology) and ( ti in Rontology) // find its 
possible and related terms 

             Qex=Pontology+Rontology  

            } 

 ElseIf  ( ti in pontology) 

    { 

       If  ( ti in Dontology) and  ( ti in Rontology )  

             Qex=Dontology+Rontology  

   } 

ElseIf  ( ti in Rontology) 

   { 

      If  ( ti in Dontology  ) and ( ti in Pontology )  

             Qex=Dontology+Pontology  

 } 

}   // for loop 

} // end 

C. Semantic Searching Agent: 

This component is responsible for searching and retrieving 
relevant results. Semantic Searching Agent mainly includes 
Search Strategy, Search Optimization and Crawler. 

 Search Strategy includes depth-first search strategy 

 Search Optimization includes the way accessing to the 
page that should be subjected to management of 
websites and  the frequency of visiting, collecting 
important web pages which have high page weight and 
have changed, ensuring pages that will not be repeated 
crawled. 

 Crawler  is a program that crawl pages based on the 
hyperlinks between webs to collect information 

Semantic search(Qor) 

{ 
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 Queryexpand(Qor )   // expand user query based on 
ontolgoy 

If the term is found 

{ 

Retrieve the relevant web page from  in knowledge 
base/web 

Store the query and web pages to db 

}    

} 

Else   // new ontology term 

{   Update ontolgoy with new terms 

} 

}d 

D. Filtering Agent: 

In this process, matching algorithms are presented to enable 
fast matching and searching for content. Components included 
in this module are: Knowledge Base and Semantic Matching. 

Knowledge base: It includes the user's personalized 
information transmitted by the User Agent. When matching, 
Semantic Matching will make use of users personalize 
information (users’ interest behavior and search history) to 
match and search more accurate and useful information for 
users. 

Semantic Matching: According to the Users behavior, this 
component will match semantics in users’ queries and 
semantics in the documents, and in accordance with the 
relevant, the results will be submitted to the User Agent. 

E. Personalized Ranking Agent: 

In the personalized information retrieval system, 
Personalized Ranking Agent is the decision-making center of 
personalized information retrieval system based on multi-
agent. Using Re-ranking alg. find the new score based on users 
interest. 

Algorithm of calculation of relevance score(re-ranking) 
for the Web pages. 

Input : web page (P) Query term {t1,t1,t3…tn} from the 
expanded query 

Output relevance score (ranking) for all  the web page 
(WP) 

Urlset={url1,url2…urln } for the given query 

Re-rankign(urlset ,Qex) 

{ 

For all url in the urlset 

{ 

read webpage(p); 

Query set {}---  Separate each term in Qex 

N=total number of term 

I=1 

If ti in WP              

{ 

   TF =TF+∑D(Ti) 

} 

     For all terms ti in  Query set 

    { 

Wcount(ti)=wcount(ti)+∑ti..tn∑tiwpi=1(D(ti)) 

     } 

termcount=wcount/N 

Count=termcount+TF 

} 

Fs=Get feedback score{0,1,-1} 

ts=viewtime(WP) 

Save count,f,c, ts in DB table 

} 

F. Knowledge Base: 

Knowledge Base is used for storing every user interest 
model, user- record, and rules or parameters that serve for 

ensuring system well-balanced circulation. 

G. User interest profile: 

Two general methods are used to discover user interest  (i) 
apparent feedback and(ii) connotative feedback. 

In apparent feedback, user can input the data of  personal 
interest or evaluation to current work. 

1) Apparent feedback: When information retrieval, user 

gives a weigh  value Wv, which represents user’s  satisfactory 

degree to the provided document D, formalized expression is 

described as follows. 
Satis_De(D) = f(Wv)  0 ≤ Satis_De(D) ≤ 1                       (1) 

In system implement, user can select whether evaluation 
page appear or   evaluation page may appear constrainedly. 
The satisfactory degree setting  may be an option bar , so user 
can adjust to set Wv. 

2) Connotative feedback: The system may obtain user 

interest information via tracking user behavior and operation. 
The under-mentioned factors may be used to discover 

impliedly user’s interest. a) History record - User is interested 
in the pages, which are browsed before time, the more 
accessing times the higher interest degree. b) User behavior. 
Some operations (e.g. saving, printing or copying) indicate user 
interest when user browsing page. In addition, browse time are 
also related with user interest. So the mine above-mentioned 
data is to discover user’s interest. 
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H. Construction of user interest Profile: 

First of all, the following process may be used to classify 
browsing history record documents. 

Step1: if  QUERY match exactly (BH(browsing history ))  
which is standardized vector set of browsing history record. 

Step2: For i=1; j=2, 3, …, |BH(D)|, calculate the relativity 
of document Di with document Dj in BH(D) set. 

                Sim(Di,Dj)=Wi*Wj/| Wi|*|Wj|                          (2) 

All documents Dj with Sim(Di,Dj)≥thersold  value 
(thersold  value is no. of web page to be displayed )  . So the 
classified document vector set S1(D), S2(D), … ,Sn(D) are 
gained. All specific terms in document vector set Si(D) is 
sorted according to the weight descending.In this way, we can 
get a  user interest  vector UserIni = ((ti1, wi1), (ti2, wi2), … , 
(tik, wik), … , (ti,DT_Limit, wi,DT_Limit))  wik is standardized 
weight of specific term tik. Then, the user interest model is 
constructed as: 

 User Interest Model (UIM) = UserIn1   UserIn2  UserIn3 
…..   UserInn                                                                                                                (3) 

There, n is the classified set number of history record 
documents. 

I. User behavior factor: 

When collecting user interest information, should be paid  
attention to other factors. For example, user attitude to 
browsing page is very important factor of user interest 
information. Some pages are saved, some pages are copied, or 
some pages are printed. By all appearances, user is interested 
much more in those copied, saved, or printed pages related to 
merely browsed pages. So the users domain interest degree is 
introduced whereas before-mentioned reason. 
User_Interest(UserIni) denotes the  degree of interest of  
interest domain UserIni that document belongs to. Therefore, 
Knowledge Base also stores user behavior data besides user 
interest model. 

1) FreqInDi, which is the citing frequency of user interest 

domain UserIni that user browsed document belongs to, and 

2) SaveInDi, which is the saving frequency of user interest 

domain UserIni that user saved document belongs to, and 

3) SpeedInDi, which is the  viewing timing of UserIni 

documents, and 
So we can construct a numerical function of domain 

interest degree, which may reflect interest information of user 
behavior. 

Fi (FreqInDi, SaveInDi, SpeedInDi)   All interest domains 
may be resorted at any moment according to the function Fi of 
domain interest degree. In this way, changes of user interest 
along with time can be reflected in user interest model 

J. Result storing and viewing : 

Step1: Convert retrieval request query  string Q to vector. 

V(Q) = ((qt1, qw1), (qt2, qw2) , … , (qtr, qwr)) 

Step2: Construct document vector for any returned 
document FDi.(from browsing  history) 

V(FDi) = ((fti1, fwi1), (fti2, fwi2), … , (fti,NT_Limit, 
fwi,NT_Limit)) 

Step3: Calculate the comparability between document 
vector V(FDi)  and query vector V(Q) . 

          Wsim(FDi,Q)= nfWi*nqWj/| nfWi|*|nqWj|         (4) 

There, n is total number of specific terms in  query Q or in 
document. 

Step4: Calculate the comparability between document  
vector V(FDi) and user interest   vector V( UserInj) . 

     Psim(FDi,Userinj)= nfWi*nWj  /  | nfWi|*|nWj|     (5) 

n is total number of specific terms in document FDi or user 
interest  model 

Then, the comparability of document FDi, query Q and 
user interest model. User_Model is represented as follow. 

Sim(FDi, Q, User_Model) = Wsim(FDi, Q) + Psim (FDi, 
Userin).                                                                                 (6) 

If all returned documents are processed then go to Step5, 
otherwise go to Step2. 

Step5: Output sorted searching results according to 
Sim(FD,Q, User_Model) value descending for the returned  
documents. 

K. User interest model update 

When user browses output documents, the system 
memorizes user’s behavior (browsing, saving etc.) to 
Knowledge Base in real time.  The system may give an 
evaluation page for asking user to do satisfactory degree 
.Evaluating all documents, which satisfactory degree 
Satis_De(D) is more than a default minimal value,(threshold 
value ) is extracted for constructing new user interest domain 
vector. 

New user interest domain vector is used to replace old user 
interest domain vector, which is cited seldom. The storage 
capacity of user interest model is commonly limited to finite 
space capability, for example:  N_Class_MAXTIME. When 
the number of user interest domain vector exceeds the 
capability limit(>=particular time interval); some user interest 
domain vectors, which are cited seldom (scaling by domain 
interest degree function Fi (FreqInDoi, CopyInDoi, PrintInDoi, 
SaveInDoi, SpeedInDoi)), may be deleted from user interest 
model and moved to dump table. So the number of user interest 
domain vectors is limited to definite scope, and the system can 
track user interest in time. 

IV. IMPLEMENTATION AND EXPERIMENTATION 

In this section experiments carried out to evaluate the 
performance of proposed system will be discussed from a 
quantitative point of view by running some experiments to 
evaluate the precision of the results. The basic idea of the 
experiment is to compare the search result from keyword based 
search engine with proposed one on the same category and the 
same keywords. The criteria of our experiments include 
suitability (the ratio of the amount of useful information to the 
total amount of information) age (the period of  the document 
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post) and semantic matching  ( the accuracy  of 
matching).After several time of similar information search, our 
system will get better results than the current search engine 
expectedly by updating user profile based on the user feedback 
autonomously. A test set collection is which consists of set of 
documents, queries and a list of relevance documents are used 
to evaluate the proposed system. These are used to compare the 
results of proposed system by performing relevance based 
evaluation method. 

The proposed system is implemented in C#.Net as Web-
based system using Visual Studio 2008, .NET Framework 3.5, 
and SQL Server 2005. The number of stored documents is 
more than 3 lakhs documents. These Web documents are about 
computer science domain.   The improvement is measured by 
performing different experiments using  the  relevance based 
evaluation method . It uses the metrics: precision, recall, f-
measure, average precession (AP) and mean average precision 
(MAP), to measure the performance of proposed system. 

A set of queries has been manually for comparative 
performance measurement. The set of sample queries is given 
in Table 1. It Show the different levels of performance for 
different queries, the proposed semantic information retrieval 
method that improves   the document ranking. 

TABLE I. AP AND F-MEASURE USING PERSONALIZED AND UN-
PERSONALIZED RANKING FOR SINGLE USER AND MULTIPLE USER 

TABLE 1A: SINGLE USER 

Keyword AP F-measure 

 existing 

Using 

keyword  

query 

Current 

Using 

semantic  

query 

existing 

Using 

keyword  

query 

Current 

Using 

semantic  

query 

 Java .76 0.56 .61 0.41 

Constructor 1.00 0.81 .69 0.52 

Polymorphism 1.17 1.00 .89 0.67 

memory 

compaction 

1.1 0.79 .58 0.53 

Encapsulation 1.3 0.79 .69 0.53 

disk space 

management 

1.2 0.79 .76 0.53 

  abstract classes .98 0.84 .89 0.56 

 TABLE 1B: MULTIPLE USER 

Fig 2 and Fig. 3 shows comparative study of the results of 
the both systems that retrieves the documents based on 
similarity between the query and the collected documents. This 
experiment shows the average precession that is based on 
retrieving results for different query of single user  and single 
query of multiple users. Graph shows that the system gives 

high precision during retrieving documents. 

 
Fig. 2. AP measure precision of personalized   vs. un personalized (for single 

user) 

 

Fig. 3. AP measure precision of personalized   vs. un-personalized (for 

multiple users with multiple keywords) 

The retrieval efficiency is a major challenge when the size 
of the database increases. This shows the importance of 
semantic similarity during determining the documents that are 
relevant to the user query. The second sets of experiments, 
which are user centered, are focused on the overall 
performance of the search engine and the evaluation of real 
interactions with users.   Fig.4   discusses the performance 
efficiency of both systems when the system uses to retrieve the 
result. This graph shows that agent based personalized search 
is better than other method because it highlight user profile and 
study user behavior to determine ranking for each time. It can 
also be observed that the contextualization technique 
consistently results in better performance with respect to 
simple personalization, as can be seen in the average precision 
and recall depicted by Fig.5, which shows the average PR 
results over the different user cases 
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User  AP F-measure 

 existing 

Using 

keyword  

query 

Current 

Using 

semantic  

query 

existing 

Using 

keyword  

query 

Current 

Using 

semantic  

query 

User 1 .65 0.55 .55 0.41 

User 2 .688 0.55 .99 1.08 

User 3 .459 0.375 1.258 1.125 

User 4 .65 0.375 1.356 1.125 
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Fig. 4. Performance evaluation 

The next experiment aims at determining the importance of 
personalization by using generated dynamic user model during 
using the system. The user model is used to re-rank the 
retrieved documents to match the user interest. 

Personalization time: 

Time to retrieve any information depends on the type of 
search engine, size of data set, relevancy between query and 
doc. user history & re-ranking algorithm used. The 
personalization performance can be expressed: 

Personalization performance= ∑                
    

and 

For each page find UseRank=∑          
    Where 

UR – user rating VT page view time and FC-frequency count 
and n represents threshold value 

 
Fig. 5. Performance evaluation 

This Fig.5 focuses the usage efficiency of the systems when 
the system uses to retrieve the result. 

It is observed that 80% users, have found improved 
precision with the proposed approach in comparison to the 
standard search engine (Google) results, while 20% users have 
achieved equal precision with both the approaches. It has been 
observed that users who posed Queries in unpopular context 
than well liked context got better performance In addition, 
when the system can extract the exact context of user’s need, 

the Precision and recall is found better than other search engine 
results. 

The experimental result indicates that the efficiency of 
information retrieval, by the use of the above-mentioned 
personalized information retrieval system based on multi-
agent, precedes evidently current information retrieval tools in 
common use to  sum up the precision is improved 15% - 35%.  

The system realizes individuation and intelligence of 
information retrieval for providing personal service to user via 
multi-agent collaboration according to user interest 
characteristics and different information needs. The 
construction algorithm and update algorithm of user interest 
model, which are based on user browsing history record and 
user browsing behavior, can discover user interest in time, 
control safely the scale of user interest model, and increase 
effectively document filtration efficiency. 

V. CONCLUSION 

In this study, a new information retrieval system based 
on Semantic Web and Multi-Agent has been presented to 
effectively the offset existing defects and constraints of the 
traditional keyword-based search, and help users to obtain 
required information. 

The proposed system experimentation shows that, it can 
improve the accuracy and effectiveness for retrieving the web 
documents.  It aims at providing the relevant web-document in 
certain domain that is matched to user’s request. It can be used 
in other domain by editing the domain ontology using export 
option of APSIR and building the domain concepts weight 
table. A user model is proposed to improve the ranking of the 
relevant documents retrieved to user based on its interest. 
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Abstract—This work is integrated into the general problem of 

the research systems of distance learning; and more particularly 

in the monitoring and the positioning of social profile learners in 

a distance learning system powered by a social network. In this 

article, we propose a model multi-entry to determine the 

learners’ profile and positioning his social type. This template 

allows you to exploit the different traces generated by a learner 

in the platform and produce indicators on his own profile. 

Our approach leverages the tools of the fuzzy set theory, the 

modal and temporal logic. The motivation of this research is to 

create a tool which helps the tutor to better observe and follow 

the actions of the learners at the level of the learning platform, 

and to anticipate potential discouragements or abandonment of 

the learner. 

Keywords—Distance learning system; Social profile; Traces; 

fuzzy; social network 

I. INTRODUCTION 

Our research focuses on the IT environments for human 
learning , and particularly on the assistance of learners in their 
learning journey online. This mode of learning has profoundly 
benefited from the important technological innovation of the 
21th century. Despite this great innovation, the dropout rate of 
learners remains high. According to Bernatchez and Gendreau 
[1], this rate can vary from 37 to 50% depending on the context 
of learning. 

The purpose of our research work firstly consists in 
defining the needs referred by internet in social networks, and 
determine the various inputs offered by these networks, and 
secondly in integrating the functionality provided by these 
systems in the available platforms of learning online. 

We will then be offering the learner a system of 
comprehensive learning which responds to both the cognitive 
and social needs, and then we are aiming to exploit the traces 
produced on these new workspaces, and generating indicators 
to help the tutor to better follow the social behavior of learners 
within these complex systems. 

In the first paragraph, we are presenting the social needs of 
internet users, and then we are charting a state of the art on the 
platforms of distance learning that have used social networks. 
In the second paragraph, we present the most important 
features of social networks that we are trying to exploit in our 
target system.  

The third paragraph describes the architecture of our Model 
System of the social profiles of learners SMPSA. The last 
paragraph is dedicated to the modeling of traces collected by 
the method of fuzzy logic, to produce the learners’ profiles. 

II. SOCIAL NETWORKS (SN) 

A. The Features of Social Networks 

All the social networks attract surfers by their features, 
below you will find a list of the typical features of a social 
networking site like Facebook, Tiwtter, Google, 
FriendFeed...  Each platform provides these features.  Next we 
propose a brief description of some features. 

 Sharing Documents 

Most of the social networks offer the feather of sharing 

documents; a member of the SN can upload a text file, PDF, or 

even an image ... The other members will be able to download it as 

well, send back a new version or display it directly.   

 

 Sharing Comments 

Comment modules allow your users to interact with the 
content and other members of your social network. Our 
flexible infrastructure enables administrators to attach 
comments to virtually any kind of content: wall notes, blog 
posts, images, etc[5]. 

 Sharing Tags 

Similar to comments, tags can be attached to different types 
of content, allowing users to build an independant form of 
navigation and/or categorization. [5]. The surfer can use the 
tags "I like" "like" "seen" etc, if he likes a shared document or 
a comment, he can mark it with a tag; it is a simple way to 
express his point of view. 

Thanks to the previously mentioned features, Social 
networks like Facebook, Twitter and YouTube have rapidly 
become a part of many people’s everyday lives, especially for 
those younger generations, like students, who have grown up 
with so much technology at their fingertips. 

There are lots of possible reasons for student's social media 
usage – to stay in touch with friends, share a funny video, keep 
up with news, and build professional contacts. Yet, why do 
students use social media? This was one of the questions we 
attempted to answer in the next paragraph.  
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B. The Sociol  Needs of Surfers 

HyderKabani, Shaamah, author of The Zen of Social Media 
Marketing [6], affirms the existence of two reasons that prompt 
users to integrate a social network: 

 The expression of the identity: internet users need to put 
their identity in value, by trying to be better than other.  

 The need to keep in touch with their friends and create 
new bonds of friendship. 

 Julie Schlack, Michel Jennings and Manila Austin [7] have 
also cited six essential social needs which are pushing the 
internet users to join a social network: 

 Express their identities using the profiles.  

 Help the others and ask them for help. 

 Find people sharing the same center of interest. 

 Create networks and a relationship with the each other. 

 Develop a true sense of belonging to a community. 

 Be reassured on their values, by having the feeling 
being useful and having influence on the world that 
surrounds them. 

Similar results have been deducted by a study made by 
DacharyCarey[8] :  

 Help connected people. 

 Search for the popularity. 

 Build a community.  

 Marketing 

 … 

The social needs of a learner vary from an online system to 
another (learning platform, games application etc. ) and from a 
context to another (obtain an academic degree,  training of 
language etc. ), also these needs vary between the systems of 
learning and the sites of social networks. For this purpose, we 
have proposed to classify them according to the diagram below 
(Figure 1): the degrees of the color of the arrows depict the 
importance of the need 

III. DISTANCE LEARNING PLATFORMS SUPPLIED BY A 

SOCIAL NETWORK 

The integration of social networks in the platforms of 
distance learning is a recent approach; several works [9] [10] 
[11] have been established on this new method of learning. 
Among these works, we cite the experience of the University 
of Leicester, one of these teachers has opened the social 
network “FriendFeed” with the students to provide them with 
information relating to the course - links, folders…  

 

 

Fig.1. The social Needs 

Each participant has a personal page, in which he can 
indicate the status of their work and the difficulties 
encountered [10]. 

Another experiment launched by a teacher from the 
University of Vienna, who asks  his students to make 
feedbacks on his course through the site of micro-blogging in 
order to assess the success of his lessons [12]. 

These experiences have highlighted the general results, like 
the importance of the attendance rate of network, the regularity 
of connected pupils, the usefulness of the comments to 
improve the job ... [13].  

However, this information is still insufficient for the tutor 
to have a visibility on the social participation of the learner at 
the level of the platform that will help him to better intervene 
during the training. 

In our university, we work with the  platform  “Moodle “  , 
a free, online Learning Management system[14] ,Technically, 
to satisfy our need to feed our distance learning platform 
"Moodle" with a social network, we have made  studies about 
open sources social networks; In the next paragraph, we 
present the summary of our research. 

IV. THE SOCIAL NETWORKS OPEN SOURCE 

Currently, several platforms of social networks are used. 
Below we show a few examples [15]: 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 5, No. 8, 2014 

113 | P a g e  

www.ijacsa.thesai.org 

TABLE.I. THE PLATFORMS OF SOCIAL NETWORKS OPEN SOURCES  

 Mahara is fully featured electronic portfolio, weblog; 
resume builder, and social networking system for 
connecting users and creating online communities. 

 Elgg is an open source social networking platform 
developed for LAMP (Linux, Apache, MySQL, PHP) 
which encompasses weblogging, file storage, RSS 
aggregation, personal profiles, FOAF functionality and 
more. 

 Oxwall is a free and open source community software 
distributed under the Common Public Attribution 
License. It is written in PHP and is used as a platform 
for social networking and community sites. 

 LiveStreet is open team collaboration software that 
uses social networking to unify team workspaces, 
written in PHP, Javascript and MySQL. 

To make our choice, we define some important technical 
variables (Table 1) for the platforms previously presented. 

  The decisive criterion of our choice was the 
documentation available on the integration of the social 
network chosen by the Moodle platform. For this, our choice 
has focused on the Mahara platform; the integration 
documentation is very available [ 19] ,and its features meet 
perfectly our needs. 

V. PROPOSAL 

Many works in social psychology have highlighted the 
impact of forms of interactions or social memberships on the 
cognitive mechanisms [20], as well as the importance of social 
factors in cognitive development, including the acquisition of 
cultural knowledge [21]. 

In this perspective, we propose to integrate the social 
network "Mahara" to our learning platform "Moodle", which 
renamed "SocioMoodle ", and we exploit the traces produced 
on this workspace to generate the new social indicators by our 
system SYMPA (System of modeling profile learner),and in 
order to help tutor to make a best decision in the best time. 

For the establishment of our proposal, we have adopted the 
following approach:  

 Make a thorough study of the features of social networks 

the most used and identify internet users within these 

environments 

 Make a study on the social networks open source 

available, and make the choice of the social      network 

that best suits our needs.  

  Integrate the social network to the platform used by the 

university (Moodle).   

 Experiment with the complete system Moodle+ social 

network(SocioMoodle) in a real context of training 

 Analyze the collected data and calculate the social 

indicators using our system SYMPA (system of modeling 

profile learner). 

VI. EXPERIMENTATIONS 

A. Target Audience 

The duration of our first experimentation was spread over 
thirty weeks with 140 learners. The first batch of students who 
have made the experiment are the students of MQL (Master 
Quality Software) graduation 2011/2012, they have worked on 
varied subjects of application development. The second batch 
concerned students from ENSA (National School of Applied 
Science) graduation 2011/2012 who have all worked on some 
subject of application development. 

The second experiment was conducted with the learners of 
MQL (Master Quality Software) of Kenitra, graduation 
2012/2013, and the students of the ENSA (National School of 
Applied Science) graduation 2012/2013, during a period of 14 
weeks. The tutor of MQL asked students to develop different 
application by group, and the tutor of ENSA gave the same 
subject, of application development, to all learners. To succeed 
our experiment, we asked learners to: 

 To be connected daily to the platform. 

 To created their public page on Mahara platform. 

 To integrated their documents (Files,script,PDF…) on 
the platform. 

 To create a group for a work. 

 To create a page of group on Mahara 

VII. GENERAL PRESENTATION OF SYMPA 

A. Overview of SYMPA 

Our System of Modeling Profile Learner SYMPA, exploits 
the traces generated by the learners to produce social 
indicators, which will help the tutor to identify a social profile 
for each learner. 

The social profile of the learner depends on his social 
production; it means by the number of Tags, comments, or 
sharing produced by the learner.  

Our SYMPA (Figure2) is composed of three components: a 
component which is engaged in the collection of the traces 
generated by the learners, the second which is the treatment of 

Social 
Network 

Langue Technology Compatibili
ty Moodle 

Docume-
ntation 

Elgg [16] English Apache,MySQL, 
PHP 

Yes Low 

Oxwall [17] English/ 

German 

Apache,MySQL, 
PHP 

Yes Low 

LiveStreet 
[18] 

English/ 
Russian 

Apache,MySQL, 
PHP  

Yes Low 

Mahara 
[19] 

French 

/English 

/Arab 

Apache,MySQL, 
PHP 

Yes Strong 
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traces and the calculations, and the last      component for the 
generation of profiles. 

 

 
 

Fig.2. Modeling of SYMPA     

In our case, the variable of the time is a parameter taken by 
the component "treatment" in order to assess the profile of the 
learner during the period of the training. 

B. The Socials Profiles Learners 

With the advent of Information and communication 
technology (ICT), we talk about “Social Learning” which 
allows the collaborative learning exchange between 
individuals. Students learn how to communicate, eventually to 
reformulate for a better understanding. During the 
collaborative learning, the exchanges resulting from it are 
substantial; they allow students to get feedbacks and get back 
to their learning. Through social networks, we will allow the 
learners to be better at sharing and comparing their knowledge, 
offering a new style of dialogue. 

Olivier Le Deuff[22] in an article in his blog 
"Guidedesegares.info" investigated on the concept of social 
networks made for leisure, as new ways of learning. It shows 
that people have developed skills beyond the mere techniques 
of creative leisure. It shows that people can progress in that 
field and take part of it. 

Therefore, we can deduce that the innovation of distance 
learning, using social networking encourages inter-student 
interactions between teachers and students; it also highlights 
the educational resources brought by digital platforms, which 
prompt users to learn collaboratively. 

In a distance learning situation, the characteristics of 
different social behaviors are among learners. However, 
distance and media exchanges do not make as immediate 
perception of these social behaviors. To overcome this 
limitation, we believe it is useful to have a computer system 
that can automatically analyze these behaviors.  

In particular, in the context of online education, it is 
interesting to try to determine automatically profiles of social 
behavior among learners, as they can be useful both for the 
tutor and learners themselves. 

So each learner connected to the platform produces a set of 
acts that we have previously presented (sharing tags, sharing 
documents, sharing comment). These acts are represented by 
the traces; they are stored at the database level. Using our 
system SYMPA, will allow us to classify them according to 
their types of actions and define profiles learners. 

For our case and based on the work of Plety [23], we have 
defined three sets of profiles: 

TABLE.II. THE PROFILES OF LEARNERS FOLLOWING A PERSONAL 

SYNTHESIS OF THE WORK OF PLETY . 

Profile Main Acts on the 

platform 

Volume of participation of other 

acts 

 

Producer Share Important/Medium/Low 

Evaluator Comment Medium/Low 

Observer Tags Low 

After the definition of the social profiles, with which we 
have chosen to classify our learners, we present in the next 
paragraph the steps of their modeling. 

VIII. MODELING OF COLLECTING DATA 

A. Presentation of the Modeling 

  Our job is to analyze the traces generated at the level of 
our experimentation {Tags (Tag), Comment (Cmt), Sahre 
(Prtg)}, and modeling the profile of the learner through the use 
of fuzzy set. For each element of the set {Tag,Cmt,Prtg}, we 
will get a value that characterized the profile. 

The choice of fuzzy logic for modeling the data collected is 
explained by the relative nature of this data, which designate 
knowledge that is not perceived or defined clearly. 

The positioning of the learner profile according to the fuzzy 

logic is due to the combination of entered elements {Tag, 

CMT, Prtg} , with their degree of importance {Low, Medium, 

High}.  

B. Steps of Fuzzy Logic  

 Step of Fuzzification 

This step has for aim to transform the variables of digital 
inputs in linguistic variables [24]. For our system we have as 
variables of entered the values below: 

- Percentage of share Pctg(Prtg): It is the percentage of 

documents that share a learner on the platform 

(Figure 3). 

- Percentage of comments Pctg(CMT) : it is the 

percentage of comments filed by a learner on the 

shared documents on the platform (Figure 4). 
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- Percentage of tags Pctg(Tags): this is the percentage 

of tags that a learner has marked on documents or 

comments shared on the platform (Figure 5). 

 

 
Fig.3. Function belonging to Tags 

 
Fig.4. Function belonging to Share 

 
Fig.5. Function belonging to Comments 

As output variable, we get the profile of the learner 
{Observer profile, Creator Profile, Producer Profile}, defined 
as follows (Figure 6). 

 
Fig.6. Function belonging to the output 

 Step of Rules Inferences     

The rules of fuzzy logic are of the form "If (X is A) then (Y 
is B) "with the fuzzy variable X which belongs to the Class A 
with a certain degree of membership and in the same way, the 
variable Y belongs to the class B with a degree of membership 
[25]. Below is sample of rules of our system: 

If (Percentage share is Low) and (Percentage Tag is Low) and 

(Percentage Comments is Fort)  

Then (Evaluator Profile) 

If (Percentage share is Strong) and (Percentage Tag is Low) and 

(Percentage Comments is Fort)  

Then (Producer Profile ) 

 Step of Defuzzification 

The last step to have a blur system operational is called the 
defuzzification. During the second step, it has generated a lot 
of commands in the form of linguistic variables (one command 
per rule). The purpose of the defuzzification is to merge these 
commands and to transform the resultant settings into digital 
data [26]. 

Under the fuzzy set associated to the output variable are 
{Observer, Evaluator, Producer}.  

The generation of the output variable is done by the system 
by using the method of the center of gravity, depending on the 
result, we determine the profile learner ( Figure 6). 

C. Results 

The beaches of the results obtained according to the 
statistics of our experimentation, are as follows (Figure 6):  

- Between 0% and 35% the result is Observer 
Profile. 

- Between 30% and 70% the result is Evaluator 
Profile. 

- Between 65% and 100% the result is Producer 
Profile. 

 
To give a tutor interface to observe the social profile of 

each learner, we develop a new model in the platform 
“Moodle”, in the Figure 7 an example of profile learner 
according to time, the blue color present “Observator Profile” 
,when the learner change the kind of contribution {Comment  , 
Share},the learner have a new Profile{Evaluator, Producer}. 

 
Fig.7. Viewing social profiles on Moodle 

In addition, to validate our model, we have asked our tutor 
to make an assessment of their students and to assign a profile 
to each learner from their perceptions and what they observed 
during experimentation.  

We have compared the experimental results obtained with 
the perception of the tutor, and we have noticed a great 
similarity in the results (table III). 

TABLE.III. COMPARISON BETWEEN THE VALUES OF THE GUARDIAN AND 

THE MODEL OF POSITIONING 

Learner 1 2 3 4 5 6 7 8 9 1

0 

1

1 

1

2 

1

3 

1

4 

1

5 

1 

6 

Tutor  O O P P O P P E E P O O P E P E 

SYMPA O P P P E O P E E P O O P P P E 

 
The difference noticed between a few profiles of learners 

defined by the tutor, can be explained either by the timidity of 
the learners during the sessions of courses or directed tasks 
(case of learners 2, 5), the preferences for the use of the 
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platform (case of learners 14), or technical problems on the 
platform (case of learners 6). 

IX. CONCLUSION 

In this paper we presented a method for modeling social 
profile learner, in the “Moodle” system powered by the social 
network “Mahara”. Calculating the learner profile is influenced 
by among others inaccuracy, due to errors and approximations 
involved in gathering information, for this we used the method 
of fuzzy logic. 

In this article, we have also presented the results of our 
experiments to validate our model for positioning the social 
profiles of learners in distance education; our job is to 
guarantee a better analysis of the different tracks that were 
produced by students in our experiment, to generate social 
indicators. With the help of our system SYMPA, the tutor can 
optimize his interventions with the learners: motivate, 
encourage, warn etc.  

The results of our experiments were encouraging, and the 
profiles determined by the expert tutor were very close to the 
values given by our system SYMPA. 

Our next goal is to analyze the traces obtained at the 
platform for more social indicator of learners. 
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Abstract—The estimated cost of software maintenance 

exceeds 70 percent of total software costs [1], and large portion of 

this maintenance expenses is devoted to regression testing. 

Regression testing is an expensive and frequently executed 

maintenance activity used to revalidate the modified software. 

Any reduction in the cost of regression testing would help to 

reduce the software maintenance cost. Test suites once developed 

are reused and updated frequently as the software evolves. As a 

result, some test cases in the test suite may become redundant 

when the software is modified over time since the requirements 

covered by them are also covered by other test cases.  

Due to the resource and time constraints for re-executing 

large test suites, it is important to develop techniques to minimize 

available test suites by removing redundant test cases. In general, 

the test suite minimization problem is NP complete. This paper 

focuses on proposing an effective approach for reducing the cost 

of regression testing process. The proposed approach is applied 

on real-time case study. It was found that the reduction in cost of 

regression testing for each regression testing cycle is ranging 

highly improved in the case of programs containing high number 

of selected statements which in turn maximize the benefits of 

using it in regression testing of complex software systems. The 

reduction in the regression test suite size will reduce the effort 

and time required by the testing teams to execute the regression 

test suite. Since regression testing is done more frequently in 

software maintenance phase, the overall software maintenance 

cost can be reduced considerably by applying the proposed 

approach. 

Keywords—Software maintenance cost; reduced test suite; 

reduced regression test suite; regression testing cost reduction. 

I. INTRODUCTION 

In regression testing as integration testing proceeds, 
number of regression tests increases and it is impractical and 
inefficient to re-execute every test for every program if one 
change occurs.  

Test suite reduction techniques decrease the cost of 
software testing by removing the redundant test cases from the 
test suite while still producing a reduced set of tests that 
covers the same level of code coverage as the original suite.  

Optimizing the cost of the regression testing without 
compromising the fault exposing capability is always 
challenging for the testing team. Testing team always face 
constraints like lack of resources, squeezed testing schedule, 
changing and ambiguous requirement, which in terms impacts 
and reduces the effectiveness of regression testing. The Test 

automation tool will help testing team speed-up the test 
execution.  

Due to the differences in the execution costs between the 
test cases, the representative set with the smallest number of 
tests may not be the one with the minimum execution cost. As 
such, the cost of a test should be a more important 
consideration for achieving cost-effective testing than the size 
of the test suite. Thus, it is necessary to consider individual 
execution costs when choosing the test cases.  

 The traditional HGS algorithm is one of the most common 
algorithms aiming to reduce the cost of regression testing. It is 
proposed by Harrold, Gupta and Soffa to test suite reduction 
“Selecting a representative set of test cases from a test suite, 
providing the same coverage as the entire test suite” that has 
received considerable attention. This algorithm assumes that 
we could have  

Ti (for i = 1, 2, 3, .., m) represent the subsets of T, with 
each subset Ti containing all of the test cases that satisfy the i-
th test requirement. The HGS algorithm could determine the 
representative test cases for each subset and include them in 
the representative set. The HGS algorithm follows the 
following four steps: 

1) Initially, all requirements are unmarked. 

2) for each requirement that is exercised by only one 

test case each, add each of these test cases to the minimized 

suite and mark it.  

3) Consider the unmarked requirements in increasing 

order of the cardinality of the set of test cases exercising a 

requirement. If several requirements are tied since the sets of 

test cases exercising them have the same cardinality, select the 

test case that would mark the highest number of unmarked 

requirements tied for this cardinality. If multiple such test 

cases are tied, break the tie in favor of the test case that would 

mark the highest number of requirements with testing sets of 

successively higher cardinalities; if the highest cardinality is 

reached and some test cases are still tied, arbitrarily select a 

test case among those tied. Mark the requirements exercised 

by the selected test. Remove test cases that become redundant 

as they no longer cover any of the unmarked requirements. 

4) Repeat the above steps until all testing requirements 

are marked. 

The traditional HGS algorithm suffers from some 
disadvantages since no clear reason is shown for the initial  
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choice of the test cases as starting point. Also, it did not assure 
the cover all tests with all possible cases of all the selection 
statements. 

II. PROBLEM STATEMENT 

Given a set T of test cases {t1, t2, t3, ...., tn}, a set of 
testing requirements {r1, r2,· · ,rm} that must be covered to 
provide the desired coverage of the program, and the 
information about the testing requirements exercised by each 
test case in T, the test suite minimization problem focus on 
finding a minimal cardinality subset of T that exercises the 
same set of requirements as those exercised by the un-
minimized test suite T. 

Most of the existing approaches to reduction aim to 
decrease the size of the test suite disregarding the time/cost. 
Yet, the difference in the execution time/cost of the tests is 
often significant and it may be costly to use a test suite 
consisting of a few long-running test cases.  [2] 

The reduction in the original test suite could be computed 
according to the following formula: 

 

C red [%] = ((CR – C min)/ CR) * 100   (1) 

 

Where: 

CR       Original regression test suite 
C min    Reduced regression test suite 

III. ALTERNATIVE APPROACHES 

Many techniques have been proposed to obtain the near-
optimal solution for the test suite reduction problem. Even 
though the representative sets produced by these techniques 
are not guaranteed to be optimal, they can significantly 
decrease both the size of the test suite and the cost associated 
with its execution. 

These approaches could include the usage of Greedy 
algorithm, selective redundancy approach and irreplaceability 
algorithm. 

A. Greedy Algorithm 

The Greedy algorithm is a commonly-used method for 
finding the near-optimal solution to the test suite reduction 
problem. This algorithm repeatedly removes the test which 
covers the most unsatisfied test requirements from the test 
suite set T to the requirements set until all of the requirements 
are covered. Many existing test suite reduction methods are 
based on the concept of the Greedy algorithm. In other words, 
many algorithms repetitively choose the “best” test case to 
obtain the near-optimal solution from the locally optimal 
solutions. [3] 

B. Test Suite Reduction with Selective Redundancy 

Test suite reduction that attempts to selectively keep 
redundant tests in the reduced suites. Experiments show that 
this approach can significantly improve the fault detection 
effectiveness of reduced suites without severely affecting the 
extent of test suite size reduction. This assures the 
achievement of high suite size reduction while simultaneously 
allowing for low fault detection effectiveness loss. The 

intuition driving is that when a non-reduced suite contains lots 
of redundancy with respect to a coverage criterion, it may be 
helpful to selectively keep some of that redundancy in the 
reduced test suite so as to retain more fault detection 
effectiveness in the reduced suite, hopefully without 
significantly affecting the amount of suite size reduction. [4] 

C. Irreplaceability Algorithm 

This algorithm is based on the concept of test 
irreplaceability which creates a reduced test suite with a 
decreased execution cost. Leveraging widely used benchmark 
programs, the empirical study shows that, in comparison to 
existing techniques, the presented algorithm is the most 
effective at reducing the cost of running a test suite. [5] 

IV. RELATED WORK 

Researchers, practitioners and academicians proposed 
various techniques on test suite reduction, test case 
prioritization, and regression test selection for improving the 
cost effectiveness of the regression testing.   

Rothermel and Harrold presented a technique for 
regression test selection. Their algorithms construct control 
flow graphs for a procedure or program and its modified 
version and use these graphs to select tests that execute 
changed code from the original test suite [6].  

James A. Jones and Mary Jean Harrold proposed new 
algorithms for test suite reduction and prioritization [5]. 
Saifur-Rehman Khan, Aamer Nadeem proposed a novel test 
case reduction technique called Test Filter that uses the 
statement-coverage criterion for reduction of test cases [8]. T. 
Y. Chen and M. F. Lau presented dividing strategies for the 
optimization of a test suite [4]. M. J. Harrold etal presented a 
technique to select a representative set of test cases from a test 
suite that provides the same coverage as the entire test suite 
[8]. This selection is performed by identifying, and then 
eliminating, the redundant and obsolete test cases in the test 
suite. This technique is illustrated using data flow testing 
methodology.  

A recent study by Wong, Horgan, London, and Mathur [3], 
examines the costs and benefits of test suite minimization. 
Rothermel et al [2] described several techniques for using test 
execution information to prioritize test cases for regression 
testing, including: techniques that order test cases based on 
their total coverage of code components, techniques that order 
test cases based on their coverage of code components not 
previously covered, and techniques that order test cases based 
on their estimated ability to reveal faults in the code 
components that they cover. Most of the techniques described 
in the above papers assume that source code of the software is 
available to the testing engineer at the time of testing. But in 
most of the organizations the testing is done in black box 
environment and the source code of the software is not 
available to the testing engineers. A simple greedy algorithm 
for the set-cover problem (and therefore for the test suite 
minimization problem) is described in [4]. The work presented 
in [9] uses a greedy technique for suite reduction in the 
context of model-based testing. This work showed that while 
suite sizes could be greatly reduced, the fault detection 
capability of the reduced suites was adversely affected. This 
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situation increases the degree of complexity of the proposal 
solutions for the test suite minimization problem. 

Existing test suite minimization techniques are defined in 
terms of test case cover-age as they attempt to minimize the 
size of a suite while keeping some coverage requirement 
constant. A related topic is that of test case prioritization. 

In contrast to test suite minimization techniques which 
attempt to remove test cases from the suite, the test case 
prioritization techniques [8, 10, and 11] only re-order the 
execution of test cases within a suite with the goal of early 
detection of faults. In [11], the ATACMIN tool [6] was used to 
find optimal solutions for minimizations of all test suites 
examined. This work showed that reducing the size of test 
suites while keeping all uses coverage constant could result in 
little to no loss in fault detection effectiveness. In contrast, the 
empirical study conducted in [12] suggests that reducing test 
suites can severely compromise the fault detection capabilities 
of the suites.  

A new model for test suite minimization [7] has been 
developed that explicitly considers two objectives: minimizing 
a test suite with respect to a particular level of coverage, while 
simultaneously trying to maximize error detection rates with 
respect to one particular fault. A limitation of this model is that 
fault detection information is considered with respect to a 
single fault (rather than a collection of faults), and therefore 
there may be a limited confidence that the reduced suite will 
be useful in detecting a variety of other faults. 

From the previous demonstration of the above related 
work, it could be concluded that suite size and fault detection 
effectiveness are opposing forces in the sense that more suite 
size reduction would intuitively imply more fault detection 
and effectiveness loss, since throwing away more test cases, in 
effect, throws away more opportunities for detecting faults. 
Thus, there seems to be an inherent tradeoff involved in test 
suite reduction: one may choose to sacrifice some suite size 
reduction in order to increase the chances of retaining more 
fault detection effectiveness. 

V. ENHANCED HGS ALGORITHM (EHGSA) 

The research approach target is to get the original 
regression testing and the reduced regression test suite 
reduction with selective redundancy by modifying the HGS 
algorithm. This approach is general and can be applied to any 
test suite minimization technique. EHGSA finds the minimum 
regression test with minimum machine time of the test suite 
covering all possible paths primary variables values of the all 
selection branch cases (IF) statements of both cases True/False 
(T/F) of the program tested. 

The EHGSA algorithm have several advantages since it 
take into consideration all the possible braches cases of 
selection statements included in the program being tested. 
Also, it computes the real machine time for each branch case 
and the total time for each test of the test suite. The pseudo 
code of the EHGSA algorithm is illustrated in Fig. 1. 

 

 

Begin: 

Stage I: Create the Test Suite Text File 

Input: n;   // number of selection statements 

 m: = 2n;  // m is all possible tests ti 

Open Test Suite Text File; 

i:=0; 

While (i < m) 

  j:=0; 

  While (j < n) 

    convert i to binary number b; 

    //ti: set primary values pj to binary i vales b 

    set primary values pj to b bit j vale; 

    j:=j+1; 

  End While  

 write Text Test Suite Line i ti;  

i:=i+1; 

End While  

Close Test Suite Text File; 

//  Test Suite Text File created 

 

Stage II: 

Step 1:  Establish Test Link List Class 

Test Class Node Structure { 

Test_ id; 

Array Test_Coverage_marked_Selection_Cases; 

Counter_Marked_Selection_Cases h; 

Test_Machine_Time TT; 

Pointer next_Node; 

Pointer previous_Node; } 

 

Step2: Apply Test Suit on Selection Statements 

Open  Test_Suite_Text File T as Input; 

// Array Primary Values PV 

Array PV[n]; 

i :=0; 

While ( ! T.eof( ) ) 

   Read ( T , ti;); 

   j := 0; 

    While ( j < n)  

     Set  PV[ j ] := ti(j,jj ); 

     j:= j +1; 

    End While 

   // Apply ti on Selection Statements Cases 

     If ( PV[k] ) 

     // if statements staff 

     // Coverage Cases 

     // Calculate total machine test time of ti; 

    End If 

   Add test_ Node; 

   i =i+1; 

End While  
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Fig.1. EHGSA Pseudo Code 

VI. IMPLEMENTATION 

Pointing out the test suites with minimum machine time 
where the test suite covers all possible paths of the selection 
statements by applying algorithm in the following sample case 
study (Fig. 2) with four if statements n=4, each test ti has n 
primary variable values,  p[i], (i = 0, 1, 2, 3). 

 

 

Fig.2. Sample Case Study [4] 

TABLE I.  THE TEST SUITE FILE FOR ALL POSSIBLE PRIMARY 

VARIABLES VALUES M X N. WHERE: N: NUMBER OF SELECTION STATEMENTS,  
M = 2N 

Test p[3] p[2] p[1] p[0] 

t0 0 0 0 0 

t1 0 0 0 1 

t2 0 0 1 0 

t3 0 0 1 1 

t4 0 1 0 0 

t5 0 1 0 1 

t6 0 1 1 0 

t7 0 1 1 1 

t8 1 0 0 0 

t9 1 0 0 1 

t10 1 0 1 0 

t11 1 0 1 1 

t12 1 1 0 0 

t13 1 1 0 1 

t14 1 1 1 0 

t15 1 1 1 1 

  

// Regression Testing Reduction Proposal 

Algorithm Step4: 

// Find Test ti Max Coverage with Min 

Machine Time  

Coverage = {}; 

Uncoverage={ all possible Coverage}; 

Min_Subset_Tests = {}; 

// Read  T Test Link List Nodes ti; 

i:=0; 

Max_Coverage := 0; 

// Looking for Test ti with Max Coverage & 

Min Machine Time 

MT  := Max_no; 

// At Head  Test_Link_List T  

While ( ! T.eof() )   

   Read T.Node ti; 

  If ( h >= Max_Coverage and  TT <= MT) 

Max_Coverage := h; 

   Test := ti; 

  End If 

i = i + 1; 

End While 
 

Min_Subset_Tests = Min_Subset_Tests + Test; 

Coverage :::= Coverage + Test.Coverage; 

Uncoverage := Uncoverage – Coverage;  

 

Step5: 

// Find Test ti cover Max Uncoverage with 

Min Machine Time 

 

While ( Uncoverage != Null) 

i:=0; 

Max_Coverage := 0; 

// Looking for Test ti with Max Coverage & 

Min Machine Time 

MT  := Max_No; 

// At Head  Test_Link_List T 

While ( ! T.eof() ) 

   Read T.Node ti; 

  If (Test_Coverage_marked_Selection_Cases  

<= 

       Uncoverage  Max_Coverage and  TT <= 

MT) 

       MT = TT; 

      Test := ti; 

  End If 

i = i + 1; 

End While 

Min_Subset_Tests = Min_Subset_Tests + Test; 

Coverage :::= Coverage + Test.Coverage; 

Uncoverage := Uncoverage – Coverage;  

End While 

// Proposal Algorithm Output  

Write Min_Subset_Tests; 

End 

 

1: read text test suite file line ti  

(p[0], p[1], p[2], p[3]); 

B1: if (p[0] > 0) 

B1T:  // Branch 1 True Statements            

B1F: else 

 

// Branch 1 False Statements 

    End If 

B2: if ( p[1] > 0)  

B2T: // Branch 2 True Statements  

B2F: else 

        // Branch 2 False Statements  

 End If  

B3: if ( p[2] > 0) 

B3T:  // Branch 3 True Statements  

 B4: if ( p[3] > 0) 

B4T:  // Branch 4 True Statements  

B4F: else 

         // Branch 4 False Statements  

  End If 

B3F: else 

          // Branch 3 False Statements  

  End If 
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TABLE II.  EHGSA ALGORITHM OUTPUT ALL POSSIBLE REGRESSION 

TESTING WITH MACHINE TIME.M X ((2 * N) + 1). 

Test/ 

Case 

B1T B1F B2T B2F B3T B3F B4T B4F Time 

t0  X  X  X   0.03 

t1  X  X  X   0.03 

t2  X  X X   X 0.043 

t3  X  X X  X  0.042 

t4  X X   X   0.029 

t5  X X   X   0.029 

t6  X  X X  X  0.042 

t7  X X  X  X  0.041 

t8 X   X  X   0.029 

t9 X   X  X   0.029 

t10 X   X X   X 0.042 

t11 X   X X  X  0.41 

t12 X  X   X   0.028 

t13 X  X   X   0.028 

t14 X  X  X   X 0.041 

t15 X  X  X  X  0.040 

 

The EHGSA Algorithm Final Result for the Reduction 
Subset Tests is: t15, t0, &   t14.   

VII. TRADITIONAL HGS ALGORITHM RESULTS 

Apply the HGS algorithm over the same selection 
statements case study Fig2. The HGS is used the test suite 
consists of only five test {t1, t2, t3, t4, t5} [4]. The HGs 
algorithm used the following test suite. 

TABLE III.  THE HGS TEST SUITE INITIAL SUITE 

Test p[0] p[1] p[2] p[3] 

t0 1 1 0 0 

t1 0 0 1 0 

t2 0 1 0 0 

t3 0 1 1 1 

t4 0 0 1 1 

TABLE IV.  HGS ALGORITHM OUTPUT REGRESSION TESTS 

Test/ 

Case 

Bt1 Bf1 Bt2 Bf2 Bt3 Bf3 Bt4 Bf4 

T1 X  X   X   

T2  X  X X   X 

T3  X X   X   

T4  X X  X  X  

T5  X  X X  X  

The HGS Algorithm Final Result for the Reduction Subset 
Tests is: t1, t2, &   t4.   

VIII. EXPERIMENTAL RESULTS 

The EHGSA algorithm stage one has generates the text test 
suite file for all possible variables values PV.  

The EHGSA algorithm stage two its input is the text test 
suite file then generate the original  regression testing: CR. 

The EHGSA algorithm stage two has criteria to find the 
Reduced Regression Test Suite CMIN of the original 
regression testing: CR that coverage all possible selection 
statement branch test cases with minimum cost (machine time) 
"Regression Testing Cost Reduction Suite".  

Apply the EHGSA algorithm over different programs 
contains different number of selection statements SS has 
following parameters: 

 Number of Selection Statements: SS 

 Number of Primary Variables: PR = SS 

 Possible Primary variables Values of for both branch 
cases T/F : PV = 2SS 

 Possible selection Branch Test Cases : BTC = 2 * SS 

 Original  Regression Testing: CR = 2SS 

 Reduced Regression Test Suite CMIN 

The reduction in the original test suite could be computed 
according to the formula (1) 

TABLE V.  EHGSA ALGORITHM EXPERIMENT RESULTS 

SS PR PV BTC CR CMIN CRED[%] 

4 4 16 8 16 3 81.25% 

5 5 32 10 32 4 87.50% 

6 6 64 12 64 5 92.19% 

7 7 128 14 128 6 95.32% 

8 8 256 16 256 7 97.27% 

9 9 512 18 512 7 98.63% 

10 10 1024 20 1024 8 99.22% 

11 11 2048 22 2048 8 99.60% 

The following figure illustrate the results in a bar chart 
which clarify that the reduction in cost of regression testing 
for each regression testing cycle is ranging highly improved in 
the case of programs containing high number of selected 
statements 

 

Fig.3. EHGSA Reduction Cost Results 
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IX. CONCLUSION 

Selecting the reduced testing cases, in appropriate accurate 
approach; needs browsing all the possible paths of cases of the 
selection statements included in the cod.     

The paper proposed algorithm automatically generates the 
test suite  that cover all possible test primary variables values 
of all cases true/false for all selection statement of the tested 
program code. This algorithm computes the machine time of 
each test case on a dynamic base using the linked list with test 
node. The EHGSA finds the subset tests covering all possible 
test paths of all selection statements with minimum machine 
time which in turn reduced the regression testing cost.  
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Abstract—In a mobile ad hoc network (MANET), a source node 

must rely on intermediate nodes to forward its packets along multi-

hop routes to the destination node. Due to the lack of infrastructure 

in such networks, secure and reliable packet delivery is challenging. 

The performance of a Mobile Ad hoc Network (MANET) is closely 

related to the capability of the implemented routing protocol to 

adapt itself to unpredictable changes of topology network and link 

status. One of this routing protocol is OLSR [1] (Optimized Link 

State Routing Protocol) which assumes that all nodes are trusted. 

However, in hostile environnement, the OLSR is known to be 

vulnerable to various kinds of malicious attacks. This paper 

proposes a cooperative black hole attack against MANETs 

exploiting vulnerabilities of OLSR. In this attack, two attacking 

nodes cooperate in order to disrupt the topology discovery and 

prevent routes to a target node from being established in the 

network. 

Keywords—MANET; OLSR; Security; Routing Protocol  

Cooperative black hole attack 

I. INTRODUCTION 

A Mobile Ad-hoc NETwork (MANET) is a collection of 
nodes which are able to connect to a wireless medium forming an 
arbitrary and dynamic network. Implicitly herein is the ability for 
the network topology to change over time as links in the network 
appear and disappear. In order to enable communication between 
pair of nodes in such a MANET, a routing protocol is employed. 
The abstract task of the routing protocol is to discover the 
topology to ensure that each node is able to acquire a recent map 
of the network topology to construct routes. 

One way of securing a mobile ad hoc network at the network 
layer is to secure the routing protocols, so all possible attacks are 
prevented. The abstract task of the routing protocol is to discover 
the topology to ensure that each node is able to acquire a recent 
map of network topology to construct routes. 

The Optimized Link Stat Routing Protocol (OLSR) is a 
proactive routing protocol for MANET, i.e.  All nodes need to 
maintain a consistent view of the network topology. They are 
also vulnerable to a number of disruptive attacks in the presence 
of malicious nodes (identity spoofing, link withholding, link 
spoofing, miserly attack, wormhole attack and collusion attack..).  

In this paper, we focus on the cooperative black hole attack 
[2] where two nodes cooperate to prevent routes to a target node 
from being established; the first attacker forces the target to 
choose it as its MPR node. It simply sends HELLO messages 

with willingness equal to Will_always, after this it will choose 
the second attacker as its only multi-point relay that can drop, 
alter or look at any packet it forwards. The result is that the 
routes to target node cannot be established by nodes more than 
two hops away from it. 

In our approach, we present, we present an improved MPR 
selection algorithm that can reduce the number of malicious 
nodes trying to be selected as Multipoint Relay by maintaining 
its Willingness fields equal to Will_always. 

The rest of the paper is organized as follows. The next section 
provides a short overview on OLSR, followed by the description 
of cooperative black hole attack. Section IV summarizes the 
literature. In section V, we present our approach to secure OLSR 
protocol. In section VI we give an Illustration and an example. 
Section VII concludes the paper. 

II. THE OLSR PROTOCOL 

The Optimized Link State Routing Protocol (OLSR)[1], is a 
proactive link routing protocol, designed specifically for mobile 
ad hoc networks. OLSR employs an optimized flooding 
mechanism to diffuse link state information to all nodes in the 
network. In this section, we will describe the element of OLSR, 
required for the purpose of investigation security issues. 

A. OLSR Control Traffic. 

Control traffic in OLSR is exchanged through two different 
types of messages. 

1) HELLO messages 
To detect its neighbors with which it has a direct link, each 

node, periodically and at regular intervals (HELLO Interval 
seconds) broadcasts hello messages, containing the list of 
neighbors known to the node and their link status (symmetric, 
asymmetric, Multi-Point Relay or Lost).These messages are 
broadcast by all nodes and heard only by immediate neighbors; 
they are never relayed any further, i.e. these packets have a Time-
To-Live (TTL) value of 1.  

In addition to information about neighbor nodes, the periodic 
exchange of HELLO messages allows each node to maintain 
information describing the link between neighbor nodes and 
nodes which are two hops away. Based on this information, each 
node independently selects its own set of Multi-Point Relay 
(MPR) among its one-hop neighbors so that the MPR covers all 
two-hop neighbors.  
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2) Topology Control (TC) messages 
TC (Topology Control) messages are also broadcast by MPR-

nodes in the network at regular intervals (TC_Interval second). 
Thus, a TC message contains the list of neighbors that have 
selected the sender node as a MPR (MPR Selector Set), and an 
Advertized Neighbor Sequence Number (ANSN) is used by a 
receiving node to verify if the information advertized in the TC 
messages is more recent. The TC messages are flooded to all 
nodes in the network and take advantage of Multi-Point Relay to 
reduce the number of retransmissions. 

Using information of a TC message, a node generates 
topology tuples (T_des_adr, T_last_adr, T_seq, T_time), the set 
of these tuples is denoted the “Topology Set”. Here T_des_adr is 
the destination address, T_last_adr is the address of the node that 
generated the TC message, T_seq is a sequence number of the 
TC message and the T_time is the time duration after which the 
topology tuple expires [1]. 

Based on the information in the topology set, the node 
calculates its routing table; each entry in the table consists of 
R_des_adr, R_next_adr, R_dist, and R_iface_adr.  

Such entry specifies that the node identified by R_dest_adr is 
estimated to be R_dist hops away from the local node, that the 
symmetric neighbor node with interface address R_next_adr is 
the next hop node in the route to R_des_adr, and that this 
symmetric neighbor node is reached through the local interface 
with the address R_iface_adr. All entries are recorded in the 
routing table for each destination in the network for which a 
route is known [10]. 

B. Multi-Point Relays Selection. 

Multi-Point Relays Selection is done in such a way that all 
the two-hop neighbors are reachable from the MPR in terms of 
radio range.  

The two-hop neighbor set found by the exchange of HELLO 
messages is used to calculate the MPR set and the nodes signal 
their MPRs selections through the same mechanism. 

The aim of Multi-Point Relays is to minimize the flooding of 
the network with broadcast packets by reducing duplicate 
retransmission in the same region Fig 1. Each node of the 
network selects the smallest set (MPRs) of neighbor nodes that 
can reach all of its symmetric two hop neighbors which may 
forward its messages. Each node in the network maintains an 
MPR selector set, which has selected this node as an MPR. 

 
Fig. 1. Reduction of duplicate retransmission by MPR selection  

III. THE MODEL OF COOPERATIVE ATTACK AGAINST OLSR 

PROTOCOL. 

 In this section, we describe how malicious node can launch a 
cooperative black hole attack in MANET. The first step to launch 
the cooperative black hole attack is that a malicious node S1 can 
force its election as MPR by maintaining constantly its 
willingness field to Will_always in its HELLO messages. 
According to the protocol, its neighbors will always select it as 
MPR. Using this mechanism, a malicious node can easily earn, as 
an MPR, a privileged position within the network, it can then 
exploit its rank to carry out deny of service attacks and alike. The 
second step S1 select its adjacent node S2 as MPR, after this, S2 
can drops all TC messages forwarded by node S1. The attacked 
node, in the set of MPR selectors of S1, cannot detect this 
misbehavior because node S2 is out of its radio range. 

 

Fig. 2. A cooperative black hole attack model 

Fig 2 shows an illustrative description of this cooperative 
black hole attack. Let {1,2,3}  a set of nodes to be attacked and 4, 
7 the attacker nodes, {4,5} the set of 0’s MPR set nodes, {7,9} is 
the subset of 0’s tow hop neighbors which constitutes the MPR 
set of  nodes in 0’s MPR set and {11,12,13} the set of 0’s 3hop 
neighbors. The attack is launched as follows: node 4 sends its 
HELLO message with the value of willingness field as 
will_always, according to the protocol; all its one hop neighbors 
will choose it as an MPR. Then it chooses the node 7 as the only 
MPR node to relay its TC messages. By doing this if node 4 
broadcast a TC message, then node 7 might be responsible to 
retransmit the message but may decide not to do so. In 
consequence, nodes {11,12} will never learn that the last hop to 
reach nodes {1,2,3} is node 0. The consequence of this attack is 
illustrated in Fig 3, where node C5, C6 and C7 can not build a 
route toward T’s MPR selector because the 0’s TC messages are 
never received (i.e. the topology information held by these nodes 
is incomplete).   

 
Fig. 3. Topology perceived by nodes 11, 12 after attack 
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IV. RELATED WORK 

In [2], to detect a collusion attack the authors propose to 
extend the HELLO messages by including the two-hop 
neighbours list. Based on this extension, a node can learn its tree-
hop neighbours without the need of TC message. The aim of this 
method is that a target node can detect the contradiction due to 
the attack. Though the proposed method detects an attack, it 
cannot differentiate between an actual attack and topology 
changing. 

In [4] the authors propose the theoretical information 
framework for trust modeling. The method uses special packets 
to request neighbouring nodes for calculating the trust value of 
other nodes in the network. After a certain threshold the nodes 
will be blacklisted. This method involves observation of the 
suspected attackers and requires cooperatives of neighbouring 
nodes to arrive at correct results. 

In [8] the authors address the problem of collusion attack in 
OLSR using an acknowledgement (ACK) based mechanism to 
detect attackers, so this scheme has a considerable overhead 
induced by the extra control messages.  

In [7] the author proposes a method to avoid a virtual link 
attack by using SNVP protocol based on the Principle of 
checking the symmetry of the link advertised by the neighbour 
before confirming it. The problem of the proposed solution is that 
it might not detect the misbehaving nodes that launch the proper 
attack.    

A SU-OLSR[6] is a solution to detecting malicious attack 
that can use either HELLO messages claiming illegitimate 
neighbours or TC messages claiming falsely that is has been 
selected as MPR. In this method the authors extend the HELLO 
messages by listing the selected trusted MPR set and the 
discovered non trusted suspicious set. The MPR selection of SU-
OLSR has a different goal. Its objective is to reduce the impact of 
malicious nodes trying to be selected as MPR nodes. Thus, the 
MPR selection algorithm has to find the non trusted nodes 
according to the selected criterion and the trusted MPR covering 
a maximum subset of two-hop neighbours. 

In [3] the authors address another problem called Node 
Isolation Attack. In this attack, an MPR node does not generate 
its TC message. To defend against this attack the authors propose 
a countermeasure that consists of two phases: detection phase 
and avoidance phase. In the first phase the target observes its 
MPR node to check whether the MPR is generating TC message 
or not. In the second phase, to avoid the impact of this attack, the 
authors include in the HELLO message a new field named 
Requested-value. 

In the suggested technique [9], when the node detects a 
symptom of collusion attack, it adds the lone MPR to an 
AvoidanceSet after waiting for AvoidanceDelay. All entries in 
the AvoidanceSet of X are not included in its MPRs computation 
process. Theses entries are removed from AvoidanceSet after 
duration AvoidanceOld. In addition the authors discuss two 
possible convergences of the attack. This method is simple but it 
affects a network performance by repeating the processes 
selection of MPR set in case of legitimate node. 

In method [5], the authors present a scruple when a symptom 
is checked right. The node waits for a fixed duration and sends 
scruple packet. The inconvenience of this method is that it 
increases the overhead. 

Sanjay Ramaswamy et al. exploit data routing information 
(DRI) table and cross checking method to identify the 
cooperative black hole nodes, and utilize modified AODV 
routing protocol to achieve this methodology [11]. 

Chang Wu Yu et al. propose a distributed and cooperative 
mechanism viz. DCM to solve the collaborative black hole 
attacks. Because the nodes works cooperatively, they can 
analyze, detect, mitigate multiple black hole attacks. The DCM is 
composed of four sub-modules [12]. 

 Weichao Wang et al. design a hash based defending method 
to generate node behavioral which involve the data traffic 
information within the routing path. The developing mechanism 
is based on auditing technique for preventing collaborative 
packet drop attacks, such as collaborative black hole and grey 
hole problems [13]. 

Zhao Min and Zhou Jiliu propose two hash-based 
authentication mechanisms, the message authentication code 
(MAC) and the pseudo random function (PRF). These two 
proposals are submitted to provide fast message verification and 
group identification, find the collaborative suspicious hole nodes 
and discover the secure routing path to prevent cooperative black 
hole attacks [14]. 

Vishnu K. and Amos J. Paul address a mechanism to detect 
and remove the black and gray hole attack. This solution is able 
to find the collaborative malicious nodes which introduce 
massive packet drop percentage. Authors, refer this method to 
penetrate their system model, and also add a novel scheme 
videlicet restricted IP (RIP) to avoid collaborative black and gray 
attacks [15]. 

Po-Chun Tsou et al. design a novel solution named Bait DSR 
(BDSR) scheme to prevent the collaborative black hole attacks. 
The proposed mechanism is composed of proactive and reactive 
method to form a hybrid routing protocol, and the major essence 
is the DSR on-demand routing [16]. 

The main goal in this paper is to detect successfully and 
isolate the data packet dropping attackers from routing path in 
OLSR routing protocol for MANETs [17]. 

V. THE PROPOSED SOLUTION 

To deal with cooperative black hole attack, we present an 
improved MPR selection algorithm which has a different goal; its 
objectif is to reduce the impact of malicious nodes trying to be 
selected as MPR nodes by maintaining constantly its willingness 
fields equal to will_always in the HELLO message. In order to 
limit the impact of this attack the following concept of 
trustworthiness is used: a node S should not trust any neighbor X 
showing strong characteristics which can maintain its willingness 
to will_always and │MPR_set(X)│=1.  

In [1] the standard way of selecting MPR set, start with an 
MPR set made of all members of node with willingness equal to  
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will_always, then it select as a MPR the node with highest 
willingness among the nodes in its one hop neighbor with non 
zero reachability (the number of nodes in two hop neighbor 
which are not yet covered by at least one node in the MPR set, 
and which are reachable through this one hop neighbor). In our 
algorithm we give priority to a node that covers maximum nodes 
in two hop neighbors without giving priority to node with highest 
willingness. 

Before introducing this algorithm, some notations should be 
described first: 

 1HN_set(X): the set of node X’s one hop symmetric 
neighbors. It is created by the way of changing HELLO 
messages between nodes. 

 2HN_set(X): the set of node X’s two hop symmetric 
neighbors excluding any node in 1HN_set(X). It is also 
created by the way of changing HELLO messages. 

 Degree (X ,Y): the degree of node X’s one hop neighbor; 
returns the number of nodes in 2HN_set(X) such that 
{2HN_set(X) ∩ 1HN_set(Y) ≠ Ø } assuming that Y ∈ 
1HN_set(X). 

 Reachability(X,Y): the number of nodes in 2HN_set(X) 
which are not yet covered by at least one node in the 
MPR_set(X), and which are reachable through node Y 

 MPR_set (X): the set of nodes selected as MPR by the 
node E. (MPR_set (X) ⊆ 1HN_set (X)). 

 MPRS_set (X): the set of symmetric neighbours which 
have selected the node X as MPR. (MPRS_set (X) ⊆ 
1HN_set (X)). 

 Isolate_set: A subset of 2NH_set(X) which are covered 
by only node in 1NH_set(X).  

Our proposed algorithm for selection of MPRs, constructs an 
MPR_set that enable a node to reach any node in the symmetrical 
strict 2_hop neighborhood through relaying by one MPR node 
without giving opportunity to node with willingness equal to 
will_always. 

The proposed heuristic for selecting MPRs is then as follows:  

1) Calculate degree of each node in one hop neighbor of X  

2) Select as MPRs those nodes in one hop neighbor which 

cover the isolate nodes in two hop neighbor.  

3) We remove the isolate nodes from two hop neighbor set 

for the rest of the computation.  
While there exist nodes in two hop neighbor which are not 

covered by at least k nodes in the MPR set. 

 Calculate the reachability of each node in 1HN_set(X) 
node in MPR_set(X).  

 For each node in 1HN_set(X), calculate the reachability, 
i.e., the number of nodes in 2HN_set(X) which are not yet 
covered by at least one node in the MPR set, and which 
are reachable through this 1-hop neighbor.  

 Select as a MPR the node with lower willingness among 
the nodes in 1HN_set(X) with non-zero reachability. In 
case of multiple choice select the node which provides 

reachability to the maximum number of nodes in 
2HN_set(X),. In case of multiple nodes providing the 
same amount of reachability, select the node as MPR 
whose D(y) is greater.  

 Eliminate all the nodes in 2HN_set(X) now covered by at 
least one node in the MPR_set.  

Algorithm 1: MPR Selection 

1HN*_set(X) ← 1HN_set(X)  

2HN*_set(X) ← 2HN_set(X)  

MPR_set (x) ← Ø 

S1← Ø      

S2← Ø      

For all node Y ∈ 1HN_set(X) do 

 Degree(X,Y)←│ 1HN_set(Y) \ 1HN_set(X) \ {X,Y}│                          

End.  

 While (∃ Z: Z ∈ 2HN*_set(X) ∩ ∃! Y ∈ 1HN*_set(X): Z ∈ 

1HN_set(Y))  do 

       MPR_set(X) ← MPR_set(X) ←{Y} 

       1HN*_set(X) ← 1HN*_set(X) \ {Y} 

       2HN*_set(X) ← 2HN*_set(X) \ 1HN_set(Y)  

End. 

While (2HN*_set(X) ≠ Ø) do 

    For each Y ∈ 1HN*_set(X) do 

    Reachability(X, Y) ←│ {F / F ∈ 2HN*_set(X) ∩ 1HN_set(Y) and  

MPR_set(X) ∩ 1HN_set(F) = Ø } │ 

    End. 

    For each Y ∈ 1HN*_set(X)  with reachability(X,Y) ≠0 do 

        S1← {Y/ Willingness = min (willingness(Y))} 

    End. 

   If  │S1│=1 then  

                            MPR_set(X) ← MPR_set(X) ←{Y} 

                           1HN*_set(X) ← 1HN*_set(X) \ {Y} 

                            2HN*_set(X) ← 2HN*_set(X) \ 1HN_set(Y)  

  Else   

              S2← { Y/  Reachability (X,Y)= max (Reachability (X,Y), Y ∈ 

1HN*_set(X)  )} 

               If  │S2│=1 then 

                                         MPR_set(X) ← MPR_set(X) ←{Y} 

                                        1HN*_set(X) ← 1HN*_set(X) \ {Y} 

                                         2HN*_set(X) ← 2HN*_set(X) \ 1HN_set(Y)  

              Else 

                       MPR_set(X) ← MPR_set(X) ←{Y/ Degree(X,Y) = max { 

Degree (X,Y), Y ∈ 1HN*_set(X)}     

                       1HN*_set(X) ← 1HN*_set(X) \ {Y} 

                       2HN*_set(X) ← 2HN*_set(X) \ 1HN_set(Y)  

            End if 

   End if 

END. 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 5, No. 8, 2014 

127 | P a g e  

www.ijacsa.thesai.org 

Algorithm 1,  start with an empty Multipoint Relay Set, select 
those one-hop neighbor nodes in 1HN_set(X) as MPR which are 
the only neighbor of some nodes in 2HN_set(X) with willingness 
different to will_never which covers a nodes in isolate_set, and 
add these one-hop neighbor nodes to the multipoint relay set of 
X. Then if there are still some node in two-hop neighbors set 
which is not covered by the multipoint relay set, select the one-
hop neighbors with lower willingness and who could cover the 
most uncovered two hop neighbor as MPRs and which has de 
maximum degree. Repeat this step until all the two-hop 
neighbors are covered by MPRs. 

As soon as node X receives a HELLO message from its MPR 
node Y which showing the same characteristics of attacker node 
(Y_willingess = will_always and │MPR(Z)│= 1), it recalculates 
its MPR set without it. Otherwise, if Y has more than one MPR 
neighbor node, X will process HELLO message normally 
(Algorithm 2). 

Algorithm 2 :HELLO reception 

If orig_adr_willigness = Will_always and orig_adr ∈ MPR_set 

(receiver_adr)    then 

        If  │MPR(orig_adr)│= 1 then 

             If │1HN_set(orig_adr)│ ≠ 1 then 

                       Recalculate MPR_set (receiver_adr) without orig_adr 

                       Drops Hello message 

             Else   Process HELLO message 

        Else        Process HELLO message 

        Endif 

       Else          Process HELLO message 

   Endif  

  END. 

Based on the information in the topology set, the node 
calculates its routing table by application of this algorithm which 
discard the node with high Willingness to reash the two hop 
neighbor: 

1) All the entries from the routing table are removed.  

2) The new routing entries are added starting with the 

symmetric neighbors (h=1) as the destination nodes. 

3) For each node in N2 create a new entry in the routing 

table: 
N2 is the set of 2-hop neighbors reachable from this node, 

excluding:  

 The nodes only reachable by members of 1HN_set with 
willingness equal to WILL_Always. 

 The node performing the computation. 

 All the symmetric neighbors: the nodes for which there 
exists a symmetric link to this node on some interface. 

4) For each topology entry in the topology table, if its 

T_dest_addr does not correspond to R_dest_addr of any route 

entry in the routing table AND its T_last_addr corresponds to 

R_dest_addr of a route entry whose R_dist is equal to h, then a 

new route entry MUST be recorded in the routing table: 

 R_dest_addr = T_dest_addr 

 R_next_addr = R_next_addr of the entry with 
(R_dest_addr = T_last_addr) 

 R_dist = h+1 

VI.  ILLUSTRATIVE EXAMPLE.  

To understand the mechanism of our solution, we present a 
schema which shows an example of MANET (Fig. 4). Table 1 
represents the nodes in one hop neighbors of E and their 
Willingnesses. 

 

Fig. 4. Example of cooperative black hole attack model: {0,1} Target nodes 

and {4,7} a cooperative black hole attakers nodes. 

TABLE I. WILLINGNESSES OF NODES IN 1NH_SET (2) 

Nodes Willingnesse 

3 3 

4 7 
5 3 

The statement of our algorithm is as following: 

 Calculating the degree of each node in 1HN_set (2):   
degree = {3 (2), 4 (3), 5 (2)}. 

 Adds to the MPR_set (2) those nodes in 1HN_set(2), 
which are the only nodes to provide reachability to a node 
in 2HN_set(2); isolate_nodes = {Ø} then  MPR_set(2) = 
{Ø} and 2HN*_set(2)= 2HN*_set(2) \ {Ø} = { 6,7,8 }. 

 Since, as 2HN*_set (2) = { 6,7,8 } ≠ Ø, the algorithm 
proceeds by calculating the reachability of nodes in 
1HN*_set (2): reachability (3) = 2, reachability (4) = 3, 
reachability (5) = 2. Then it adds nodes 3 and 5 to the 
MPR_set (2) because willingness of 4 is equal to 
will_always and removes 1HN_set (3,8) from 2HN_set 
(2). 

 Finally, we have 2HN*_set (2) = Ø then the algorithm 
return MPR_set (2) = {3,5} (Fig 5). 
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Suppose now, that (4,7) a cooperative black hole attacks. By 
the application of our approach, 4 will never be selected as MPR, 
because it has a high willingness and there exist other nodes with 
lower willingness which covers all nodes in to hop neighbors. 
After this when the first attacker 4 lunch the attack by selecting 
node 7 as its MPR node, it sends a HELLO message to a node 2. 
This last detects that 4 shows strong characteristics of malicious 
node, then it will recalculate the MPR_set (2) without 4, this 
operations will have result as 2 will choose {3,5} as its MPR to 
cover {9,10}. 

In general our approach not favors nodes that have a 
Willingness equal to Will_always to the other nodes (Fig. 5). 
Otherwise, if we use the standard way of selecting MPRs [1], 
node 4 will be selected as multipoint relays (Fig. 6), which means 
the convergence of cooperatives attacks. The consequently of the 
attacks is that node 9,1,0 can not build a route toward 2’s MPR 
selectors because the 2’s TC messages are never received. 

 

Fig. 5. An Example of selecting MPRs using Algorithm 1.MPR_set(2) = {3,5}. 

 

Fig. 6. An Example of selecting MPRs using standard OLSR..MPR_set(2) = 

{4}. 

VII. SIMULATION AND RESULTS 

To test the effectiveness of our solution, simulations were 
implemented using network simulator NS-2.35 with modified 
version of the UM-OLSR implementation. We embedded our 
scheme in implemented OLSR protocol for the detection of the 
cooperative black hole attack. All the default values for the 
OLSR protocol from [1] were used. The simulations were 
performed for 20 to100 nodes with a transmission range of 250 
meters, in an area of size 1000*1000 meters during 150 seconds. 
Random waypoint model is used as the mobility model of each 
node. Nodes speed is varied from 0m/s to 10 m/s. A single source 
generate UDP packets to the target (that has a distance further 

than two hops away) from 10th second. To launch the attack, the 
first attacker chooses a victim node from its MPR selector set 
that has to be an MPR of the other neighbors at the 20th

 second 
(Table 2).   

TABLE II. SIMULATION PARAMETER 

Parameter Values 

Connection type CBR/UDP 

Simulation area 1000*1000 

Transmission Range 250 m 

Packet size 512 bytes 

Number of Nodes 20-40-60-80-100 

Duration 150 s 

Pause time 0 s 

CBR_Start 10s 

Attack_start 20s 

 

Fig. 7. Average number of MPR versus Density 

Fig 7 gives the average number of MPR nodes selected by 
OLSR and New_OLSR for different densities (50% of nodes are 
willingness equal to 7). We can see that density clearly affects 
the number of MPR node selected by both protocols. It increases 
when density is increased and the number of MPR nodes selected 
by New_OLSR is low than the number selected by OLSR. The 
reason is that our algorithm of selection don’t gives priority to a 
node with Willingness equal to Will_always but select as MPR 
the nodes that covers maximum nodes in its two hop neighbors 
with lower willingness. 

 
Fig. 8. PDR versus Speed under different scenarios 
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We also define the packet delivery ratio (PDR) as a value of 
the number of received data packets to that of packets being sent 
by the source node. Fig 8 compares OLSR and our approach 
New-OLSR. We observe that in presence of the attack, the PDR 
in OLSR is very low, the only packets received by the node are 
before launching the attack and we see that the PDR increase 
when the speed of the node increases. On the other hand when 
the New-OLSR is under attack we see that, generally. PDR is 
stable (minimum value equal to 90%) and better than the OLSR 
performance without attack. This is due to our approach route 
calculation, eliminating nodes with symptoms of malicious nodes 
routes to the destination node. 

 
Fig. 9. Packet Delivery ratio under different number of nodes. 

Fig 9, shows the relationship between Packet Delivery Ratio 
and speed. Generally the PDR decreases slightly with increasing 
velocity. Firstly with increasing speed in the case of 20 nodes the 
PDR does not exceed 65.5%. This is because the target has no 
choice in its one hop neighbor to select its MPR nodes. Secondly 
in case (80,100) we notice a slight decrease which exceeds 80%. 
Finally, for the case (40 and 60) a similar behavior can be seen 
with a reduction not exceeding 90%. 

Fig 10 shows how our strategy offers a higher prevention to 
mitigate the effect of cooperative black hole attack. The 
percentage of detection rate is 100 % in static network, we 
observe an increase of detection rate in the case of large density. 

 
Fig. 10. Detection rate when changing mobility of nodes and a number of nodes. 

VIII. CONCLUSION 

The cooperative black hole attack exploits the routing 
protocol’s vulnerabilities by forcing its election as Multipoint 
relay by maintaining constantly its willingness field to 
will_always in its HELLO message. 

In order to deal with this sophisticated attack, we have 
proposed a novel approach to select MPR nodes. This gives 
priority to a node that covers maximum nodes in two hop 
neighbors with lower willingness which not showing strong 
characteristics to influence the MPR selection to be selected as 
MPR. We modified the procedure of calculating routes through 
the elimination the node with high Willingness to reach the two 
hop neighbor. 

Simulation results demonstrate that the proposed method is 
effective in struggling cooperative black hole attack. It shows 
high packet delivery ratio and high detection rate of malicious 
nodes. 
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Abstract—The deletion of data from storage is an important 

component on data security. The deletion of entire disc or special 

files is well-known on hard drives, but this is quite different on 

SSDs, because they have a different architecture inside, and the 

main problem is if they serve the same methods like hard drives 

for data deletion or erasing. The built-in operations are used to 

do this on SSDs. The purpose of this review is to analyses some 

methods which are proposed to erase data form SSDs and their 

results too, to see which of them offers the best choice. In general 

we will see that the techniques of erasing data from entire disc 

from hard drives can be used also on SSDs, but there’s a problem 

with bugs. On the other hand, we cannot use the same techniques 

of erasing a file from hard drives and SSDs. To make this 

possible, there are required changes in FTL layer, which is 

responsible for mapping between logic addresses and physical 

addresses. 

Keywords—deletion-data; SSD; FTL layer; logic address; 

physical address 

I. INTRODUCTION 

Nowadays, corporations and agency’s store their data’s in 
digital media, managing them is becoming important. In this 
article we will focus on challenges of SSDs for erasing the 
information, and some suggestions from different researches 
and experimental results. Data erasing is an important process 
and different techniques are include like built-in in ATA or 
SCSI commands. This techniques are effective on HDDs, 
where we can store the entire disc or specific files, but it’s not 
the same thing with SSDs, because SSDs and HDDs  have a 
different technology and algorithms of managing the 
information. SSDs have an indirect layer between the logic 
address that computer systems use to access data and the 
address that identify the physical storage [8]. The differences 
between SSDs and hard drives make it unclear of which 
techniques or commands are worthy on both of them. An 
experiment of [8] make this clear: they have write a structured 
data model to the drive, apply the deletion techniques, 
dismantle the drive and extract the data directly from the flash 
chips using a flash testing system [8]. To delete one file they 
made changes on FTL layer [1]. From the articles I’ve read, I 
have seen that there are solutions about this problem, but the 
performance is decreasing. On the other section I would like 
to show some of the deletion problems and what different 
engineers have done to solve them. But firstly I would like to 
show from [9] four levels of clearing(sanitizing) that a storage 
media could have: 

The first level is logic clearing. The deleted data on logic 
way cannot be salvage through standard interface hard-ware 
like ATA or SCSI commands. The user can delete logically 

one file or the entire disc by overwriting respectively the 
whole disc or a part of it. 

The second level is digital clearing. In this case it’s 
impossible to recuperate the data in a digital way. 

The third level is analog clearing. This level can damage 
the signal which encodes the data, and it’s impossible to 
rebuilt the signal even with very sensitive equipments. An 
alternative way to “hide” the bits is cryptographic clearing 
[4]. In this level the media uses a key for encryption and 
decryption of the data which enter and exit. But this is not a 
secure way, because someone can extract the key from 
physical media and can avoid the encryption. 

II. RELATED WORKS 

SSDs have specific characteristics. The traditional 
magnetic discs are composed by sectors 4 KB. The sector is 
the smallest unit of data which can be read or written on the 
disc. SSDs operate  in another way, after the minimal number 
of bytes which can be read vary from those which can be 
written or delete. The flash banks have a typical block size, 
from 16 KB to 512 KB and the minimal number of bytes 
written simultaneously is 4 KB [12]. Otherwise from magnetic 
discs, the flash media firstly must delete a whole  block before 
writing new data. SSDs don’t have mechanical part so they 
don’t have rotation or searching latency [11]. That’s why they 
have a good performance. But there’s a problem with the 
“wear” phenomenon, which is present over times. Every block 
of SSD can be deleted in finite times and after that it can not 
be written anymore. To fix this problem engineers have 
applied “wear leveling” in I/O controller. This is a group of 
algorithms used by controller to make a same allocation 
(diffusion) of deleting cycles on every block of the memory 
flash. In this way, no one of the blocks cannot be deleted not 
normally, to avoid SSDS fail [12]. Another way to to fix 
“wear” problem and the deleting before writing engineers 
have proposed a hybrid architecture SSD-HDD called HPDA 
[13], which is more reliable and increases the performance. 
From [3] SSD uses a flash memory to store the data. This 
memory is divide into pages and blocks. The program 
operations interfere in this pages and change “1” to “0”. The 
clearing operations are applied in the blocks and set all the bits 
of the blocks in “1”. Usually there are 64-256 pages/blocks. 
FTL manages the mapping between logic blocks addresses 
(LBA), we can see them from ATA or SCSI interfaces and 
physic pages of flash memory. There is a mismatch of this two 
operations, so it’s not possible a directly update of the LBA 
sector. Instead of modifying the sector, FTL will write the new 
content of sector in another place and will update the map.  
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The flash memory will keep the old version of data in a 
digital form[8]. Since directly updates are not possible as I 
said upper, the overwriting techniques which work on hard 
drives may not work on SSDs. This techniques suppose that 
overwriting of a part in a LBA area will result in overwriting 
on the same physic place. Except from FTL, the engineers 
have proposed CAFTL [14] (Content-Aware Flash 
Translation Layer) to reduce in an effective way the traffic 
writing on memory flash, removing the unnecessary 
duplicated writing. They have realized this by join together the 
parity data, which increase the efficiency of garbage collection 
and “wear leveling”. 

 

Fig. 1. CAFTL architecture [14] 

The figure 1 shows the architecture of a CAFTL. It 
eliminates the duplications of writing and redundant data 
through a combination of the non duplications: in-line and 
out-of-line. 

It examines the entry data and delete the redundant data 
before the writing process in flash. Anyway, it doesn’t 
guarantee that all duplicated writes will delete immediately, 
that’s why CAFTL scans flash memory and reduce the 
redundant data out-of-line. 

Figures 2 and 3 shows exactly the improvement on 
eliminating duplicate writes with 24,2 % and the extended 
flash memory with 31,2 %. Here offline means that 
duplications are eliminated offline, no-sampling refers to the 
purely CAFTL with a sampling unit of 128 KB [14]. 

 

Fig. 2. Percentage of removed duplicate writes.[14] 

 
Fig. 3. Percentage of extended flash space.[14] 

After these experiments engineers have seen that offline is 
the optimal case, but purely CAFTL is able to eliminate the 
duplicate writes in a significative way. Also the analog 
clearing is more complex on SSDs. [4] examines the garbage 
problem of data in flash, DRAM, SRAM and EEPROM and 
the “cold boot” attacks. 

The simplest method is that the voltage level in the 
floating gate of an erase flash cell may vary, depending on the 
value it has before the erase command. The quantity of digital 
garbage may be very big. The SSDs which are tested contain 
6-25 % more physical storage than they show on their logic 
capacity[8]. Figure 4 shows the garbage on the SSDs. There 
are created 1000 small files on the SSDs, the driver is 
dismantled and analyses. For some of this files SSD contains 
up to 16 old copies. This copies were created during garbage 
collection and un directly updates. 

 

Fig. 4. Multiple copies creating from FTL, duplicating files up to 16 

times.[8] 

The differences between SSDs and hard drives described 
in upper sections will create a disconnect between what a user 
expects and how drive behaves. Someone who has an SSD 
may use a clearing technique which is characteristic for hard 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 5, No.8, 2014 

133 | P a g e  

www.ijacsa.thesai.org 

drive, in way to make the data inaccessible, but the data will 
stay on the drive and they can be extracted with sophisticated 
methods. 

 

Fig. 5. FPGA based on flash testing hardware.[7][8] 

 
Fig. 6. Fingerprint structure. The easily-identified fingerprint simplifies the 

task of identifying and reconstructing remnant data.[8] 

The engineers of [8] had verified the second level which is 
digital clearing by using the lowest level of digital interface: 
the pins of individual flash chips. To verify this operation, 
they wrote an identifiable data model called fingerprints and 
then they applied the clearing techniques under test. The 
fingerprint makes possible the identification of digital garbage 
on the chips. It also includes a sequence number that is unique 
at entire fingerprints. The figure 6 shows the fingerprint 
structure. According to the fig. 6 every fingerprint is 88 byte 
long repeats five times in a 512 byte ATA sector. Another 
method described in the article is overwriting every logic 
block address on the drive. This is the main method for many 
disc deletions. The different bits aim to change a lot of 
physical bits as possible on the drive, make it harder to 
recover the data with analog ways. 

 

TABLE I. THE SOFTWARE OF OVERWRITING  WHOLE DISC. THE NUMBER 

OF EACH COLUMN SHOWS THE NUMBER OF THE STEPS FOR DELETING THE 

DATA FROM THE DRIVE.[8] 

 

As it looked, these bits are important for SSDs. According 
to the experiments that the engineers have made, they have 
seen that some SSDs compress their data before storing them, 
they will write fewer data on flash. They suggest that for 
maximum effectiveness, SSD overwriting procedures should 
use random data. One of the drivers tested from them showed 
that it used compression and encrypted the data, but they can’t 
verify the erasing process.[8] 

They have tested eight drivers which don’t use encryption 
and table 1 shows the results of these tests. The numbers show 
how many generations of data were needed to delete the drive. 
For some drives, they realized that random writes were to 
slow so they didn’t do the test to these drives. In some cases 
they overwrite the drive twice which was enough to erase the 
disc, no matter how was its previous state. But they found 
exceptions on drive A, because some of the data weren’t 
erased totally. 

They compared this technique with the first one and find 
out that this is more reliable, but it’s not totally secure, 
because of the type of the drivers they use. 

Another method that [8] evaluate for erasing data was 
degaussing. Degaussing is the eliminating process or reducing 
the undesired magnetic fields [10]. Degaussing is fast and 
effective because it removes the low level formatting and 
damages the drive motor. They don’t except this method will 
work including the architecture of SSDs. And the experiment 
made in [6] shows that after degaussing, nothing happened to 
the data, so this method fails on SSDs. 
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III. CONCLUSION 

This article was focused on the proposed techniques from 
different engineers to sanitize data from SSDs. These 
techniques were based on hard drives, because they were 
successfully in there. From the results, the first method had a 
half success (50:50), the second method was more 
successfully except some fails it had and the third method was 
worthless, because it doesn’t guarantee anything. So the 
problem of sanitizing data from SSDs actually is very present 
nowadays and engineers are trying to find ways to do this 
more reliable. From [6] an efficient way is to combine the 
techniques to each other for a safe and verifiable sanitizing 
data from SSD. 
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Abstract—This paper deals with design, calibration, 

experimental implementation and validation of cost-effective 

smart metering system. Goal was to analyse power consumption 

of the household with the immediate availability of the measured 

information utilizing modern networked and mobile 

technologies. Research paper outlines essential principles of the 

measurement process, document theoretical and practical aspects 

which are important for the construction of such smart meter 

and finally, results from the experimental implementation has 

been evaluated and validated. 
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I. INTRODUCTION 

Microcontroller based embedded control systems and 
intelligent sensors are nowadays commonly used in smart 
houses supporting the way we live, work and play. In recent 
years there was a lot of effort invested in making the systems 
smart and thus helping to reduce the amount of energy, 
keeping an eye on power consumption, saving money and 
sparing the environment. Smart technologies, mobile 
platforms and e-commerce systems are also changing the way 
how the energy consumption information is delivered. Modern 
technologies allow us to provide on-demand value added 
service like the consumption statistics or abnormality 
notifications for the behaviour of the powered devices and 
remote control. 

One of the goals of smart home technologies with the 
immediate availability of power consumption information is to 
motivate consumers to adjust their behaviour in order to lower 
their energy consumption and energy costs. Effective usage of 
the power resources contributes to environmental protection, 
being one ingredient for the success of the energy 
transmission. The benefits provided by smart meters can even 
be maximized, for example, by combining the energy meters 
with home control systems such as smart homes, with which 
lighting and household appliances, among other things, can be 
automatically controlled. 

The electronic energy meter which is based on digital 
micro technology that doesn’t use moving parts is also known 
as static energy meter. In electronic energy meter the accurate 
functioning is controlled by a specially designed integration 
circuit. Application specified integration circuit (also known 
as ASIC) is constructed only for specific applications using 
embedded system technology. Similar application specified 

integration circuits are now used in washing machines, air 
conditioners, automobiles or digital cameras. 

The first part of the paper is about theoretical aspects of 
measuring the electricity by means of the newest intelligent 
meters. The second part of the article is about real application 
of constructed device that is installed in household for testing 
and measuring the behavior of electricity consumption. 

II. MEASUREMENT OF ELECTRICAL PARAMETERS 

Measurement is the process of getting the knowledge of 
outside world, where we try to get the desired values. Success 
is defined mainly with measuring accessibility, environment 
and the precision of measuring devices. The role of electrical 
measurement is to find out the values of defined electrical 
quantities as precisely as possible. During measurement of 
these values is not possible to interfere with measurement 
object and the measurement faults would be in the context of 
equipment quality. Measurement faults should be caused by 
many factors but not all of them we can eliminate or mitigate 
their effect. The aim of this chapter is to point out the 
measurement basis of the electrical quantities such as voltage, 
current and power in metering system. 

A. Measurement and evaluation of electric voltage 

Voltage is a physical quantity expressing the difference of 
electric potential between two points and represents the energy 
that is required for transferring the electrical charge between 
these two points within a certain electric field. The 
measurement unit of voltage is the Volt [V], which belongs to 
the derived units of SI. 

Voltage measuring in smart meters is primarily provided 
by the integration circuits which consist of signal sensors and 
analogue-digital converter. Voltage measurement accuracy is 
affected by many factors such as temperature and also by the 
fluctuations of input power supply. 

Electronic meter records the value of the voltage profile in 
the 10 minutes power quality. The overall 10 minutes profile 
consists of a 600-second values that are recorded every second 
into the computer memory system of electric meter. 
Subsequently the arithmetic average of these values is 
submitted according to defined formula (1). 

          
 

   
∑  

   

   

 (1) 

Each value of voltage that is entered into the computer 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 5, No. 8, 2014 

136 | P a g e  

www.ijacsa.thesai.org 

memory is calculated by equation (3). Electric meter reads 32 
values every 20 millisecond, from which is calculated the 
mean voltage per second. 
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 (2) 

After modification: 

      √
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 (3) 

The recording of voltage in the meter works on a similar 
principle as an electronic voltmeter. The signal of sensor is 
placed across the voltage divider, which records the change of 
the output voltage signal on the resistance R. 

B. Measurement and evaluation of electric current 

Electric current is a physical quantity that determines the 
size of the charge that flows around a given point in an 
electrical circuit. The basic unit of current is Ampere [A], 
which is the basic unit of the SI (1A=1C/s). The resistance of 
direct current circuits to the current flow is constant so that the 
current in the circuit is related to the ratio of the voltage and 
the resistance according to Ohm's law. 

Measurement of current in the smart meters is carried out 
by means of a current transformer or with hall sensors. On the 
output of it is connected a simple constant resistor, which is 
used for measuring the voltage of the analogue signal. A 
recording hysteresis of voltage is typically ± 5 V, depending 
on the resistance. The output voltage signal is fed to the 
integrator, where the A/D converter converts these voltage 
pulses to the digital value of the current. 

Electronic meter records the value of the current in the 10 
minutes profile of power quality. The overall 10-minutes 
profile consists of a 600-second values that are recorded every 
second into the computer memory system of the electric 
meter. Subsequently the arithmetic average of these values is 
submitted according to defined formula (4)(1). 
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 (4) 

Each value of current that is entered into the computer 
memory is calculated by equation (5). Electric meter reads 32 
values every 20 millisecond, from which is calculated the 
mean current per second. 

     
  

 

 
 ∑(

  
  
)
  

   

 (5) 

After modification: 
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After modification: 
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Recording the current in smart meter provides current 
transducer, which consist of current transformer that ensures 
high linearity over a wide range of currents with ability to 
measure the direct currents. Meter evaluates the measured data 
and stores them in to the special registers according to OBIS 
codes. 

C. Measurement and evaluation of active power 

Active power can be defined as electric power, which 
converts on the load on work or other form of energy. 

The power is defined as work over the time so: 

   
  

  
     (8) 

The main unit of power is the watt (W), this unit is the SI 
derived unit (1W = 1J/s). Building on the equation (1) and (4), 
the mean value of two multiple signals is an essential part of 
the active power measurements. The mean value of active 
power in electricity meter we can calculate according (9). 

   
 

 
 ∫  ( )  

 

 

 (9) 

Substituting the equation (8) we get equation: 

   
 

 
 ∫  ( )   ( )  

 

 

 (10) 

The electric voltage and current are recorded in one second 
intervals during every 15 minutes. The 15 minute value of the 
average power is calculated as the multiple of instantaneous 
values of voltages and currents at one-second intervals. On 
Fig. 1 is a load profile consisting of a multiple one second 
values of active power. 

 

Fig. 1. Recorded second values of active power 

The amount of consumed active power is recorded in 
electricity meter in 15 minute intervals. That active power can 
be calculated as area under the load curve, thus: 

 
  

 

   
 ∫      

   

   

 
(11) 
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D. Sensors – General Overviewr 

The sensor converts the information from the physical area 
of measured quantity into another physical area, usually an 
electrical signal or an electrical parameter. There are of course 
number of measuring devices with other than electric outputs 
(needle indicator, level of liquid). Currently sensors are 
practically used in all types of industrial products and systems. 
World market for sensors is still significantly growing. In 
Europe there are markets for more than hundred thousand 
different types of sensors. This number does not illustrate only 
the widespread use of sensors, but the fact that the choice of 
sensor for specific use is not a simple task. The main reason 
for rising up the interest for sensors is miniaturization of these 
devices. For this trend is responsible the continuing progress 
in the development of technologies compatible with 
information technologies. Currently there are available sensors 
based on silicon or similar technology for almost every value 
and there is also further scope for development in this area. 
Devices that convert information from one (physical) area to 
another (usually into electric field) are named converters 
(transducers), sensors or gauges. 

The imperfections of sensors are usually written in the 
datasheet of the device producer. These specifications inform 
the users about the deviations of the sensor from the ideal 
conditions. Every sensor must be fully specified with respect 
to his further operation. 

The main characteristics of sensors we can define as: 
sensitivity, linearity and hysteresis, resolution, maximum 
permissible error, zero adjustment, noise, response time, rating 
of frequency response. 

From the energetic point of view the sensor can be divided 
into two groups: direct and modulating (active and passive). 
The distinguishing feature is the need for auxiliary energy 
source. Direct sensors do not require an additional power 
source. Consequently, the sensor draws power from the 
measured object, what can cause the loss of information about 
the original state of the measured object. Indirect or 
modulating sensors use an additional power source that 
modulates the measured object. Output energy of sensor 
comes mostly from auxiliary power and only a part of energy 
is taken from the measured object. Modulating sensors are due 
to not burdening the object of measurement more accurate 
than direct sensors. 

E. Sensors of electrical voltage and current 

These sensors are suitable for measuring alternating and 
direct currents. The most common are clamp probes consisting 
of drop dawn jaws hat encircle the measured wire. And so we 
can measure currents without galvanic coupling. Measurement 
of voltage must be performed by means of test leads, 
respectively spikes. On the output of measurement probe is an 
analogue value of current, which is usually transformed to 
digital with usage of digital multimeter, respectively with 
another A/D converter. 

The certain restrictions of measuring probes can be low 
sensitivity for small currents so the non-contact measurement 
of current is not appropriate for it. For small currents it is 
possible to use measurement direct on the contacts. [8] 

1) Voltage sensors 
The most common probes used for voltage measurement 

are passive voltage probes with damping (divider 1:10). They 
reduce measured voltage and increase its total output 
resistance during the sensing of it. When using passive probes 
we need to take into account the divider ration (measured 
value of 0.5 with converting 1:10 is 5 volts).With the use of 
oscilloscope mostly is set the automatic recalculation 
regarding the type of probe. For high-frequency measurements 
the oscilloscope input capacitance and parasitic capacitance of 
the cable together with divider resistors form a low-pass filter 
suppressing high-frequency parts of the signal. The impact of 
undesirable capacity can be compensated by adding a parallel 
capacity. 

Transmission of measured voltage to the oscilloscope or 
analyser through a probe should be frequency-independent. 
Practical compensation is performed by using calibrator – 
rectangular course with different levels and frequencies. In 
addition to the classical low frequency compensation also is 
used additional high – frequency compensation using a 
broadband current probes. 

2) Differential voltage sensors 
Differential voltage probes are designed for explaining the 

basic principles of electric energy. By means of these probes 
for measuring voltages in low voltage alternating and direct 
currents with range of ± 6 Volts is system ideal for use in 
battery and lamp circuits. It is also used in combination with a 
current probe to explore Ohm laws and phase relationship 
between reactive power and much more. The main difference 
with voltage probes is fact that neither terminal is connected to 
the ground. 

Differential voltage probe measures the difference of 
potential between terminals V+ (usually red) and V- (usually 
black). Voltage probes have differential inputs it means that 
voltage is measured with respect to the black terminal and not 
to a ground circuit. It allows the measurement direct on the 
circuit elements without limitations of general ground. 
Voltage probes can be used for measurement negative 
potential the same as for positive potential. This is considered 
as a major advantage with the usage of interface from 0 to 5 
Volts. 

Voltage probes are intended to use as the voltmeter. They 
should be placed across the circuit elements. Differential input 
range is from - 6 to +6 volts. Surge protection is provided so 
that the slightly higher voltage does not damage the voltage 
sensor. These probes are not designed for measurement of 
high voltage. 

3) Current sensors 
Current probes allow the measurement of current curves 

by means of oscilloscope with a bandwidth of approximately 
100MHz. Mostly using the principle of Hall probe at low 
frequencies and current transformer at high frequency, that are 
designed for wider range of frequency and smaller values of 
currents. Hall probe offers a wide frequency response, thus 
measure with high precision of direct and alternate currents 
and complex courses too. Hall probes are usually made as 
compact clip-on probe with a nominal current from 5 mA to 
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30 A in a peak with an accuracy of ± 1% excluding the effect 
of interference. These current probes provide a voltage output 
directly proportional to the measured current. 

4) Other types of sensors 
Passive probe with low input impedance (50Ω) is designed 

especially for measurements in high frequency circuits, where 
it is required to adjust the impedance and high limiting 
frequency. Active probes with unbalanced inputs contain a 
preamplifier and are designed for measuring very small 
signals, for which the oscilloscope sensitivity or high 
impedance of source signal is insufficient. Input capacitance is 
usually around 1pF. They are very sensitive to overvoltage, 
including the static electricity. Bandwidth is usually up to the 
GHz. 

Active differential probes are designed for measuring 
ungrounded sources of signal. They contain a preamp and 
conversion from the differential input to unbalanced output 
suitable for connection to an oscilloscope. They are usually 
build as the broadband high-frequency probes that are able to 
process signals up to about 10GHz. 

High voltage differential probe with galvanic isolation of 
input provide secure, precise and broadband measurements of 
high-voltage devices and systems up to the voltage about kV. 

III. MEASURING THE ELECTRICAL PARAMETERS USING THE 

ATMEL MICROCONTROLLER 

Before you begin to format your paper, first write and save 
the content as a separate text file. Keep your text and graphic 
files separate until after the text has been formatted and styled. 
Do not use hard tabs, and limit use of hard returns to only one 
return at the end of a paragraph. Do not add any kind of 
pagination anywhere in the paper. Do not number text heads-
the template will do that for you. 

Finally, complete content and organizational editing before 
formatting. Please take note of the following items when 
proofreading spelling and grammar: 

A. Abbreviations and Acronyms 

The previous chapter described essential principles of 
measurement of the electrical parameters such as voltage, 
current, active power. Next chapter will explain and illustrate 
the whole process of measuring and storing of these values in 
internal memory of microprocessor. The implementation of 
such smart metering system will consist of the following basic 
elements: 

 Sensors/ probes, 

 electronics, 

 software. 

Probes are an inseparable part of electronics that ensure a 
proper processing of analogue signals for inputs of analogue-
digital converter. Goal of the program code (software 
resource) is to process the input data, calculate arithmetic 
average and effective values and store them into non-volatile 
memory so the data could be accessed for the analytical 
purposes. 

B. Block diagram of the smart metering system 

Fig. 2 shows internal structure within the block diagram. 
System is consisted of sensors used for voltage and current 
measurement, electronics for processing of measured signals, 
analogue-digital converter, microprocessor and its additional 
modules. 

 

Fig. 2. Block diagram of one phase measuring system 

In order to ensure the accuracy of measured parameters, 
the implementation of the whole system, as depicted in Fig. 2, 
is multiplied by the number of measured phases. Based on the 
specific requirements of the environment where it is important 
to measure power parameters, the system could be built as one 
phase system or with the equipment to measure more phases. 
Three phase meter will have the same components for every 
phase and one microprocessor with modules. On Fig. 2 is 
displayed the block diagram just for one phase metering 
system. 

C. Schematic diagram of electronics for IMS 

Schematic diagram of electronics consists of circuits for 
electric voltage metering and circuits for electric currents 
metering. Some of the intelligent electronic metering systems 
have a disconnection circuits which are used in order to 
disconnect consumers remotely without direct intervention of 
technician. The other functionality is limitation of current in 
electricity meter. This is used for limitation of the consumer 
load. On the Fig. 3 there is the scheme of electronics for 
electric voltage metering on one phase. On the left part of the 
figure is the voltage transformer. Its role is to transform the 
voltage from 230 V to the level that is acceptable for 
processing at the microcontroller. It is appropriate to use the 
transformer with 230V AC voltage on the inputs and 12V AC 
output. 

The ratio of this transformer is expressed as: 

 
  

    
   

 
(12) 

In this equation k is transformer ratio, Uout is output 
voltage of the voltage transformer, Uin is input voltage of 
voltage transformer. Transformer ratio k is any value from 
interval between (0;∞), but it is still open interval. When the 
ratio is 1 it means that it is separating transformer and when 
the ratio is more than 1 it means that transformer so 
increasing. In this case we will have decreasing transformer 
with transformer ratio k=0,0522. 
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Fig. 3. Scheme of electronics for voltage metering on phase 1 [6] 

The output alternating current from transformer is placedto 
voltage divider which consists of resistor R1 and R2. The role 
of these transformers is to decreasethe value of voltage 
according to their ratio from the output of transformer to the 
input of analogue-digital converter. In most cases the AD 
converters operates with values up to the 5V direct current as 
it was described in pervious chapter. On the transformer, there 
is voltage around ± 12Vef what means that amplitude of 
voltage can achieve values according to equation: 

          √                 (13) 

When we calculate the absolute value of both amplitudes, 
we will have the value of voltage 33,94V. Measured voltage 
on the output of divider we can calculate from equation: 

 
               (14) 

After modification: 

 
               (15) 

According to Ohms law it is possible to express current 
I by voltage U and resistance R, which is known in our circuit. 
Subsequently from that we can calculate UR1. The maximum 
value of UR1 is 3,04V. The most important is determination of 
decreasing ratio of divider(labelled as p): 

 
  

   
    

 
     
  

 
(16) 

Input resistance of voltage divider consists of the sum of 
two resistors that are connected in series. As the output 
resistor of voltage divider is considered that one which will be 
connected to the input of AD converter. The ratio of voltage 
divider after substitution of resistors values is 11:1. 

The next important part is the offset of mean value of AC 
voltage to the middle of the operating voltage in AD 
converter. It is ensured by R3 and R4 according to scheme on 
Fig. 3. These two resistors are of the same value and they are 
connected inseries where the end of first resistor is connected 
to the GND of AD converter. The end of second resistor is 
connected to the power source of AD converter. The point 
where are connected both resistors will have the same 

potential to the ground as to the power source terminal. 

The value between them will be exactly 2,5V. This point 
will be connected to the output of transformer and resistor of 
voltage divider with lower value of resistance to ensure the 
offset of alternate current which will fluctuate around the 
value of 2,5V. The last part of circuit is capacitor C1 which 
ensures low impedance path between AC current and ground 
of DC power source. Fig. 3 shows the real course of voltage 
on the resistance divider inputs and the real course of voltage 
on the output of voltage divider. 

The scheme for measurement of currents will be slightly 
different from the voltage measurement. Every phase is to be 
measured separately, the same way as was measured voltage. 

 

Fig. 4. Scheme of electronics for current metering on phase 1 [7] 

Fig. 4 shows the initial scheme of circuit for measurement 
of current with components for evaluation of the current that 
flows via one phase of metering system. On the left side of the 
figure there is current transformer. It is probe for metering 
currents according to chapter II. This probe operates on the 
principle of transformation of electric voltage from primary 
winding. Primary winding consist of one wire which cross 
through interior of ferrite core of that transformer. Around the 
wire there is induced electromagnetic field which is 
transmitted over the ferrite core of the secondary winding of 
this transformer. Every current transformer do have its own 
ratio that is expressed in amperes. For this case the current 
transformer with factory mark: SCT 013-030was used. Itsratio 
is 100A to 50mA where 100A current which flows through the 
primarily winding is on the secondary winding just 50mAs. 
This physical law is trueonly when the load isconstant. 

This is the base for deriving the constant for calculating 
the real value on the proposed intelligent metering system. 
The recommended load is on the scheme shown under the 
label Burden. 

Next part of the scheme is once again the pair of resistors 
that are connected in the series. The role of them is to offset 
the middle of oscillation amplitude to the value of 2,5V. 

Basically, we are dealing with voltage measurement on the 
load Burden, where it is possible to calculate the current 
flowing over the resistor following Ohm’s law and yet 
determine the current flowing through the measured wire 
thanks to ratio of current transformer. 

Capacitor C1 have the same function as it was written in 
description of scheme of voltage measurement. On the right 
side is shown the real course of voltage (blue) on the resistor – 
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load (Burden) and the real course of current (red). 

Microprocessor that is used for this implementation do 
have integrated 10 bits analogue – digital converteron the 
outputs. In this case we don’t need additional support circuits 
because the output of prepared circuits will be connected 
straight to the analogue inputs of microprocessor. In one phase 
metering system we will use just two analogue inputs on the 
microprocessor. In three phase metering system we will use 
six analogue inputs on the microprocessor. For every phase 
two inputs. One input is just for metering current and the 
second one is for voltage metering. 

D. Software of intelligent metering system 

Intelligent metering system which is build on the base of 
microprocessor shouldn’t be functional without the software. 
Software is an inseparable and very important part of the 
system. It is used for reading of values from inputs, calculate 
the effective values of voltage and current and power as well. 
For experimental testing we make the prototype solution on 
the prototyping Arduino board. It is standard Atmel 8-bit 
family microprocessor. Arduino IDE has been used as the 
code development environment. 

Structure of program consist of these main parts: 

 importing the header files, 

 declaration and initialization of variables, 

 setting the initial parameters, 

 the main loop with sampling signals, 

 calculation of the one second effective value, 

 storing of calculated values in internal registers. 

1) Importing the header files 
Core libraries that are used to operate the Atmel 

microprocessor are automatically imported in ARDUINO IDE 
environment. This depends on the fact which type of 
ARDUINO prototyping board we will use for the code 
compilation. Excluding this compilation we need to import the 
following libraries: 

#include <SPI.h>, 

#include <Ethernet.h>, 

SPI library is for communication via SPI bus, where are 
connected support modules for communication over the 
Ethernet. Serial Peripheral Interface (SPI) is a synchronous 
serial data protocol used by microcontrollers for 
communicating with one or more peripheral devices quickly 
over short distances. It can also be used for communication 
between two microcontrollers[11]. 

Ethernet library allows an Arduino board with the Arduino 
Ethernet Shield to connect to the internet. It can serve as either 
a server accepting incoming connections or a client making 
outgoing ones. The library supports up to four concurrent 
connection (incoming or outgoing or a combination). 

Arduino communicates with the shield using the SPI bus. 
This is on digital pins 11, 12, and 13 on the Uno and pins 50, 

51, and 52 on the Mega. On both boards, pin 10 is used as SS. 
On the Mega, the hardware SS pin, 53, is not used to select the 
W5100 but it must be kept as an output or the SPI interface 
won't work [12]. 

2) Declaration and initialization of variables 
It is important to initialize and declare the following 

variables: 

set the MAC address on Ethernet Shield  

byte mac[] = {0xDE, 0xAD, 0xBE, 0xEF, 0xFE, 0xED}; 

set the IP address, that will be configured on experimental 
IMS. 

IPAddress ip(192,168,1,201); 

setting the server that will be using for receiving measured 
data via Ethernet 

char server[] = "michal.kovalcik.s.cnl.sk" 

variable of Ethernet client type 

EthernetClient client; 

variable for resetting the memory of last connection 

boolean lastConnected = false 

the variable for counting the number of samples per unit of 
time 

int i = 0; 

variables that will store data from A/D converter 

int ii1 = 0, u = 0; 

variable for partial calculation of measured data 

float uuu=0; 

float iii1=0; 

variable for final calculation of measured data 

float napatie = 0 

float prud1 = 0; 

calibration constant for conversion measured values prom 
microprocessor to the real effective values 

float ki = 0,053167; 

float ku = 1,085731; 

definition the time interval per one second 

long interval = 1000000; 

variable for counting the time 

long previousMillis = 0; 

3) Setting the initial parameters and creation the 

necessary instance in the loop setup() 
Initialization the Ethernet library and the network settings 

Ethernet.begin(mac); 

Reading the time stamp 
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previousMillis = micros(); 

4) The main loop with signal sampling loop() 
Reading the time stamp before reading the first value of 

the sample. 

unsigned long currentMillis = micros(); 

Reading the first sample from A/D converter and saving it 
to the served samples. 

ii1 = analogRead(i1Pin); 

uu = analogRead(uPin); 

Summarization of reading values according the equation 
(3) and(7). 

iii1 = iii1 + sq((ii1-511.5)*ki); 

uuu = uuu + sq((uu-511.5)*ku); 

Increment of variable for calculation number of samples 
per time unit.  

i++; 

The beginning of term after that time set by variable was 
achieved. 

if(currentMillis - previousMillis > interval){ 

Calculation of mean value and the square root according to 
the equation (3) and (7). 

napatie = sqrt(uuu/i); 

 prud1 = sqrt(iii1/i); 

Resetting and set the variables for further use in the loop () 
and finishing the term. 

uuu=0; 

iii1=0; 

i=0; 

previousMillis = currentMillis; } 

Now we have values of measured electrical parameters per 
one second that are in registers (variables voltage and current). 

Subsequently we can use these values for calculating the 
active power or exporting the parameters of voltage and 
current. 

5) Results from designed IMS 
Electrical parameters that were read, calculated and 

described in previous chapters are exported to the remote 
places by means of existing networks. We can export values 
secondly to the storage system or we can use 15 minutes 
profile for exporting. For transferring of collected data we can 
choose any well-known technology such as PLC, GPRS, LAN 
or any other. It depends on the connected module to the 
designed IMS system. 

If we do not convert the read values from A/D converter 
according to equations (3) and (7) we will have on the output 
of the microprocessor just sampling values in range from 0 to 
1023.  

We put these values of measurement of the load in to the 
graph On Fig. 5 where we have graph of real course of the 
measured current. 

 

Fig. 5. The real course of the current 

The minimal term is that electricity meter must read at 
least 32 samples per one period. From graph it is possible to 
see that designed IMS device measure about 50 samples per 
one period of time and satisfy this term in full range. After 
applying the equation we have results with export of currents 
and voltage every second. These values we put into the table 
and make graph as on the Fig. 6. 

 

Fig. 6. The graph of measured voltage on one phase 

On the x axis of this graph there is sequential number of 
measurement from 1 up to 900 what is number of samples per 
15 minutes. y axis is the effective value of measured voltage 
in volts. After analyse we decided that the voltage isn’t 
constant but fluctuates under the value 250 V. This is a little 
higher voltage as usual what is caused by closeness of 
distributional transformer which make the voltage level 
higher. It is still considered as normal value in the range of 
230V ± 10%, so the quality of electricity is ensured. The 
fluctuation of voltage is caused by the variable character of 
load in the power system. 
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Fig. 7. The graph of measured current on one phase 

The similar graph we can see on Fig. 7 which is 
constructed from values of current that were consumed by 
consumer equipment. The x-axis is the sequential number of 
measurement. We have 900 measurements and the y-axis is 
the effective value of current measured in amperes. It is 
possible to see that the fluctuation of current is more 
significant than voltage. While the voltage should be constant 
the current will be changing in dependence of what appliance 
is connected and consume the energy. There we can see that 
from the moment of measure 24 up to the 257 is the increase 
about 8 amperes. We expect that one appliance was connected 
to the power system. The current of 8 amperes equals to the 
consumption of electric kettle. 

The next figure shows the graph of active power calculated 
on one phase.  On Fig. 8 we can see that graph which is 
similar than currents on one phase. The axis of x is sequential 
number of measurement from 1 up to 900 what is number of 
samples per 15 minutes. The axis y shows values of active 
power. The main measure unit of power is Watt. 

 

Fig. 8. The graph of measured active power on one phase 

The last graph showed on Fig. 9 is the summary graph of 
exported 15 minutes values of power. The x-axis is sequential 
number of measurement and y-axis shows values of active 
power in Watt. There are only 10 values but every value 
characterize the duration of 15 minutes. The whole time of 
measurement showed there is two and half an hour. 

 

Fig. 9. The profile of one phase power in 15 minutes 

IV. CALIBRATION AND TESTING OF THE IMS SYSTEM 

In previous chapter was mentioned the calibration constant 
ki and ku. It is necessary to calculate these constants, after that 
to verify the calculation and store the result in the memory of 
microprocessor. This process is important when we want to 
have effective values calculated by IMS the same as real 
measured values. Constant ki depend on the values according 
the equation (17) where we have ratio from the A/D converter, 
part for calculation of the current flowing via the resistor 
according the Ohms law. Next one is transformation ratio of 
current transformer and the number of threads on the primary 
winding. In this experimental implementation there was used 
the current transformer with maximal measured current of 100 
Amps. To decrease the range and increase the accuracy we put 
six threads on the core of the probe. 

 
   

 

    
 

 

       
 
   

    
 
 

 
 

(17) 

We can measure the value of Rburdenwith millimetre. In this 
case the nominal value of itis 33 Ohms but the real value is 
33,6 Ohms. For further calculations we will use this measured 
value of resistor. The next unknown value is the ratio of 
current transformer or current probe. The verification of 
nominal values on current sensors we can make by means of 
measuring the currents on any circuit where we need to use 
two different types of measuring devices of current and our 
designed current probe. Our probe must be connected to the 
constant load. With measuring voltage on this load we can 
calculate the current that is flowing through load according to 
Ohms law. So we can determine the ratio of primary winging 
of current transformer to the value that we had calculated. 
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TABLE I.  MEASURING THE RATIO OF CURRENT TRANSFORMER 

Current 

oscilloscope 

Current 

analogue 

Average 

current 
UR IR 

Ratio of 

transformer 

0.96 1 0.98 0.112 0.00333 294 

2 2.01 2.005 0.233 0.00693 289.1330472 

3 3 3 0.348 0.01036 289.6551724 

4.1 4.05 4.075 0.472 0.01405 290.0847457 

5.03 5 5.015 0.584 0.01738 288.5342465 

5.94 5.9 5.92 0.684 0.02036 290.8070175 

8 8 8 0.937 0.02789 286.8729989 

10 10 10 1.167 0.03473 287.9177377 

12.1 12 12.05 1.4 0.04167 289.2 

From the following table 1, where we have written values 
according to previous process we can calculate the ratio of 
current probe. Subsequently from the equation (18) we can 
determine the average ratio of transformers. 

 
    

 

 
 ∑                 

 

 

 
(18) 

After calculation we have ratio of 289.578 where the 
nominal value is (100/0,05)x(1/6) =333.33. So we can decide 
that nominal value is different from our calculation for 15,1%. 
Thus the constant ki=0,042123. 

Constant kuwas derived from the equation (19) where we 
have the ratio of A/D converter, the ratio of voltage divider 
according the equation (16) and the last part is proportion of 
nominal input and output values of voltage. 

 
   

 

    
 
  

 
 
   

  
 

(19) 

The ratio of A/D converter is given and precise defined by 
producer. The ratio of voltage divider was measured and 
confirmed that it isn’t different from the nominal value. We 
need to verify whether the ratio of input and output winding of 
transformer is correct. We connect two resistors (10 and 10 
kOhms) that are connected to the series on the output of the 
transformer. We will measure by means of two voltmeters. 
One will be connected to the input and the second one will be 
connected to the output. The output voltage will be increasing 
continuously. We will make 10 measurements with the range 
from 0 to 250 Volts and the results we will write to the table. 
From the table we calculate the arithmetic average of the 
proportion – input and output voltage. The nominal value is 
19,166. Experimentally verified value is 19,41. The nominal 
value is different from the verified about 1,25%. Ku we can 
quantify as the value 1,0424. 

Due to different nominal values from measured and 
verified we need to make additional calibration. Calibration 
may be carried out on the basis of the connection of these 
elements: 

 More measuring devices 

o  multimeter, 

o  oscilloscope with current probe, 

o  lab pointer ampere meter. 

 continuously adjustable source 0-250V AC, 0 – 20A, 

 load, 

 calibrated IMS. 

Scheme of calibration circuit: 

 

Fig. 10. Scheme of calibration circuit 

The power source was designed to be continuously 
adjustable for the range 0 - 250V 0-20A, in this way both 
values can be adjusted. From the power source is in series 
directly connected multimeter and analog pointer ampere 
meter. Subsequently, from these devices, is directly connected 
only the load. Oscilloscope and IMS have their own probes 
connected contactless but for better understanding on the Fig. 
10 they are shown as connection to the series. 

Measurement was processed according the table2: 

TABLE II.  MEASUREMENT OF CALIBRATION CONSTANT KI 

S.N. 
Current 

oscilloscope 

Current 

multimeter 

Current 

analogue 

Current 

average 

Current 

IMS 

1 1.12 1.09 1.1 1.103 0.868 

2 2.12 2.06 2.06 2.080 1.643 

3 3.27 3.18 3.16 3.203 2.546 

4 4.14 4.06 4.09 4.097 3.241 

5 4.92 4.96 4.92 4.933 3.945 

6 6.1 6.08 6.08 6.087 4.853 

7 8 n/a 8 8.000 6.377 

8 10 n/a 10.01 10.005 7.978 

9 12 n/a 12.01 12.005 9.515 

10 14.1 n/a 14.02 14.060 11.06 

11 16 n/a 16 16.000 12.515 
 

From measured values we can calculate coefficient kix for 
increasing or decreasing constant ki. 

According the equation (17) we can calculate the 
arithmetic average of the current ratio and measured on the 
IMS system. 

 
    

 

 
 ∑

               

           

 

 

 
(20) 

In this case is the value of coefficient kix 1.2621833. When 
we look back for the constant ki which has been calculated 
from nominal value of the element, it has value of 0,042123. 

From the table2 we can see that our IMS system measure a 
little smaller values as the lab equipment. We need to multiply 
the calibration constant ki with coefficient kix to ensure the 
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new more precise constant kin= 0,0531669471459. 

Specification of the coefficient kux was realized by 
measuring input voltage on the transformer by means of two 
different lab metering devices and the calibrated IMS system. 
All measuring devices were connected parallel to the 
measured load and the results were written to the table 3: 

TABLE III.  MEASUREMENT OF CALIBRATION CONSTANT KU 

S.N. 
Voltage 

oscilloscope 

Voltage 

multimeter 

Voltage 

average 

Voltage 

IMS 

1 10.5 10.047 10.2735 9.85 

2 52 52.25 52.125 49.87 

3 103 103.5 103.25 99.2 

4 136 137 136.5 131 

5 169.2 169.2 169.2 162.75 

6 200.6 200.6 200.6 193 

7 231.6 231.6 231.6 222.7 

8 245 245 245 235 
 

These values we put into the equation (21) and calculate 
the coefficient kux. 

 
    

 

 
 ∑

               

              

 

 

 
(21) 

After calculation, the equation with measured values we 
have coefficient kix = 1,041569. Again we can see that 
measured value with IMS is lower than measured by lab 
metering systems so we need to increase value in coefficient 
kux. Subsequently we multiply the constant ku with coefficient 
kux and we get constant kun=1,0857315256which is more 
precise that the value before. 

V. CONCLUSION 

The goal of this paper was to share the information about 
construction of the smart metering system. We are at the 
beginning of difficult role with intelligent devices of the 
power system. The invented IMS system that is described in 
this paper is cheap and very simple equipment that can be 
used in every home for checking and analysing the power 
consumption. The social trend is saving money and guarding 
the consumption is one of the progressive tools to do it 
effective. 

The expectation of this project was to make a calibrated 
tool for metering of the power consumption in household. The 
results state that our aim was reached and the device is now 
installed in one household where it is monitoring the 
behaviour of family consumption. The highest advantage is 
that all measured data are stored in internal memory of the 

computer what gives us the unique chance to make reports. 

We can make reports based on hour, day or moth base. 
Subsequently we can compare our consumption of electricity 
during the time periods. This detailed analysis is good for 
analysing the appliances that we use at home. Every appliance 
have different input power so we can make a diagram of 
appliances used at home and see which appliance is currently 
connected. This is very good tool for monitoring homes when 
we aren’t at home yet. 

The distribution system operators are currently at the 
beginning of the era of smart metering systems. It can take up 
to 10 years till everyone will have smart meter at home. This 
is very important challenge which is financially very difficult. 
The distribution system operators will send reports about 
electricity consumption to every consumer using the portal, 
but it is the sound of future. So this experimental tool can 
bypass the time from now up to the installing smart meter by 
distribution system operator. 
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Abstract—Opportunities, benefits and achievements are 

emerging factors for institutions, lecturers, and learners from the 

increasing availability of Information Communication 

Technologies (ICT). These factors are relevant especially for new 

and growing higher educational institutions (HEI) whose survival 

depends on, among other factors, the use of ICT to develop new 

organizational models to enhance their internal and external 

communication relationship and produce quality graduates. 

Given the relevance of the topic, the researchers studied 

positive impact of the adoption of ICT by higher educational 

institutions in an attempt to justify the use of ICT. In this paper, 

adoption refers to institutions migrating from traditional modes 

of paper based school management and student engagement to a 

computerized environment. This shift is hoped to enhance 

academic development and flexibility, increase level of student 

engagement, enhance cost-effectiveness, and create a sustainable 

environment through interactive learning resources. 

Although the study was conducted at a single institution (i.e. 

Botho University), it restricts its focus exclusively to the 

educational motivations for institutions to adopt ICT. In order to 

ascertain the current state of knowledge, an extensive review, 

analysis, and synthesis of the collected data and literature have 

been undertaken. The authors conclude the paper by identifying 

and examining potential benefits and achievements of institutions 

in adopting ICT. 

Keywords—ICT; Adoption; e-learning; Education 

I. INTRODUCTION 

The acronym ICT is an umbrella acronym that includes any 
communication device, including but not limited to: computer, 
telephone, television, radio and others. There are also services 
and software that are associated with the aforementioned 
devices such as Distance Learning Software Tools and Video 
Conferencing Applications. According to Unwin [1], “ICT can 
be a catalyst by providing tools which teachers use to improve 
teaching and by giving learners access to electronic media that 
make concepts clearer and more accessible”. Therefore it is 
evident that organizations will benefit from ICT through its 
adoption and be able to, as a result, reap benefits. According to 
Dasgupta [2], ICT adoption is “defined as the decision to 
accept, or invest in a technology” .In light of this the use of the 
terms acceptance and adoption are interchangeable in this 
article as supported by other literatures [3]. 

Botswana is currently experiencing the exponential growth 
of the ICT sector, yet it is still lagging behind in enjoying the 
ICT benefits compared to other countries dominated by ICT 
usage [13]. This has been attributed in part to financial 
constraints and the uneasiness of the Botswana society to adopt 
ICT, due to lack and or limited knowledge on it [13]. The 
literature revealed that ICT adoption is not an easy task in 
Botswana due to countless challenges which have hampered its 
growth and adoption in the education sector [13], consistent 
with other researches [4]. Therefore, it is important that the 
target that Botswana has set of having an informed and 
educated nation [5] can be reviewed as ICT also plays a key 
role in achieving such. Moreover, adoption of Information 
Communication Technology by institutions is one of the 
indicators that needs to be measured during the course of 
Vision 2016 implementation [13]. 

Closely related projects to this paper exists with their 
emphasis and scope being different. They have focused on 
identifying challenges of poor ICT distribution in Botswana’s 
Primary and or Secondary education levels, ICT training needs 
for teachers, challenges faced in implementing ICT in 
Botswana’s education system, or, ICT literacy in specific target 
groups in Botswana [6] [13] [15] [16]. Therefore, the adoption 
and acceptance part has been largely ignored, hence this 
research is a first of its kind conducted to measure ICT 
adoption and acceptance for educational purposes at tertiary 
level in Botswana with emphasis on Botho University. 

II. RESEARCH OBJECTIVE 

To present views of Botho University staff and students 
towards ICT as an eliciting may lead to and/or justifies its 
adoption or non-adoption. 

III. LITERATURE REVIEW 

A number of conducted studies have revealed that investing 
in ICT is beneficial for performance and productivity [8] [9] in 
diverse sectors of a country’s economy. Educational sector is 
one area which has benefited a lot from ICT and many 
countries that tend to do well in education have robust ICT 
education system [13] [14]. An ICT oriented education system 
provides varying benefits to both learners and educators alike, 
through impacting positively in improving quality, delivery 
and results [7] [13]. However, it is the challenges associated 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 8, 2014 

146 | P a g e  

www.ijacsa.thesai.org 

with ICT which have hampered its adoption and acceptance at 
various organizations [10] [13]. 

Many countries across the world, especially developed 
countries, are doing everything possible to address the ICT 
adoption challenges at grass root level, with others introducing 
initiatives of giving laptops to student and teachers to enhance 
their ICT skills, introduction of ICT at early levels such as 
Kindergarten and or providing training to teaching personnel at 
all levels at low costs or for free [11] [13]. In Africa, and 
Botswana to be precise, this is just a dream[13], since the 
initiatives are difficult to implement due to diverse challenges 
such as financial deficiency, limited ICT trained personnel and 
electricity distribution amongst the so many 

A. ICT in Botswana 

The government of Botswana adopted ICT policy in 2004, 
known as Maitlamo [13] and it was also revised in 2007.  The 
goals of this policy are to; “create enabling environment, 
Universal service and access to information and 
communications facilities, to make Botswana a Regional ICT 
Hub”. The country also have Vision 2016 which was approved 
in 1997, which articulates the role of ICT in an “Informed and 
Educated Nation” pillar [5]. However, although the 
government is concerned about ICT adoption, there are 
challenges that are encountered. According to Cummins [12], 
“There is also considerable difference in terms of urban and 
rural access to ICT services. Challenges include the relatively 
high cost of computers, absence of electricity in a number rural 
areas, and expensive Internet usage”. Many Universities and 
colleges in Botswana have computer laboratories, but the major 
challenge is the computer to student ratio, many students do 
not have or own computers [13]. 

Through the ICT policy [13] [14] various areas are being 
addressed and Botswana is channeling her efforts to address 
the areas identified in the policy. One such, is the education 
area where efforts to integrate ICT in education is being 
spearheaded. There is a national e-learning committee tasked 
with formulating and promotion of e-learning in Botswana 
[14]. This initiatives are tailored to meet the shortfalls 
identified in the findings and recommendations contained in 
the Botswana ICT policy [13]. The ministry of education is 
trying to encourage its partners to look at e-learning as one of 
the possible teaching modes in Botswana with government and 
other stakeholders working towards achieving that vision. The 
ICT policy, known as Maitlamo, has noted that the government 
is working on broadband connection to schools, refurbishment 
of computers then delivered to schools and training of teachers 
and administrators on e-learning. Botho University is one 
educational stakeholder who has put forth various blended 
learning technologies which among includes e-learning and 
other interactive learning applications. 

IV. RESEARCH DESIGN AND METHODOLOGY 

A. Research Design 

This research was conducted at Botho University. 
Participants involved students, lecturers and administrative 
staff.  The research utilized a qualitative approach and 
employed primary data collection through the questionnaire.  

The questionnaire comprised of two sections namely the 
demographic details of participants and ICT Opinion questions. 
The questionnaire comprised of 18 questions spread into sub-
categories with each categories focused at obtaining data from 
key variables such as the level of ICT anxiety, perceived ease 
of use of ICT, perceived effectiveness of ICT, and perceived 
level of ICT acceptance. These variables are described as 
follow. 

1) ICT Anxiety: This variable focused on finding opinions 

of respondents to indicate their feel and behavior in relation 

to ICT utilization. 

2) Perceived Ease of Use of ICT: Perceived ease of use of 

a computer has been defined by Venkatesh (2000) as an 

individual’s trust that using computers does not require too 

much effort. 

3) Perceived Effectiveness of ICT: This is the opinion of 

respondents that indicate the level to which they are certain of 

the fact that ICT can be utilized to improve their job 

performance or daily routines. 

4) ICT Acceptance: This is the opinion to measure the 

respondents’ willingness to participate in ICT related 

ventures. 

B. Methodology 

Sampling Procedure 

These questions were based in the Likert scale ranging 
from strongly disagree to strongly agree. This questionnaire 
was used to explain and calculate the perception of tertiary 
schools towards ICT adoption and random sampling technique 
was utilized. 

The sample size of this research is not fairly large as the 
research was only based in Botho University to capture the 
overall ICT perspective in the Botswana Higher Education 
sector, thus limiting the sample size. Therefore, research of 
similar and better magnitude would be employed to measure 
such with involvement of all sample sizes and demographics. 

A pilot study was done to gauge the accuracy and 
correctness of the questionnaire. This pilot study was done on a 
sample size of 10 respondents. Based on the respondents’ 
feedback, some changes were effected to improve their 
accuracy and correctness. The final questionnaire was then 
adopted and utilized for this research. 

Research Instrument 

This qualitative research instrument is formulated to 
answer two major questions which will then be further broken 
down into simpler and specific sub questions. In this way, the 
researchers hope to generate an instrument that can easily be 
analyzed and interpreted. These major questions were: 

Main Question 1: 

What are the perceptions of the respondents versus the 
adoption and acceptance of ICT? 

1) Sub Question 
Do Botho University staff and students have any 

reservations or concerns about ICT adoption and acceptance? 
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2) Sub Question 
What are the staff and student’s perceptions on the 

effectiveness of ICT in their school (Botho University)? 

3) Sub Question 
Do staff and students intend to adopt and use ICT in Botho 

University? 

Main Question 2: 

What the gaps in ICT adoption and acceptance are as 
identified from the questionnaire? 

Assumption 

The assumption tested was: a positive feeling towards the 
effectiveness and usefulness of ICT in tertiary schools is a sign 
of computer technology adoption. 

V. RESEARCH ANALYSIS AND RESULTS 

The study used qualitative data to examine ICT adoption 
and acceptance in tertiary institutions. These results are based 
on the analysis of the participants’ views depending on the 
research variables advanced herein. 

Qualitative data summaries were obtained and Microsoft 
Excel used to generate relevant charts for the data. Data 
summaries of demographic data was collected to provide 
percentages of describing characteristics of the population that 
participated in giving responses. There were two variables used 
for demographic data, namely; age and qualification. Fig.1 
below shows the results of the age demographic variable. 

 

Fig. 1. Age distribution 

The age of the participants resulted in 60.8% for the range 
of 20-30, 20.5% for the range of 31-40, 16.6% for the range 
41-50, and 2.1% for participants above 50. 

From the results, the majority of the respondents were in 
the range of 20 – 30 years, which is a true reflection of Botho 
University when looking at the age of students and staff 
members herein. Thus, the 20 – 30 years age group is the 
dominant of all the groups. 

Fig. 2 below shows the results of the qualification 
demographic variable. 

 

Fig. 2. Qualification distribution 

Another demographic variable of qualification resulted in 
24% of the participants having Diplomas, 67% having Degree 
qualification and 9% at masters’ level and above. 

From the results, it can be concluded that a fair distribution 
of the questionnaire was done and the majority of the 
respondents were of the Degree qualification, which is the 
dominant group in Botho University. 

Data summaries were also done for the ICT Opinion 
questions and analyzed to give solution to the research 
questions as follows; 

Question (a) 

Do Botho University staff and students have any 
reservations or concerns about ICT adoption and acceptance? 

The questions on how the participant’s feel on the element 
of worry about ICT adoption had diverse responses. Therefore, 
this research does not have statistical clear data that can be 
used to measure the readiness of Botho University adopting 
and using ICT. Authors recommend further studies through 
interviews on computer anxiety or worry. 

1) Question (b) 
What are the staff and student’s perceptions on the 

effectiveness of ICT in their school (Botho University)? 

In this question, all participants (100%) strongly agreed that 
they found computers or ICT useful and effective in the daily 
delivery of their jobs and or studies. 

From the results, it can be concluded that ICT plays a vital 
role in helping or realizing job delivery at Botho University. 
Thus having respondents fully agreeing to its role in their daily 
activities also influences its adoption and acceptance. 

2) Sub Question(c) 
Do staff and students intend to adopt and use ICT in Botho 

University? 
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Fig. 3. ICT adoption and acceptance at Botho University 

The results for this question produced mixed answers with 
the scales tipping to the majority who favor ICT adoption. 
Majority of the participants intend to adopt ICT (97.4%), just a 
few are neutral (2.6%) and no one does not totally intend to 
adopt ICT at Botho University. From the results, it can be 
concluded that majority of the respondents are eager to adopt 
and embrace the utilization of ICT at Botho University. 

VI. CONCLUSION 

From this research, it can be concluded that most people 
accept the role of ICT in their daily activities and tasks. It has 
also been concluded that they are still people who are hesitant 
to adopting and accepting the role of ICT in their tasks (2.6%) 
whilst majority (97.4%) acknowledges its role. It is not clear as 
to why some people cannot fully accept or adopt ICT, 
therefore, authors have concluded that further research needs to 
be conducted to answer and close this gap. 

Finally, with the tested assumption, all participants had a 
positive feeling towards effectiveness and usefulness of ICT. 
Therefore, it can be concluded that this positive feeling 
towards the effectiveness and usefulness of ICT in tertiary 
schools is a sign of computer technology adoption and 
acceptance by the participants. It has been determined that 
Botho University staff and students adopt and accept ICT. 

VII. RECOMMENDATION 

 More research needs to be done 

More research is needed on this area, with emphasis on the 
participant’s feel and behavior towards ICT adoption, 
utilization and acceptance. Studies with focus on such would 
give a clear indication on the ICT adoption and acceptance 
trend in Botswana Higher Education Sector, and also provide a 
platform on policy making and implementation.  

 Training people on ICT 

ICT literacy is one hurdle impeding the adoption and 
acceptance of ICT in Institutions of Botswana, thus more 
training is needed in this area to have majority of people with 
basic to intermediary skills in the ICT area. This would help 
people to have relevant ICT skills on their Institutions. 

 Early Exposure to ICT 

Many people in Botswana tend to be exposed to ICT 
technologies at later stages such as during employment or at 
tertiary levels, which also contributes to delaying ICT adoption 
and acceptance due to limited and or lack of ICT skills. Thus, 
early exposure in the form of trainings at work entry level or 
high schools could help in fuelling ICT adoption at higher 
education sector [13]. 
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Abstract—at the beginning of development of network 

technology TCP transport agent were designed assuming that 

communication is using wired network, but recently there is huge 

demand and use of wireless networks for communication. Those 

TCP variants which are successful in wired networks are neither 

able to detect exact causes of packet losses nor unnecessary 

transmission delays over wireless networks. The biggest challenge 

over MANET is design of robust and reliable TCP variant which 

should give best performance in different network scenarios. Till 

date more than dozens of TCP variants designed and modified by 

researcher and scientist communities even though the level of TCP 

performance have to be optimum in different scenarios, Such as 

congestion, link failure, signal loss and interferences.  Over rod, 

grid and bulk network model also. As some of TCP-variant 

performs well in particular network scenarios but degrades in 

other scenarios. The objective of this research work, to modify 

packet reordering technique based TCP variant, implement and 

compare its performance with other variants. Validation of basic 

and main network model done using network simulator (NS2) and 

calculated throughput, delay and packet drop by processing trace 

files. The simulated result shows that, proposed technique performs 

outstanding almost in all network scenarios with minimum packet 

losses and minimum delay. 

Keywords—TCP; MANET; RTT; RTO; Congestion; Network 

validation model 

I. INTRODUCTION 

Instrumental in developing today’s Internet. In particular, 
TCP has been successful due to its robustness in reacting 
dynamically to changing network traffic conditions and 
providing reliability on an end-to-end basis [4]. This Wide 
acceptance has driven the development of many TCP 
applications [2] [8], motivating the extension of this protocol to 
wireless networks. These networks pose some critical challenges 
to TCP since it was not originally designed to work in such 
complex Environments, where the level of bit error rate (BER) is 
not negligible due to the physical medium. High mobility may 
further degrade the end-to-end performance because TCP 
reduces its transmission rate whenever it perceives a dropped 
packet. Mobile ad hoc network is a collection of mobile nodes 
that offers different opportunities to TCP [6]. Reduction in 
deployment cost due to absence of fixed infrastructure and 
elimination of administration cost since it is self-configurable. 
However, MANET consists of unstable wireless communication 
links in compare to the wired network [7]. This instability is 
mainly due to mobility of nodes. Because TCP is originally 
invented for wired network, it ignores non-congestion loss 

which occurs rarely in this environment. Thus, TCP in present 
form cannot address frequent link breakage in MANET and 
suffers from performance degradation [4]. TCP is responsible 
for providing reliability of connection by retransmitting lost 
packet. Congestion control is the most controversial parts of 
TCP which degrades performance in front of packet loss. 
Congestion control as its name appears, assumes all packet loss 
induced by congestion When link failure lasts greater than RTO 
(Retransmission timeout) [5]. 

Retransmission timer expires and TCP interprets packet loss 
as a congestion loss. Then congestion control executes back-off 
algorithm to grow RTO exponentially and retransmit packet [3]. 
After a few successive back-off executions, RTO becomes too 
long. Hence when route recovered, sender resumes data 
transmission with long RTO which forces sender remains idle 
unnecessary in case of probable next losses[10]. Thus, packet 
loss classification helps TCP to identify link failure loss from 
congestion loss and consequently triggers appropriate reaction 
instead of invoking congestion control [4]. Link failure needs 
TCP to explore how much new route is congested in compare to 
the broken one. Traffic characteristics can affect queuing delay 
and processing delay of intermediate nodes that consequently 
influences Round Trip Time (RTT). If discovered route suffers 
heavier traffic than old one, retransmission timer must wait more 
to receive acknowledgment and RTO should be increased [6]. 

This paper presents the description and implementation of 
RTT based proposal TCP-MPR variant, Attached as transport 
agent and validated, calculated performance parameters in 
different networks model. The rest of the paper is organized as 
follows. Section 2 gives brief explanations, main concept of 
MPRT and its implementation. In Section 3 presents in brief 
about tools, techniques and research methodology.  Section 4 
and 5 describes different validation network models to be 
validated for accurate performance measures and finally paper 
concludes with conclusion and future work in section 6. 

II. MODIFIED PROPOSAL FOR THROUGHPUT IMPROVEMENT 

The objective of the Modified Packet Reordering (MPR) is 
to increase throughput with minimum number of drop packets 
and minimum delay [1] [3]. Technique has used two lists: 1. To-
be-ack 2. To-be-sent. In figure 1 to-be-ack list there are 
sequence numbers of packets which are to be acknowledged and 
another list is to-be-sent which contains the sequence numbers 
of packets which are waiting to be sent. When the congestion 
window allows it, the packet is sent to the receiver and moved to 
the to-be-ack list. When an ACK for that packet arrives from the 
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receiver, it is removed from the to-be-ack list (under cumulative 
ACKs, many packets will be simultaneously removed from to-
be-ack). Alternatively, when it is detected that a packet was 
dropped, it is moved from the to-be-ack list back into the to-be-
sent list. Drops are always detected through timers. To this 
effect, whenever a packet is sent to the receiver and placed in the 
to-be-ack list, a timestamp is saved. When a packet remains in 
the to-be-ack list more than a certain amount of time it is 
assumed dropped. In particular, it assumed that a packet was 
dropped at time when exceeds the packet’s timestamp in the to-
be-ack list plus an estimated maximum possible round-trip time 
mxrtt. 

As data packets are sent and ACKs received, the estimate 
mxrtt of the maximum possible round-trip time is continuously 
updated.

 

Fig. 1. Conceptual diagram for modified packet reordering (MPR) 

Pseudo code for modified packet reordering (MPR) 
algorithm 

Initialization: 

1) mode=slow-start 

2) cwnd=1 

3) memorize=0 

4) alpha=0.99 

5) beta=3.0 

6) mxrtt=0 

7) srtt=6.0 

8) remove(to-be-ack , n) 

9) add(to-be-sent , n) 

10) if not is-in(memorize , n) then /*new drop*/ 

11) memorize=to-be-ack 

12) cwnd = cwnd(n)/2 

13) else 

14) remove(memorize , n) 
New ack received: 

15) if (cwnd < ssthresh) 

16) /* Slow Start*/ 

17) cwnd = cwnd + 1; 

18) else 

19) /* Congestion Avoidance */ 

20) cwnd = cwnd + 1/cwnd 
Timeout: 

21) /* Multiplicative decrease */ 

22) ssthresh = cwnd/2; 

23) cwnd = 1; 

III. RESEARCH METHODOLOGY 

1) NS2 (Network simulator version 2) 
NS2 is a discrete event simulator targeted at networking 

research. Ns provides substantial support for simulation of TCP, 
routing, and multicast protocols over wired and wireless (local 
and satellite) networks[12]. It is primarily UNIX based.  It uses 
TCL as its scripting language. 

 

Fig. 2. NS2 Implementation 

2) GNUPLOT 
Gnu plot is a command-line program that can generate two- 

and three-dimensional plots of functions, data, and data files. It 
is frequently used for publication-quality graphics as well as 
education [8]. The program runs on all major computers and 
operating systems (GNU/Linux, Unix, Microsoft Windows, 
Mac OS X, and others). gnu plot can produce output directly on 
screen, or in many formats of graphics files, including Portable 
Network Graphics (PNG), Encapsulated PostScript (EPS), 
Scalable Vector Graphics (SVG), JPEG and many others. The 
program can be used both interactively and in batch mode using 
scripts. The program is well supported and documented. 

3) AWK SCRIPTING LANGUAGE 
The AWK utility is an interpreted programming language 

typically used as a data extraction and reporting tool. It is a 
standard feature of most Unix-like operating systems. AWK is a 
language for processing text files. A file is treated as a sequence 
of records, and by default each line is a record. Each line is 
broken up into a sequence of fields, so we can think of the first 
word in a line as the first field, the second word as the second 
field, and so on. An AWK program is of a sequence of pattern-
action statements [8]. AWK reads the input a line at a time. A 
line is scanned for each pattern in the program, and for each 
pattern that matches, the associated action is executed. 

4) EDRAW MAX 
This enables students, teachers and business professionals to 

reliably create and publish kinds of diagrams to represent any 
ideas. Edraw Max is an all-in-one diagram software that makes 
it simple to create professional-looking flowcharts, 
organizational charts, network diagrams, business presentations, 
building plans, mind maps, science illustration, fashion designs, 
UML diagrams, workflows, program structures, web design 
diagrams, electrical engineering diagrams, directional maps, 
database diagrams and more.  The best thing about Edraw 
Max is its flexibility and even you can link diagrams to 
underlying data to provide even more detailed information to 
your audience. 

http://en.wikipedia.org/wiki/Command-line
http://en.wikipedia.org/wiki/Plot_%28graphics%29
http://en.wikipedia.org/wiki/Function_%28mathematics%29
http://en.wikipedia.org/wiki/Data
http://en.wikipedia.org/wiki/Computer
http://en.wikipedia.org/wiki/Operating_system
http://en.wikipedia.org/wiki/GNU
http://en.wikipedia.org/wiki/Linux
http://en.wikipedia.org/wiki/Unix
http://en.wikipedia.org/wiki/Microsoft_Windows
http://en.wikipedia.org/wiki/Mac_OS_X
http://en.wikipedia.org/wiki/Portable_Network_Graphics
http://en.wikipedia.org/wiki/Portable_Network_Graphics
http://en.wikipedia.org/wiki/Encapsulated_PostScript
http://en.wikipedia.org/wiki/Scalable_Vector_Graphics
http://en.wikipedia.org/wiki/JPEG
http://en.wikipedia.org/wiki/Interpreter_%28computing%29
http://en.wikipedia.org/wiki/Programming_language
http://en.wikipedia.org/wiki/Data_extraction
http://en.wikipedia.org/wiki/Unix-like
http://en.wikipedia.org/wiki/Operating_system
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5) SIMULATION PARAMETERS VALUE 
The required parameters value from table 1 is used to set up 

wireless mobile ad-hoc network for simulation and validating 
results for different TCP variants. 

TABLE I.  

Parameter Values 

Channel Type Wireless channel 

 Radio Propagation Model Two Ray ground 

Queue type Droptail/PriQue 

Max. packet(buffer size) 50 

Network interface Wirelessphy 

MAC Protocol 802.11 

Data Rate 1 Mbps 

Transmission Radius 250 

Interference Radius 550 

Packet size 1000 bytes 

Routing protocol AODV, DSDV 

Simulation Time 150 s 

Value x 700 

Value y 500 

Agent trace ON 

Mac trace OFF 

Router trace ON 

Movement trace ON 

IV. BASIC VALIDATION NETWORK MODEL 

1) Congestion Network Model 
This scenario create a congested node at the middle of a five-

node topology by generating three TCP data traffic flows that 
must pass by this intermediate node to reach the other 
communicating end [8][9]. One should also note that, different 
levels of data congestion can be generated by controlling the 
number of TCP data flows crossing this particular network node 
at a certain time. Fig. 3 referred as congestion network model to 
validate and corresponding values noted in table 2. 

2) Link failure Network Model 
In this model it has been forced to TCP agent to change its 

communication path by shutting down one intermediate node 
between the communicating end points. In addition, it is implied 
routes with different number of hops. Thus, each time TCP 
changes the communication route, the characteristics of the path 
between the communicating nodes changes [9]. It is obvious that 
the choice and the establishment delay of the new route will be 
dependent on the implemented ad hoc routing protocol. Packet 
losses and delay changes will also be implied by the link loss 
and the new chosen route.  It is noticed that the effect of such 
networks nodes’ mobility can be represented by the link failure 
scenario shown in fig. 4 as it is the most direct consequence of 
mobility, corresponding obtained parameters values depicted in 
table 3. 

 

Fig. 3. Congestion Network Model [8] 

TABLE II. VALUES OF CONGESTION NETWORK MODEL 

 

Fig. 4. Link failure Network Model [8] 

  

Variant Throughput Delay 
Drop 
Packet 

TCP 371.54 491.632 600 

Reno 371.25 482.392  572 

Newreno 370.96  489.4 631 

Westwood 371.70 506.764 594 

WestwoodNR 371.70 456.783 562 

Vegas 192.35 122.535 562 

Sack 367.49 451.994       588 

Fack 362.81 445.309  555 

MPR 374.69 414.11 405 
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TABLE III. VALUES OF LINK FAILURE NETWORK MODEL 

Variant Throughput Delay Drop 

Packet 

TCP 374.09 226.1 17 

Reno 374.09 226.1 17 

Newreno 374.09 226.1 17 

Westwood 374.09 226.1 17 

WestwoodNR 374.09 226.1 17 

Vegas 193.36 39.093 1 

Sack 374.09 226.1 17 

Fack 374.09 226.1 17 

MPR 374.68 62.824 2 

3) signal loss Network Model 
This scenario illustrates the situation where the wireless 

signal is not stable. The communicating nodes loose the 
connection due to signal loss and resume the communication 
when the signal comes back shown in fig. 5. Signal losses are 
generated by moving one of the intermediate nodes out of the 
radio range of its connection neighbors [8]. This scenario 
created using three nodes end node acts as sender and receiver 
and intermediate node as router Transmission of ftp traffic 
source flow through intermediate node. Intermediate node 
moves away for few second so signal loss occurs between 
source and destination, after few second intermediate node 
moves at original place and again retransmission starts. Table 4 
contains values of different TCP variants validated in Signal 
Loss Network Model. 

 

Fig. 5. Signal Loss Network Model [9] 

TABLE IV. VALUES OF SIGNAL LOSS NETWORK MODEL 

   Variant Throughput Delay 
Drop 
Packet 

TCP 126.00 242.009 42 

Reno 127.52 229.244 42 

Newreno 48.99 242.241 27 

Westwood 124.90 243.186 45 

WestwoodNR 125.61 232.455 41 

Vegas 93.94 55.8684 20 

Sack 126.20 229.576 43 

Fack 146.16 217.699 40 

MPR 365.71 65.162   5 

4) Interference Network Model 
In this scenario, two TCP connections are established 

parallel indicated in fig. 6. The main TCP connection is 
disturbed by the interferences generated by the second TCP 
connection. Indeed, the node acting as forwarder for the main 
TCP connection is placed within the interference range of the 
second TCP connection sender. So, this situation creates 
interference and thus data packet losses. 

Interference scenario in wireless environment created using 
two traffic sources Transmission of second traffic source will 
interfere to the first traffic source [8]. Referring with the 
obtained values from table 5 it is found that, TCP MRP gives 
improved throughput, reduced delay and drop packets compared 
with other TCP- variants. 

 

Fig. 6. Interference Network Model [8] 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 8, 2014 

153 | P a g e  

www.ijacsa.thesai.org 

TABLE V. VALUES OF INTERFERENCE NETWORK MODEL 

Variant Throughput Delay Drop Packet 

TCP 736.51 236.228 1861 

Reno 736.51 236.228 1861 

Newreno 736.51 236.228 1861 

Westwood 736.51 236.228 1861 

WestwoodNR 736.51 236.228 1861 

Vegas 380.24 38.713 1905 

Sack 736.51 236.228 1861 

Fack 736.51 236.228 1861 

MPR 737.78 136.494 1778 

V. MAIN VALIDATION NETWORK MODEL 

1) Chain multi-hop Network Model 
There is only one route to travel from one node to another. 

So communication became faster between two nodes. It is very 
easy to implement. The network consists of variable length 
chain of static nodes, placed at a distance of 200m from one 
another. FTP traffic is transferred between the first and last node 
of the chain [9][11]. During the simulation we will keep one 
FTP connection active at a time. Sequential TCP connection are 
initiated and terminated. 

The solid-line circle denotes a node’s valid transmission 
range. The dotted-line circle denotes a node’s interference range. 
Node 4’s transmission will interfere with node 1’s transmissions 
to node 2.In this scenario also TCP-MPR gives maximum 
throughput with minimum packet loss and delays comparatively. 

Fig. 8 shows a static grid network as experiment topology 
with 4X4 nodes. The distance between two adjacent nodes is set 
to be 200 m, and the transmission and interference radii are set 
to 250 and 550 m, respectively. In a regular grid topology, each 
node in the network is connected with two neighbors along one 
or more dimensions. If the network is one-dimensional, and the 
chain of nodes is connected to form a circular loop, the resulting 
topology is known as a ring. Network systems such as FDDI use 
two counter-rotating token-passing rings to achieve high 
reliability and performance [8]. 

 

Fig. 7. Chain multi-hop Network Model [9] 

TABLE VI. VALUES OF CHAIN MULTI-HOP NETWORK MODEL 

Variant Throughput Delay Drop Packet 

TCP 253.03 333.966 173 

Reno 253.03 333.966 243 

Newreno 253.03 333.966 243 

Westwood 253.03 333.966 243 

WestwoodNR 253.03 333.966 243 

Vegas 130.86 57.637 149 

Sack 253.03 333.966 243 

Fack 253.03 333.966 243 

MPR 253.60 135.096 173 

2) Grid multi-hop Network Model 

 

Fig. 8. Grid multi-hop Network Model [9] 

In general, when an n-dimensional grid network is connected 
circularly in more than one dimension, the resulting network 
topology is a torus, and the network is called "toroidal". When 
the number of nodes along each dimension of a toroidal network 
is 2, the resulting network is called a hypercube [11].  The 
simulated results noted in table 7.  

With reference to the graph shown in fig. 9 and 
corresponding histograms it is observed that, the proposed 
solution gives improved and optimal performance in all aspects. 

Fig. 10-15 shows histogram plot corresponding to the 
congestion, link failure, signal loss, interference, rod and grid 
multi-hop network models. It is drawn with referring the tables 
values of parameters such as throughput, delay and packet drops 
along with vertical axis whereas different TCP variant taken 
along with the horizontal axis. 
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TABLE VII. VALUES OF GRID MULTI-HOP NETWORK MODEL 

Variant Throughput Delay Drop 

Packet 

TCP 488.35 1345.12      5 

Reno 488.35 1345.12 5 

Newreno 488.35 1345.12      5 

Westwood 495.59 1339.02     12 

WestwoodNR 478.16 1285.47      4 

Vegas 222.78 171.355      0 

Sack 497.10 1113.29 63 

Fack 504.30 1350.66    14 

MPR 617.56 588.534      2 

 

Fig. 9. Graph for Grid multi-hop Network 

 

Fig. 10. Histogram Plot for Congestion Network Model 

 

Fig. 11. Histogram Plot for Link failure Network Model 
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Fig. 12. Histogram Plot for Signal loss Network Model 

 

Fig. 13. Histogram Plot for Interference Network Model 

 

Fig. 14. Histogram Plot for Chain multi-hop Network Model 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 8, 2014 

156 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 15. Histogram Plot for Grid multi-hop Network Model 

VI. CONCLUSION AND FUTURE WORK 

In this paper we successfully implemented our research 
proposal (TCP-MPRT) using ns2. The proposal tested and 
validated in different network model scenarios.  We also 
investigate throughput, delay and packet drop using other TCP-
variants in same scenario. Based upon processed results and 
analysis it shows that,    TCP-MPR is giving highest throughput, 
minimum delay and packet drop compared to all variants. In 
future the proposal has to be tested and validated in bulk and 
complex networks with different speed of node mobility. 
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Abstract—Face recognition is an interesting field of computer 

vision with many commercial and scientific applications.  It is 

considered as a very hot topic and challenging problem at 

the moment. Many methods and techniques have been proposed 

and applied for this purpose, such as neural networks, PCA, 

Gabor filtering, etc. Each approach has its weaknesses as well as 

its points of strength. This paper introduces a highly efficient 

method for the recognition of human faces in digital images using 

a new feature extraction method that combines the global and 

local information in different views (poses) of facial 

images. Feature extraction techniques are applied on the images 

(faces) based on Zernike moments and structural similarity 

measure (SSIM) with local and semi-global blocks. Pre-

processing is carried out whenever needed, and numbers of 

measurements are derived. More specifically, instead of the usual 

approach for applying statistics or structural methods only, the 

proposed methodology integrates higher-order representation 

patterns extracted by Zernike moments with a modified version 

of SSIM (M-SSIM). Individual measurements and metrics 

resulted from mixed SSIM and Zernike-based approaches give a 

powerful recognition tool with great results. Experiments reveal 

that correlative Zernike vectors give a better discriminant 

compared with using 2D correlation of the image itself. 

The recognition rate using ORL Database of Faces reaches 

98.75%, while using FEI (Brazilian) Face Database we got 

96.57%. The proposed approach is robust against rotation and 

noise. 

Keywords—Zernike Moments; Face Recognition; Structural 

Similarity 

I. INTRODUCTION 

Face recognition has become one of the most successful 
applications of image analysis and computer vision. Face 
recognition software has been incorporated in a wide variety of 
biometrics-based security systems for the purposes of 
identification, authentication and video surveillance. 
Face recognition includes three stages. The first stage is 
detecting the location of the face, which is a difficult task for 
the position, orientation, and scaling of the face are unknown 
in an arbitrary image. The second stage involves extraction of 
the pertinent features of the localized facial image obtained in 
the first stage. Finally, the third stage requires classification of 
facial images based on the derived feature vector obtained in 
the previous stage. 

Unlike humans who have an outstanding capability of 
recognizing different patterns and faces in varying conditions, 

machines are still dependent on ideal face images; their 
performance suffers when there are variations in 
illumination, background, pose angle, obstacles, etc. Therefore, 
the problem of automatic face recognition is a very complex 
and challenging task [1]. Conventionally, face recognition 
methods are classified in two categories. The first one is based 
on extracting structural facial features that are local features of 
face images, for example, the shapes of eyes, nose and mouth. 
The structure- based approaches deal with local information 
instead of global information. The second category is based on 
statistical approaches, wherein features are extracted from the 
whole image and thus use global information instead of local 
information. Since the global data of an image are used to 
determine the feature elements, data that are irrelevant to facial 
portion such as hair, glasses, shoulders and background 
may result in the creation of erroneous feature vectors that can 
affect the recognition results [2]. 

Statistical approaches for feature extraction based on 
moment invariants have been utilized for classification and 
recognition applications because of their invariance properties. 
An image feature is considered invariant if it remains neutral to 
changes in size (scale), position (translation), orientation 
(rotation), or/and reflection in an image. The most popular 
appearance - based face recognition algorithms are: Principal 
Component Analysis (PCA), Independent Component Analysis 
(ICA), and Linear Discriminant Analysis (LDA). PCA finds a 
set of the most representative projection vectors such that the 
projected samples retain most of the information about original 
samples.  ICA captures both second and higher-order statistics 
and projects the input data onto the basis vectors that are as 
statistically independent as possible. LDA uses the class 
information and finds a set of vectors that maximize the 
between-class scatter while minimizing the within-class scatter 
[3]. 

Pan and  Bolouri (1999) used the discrete cosine transform 
to reduce image information redundancy, because only a subset 
of the transform coefficients are necessary to preserve the most 
important facial features such as hair, eyes and mouth. The 
researchers state that when DCT coefficients are fed into back -
propagation neural network for classification, high recognition 
rate can be achieved by using a very small proportion of 
transform coefficients [4]. Hafed et al. (2001) introduced an 
accurate and robust face recognition system. This 
system exploits the feature extraction capabilities of the 
discrete cosine transform (DCT) and invokes certain 
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normalization techniques that increase robustness to variations 
in facial geometry and illumination [5].  Hazim et al. 
(2005) proposed a local appearance- based face recognition 
algorithm, where local information is extracted using block-
based discrete cosine transformation; and obtained local 
features are combined both at the feature level and the decision 
level [6]. 

In [7], a novel algorithm was proposed by Osslan et al. 
(2009) to solve the problem of automatic face recognition is 
presented; where the novelty of the algorithm is the ability to 
combine the computer vision tasks with Particle 
Swarm Optimization (PSO) to improve the execution time and 
to obtain better recognition results. The crucial stage of a 
typical system of face recognition has been improved by using 
a fitness function to measure the similarity of the input 
face compared with a database of faces. Sharma et al. (2010) 
introduced simple but efficient novel H-eigenface (Hybrid-
eigenface) method for pose- invariant face recognition, ranging 
from frontal to profile view. The proposed method is based on 
the fact that face samples of same person under different poses 
are similar in terms of the combination patterns of facial 
features [9]. Zhang and  Li (2010) proposed discriminative K-
SVD (D-KSVD) based on extending the K-SVD algorithm by 
incorporating the classification error into the objective 
function[10]. 

Lone et al. (2011) used  a multi-algorithmic approach, 
where they developed a face recognition systems based on one 
combination of four individual techniques, namely, Principal 
Component Analysis (PCA), Discrete Cosine Transform 
(DCT), Template Matching using Correlation (Corr) and 
Partitioned Iterative Function System (PIFS). Researchers fuse 
the scores of all of these four techniques in a single face 
recognition system [11]. 

Invariants, especially Zernike moments, also adopted by 
researchers and became more attractive due to its robustness 
against rotation and noise. Shi et al. (2012) proposed a feature 
extraction method based on pseudo–Zernike moment  followed 
by LDA for dimensionality reduction [12]. 

Singh et al. (2012) proposed a modified PCA algorithm by 
using some components of the LDA algorithm for face 
recognition. The algorithm is based on the measure of the 
principal components of the faces, then to find the 
shortest distance between them [13]. On the other hand, many 
researchers utilize local features embedded within the human 
face.  Manchula and Arumugam (2013) presented a feature- 
based multimodality face recognition system to recognize 
the human individuals in an environment of known faces using 
features like shape of the eyes, nose and jaw [14]. 

We outline  this paper as follows: the next section describes 
the proposed system which consists of a number of steps: 
Image Pre-Processing, Image Dividing and Feature Extraction 
(such as  Zernike Moments), Modified Structural 
Similarity Index Measurements (M-SSIM), Features Selection, 
Measurement Performance (that illustrate a number of main 
and derived measurements for face recognition), and the final 
step of proposed system, which is Classification. Section 3 
explains the standard data sets which used for face recognition. 

The remaining sections are Contributions, Results, 
Conclusions, and Discussions. 

II. LOCAL AND SEMI-GLOBAL FEATURE EXTRACTION 

Different emotions and occlusions are represented by facial 
features with more emphasis on specific areas of the face than 
other areas (center of the face); also, changing lighting 
conditions (lighting direction and illumination condition) 
are considered. In this paper, a novel weighted patch moment 
array face representation and recognition approach is 
introduced. The overall framework of the algorithm is 
illustrated in the following steps. There are four main steps in 
the proposed algorithm: 

1) Pre-processing operations, 

2) Image partitioning and feature extraction, 

3) Measurements performance, 

4) Classification. 

A. Image Pre-Processing 

The following pre-processing operations are needed before 
applying the proposed algorithm: 

1) Modifying image scales: All images must be square 

and have even dimensions. 

2) Specifying the order and repetition of Zernike to get a 

set of polynomials, using the following algorithm. 

3) Preparing window parameters for SSIM. 

4) Face detection: face detection is a necessary pre-

processing stage. However, it is a research issue by itself, with 

major difficulties and challenges. Therefore, we propose our 

approach based on standard datasets, which provide suitable 

(pre-processed) images for recognition without the need to 

face detection stage. 
Algorithm (1): Zernike Order-Repetition Set 

Initialization: m=[ ] , n=[ ]  

Input:             Po  //Minimum Order 

                  P      //Maximum Order 
Output:  Zernike Order-Repetition Set  

Zernike Set: 

                for h=Po to P 

                  for f=0 to P 

                    if (f<=h and mod(f-h,2)=0) 

                 n =[n h] 

                 m=[m f] 

                    end if 

                          end loop f 

                 end loop h. 

B. Image Dividing and Feature Extraction 

Choosing an efficient feature extraction method is the most 
important factor to achieve a high recognition rate in face 
recognition.  In the proposed algorithm, a human face image is 
divided into a set of equal-sized blocks in an 
overlapping manner. In this work, the dimension of each face 
image training image or test (reference) is N*N=92*92 pixels, 
the following algorithm is used to divide each image in to 
overlapping windows. 
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Algorithm (2): Dividing images y,x into overlapping blocks 

Initialization:  

wg=[62 42], sg=[15 25] //Global/Local windows 

yw=[ ], xw=[ ]  //yw sub-block of test face 

                          //xw sub-block of training image 

Input:   y is reference (test) image with size N*N    

             x  is training image with size N*N                  

Output:  y and x are divided into sub-blocks {yw, xw} 

Step One: Compute the length of wg:  Lg=lenght(wg) ;              

Step Two: Partition Images 

For g=1 to Lg            

         w=wg(g) ;   s=sg(g);  k=round(N-w)/s 

        for s1=0 to k  ;    s2=s1*s                                      

        for w1=0 to k ;   w2=w1*s 

            yw = y(s2+1:s2+w, w2+1:w2+w);    

           xw = x(s2+1:s2+W, w2+1:w2+W);  

end loop w1 

       end loop s1 

  end loop g 

1) Zernike Moments 
Mmoments compute a numeric quantity at some distance 

from a reference point or axis. While Zernike polynomials are 
defined as a set of orthogonal polynomials defined on the unit 
disk, Zernike moment is the projection of the image function 
onto these orthogonal basis functions. Zernike moments have 
been proven to be more robust in the presence of noise. Since 
their moment functions are defined using polar coordinate 
representation of the image space, Zernike moments are 
commonly used in recognition tasks requiring rotation 
invariance. Zernike moments are a good feature representation 
and provide more information about facial image and reduce 
the dimension of the feature vector leading to improved results. 
Implementation of Zernike moments is detailed in [15]; while 
some formulas were corrected by Sun-Kyoo Hwang. The 
kernel of Zernike moments is a set of orthogonal Zernike 
polynomials defined over the polar coordinate space inside the 
unit circle. Zernike moments of order p with repetition q of an 
image with intensity f(r, θ) are defined as follows [16]: 
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with pq 0    and qp  | is even.  

Zernike moments utilize polar coordinates (r,θ) inside the 
unit circle |r|≤1. To approximate and compute them in discrete 
form we perform a linear transformation of the image Cartesian 
coordinates (i, j) from the inside of the square i, j=0, 1,…,N −1 
to the inside of the unit circle  |r|≤1 to get the discrete form: 
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Fig. 1. Two Coordinate normalization schemes for radial and Zernike 

moments:  (a) Discrete image coordinate space of size(N*N); (b) Coordinate 

normalization using  map (0,N-1)→(-1,+1). 

The above coordinate's transformation is shown in Figure 
1. The figure illustrates that, the algorithm will focus on the 
center of an image, which includes the human face directly, 
this will increase the accuracy of recognition with small 
redundancy. The radial moments used here are complex in 
nature. Since their magnitude is invariant to rotation, so we are 
utilizing just their magnitude as a feature vector with several 
orders. Zernike moment is used as a feature extractor the value 
of order p, repetition q, which is varied to achieve the best 
classification performance. 

2) Modified Structural Similarity Index Measurements 

(M-SSIM) 
An objective image quality measure can have a significant 

role in image processing and its applications, where it can be 
used to monitor and adjust image quality. Also, a quality 
measure can be used to optimize algorithms and parameter 
settings of image processing systems. Machine evaluation of 
image and video quality is important for many image 
processing systems, for example, systems used for 
compression, restoration, enhancement, etc. The goal of quality 
assessment is to find robust techniques for objective evaluation 
of image quality in accord with subjective human assessment. 
Wang  et al. (2004) [17] proposed a promising technique 
(SSIM) for distance covariance to measuring the structural  
similarity based on number of statistical measurements  such as 
mean, standard deviation and they produced a new relation 
among these standards as n the following formula: 

 (   )  
(        )(      )

(  
    

    )(  
    

    )
         ( )   

where, ρ(x,y) is the SSIM measure between two images x 
and y, µx and   

   are the statistical mean and variance of pixels 
in image x (µy,   

   are defined similarly),    is the statistical 

variance between pixels in images x and y , while the constants 
C1 and C2 are defined as C1 = (K1L) 2  and C2 = (K2L) 2, 
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with K1 and K2 are small constants and L = 255 (maximum 
pixel value).  This approach gives a high level of similarity for 
noise free condition while it goes to zero when noise increase, 
in other words, it gives a similarity with two different images 
due to it dependent only the statistics features of images which 
may have some correlations. SSIM can’t reveal all image 
structural properties, so we need to more specific 
measurements that are image-dependent. Pure SSIM gives a 
good results, but if it combined with Edge detection filters such 
as Canny, it will produce excellent results specially when the 
images are different from each other (in this case well return 
zero value for similarity) [18]. 

III. NEW MEASURES: A FEATURE-CORRELATIVE APPROACH 

In previous works, we used either local or global features 
for recognition successfully[19-21]. In this work, global 
features proved ineffective, and we use mixed local and semi-
global features. Seven measurements are investigated: First 
three are tested individually, while others are combined in 
some ways. Zernike moment is applied on equal size of 
overlapping blocks in a local manner (small window) 
and semi-global (large window). In general, the main 
measurements are Zernike correlation, Zernike errors, and 
SSIM. Each one of these measurements must be converted into 
one dimension before using the other measurements. In 
each measurement we tried to find first and second maximum 
values, where the first represent the required person with high 
probability while the second represent the person with 
probability less than the first. To satisfy above goals, 
many normalizations operations as well as dimensions 
reductions are applied. The measurements are explained  later. 

A. Zernike Correlation Measure 

Correlation measures the linear relationship between any 
two variables, and if these variables are independent, the 
correlation will be approximately zero. In addition, correlation 
matrices give an overview of the pattern of relationships 
between variables. 

With the proposed algorithm, Pearson correlation 
coefficients are computed to find the autocorrelation of Zernike 
moments of (windowed) reference image and cross correlation 
between the Zernike moments of (windowed) reference image 
and moments of (windowed) poses of database. Then the 
minimum distance between the two correlations over all 
possible windows will indicate a measure of similarity 
(recognition). The following formulas are used, with yw 
indicating the w-th window of the reference image and xw 

indicating the w-th window of the test pose: 
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noting that xcorr computes correlation of vectors (with 
equal length=N=   ) giving a vector of          length 
without normalization as follows: 
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where w ranges over corresponding blocks of reference 
image (which represents the test image) and different poses of 
each person which are stored in the face database which 
represent the training set.  

The Correlative Zernike Measure is defined as: 

   ( )  arg[max
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where  

       ,max *  (   )+ max *  (   )+                    (10) 

and the function arg[.] indicates the (ordinal number of the) 
person in the database whose some specific pose gives 
maximal similarity with the reference image y. The above 
constant    is defined jointly with the Min-Max Zernike error 

function   (   ) as explained below. 

B. Min-Max Zernike Measure 

Applying the following formulas to find Zernike error 
function between the corresponding blocks: 

  (   )      [*       +
  *       +

 ]         (11) 

where: 

                      max|    (  )| ;   

                      min|    (  )|      

We can define the Min-Max Zernike Measure as follows: 

  ( )  arg[max
 
*     (   )+-                            (12)                                                                   

C. Structural Similarity Measure 

As we mentioned above, the SSIM measurement can be 

applied to corresponding blocks of reference image and 

different poses giving the similarity function: 

  (   )     
 
     (     )                                      (13)                                                                                              

from which the Structural Similarity Measure is defined as 
follows: 

  ( )  arg[max {    (   )}-                                   (  )

  

D. Combined Similarity Measures 

Based on the above three basic measures [Equations (9), 
(12), and (14)], we derive four Combined Similarity Measures 
as follows: 

  ( )  arg[max
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noting that: 
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Proposed Algorithm vs. Existing Algorithms. 
Paper Algorithm(s) Database % Recog 

Guang Dai et al. 

(2003)[23] 

Support Vector  

Machines 

AT&T 94.5 

A. Nabatchian et al. 

(2008)[24] 

pseudo Zernike  

moments 

AT&T 95% 

N. Farajzadeh et al. 

(2010)[25] 

Zernike moments FERET 94.3% 

Zhan Shi et al.  

(2012)[26] 

Pseudo-Zernike  

Moment 

AT&T 89% 

Sara Nazari et al. 

(2013)[27] 

Global and Local 

 Gabor Features 

AT&T 91.8% 

Raman Kumar et al. 

(2013)[28] 

PCA Indian 90% 

Proposed Algorithm Zerinke and SSIM AT&T 98.75%, 

Proposed Algorithm Zerinke and SSIM Brazilian 96.57% 

 

  (   )       (   )                                                   (  )  
where the function arg[.] indicates the ordinal number of 

the person in the database as stated before, hence, it is the 
recognition function. 

E. Classification and Probability of Recognition 

Many techniques may be used for classification stage such 
as K-means or Naïve Bayesian, which is considered as a 
probabilistic approach. In this work, a new threshold is derived 
based on using a set of seven measures as defined in Equations 
(9), (12), (14)-(18). A success (D=1 in our algorithms, which is 
the recognition of the face image as belonging to the data set) 
is reached when at least two measures recognize the reference 
face image from C=14 cases [seven measurements for local 
analysis with seven measurements for semi-global analysis]. 
So, the threshold of belonging (recognition) is       . 

Now we define our confidence in this recognition and call 
it Probability of Recognition (belonging),   . First, we find the 
second peak (maximum) in the above measures. Then we find 
the difference between the absolute maximum and the second 
maximum for each measure, which we call here the MM - 
difference. Normalization for these differences (by maximum 
difference) is necessary. The resulting quantity is the MM-
difference for that measure. For example,    ( ) is the MM- 
difference for the Zernike Correlation Measure;   ( ) is the 
MM-difference for the Min-Max measure; and so on. Then, the 
probability of recognition is defined as follows: 

  ( )

 
length {  ( )|                            ( )  

 
 }

 
    (  ) 

where "successful" means passing the Threshold      . 
Hence,    calculates how much confidence we should put in 

this recognition, noting that 
 

 
   means at least one measure 

recognizes the image. 

F. Database Sets 

1) The AT&T: This face image database contains 10 

different images (poses) of each person; the set consist of 

images for 40 persons  taken at different illuminations, 

rotation  and facial expressions and facial details like glasses. 

The size of each image is 92×112 pixels, with 256 grey levels 

per pixel. 

2) FEI Face Database: The FEI face database is a 

Brazilian face database that contains a set of face images 

taken between June 2005 and March 2006 at the Artificial 

Intelligence Laboratory of FEI in Sao Bernardo do Campo, 

Sao Paulo, Brazil. There are 14 images for each of 200 

individuals, a total of 2800 images. All images are colorful 

and taken against a white homogenous background in an 

upright frontal position with profile rotation of up to about 

180 degrees. Scale might vary about 10% and the original size 

of each image is 640x480 pixels. All faces are mainly 

represented by students and staff at FEI, between 19 and 40 

years old with distinct  appearance, hairstyle, and adorns. The 

number of male and female subjects are exactly the same and 

equal to 100 [22]. See Fig(2). 

 
Fig. 2. Various face poses for a single person from The FEI Face Database. 

IV. RESULTS AND DISCUSSION 

The performance of the proposed methodology is compared 
with two different benchmark datasets as well as using images 
taking at unconditional environment (may be hard 
environments if we consider the high degree of rotation and 
complex emotions). The results illustrate the efficacy of 
Zernike moments for the face recognition problems. The 
algorithm has been tested using approaches: 

A. Under verification branch where the test image represents 

person belong to the training dataset, then the program 

must be to back all poses related with that person. At this 

testing the recognition rate reach to 98.9% (see Table 1) 

with ORL database, but with FEI Face Database 

(Brazilian) degrade to 96.5%  (see Table 2). 

B. Under classification branch where the tested image may 

be belong or not belong to the data set, the recognition 

rate may be reach to 95% based on the complexities of 

image. 

A Comparison: The following table illustrate a comparison 

among a number of existing face recognition algorithms 

under similar databases.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Discussion: 
When the query subject is in an unconstrained imaging 

environment, the true accept rate can fall from 99% to below 
60% [29], so we can claim that our method attains  higher 
accuracy than other method. Of course, it’s difficult to 
determine the accurate rate, since the environment is un 
conditional (see Fig.3, where we used non-standard, self-made 
face images). 

Experiments show that, in the image plane, when rotation 
exceeds 4°, the recognition rate drops rapidly, and the face 
image will be beyond recognition when rotation is more than 
12° [30]. However, using the proposed algorithm,  face 
recognition attains high degrees of probability in spite of such 
rotations, where we might reach 99%. 
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V. CONCLUSIONS 

1) Zernike moments started with order p=zero give 

acceptable recognition rate that reaches 94.5%. Low orders of 

Zernike moments are useful for face expression recognition. 

2) Zernike moments started with p=two give excellent 

recognition rate that reaches to 99%. 

3) Any Zernike moments beyond five returrn the same 

results (this means that the best range for Zernike moment is 

order [2-5]. 

4) Pure SSIM gives poor results, while modified SSIM, 

which combined edge detection methods with SSIM, gives 

better results. 

5) Some of the above measurements are considered as 

weak measurements when they are used alone, but when 

combining these measurements with others excellent results 

are obtained. 

6) Last conclusion is that: image blurring or noise does 

not affect these measures. In addition, they are very resistant 

against rotation. 
REFERENCES 

[1] Arnold Wiliem, Vamsi Krishna Madasu, Wageeh Boles & Prasad 
Yarlagadda, "A face recognition approach using Zernike Moments for 
video surveillance”, Queensland University of Technology 
website, http://eprints.qut.edu.au, 2007. 

[2] W. Zhao, R. Chellappa, and P. J. Phillips, "Face Recognition: 
A Literature Survey”, ACM Computing Surveys, Vol. 35, No. 4,  pp. 
399–458, 2003. 

[3] Kresimir Delac, Mislav Grgic, and Sonja Grgic, "A comparative 
study of PCA, ICA AND LDA,” International Journal of Imaging 
Systems and Technology, 2005. 

[4] Zhengjun Pan and Hamid Bolouri, "High Speed Face Recognition Based 
on Discrete Cosine Transform and Neural Networks”, University of 
Hertfordshire, UK, 1999. 

[5] Ziad  M. Hafid and Martin D. Levine , "Face Recognition Using the 
Discrete Cosine Transform” , International Journal of Computer Vision 
43(3), Kluwer Academic Publishers, 2001. 

[6] Hazim Ekenel and  Rainer Stiefelhagen, "Local Appearance Based Face 
Recognition Using Discrete Cosine Transform”, 13th European Signal 
Processing Conference (EUSIPCO),  2005. 

[7] Osslan Osiris Vergara Villegas, Mitzel Avíles  Vianey Guadalupe Cruz 
Sánchez, and Humberto de, "A Novel Evolutionary Face Recognition 
Algorithm Using Particle Swarm Optimization”,  Fifth International 
Conference on Signal Image Technology and Internet Based Systems, 
2009. 

[8] Lanzarini Laura, La Battaglia Juan, Maulini Juan, and Hasperué Waldo, 
" Face Recognition Using SIFT and Binary PSO Descriptors”, 
Proceedings of the ITI 2010 32nd  Int. Conf. on Information Technology 
Interfaces, June 21-24, Cavtat, Croatia, 2010. 

[9] Abhishek Sharma, Anamika Dubey,   A. N. Jagannatha, R. S. Anand, 
"Pose invariant face recognition based on hybrid-global linear 
regression”, Springer -Verlag London Limited, 2010. 

[10] Qiang Zhang and Baoxin Li, "Discriminative K-SVD for Dictionary 
Learning in Face Recognition”, IEEE Conference on Computer Vision 
and Pattern Recognition (CVPR), 2010. 

[11] Manzoor Ahmad Lone, S. M. Zakariya, and Rashid Ali, "Automatic 
Face Recognition System by Combining Four Individual Algorithms”, 
International Conference on Computational Intelligence and 
Communication Systems, 2011. 

[12] Zhan Shi, Guixiong Liu, and Minghui Du, " Rotary Face Recognition 
Based on Pseudo-Zernike Moment”, ECICE 2012, AISC 146, pp. 641–
646, Springer-Verlag Berlin Heidelberg, 2012. 

[13] Sukhvinder Singh, Meenakshi Sharma, N Suresh Rao, "Accurate Face 
Recognition Using PCA and LDA”, IJMIE, Volume 2, Issue 4, 2012. 

[14] Manchula A., Arumugam S., "Robust Facial Data Recognition using 
multimodal  Fusion Features in Multi-Variant Face Acquisition”, 
International Journal of Computer Applications, Volume 64, No.11, 
2013. 

[15] Chee-Way Chonga, P. Raveendranb, R.Mukundan, "Translation 
invariants of Zernike moments”, Pattern Recognition 36, 2003. 

[16] Sun-Kyoo Hwang, Whoi-Yul Kim, " Anovel approach to the fast 
computation of Zernike moments”, Pattern Recognition 39, 2006. 

[17] Z. Wang,  A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, "Image 
quality assessment: From error visibility to structural similarity”. IEEE 
Trans. Image Proc., 13: 600-612. DOI: 10.1109/TIP.2003.819861, 
Simoncelli, 2004. 

[18] Asaad Noori Hashim and Zahir M. Hussain, " Novel Image Dependent 
Quality Assessment Measures”, Journal of Computer Science 10 (9): 
1548-1560, 2014. 

[19] Seyed Mehdi Lajevardi, Zahir M. Hussain, "Automatic facial expression 
recognition: feature extraction and selection," Signal, Image and Video 
Processing, v.6, no.1, pp.159-169, 2012.  

[20] Seyed Mehdi Lajevardi, Zahir M. Hussain, “Novel Higher-order Local 
Autocorrelation-like Feature Extraction Methodology for Facial 
Expression Recognition,” IET Image Processing, vol. 4, no. 2, 2010. 

[21] Seyed Mehdi Lajevardi, Zahir M. Hussain, “Facial Expression 
Recognition Using Log-GaborFilters and Local Binary Pattern 
Operators,” International Conference on Communication, Computer 
and Power (ICCCP’09), Muscat, Oman, 15-18 Feb. 2009. 

[22] Personal Homepage of Dr. Carlos Eduardo Thomaz (Caru), 
http://fei.edu.br/~cet/facedatabase.html.  

[23] Guang Dai and Changle Zhou, "Face Recognition Using Support Vector 
Machines with the Robust Feature”, Proceedings of the 2003  IEEE  
International Workshop on Robot and Human  interactive 
Communication Millbrae. Calimia, USA. Oct. 31 -Nov. 2,2003. 

[24] A. Nabatchian, E. Abdel-Raheem and M. Ahmadi, "Human Face 
Recognition Using Different Moment Invariants:  A Comparative 
Study”, Congress on Image and Signal Processing. IEEE 2008. 

[25] N. Farajzadeh, K. Faez, and G. Pan, "Study on the performance of 
moments as invariant descriptors for practical face recognition systems”, 
IET Comput. Vis., 2010. 

[26] Zhan Shi , Guixiong Liu and Minghui Du, "Rotary Face Recognition 
Based on Pseudo-Zernike Moment”, Springer-Verlag Berlin Heidelberg 
2012. 

[27] Sara Nazari and  Mohammad-Shahram Moin, "Face Recognition Using 
Global and Local Gabor Features”, IEEE 2013. 

[28] Raman Kumar and Satnam Singh, "Face Recognition using Principle 
Component Analysis for Biometric Security System”, International 
Journal of Engineering Trends and Technology (IJETT) – Volume 4 
Issue 9- Sep 2013 

[29] Joshua C. Klontz Anil K. Jain, "A Case Study on Unconstrained Facial 
Recognition Using the Boston Marathon Bombings Suspects”, Columbia 
Southern University, Computer Society, November, 2013. 

[30] Shan, S.-G., Gao, W., "Curse of Miss-Alignment Problem in Face 
Recognition”, Chinese Journal of Computers 05, 2005. 

 

 

 

 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 5, No. 8, 2014 

163 | P a g e  

www.ijacsa.thesai.org 

TABLE I.  RESULTS OF APPLING PROPOSED ALGORITHM TO ORL DATA SET. 

perso

n 

Successful  poses Failed  poses % Success Notes 

 Zernike 

 Moment 

 Ord 0-3 

  

Zernike 

 

Moment 

 Ord 2-5 

 

Zernik

e 

 

Mome

nt 

 Ord 0-

3 

  

Zernik

e 

 

Mome

nt 

 Ord 2-

5 

 

Zernik

e 

 

Mome

nt 

 Ord 0-

3 

  

Zernik

e 

 

Mome

nt 

 Ord 2-

5 

 

 

P1 10/10 10/10 - - 100% 100% 1-Main problem 

 with persons 4 and 10. 

 

2-percentage of 

 success is 90%. 

 

With Zernike orders 

from 0-3 

P2 10/10 10/10 - - 100% 100% 

P3 09/10 10/10 6 - 90% 100% 

P4 05/10 10/10 1,3,4,7

,8 

- 50% 100% 

P5 10/10 09/10 - 9 100% 90% 

P6 09/10 10/10 2 - 90% 100% 

P7 10/10 10/10 - - 100% 100% 

P8 10/10 10/10 - - 100% 100% 

P9 10/10 9/10 - 1 100% 90% 

P10 07/10 10/10 4,5,10 - 70% 100% 

P11 10/10 10/10 - - 100% 100% 1-Main problem  

with person 

 12 and 16. 

 

2-percentage of 

 success is 92%. 

 

With Zernike orders 

from 0-3 

P12 06/10 10/10 1,4,7,8 - 60% 100% 

P13 10/10 10/10 - - 100% 100% 

P14 10/10 10/10 - - 100% 100% 

P15 10/10 10/10 - - 100% 100% 

P16 07/10 10/10 3,8,10 - 70% 100% 

P17 09/10 10/10 5 - 90% 100% 

P18 10/10 10/10 - - 100% 100% 

P19 10/10 10/10 - - 100% 100% 

P20 10/10 10/10 - - 100% 100% 

P21 10/10 09/10 - 2 100% 90% 1-Ten poses of ten  

persons are succeed 

 

2-percentage of  

succeed is 100% 

 

With Zernike orders 

from 0-3 

P22 10/10 10/10 - - 100% 100% 

P23 10/10 10/10 - - 100% 100% 

P24 10/10 10/10 - - 100% 100% 

P25 10/10 9/10 - 8 100% 90% 

P26 10/10 10/10 - - 100% 100% 

P27 10/10 10/10 - - 100% 100% 

P28 10/10 10/10 - - 100% 100% 

P29 10/10 10/10 - - 100% 100% 

P30 10/10 10/10 - - 100% 100% 

P31 10/10 10/10 - - 100% 100% 1-Main problem 

 with person 40 

 

2-percentage of  

succeed is 96% 

 

With Zernike orders 

from 0-3 

P32 10/10 10/10 - - 100% 100% 

P33 10/10 10/10 - - 100% 100% 

P34 10/10 10/10 - - 100% 100% 

P35 09/10 09/10 1 2 90% 90% 

P36 10/10 10/10 - - 100% 100% 

P37 10/10 10/10 - - 100% 100% 

P38 10/10 10/10 - - 100% 100% 

P39 10/10 10/10 - - 100% 100% 

P40 07/10 10/10 1,6,10 - 70% 100% 

Total 388/400 400/400 22/400 5/400 94.5% 98.75

% 
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TABLE II.  RESULTS OF APPLING PROPOSED ALGORITHM TO BRAZILIAN DATA SET. 

 

Person Successful 

Poses 

Failed 

Poses 

 

Succeed 

% 

 Person Successfu

l 

Poses 

Failed 

Poses 

 

Succeed 

% 

P1 14/14 -  111  % P26 12/14 11, 14  :8  % 

P2 14/14 -  111  % P27 14/14 -  111  % 

P3 14/14 -  111  % P28 14/14 -  111  % 

P4 13/14 2  ;9  % P29 14/14 -  111  % 

P5 13/14 10  ;9  % P30 14/14 -  111  % 

P6 13/14 5  ;9  % P31 13/14 10  ;9  % 

P7 13/14 6  ;9  % P32 13/14 11  ;9  % 

P8 14/14 -  111  % P33 13/14 12  ;9  % 

P9 14/14 -  111  % P34 14/14 -  111  % 

P10 14/14 -  111  % P35 13/14 13  ;9  % 

P11 13/14 8  ;9  % P36 13/14 14  ;9  % 

P12 14/14 -  111  % P37 14/14 -  111  % 

P13 14/14 -  111  % P38 14/14 -  111  % 

P14 14/14 -  111  % P39 14/14 -  111  % 

P15 14/14 -  111  % P40 14/14 -  111  % 

P16 13/14 11  ;9  % P41 14/14 -  111  % 

P17 13/14 10  ;9  % P42 13/14 2  ;9  % 

P18 13/14 12  ;9  % P43 14/14 -  111  % 

P19 14/14 -  111  % P44 12/14 9,10  :8  % 

P20 13/14 4  ;9  % P45 13/14 10  ;9  % 

P21 14/14 -  111  % P46 14/14 -  111  % 

P22 13/14 14  ;9  % P47 13/14 4  ;9  % 

P23 14/14 -  111  % P48 14/14 -  111  % 

P24 14/14 -  111  % P49 13/14 6  ;9  % 

P25 13/14 12  ;9  % P50 14/14 -  111  % 

     

Total 676/700 24/700 ;8.69%  
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Fig. 3. Results with non-standard poses  (D = 1, Pe =  7,  Pr =   0.5714). 
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Fig. 4. Results  with FEI Face Database(Brazilian) (D = 1, Pe =  2,  Pr =   0. 785) 
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Fig. 5. Results with ORL Database (D = 1, Pe = 6,  Pr =   0.5714) 
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 Abstract—This research was aimed to develop and evaluate 

the activity based learning kits for children in a disadvantaged 

community according to the project “Vocational Teachers Teach 

Children to Create Virtuous Robots from Garbage”, to examine 

the learning achievement, to measure the satisfaction and to do 

an authentic assessment of children as regards the learning kits. 

The researchers chose the sampling group purposively out of 

children aged 4-14 years in the community under bridge           

zone 1 who could participate in the summer activity in the 

academic year 2013. The sampling group consisted of 40 

children. Statistical tools in this research included mean and 

standard deviation. T h e  r e s u l t s  s h o w e d  t h a t  t h e  

c o n t e n t  q u a l i t y  was good ( ̅ = 4.40, S.D. = 0.55), the 

presentation quality   was good (  ̅ = 4.46, S.D. = 0.68). 

After learning with the learning kits , the children in the 

disadvantaged community could achieve higher post-test score 

than pre-test score with statistical significance at a .05 level. The 

children expressed the highest level of satisfaction towards the 

learning kits ( ̅ = 4.57, S.D. = 0.58). The authentic assessment of 

children as regards the learning kits was at a good level ( ̅ = 4.43, 

S.D. = 0.51 and this complied with the hypotheses. Therefore, the 

activity based learning kits are useful and could be used in other 

nearby communities. 

Keywords—Activity Based Learning Kits; Children in a 

Disadvantaged Community; Virtuous Robots; Garbage 

I. BACKGROUND 

In 1993, the cabinet decided to improve the living 
condition of people who live under the bridges in Bangkok 
and metropolitan areas because they are homeless. Bangkok 
Metropolitan Administration in collaboration with National 
Housing Authority provided over 700 families with home 
around the areas. The area called “Community under the 
Bridge Zone 1” is located around 10 kilometres away from 
King Mongkut’s University of Technology Thonburi. At the 
moment there are around 200 families and the majority or 
70% of the population is itinerant junk buyers. According to 
an interview with the community chief Mr Chaloermsak 
Leewangsee [1], one of the concerns in this community is that 
during the time of work the parents do not have time to look 
after their children because they gather together to play with 
garbage which can be dangerous without awareness such as 

firecrackers and fireworks, resulting in accidents. When the 
problem was taken into consideration, it was found that the 
main cause is that the children or the youth did not have space 
for recreation or activities and they lacked a good instructor. 
Therefore, they tended to use force or end a dispute through 
fights. They also did not appreciate the value of formal 
education, resulting in a low number of people who study 
beyond compulsory education. 

According to the Public Welfare Education Development 
Plan for 5 Years (2012-2016), all disadvantaged children have 
a right and an opportunity to study compulsory education in 
accordance to their identity, maintain the quality of education 
through virtues and appreciation of Thai culture, and lead        
a life according to the self-sufficiency philosophy in the 
society for a happy life. According to the Office of the 
Education, Religion, Arts and Culture Commission, which 
have conducted many studies on behaviours among children 
and youths in relation to other people and communities [2],     
it was found that there is an increase in children and youth 
who display lack of virtues and moral conducts. Unless all the 
groups involved in solving the problem during the primary 
education, the nation could encounter serious problems when 
they grow up. Therefore, it is important to develop students 
with good character. 

According to the problem and the significance mentioned 
above, the researchers decided to develop the activity based 
learning kits for children in a disadvantaged community 
according to the project “Vocational Teachers Teach Children 
to Create Virtuous Robots from Garbage” to mirror 8 kinds of 
virtues as follows: diligence, thrift, honesty, discipline, 
politeness, cleanliness, harmony, and generosity. Boonkuea 
Kuanhawet [3] says that learning kits are a kind of teaching 
material which is developed according to and consisted of 
topics, contents and experiences in each unit as part of a series 
for 3 stages: instruction, creation, promotion. 

The researchers have been doing  research  in the 
community since 2011 and this year we were interested in the 
development of the activity based learning kits for children 
during the summer of the academic year 2013. 
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II. RESEARCH OBJECTIVES 

A. To develop and evaluate the activity based learning kits 

for children in a disadvantaged community according to 

the project “Vocational Teachers Teach Children to 

Create Virtuous Robots from Garbage” 

B. To examine the learning achievement of children who use 

the activity based learning kits for children in a 

disadvantaged community according to the project 

“Vocational Teachers Teach Children to Create Virtuous 

Robots from Garbage” 

C. To measure the satisfaction of chi ldren towards the 

activity based learning kits for children in a disadvantaged 

community according to the project “Vocational Teachers 

Teach Children to Create Virtuous Robots from Garbage” 

D. To do an authentic assessment of children who use the 

activity based learning kits for children in a disadvantaged 

community according to the project “Vocational Teachers 

Teach Children to Create Virtuous Robots from Garbage” 

III. RESEARCH SCOPE 

The institution responsible for the project consists of the 
researchers and students at Faculty of Industrial Education and 
Technology, King Mongkut’s University of Technology 
Thonburi 

There were 2 periods of research as follows: 

Preparation Per iod: f r o m  1 D e c e m b e r  2013 to              
30 January 2014 

Project Period: from 1 February 2014 to 30 May 2014 

This project follows 3 stages of operation as in instruction-
creation-promotion. 

IV. POPULATION AND THE SAMPLING GROUP 

The population in this research consisted of 110 children in 
the community under the bridge zone 1 at Pracha Uthid 76 
Road who were 4-14 years of age [1]. The researchers chose 
the sampling group purposively out of those who could 
participate in the summer activity. There were 40 children in 
total. 

V. RESEARCH HYPOTHESES 

A. The quality of the activity based learning kits for children 

in a disadvantaged community according to the project 

“Vocational Teachers Teach Children to Create Virtuous 

Robots from Garbage” would be at a good level. 

B. The learning achievement of the children who use the 

activity based learning kits for children in a disadvantaged 

community according to the project “Vocational Teachers 

Teach Children to Create Virtuous Robots from Garbage” 

would show higher post-test score than pre-test score with 

statistical significance at the .05 level. 

C. The satisfaction of the children towards the activity based 

learning kits for children in a disadvantaged community 

according to the project “Vocational Teachers 

Teach Children to Create Virtuous Robots from Garbage” 

would be at a high level. 

D. The authentic assessment of the children who use the 

activity based learning kits  for children in a 

disadvantaged community according to the project 

“Vocational Teachers Teach Children to Create Virtuous 

Robots from Garbage” would be at a good level. 

VI. TOOLS FOR DATA COLLECTION 

Tools in this research consisted of the quality evaluation 
form for the experts in contents and presentation learning 
activities for children, the learning achievement test, the 
children satisfaction questionnaire and the authentic 
assessment form. 

VII. STATISTICAL METHODS USED 

The statistical methods in this research were Mean and 
Standard Deviation. 

VIII. RESEARCH RESULTS 

The results from the development and the evaluation of the 
quality of the activity based learning kits  for children in a 
d isadvantaged  community  according  to the project  
“Vocational Teachers Teach Children to Create Virtuous 
Robots from Garbage” could be seen as follows: 

TABLE I.  THE PROCESS OF DEVELOPMENT FOR THE ACTIVITY BASED 

LEARNING KITS  FOR CHILDREN IN A DISADVANTAGED COMMUNITY 

ACCORDING TO THE PROJECT “VOCATIONAL TEACHERS TEACH CHILDREN TO 

CREATE VIRTUOUS ROBOTS FROM GARBAGE” 

Step Researchers Outcome Resource 

Promoting the 
new project 
within the 
community 

Creating 
pamphlets and 
visiting the 
community 

Community 
was informed of 
the project and 
well-prepared 
for the activities 

1.Instruction 

Visiting the 
area and 
teaching the 
children in the 
disadvantaged 
community 
according to the 
activity based 
learning kits  
for 10 weeks 

 

Visiting the area 
and implementing 
the research 
through video 
clips, plays, 
storytelling, 
painting, 
excursion and 
basic robot 
creation 

Children in the 
community 
could create 
their robots 
which have 8 
virtues as in 
diligence, thrift, 
honesty, 
discipline, 
politeness, 
cleanliness, 
harmony and 
generosity. 

Creating 

Virtuous 

Robots 

Researchers, 

volunteers and 

children in the 

community create 

the robots which 

have 8 virtues for 

children in the 

nursery 

Robots have 8 

virtues 

2. Creation 
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Step Researchers Outcome Resource 

Distributing the 
projects through 
TV, free TV 
channels and 
national 
newspaper 

 

Presenting the 
virtuous robots 
created by 
children in the 
disadvantaged 
community  

 

Children build 
up their self-
esteem through 
sharing their 
experiences 
with the main 
media 

3.Promotion 

TABLE II.   THE QUALITY EVALUATION OF THE ACTIVITY BASED 

LEARNING KITS ACCORDING TO THE EXPERT PANEL IN CONTENTS. 

Item  ̅ S.D. Meaning 

1.The contents about 8 virtues 4.33 0.80 Good 

2. The presentation and activities 4.20 0.50 Good 

3.  The evaluation form 4.67 0.35 Very Good 

Overall 4.40 0.55 Good 

The mean score of the content quality was 4.40 on average 
with standard deviation of 0.55. When this value was  
compared to the criteria, it was at a good level, or supporting 
the hypothesis. 

TABLE III.   THE MEAN SCORE FOR THE QUALITY OF ACTIVITY BASED 

LEARNING KITS  AS EVALUATED BY THE EXPERT PANEL  
IN PRESENTATION 

Item  ̅ S.D. Meaning 

1.Content and activity presentation 4.28 0.57 Good 

2. Activity step 1: Instruction 4.44 0.85 Good 

3. Activity step 2: Creation 4.65 0.50 Very Good 

4. Activity step 3: Promotion 4.41 0.69 Good 

5. Linking activities from each 
learning unit 

4.52 0.81 Very Good 

Overall 4.46 0.68 Good 

The mean score of the presentation quality was 4.46 with 
standard deviation of 0.68. When the value was compared to 
the criteria, it was found to be at a good level, or supporting 
the hypothesis. 

Photos below show the activity based learning kits for 
children in the disadvantaged community according to the 
project “Vocational Teachers Teach Children to Create Robots 
from Garbage” in relation to the 3 stages. 

A. Instruction 

Training for children in the disadvantaged community 
during the summer for 10 weeks 

 

 

 

 

B. Creation 

Robots with 8 virtues , 8 characters design 

 

https://www.facebook.com/photo.php?fbid=762124463806059&set=pcb.762125023806003&type=1
https://www.facebook.com/photo.php?fbid=758635524154953&set=gm.225722280969733&type=1
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C. Promotion 

Distribution of the projects through TV, free TV channels, 
and national newspaper 

 

  

   

 

TABLE IV.   THE LEARNING ACHIEVEMENT OF THE SAMPLING GROUP 

Test n  ̅ S.D.  ̅ S.D.d t 

Pre-test 40 10.80 2.00 
5.9 2.92 12.95* 

Post-test 40 16.70 2.23 

* with statistical significance at the .05 level 

According to the research results, it was found that the 
children who use the activity based learning kits  for children 
in a disadvantaged community according to the project 
“Vocational Teachers Teach Children to Create Virtuous 
Robots from Garbage” showed higher post-test score than pre-
test score with statistical significance at the .05 level, 
supporting the hypothesis. 

 

 

 

 

https://www.facebook.com/photo.php?fbid=10202748485507393&set=pcb.10202748533668597&type=1
https://www.facebook.com/photo.php?fbid=514003268704707&set=at.514003245371376.1073741948.153237531447951.100000255361682&type=1
https://www.facebook.com/photo.php?fbid=514003265371374&set=at.514003245371376.1073741948.153237531447951.100000255361682&type=1
https://www.facebook.com/photo.php?fbid=10202748486267412&set=pcb.10202748533668597&type=1
https://www.facebook.com/photo.php?fbid=774486995903139&set=gm.235329583342336&type=1
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TABLE V.   THE CHILDREN’S SATISFACTION TOWARDS THE ACTIVITY 

BASED LEARNING KITS  FOR CHILDREN IN A DISADVANTAGED COMMUNITY 

ACCORDING TO THE PROJECT “VOCATIONAL TEACHERS TEACH CHILDREN TO 

CREATE VIRTUOUS ROBOTS FROM GARBAGE” 

Item  ̅ S.D. Meaning 

1.Content and activity presentation 4.48 0.64 High 

2. Activity step 1: Instruction 4.62 0.56 The Highest 

3. Activity step 2: Creation 4.56 0.61 The Highest 

4. Activity step 3: Promotion 4.62 0.56 The Highest 

5. Benefits from activities in each 

learning unit 
4.58 0.53 The Highest 

Overall 4.57 0.58 
The 

Highest 

The mean score for the children’s satisfaction towards the 
activity based learning kits  was 4.57 with standard deviation 
of 0.58. When it was compared to the criteria, it was at the 
highest level. 

TABLE VI.  SHOWS THE MEAN SCORE OF THE AUTHENTIC ASSESSMENT OF 

CHILDREN AS REGARDS THE ACTIVITY BASED LEARNING KITS  FOR 

CHILDREN IN A DISADVANTAGED COMMUNITY ACCORDING TO THE PROJECT 

“VOCATIONAL TEACHERS TEACH CHILDREN TO CREATE VIRTUOUS ROBOTS 

FROM GARBAGE” 

Item  ̅ S.D. Meaning 

Authentic assessment of children 4.43 0.51 Good 

The mean score of the authentic assessment in children as 
regards the activity based learning kits  was 4.43 with standard 
deviation of 0.51. When the value was compared with the 
criteria, it was at a good level, supporting the hypothesis. 

IX. DISSCUSSIONS 

This research into the activity based learning kits   
for children in a disadvantaged community according to the 
project “Vocational Teachers Teach Children to Create 
Virtuous Robots from Garbage” was considered to be of good 
quality in terms of contents with the mean score of 4.40 and 
standard deviation of 0.55 and of good quality in terms of 
presentation with the mean score of 4.46 and standard 
deviation of 0.68. This was because the researchers adopted 
the principle proposed by Boonkuea Kuanhawet [3] along 
with the quality evaluation procedure for the learning  
kits as proposed by Wichai Wongyai [4] who put an emphasis 
on holistic thinking and attention by instructors for the 
development. The post-test score was higher than the pre-test 
score with statistical significance at the .04 level, 
supporting the hypothesis. This was in compliance with the 
research by Parinya Ubonkarn [5] who conducted a study into 
the development of games-based activities for mathematical 
preparation among primary school students at Thairat Wittaya 
22 School (Tai Rom Yen) and showed similar level of 
learning achievement. 

In terms of satisfaction, the children in this study  
expressed the highest level of satisfaction with the mean score 
of 4.57 and standard deviation of 0.58. The mean score of the 
authentic assessment for children as regards the activity based 
learning kits  was 4.43 with standard deviation of 0.51, or at a 
good level and this supported the hypothesis. This was 
because the children in the study had many opportunities to 
learn and create their own works in accordance with the steps 
provided by the researchers in relation to the principle by 
Skinner [6] in that allowing learners to have freedom in 
thinking could lead to satisfaction towards learning. 

X. SUGGESTIONS 

A. The research into the activity based learning kits  for 

children in a disadvantaged community according to the 

project “Vocational Teachers Teach Children to 

Create Virtuous Robots from Garbage” was of good quality. 

Therefore, this project could be expanded to other nearby 

communities such as the community behind Thonburi Rom 

Park. 

B. The research results showed that the learners showed the 

highest level of satisfaction towards the activity steps from 

instruction, creation to promotion. In this research, 

student volunteers worked closely with the researchers in 

each step. Therefore, in the future activities, there 

should be an announcement to ask for student volunteers 

to participate in activities to improve disadvantaged 

communities. 
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Abstract—It seems that the term dependence methods devel-
oped using the expected mutual information measure (EMIM)
have not achieved their potential in many areas of science,
involving statistical text analysis or document processing. This
study examines the reasons for the failure and highlights potential
problems of applications. Several interesting questions are arisen,
including, does a term provide any information if it occurs in all
the sample documents? how the mutual information of two terms,
under their status values, makes contribution to EMIM? are two
terms highly dependent for their co-occurrence if they receive a
high positive EMIM value? what may imply for dependence of
two term pairs when they receive the same EMIM value? how
can properly verify two terms to be high dependent for their co-
occurrence? how can properly apply EMIM? does the size of the
sample set matter? This study attempts to answer these questions
in order to clarify confusions caused by the problems and/or
suggest solutions to the problems. Some interesting examples are
provided to clarify our viewpoints.

Index Terms—text analysis; term dependence; term co-
occurrence; the expected mutual information measure (EMIM).

I. INTRODUCTION

The expected mutual information measure (EMIM) quan-
tifies how much knowing one of two variables reduces our
uncertainty about the other. The effectiveness of measuring
the mutual information of terms (MIT) is an active research
subject in many areas of science. This subject has been
motivated by the concern: to developed a variety of techniques
in order to assign a ‘dependence’ (‘relatedness’, ‘proximity’,
‘association’) value to each term pair, and then to make some
decision based on those values. Many studies have used EMIM
for a variety of tasks in, for instance, feature selection [1]–
[4], document classification [5], face image clustering [6],
noise and redundancy reduction [7], multi-modality image
registration [8], information retrieval [9]–[13].

Despite the attractiveness of EMIM, however, it seems that
the term dependence methods developed using EMIM have
not achieved their potential. There may be two main issues for
this. First, it is practically difficult to estimate the probability
distributions required in EMIM. Second, different estimations
conclude to different properties of EMIM and it is theoretically
challenging to apply EMIM without clearly understanding the
properties. This study focuses on the second issue.

There exist potential problems in applying EMIM. This
study examines the reasons for the failure by analysing the

properties, particularly when considering the binary probabil-
ity estimation, denoted by PΞ(δi) and PΞ(δi, δj), widely used
in many areas of science. We highlight eight problems through
respective eight questions below: For two arbitrary distinct
terms ti and tj (where I(δi; δj) is EMIM and emim(δi; δj)
is a simplified form, which will be given in the next section),

Q1: does ti provide any information on tj if it occurs in all
the sample documents?

Q2: what is a fact given from the relation between I(δi; δj)
and emim(δi; δj)?

Q3: how the mutual information of ti and tj , under their status
values, makes contribution to I(δi; δj)?

Q4: are ti and tj highly dependent for their co-occurrence if
(ti, tj) receives a high positive value of I(δi; δj)?

Q5: what may imply for dependence of two term pairs (ti, tj)
and (t′i, t

′
j) when I(δi; δj) = I(δ′i; δ

′
j)?

Q6: how can properly verify ti and tj to be high dependent
for their co-occurrence?

Q7: how can properly apply emim(δi; δj)?
Q8: does the size of the sample set matter?

This study attempts to answer the above questions in order
to clarify confusions caused by the problems and/or suggest
solutions to the problems. As it will be seen from this study,
for instance, the occurrence of a term in all samples (which
may be regarded as a good term in some applications) does not
provide any information about the occurrence of other terms
in the samples; two terms receiving a high positive EMIM
value may not be necessarily high dependent for their co-
occurrence; two term pairs receiving the same EMIM value
may be dependent of each other in different implications; an
inequality has to be verified, in order to properly apply EMIM
or emim, to ensure two terms are high dependent for their co-
occurrence. Some interesting examples are provided to clarify
our viewpoints, and each question Qk is answered through a
corresponding remark Remark-k (k = 1, 2, ..., 8).

The remainder of the paper is organized as follows. Section
2 gives notation, the expressions of EMIM and emim. Section
3 considers the properties of EMIM and answers Q1 and
Q2. Section 4 analyses the properties of four MIT measures,
derived from EMIM, and answers Q3–Q7. Section 5 explains
the sensitivity to the size of the sample set and answers Q8.
Conclusions are drawn in Section 6 and detailed proofs of all
the theorems given in this study are presented in Appendix.
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II. BACKGROUND

This section gives notation, expressions of EMIM and its
simplified form.

Let D be a collection of documents, Ξ ⊆ D a sample set
of documents interested, and V be a vocabulary of terms used
to index individual documents in D. Denote Vd ⊆ V as the
set of terms occurring in document d, and V

Ξ
⊆ V as the set

of terms occurring in at least one of sample documents in Ξ.
In order to clarify our idea presented in this study, let us first

give term state value distributions. A term is usually thought
of having its state values present or absent in a document
or a set of documents. For an arbitrary term t ∈ V , it will
be convenient to introduce a variable δ taking values from set
Ω = {1, 0}, where δ = 1 expresses that t is present and δ = 0
expresses that t is absent. Denote tδ = t, t̄ when δ = 1, 0,
respectively. We call Ω = {1, 0} a state value space, and each
element in Ω a state value, of the term t. Thus, for a given term
t ∈ Vd, its state distribution, denoted by Pd(δ) = P (tδ|d), is
over Ω. Similar discussions can be given to P

Ξ
(δ) = P (tδ|Ξ)

over Ω for t ∈ V
Ξ

, and to P
Ξ
(δi, δj) = P (tδii , t

δj
j |Ξ) over

Ω × Ω = {(1, 1), (1, 0), (0, 1), (0, 0)} for (ti, tj) ∈ VΞ
× V

Ξ

(where i 6= j).
There exists dependence between two terms if the state

value of one of them provides mutual information about the
probability of the state value of another. The study [14] also
showed that there is a relationship between the frequencies (or
probabilities) and the mutual information of terms. Therefore,
term t taking some state value δ should be looked upon as
complex because another state value of t, and state values of
many other terms, may be dependent on this state value [?].

To enable to analyse and understand the properties of EMIM
and its a simplified form, let us further denote n

Ξ
(t) as the

number of samples in Ξ in which t occurs, and n
Ξ
(ti, tj)

as the number of samples in Ξ in which ti and tj co-occur
(where i 6= j). Then, under the binary assumption, using the
statistics of the sample frequencies concerning the set Ξ, we
can introduce the following two theorems, which are essential
for estimating probability distributions required in EMIM.
Theorem 2.1 For an arbitrary term t ∈ V , the state value
distribution, denoted by P

Ξ
(δ), given by

PΞ(δ = 1) = PΞ(t) =
nΞ(t)

|Ξ|

PΞ(δ = 0) = PΞ(t̄) = 1− nΞ(t)

|Ξ|

(1)

is a probability distribution over Ω. For two arbitrary distinct
terms ti, tj ∈ V , the state value distribution, denoted by
PΞ(δi, δj), given by

PΞ(δi = 1, δj = 1) = PΞ(ti, tj) =
nΞ(ti, tj)

|Ξ|

PΞ(δi = 1, δj = 1) = PΞ(ti, tj) =
nΞ(ti, tj)

|Ξ|

PΞ(δi = 0, δj = 1) = PΞ(t̄i, tj) =
nΞ(tj)− nΞ(ti, tj)

|Ξ|
PΞ(δi = 0, δj = 0) = PΞ(t̄i, t̄j)

=
|Ξ| − nΞ(ti)− nΞ(tj) + nΞ(ti, tj)

|Ξ|

(2)

is a probability distribution over Ω×Ω. And P
Ξ
(δi) and P

Ξ
(δj)

are the marginal distributions of P
Ξ
(δi, δj).

Theorem 2.2 For two arbitrary distinct terms ti, tj ∈ V ,
suppose PΞ(δ) and PΞ(δi, δj) are given in Eq.(1) and Eq.(2),
respectively. Then P

Ξ
(δi, δj) is absolutely continuous with

respect to product P
Ξ
(δi)PΞ

(δj) for δi, δj = 1, 0.
With Theorems 2.1 and 2.2, we can now substitute Eq.(1)

and Eq.(2) into EMIM:

IΞ(δi; δj) =
∑

δi,δj=0,1

PΞ(δi, δj) ln
PΞ(δi, δj)

PΞ(δi)PΞ(δj)
(3)

where ln is the natural logarithm, which measures the amount
of information that δj provides about δi, and vice versa.

In order to give a simplified form of EMIM, denoted by
emim

Ξ
(δi; δj), let us adopt the notation given in [15]:

n1· = nΞ(ti)

n·1 = nΞ(tj)

n11 = nΞ(ti, tj)

n10 = nΞ(ti)− nΞ(ti, tj)

n01 = nΞ(tj)− nΞ(ti, tj)

n0· = |Ξ| − nΞ(ti)

n·0 = |Ξ| − nΞ(tj)

n00 = |Ξ| − nΞ(ti)− nΞ(tj) + nΞ(ti, tj)

(4)

Then we can write

emimΞ(δi; δj) = n11 ln
n11

n1·n·1
+ n10 ln

n10

n1·n·0
+

n01 ln
n01

n0·n·1
+ n00 ln

n00

n0·n·0
(5)

which is well-known to many researchers, in particular, to in-
formation retrieval (IR) researchers. It was initially introduced
by van Rijsbergen in his earlier book and papers [15], [16].

We will give the relation between EMIM and emim and
provide an example to illustrate the computation involved in
EMIM and emim in next section. In what follows, we will
always assume, when mentioning two arbitrary terms ti, tj ∈
V , that they are distinct terms (i.e., i 6= j).

III. PROPERTIES OF EMIM

In order to enable us to gain an insight into I
Ξ
(δi; δj) and

emimΞ(δi; δj), this section introduces three theorems. These
give interesting properties of EMIM and emim, and then give
answers to questions Q1 and Q2.
Theorem 3.1 For two arbitrary terms ti, tj ∈ V , suppose
P

Ξ
(δ) and P

Ξ
(δi, δj) are given in Eq.(1) and Eq.(2), respec-

tively. Then IΞ(δi; δj) = 0 if nΞ(ti) = |Ξ| or nΞ(tj) = |Ξ|.
Remark-1: Theorem 3.1 tells us, when EMIM is used with
the estimation given Eq.(1) and Eq.(2), that the occurrence of
ti in all samples does not provide any information about the
occurrence of tj in the samples. Thus, ti and tj are statistically
independent of one another with respect to Ξ. Consequently,
in order to capture the dependence information of terms, we
should always avoid many terms having n

Ξ
(t) = |Ξ| and take

the sample set Ξ with a relatively larger size satisfying, for
instance,

|Ξ| ≥ α+ β ×max{nΞ(t) | t ∈ VΞ}

where α, β ≥ 1 are integers. ♦
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Theorem 3.2 For two arbitrary terms ti, tj ∈ V , suppose
I

Ξ
(δi; δj) and emim

Ξ
(δi; δj) are given in Eq.(3) and Eq.(5),

respectively. Then

IΞ(δi; δj) =
1

n
× emimΞ(δi; δj) + ln(n) (6)

where n = |Ξ|.
Remark-2: Theorem 3.2 gives the relation between I

Ξ
(δi; δj)

and emimΞ(δi; δj). Many applications use emimΞ(δi; δj),
rather than IΞ(δi; δj), as a scale factor 1

n and a constant ln(n)
are independent of all term pairs (ti, tj) ∈ V×V , and thus they
are eliminated for simplifying computation. It is clear that an
essential difference between Eq.(3) and Eq.(5) is: the former is
normalized by n but the latter is not. An important fact given
by the above relation to notice is: IΞ(δi; δj) ≥ 0 cannot infer
emimΞ(δi; δj) ≥ 0. Theorem 3.3 below is interesting. ♦
Theorem 3.3 For two arbitrary terms ti, tj ∈ V , suppose
emim

Ξ
(δi; δj) is given in Eq.(5). Then emim

Ξ
(δi; δj) ≤ 0.

Example 3.1 Suppose Ξ = {d1, d2, d3} ⊆ D is a sample
set, Vd1

= {t1, t2, t4, t5, t6, t8}, Vd2
= {t1, t3, t4, t5, t6, t7}

and Vd3 = {t2, t4, t6}. From nΞ(t1, t2) = 1, nΞ(t1) = 2 and
n

Ξ
(t2) = 2, we have

IΞ(δ1; δ2) =
1

3
ln

1
3

2
3

2
3

+
2− 1

3
ln

2−1
3

2
3

(
1− 2

3

)
+

2− 1

3
ln

2−1
3

(1− 2
3
) 2

3

+
3− 2− 2 + 1

3
ln

3−2−2+1
3(

1− 2
3

)(
1− 2

3

)
=

1

3
ln

3

4
+

1

3
ln

3

2
+

1

3
ln

3

2
+ 0 ln 0

≈ −0.0959 + 0.1352 + 0.1352− 0.0000

= 0.1745

emimΞ(δ1; δ2) = 1× ln
1

2× 2

+ (2− 1) ln
2− 1

2× (3− 2)

+ (2− 1) ln
2− 1

(3− 2)× 2

+ (3− 2− 2 + 1) ln
3− 2− 2 + 1

(3− 2)× (3− 2)

= ln
1

4
+ ln

1

2
+ ln

1

2
+ 0 ln

0

1
≈ −1.3863− 0.6931− 0.6931− 0.0000

= −2.7725.

Also, with the expression given in Eq.(6), we can see

1

3
× emimΞ(δ1; δ2) + ln(3)

≈ 1

3
× (−2.7725) + 1.0986

≈ 0.1745 = IΞ(δ1; δ2)

which verifies the relation between I
Ξ
(δ1; δ2) and emim

Ξ
(δ1;

δ2) for terms t1 and t2. 4

IV. PROPERTIES OF MIT MEASURES

This section gives four measures of mutual information of
terms (MIT), and then clarifies our viewpoints, which are used
for answering questions Q3–Q7. The answers are essential for
guiding practical applications.

Following the studies in [17] [18], we express EMIM given
in Eq.(3) with the sum of four items,

mitΞ(tδii , t
δj
j ) = PΞ(δi, δj) ln

PΞ(δi, δj)

PΞ(δi)PΞ(δj)
(7)

where δi, δj = 0, 1, each of which can be regarded as ‘mutual
information of terms, ti and tj , in support of dependence
rejecting independence under state value (δi, δj). Thus, we
can regard it as a general form of a MIT measure, computing
the extent of the contributions made by ti and tj under
the corresponding state values to I

Ξ
(δi; δj). The four MIT

measures and example below enable a simple answer to the
third question.
Example 4.1 Substituting the probability distributions given
in Eq.(1) and Eq.(2) into the MIT measure in Eq.(7), we
can write four concrete MIT measures for δi, δj = 0, 1. For
instance, taking δi = 1 and δj = 1, we can write the first item
of IΞ(δi; δj):

mitΞ(ti, tj) = mitΞ(tδi=1
i , t

δj=1

j )

= PΞ(ti, tj) ln
PΞ(ti, tj)

PΞ(ti)P (tj)
(8)

=
nΞ(ti, tj)

|Ξ| ln
( n

Ξ
(ti,tj)

|Ξ|
n

Ξ
(ti)

|Ξ|
n

Ξ
(tj)

|Ξ|

)
which is the MIT measure of terms ti and tj for their
occurrence in Ξ. Also, if taking δi = 1 but δj = 0, then
we have the second item of I

Ξ
(δi; δj):

mitΞ(ti, t̄j) = mitΞ(tδi=1
i , t

δj=0

j )

= PΞ(ti, t̄j) ln
PΞ(ti, t̄j)

PΞ(ti)P (t̄j)

=
nΞ(ti)− nΞ(ti, tj)

|Ξ| ln
( n

Ξ
(ti)−nΞ

(ti,tj)

|Ξ|
n

Ξ
(ti)

|Ξ|

(
1− n

Ξ
(tj)

|Ξ|

))
which is the MIT measure of term ti occurring but term tj
not occurring in Ξ. 4
Remark-3: The expressions Eq.(3) and Eq.(7) tell us, in order
to measure the term mutual information, we have to consider
the mutual information under the individual state values. That
is, we need to measure the extent of the contribution made
by the respective four state value pairs (δi, δj) using the
corresponding measure mit

Ξ
(tδii , t

δj
j ), where δi, δj = 0, 1, to

the expected mutual information. ♦
Generally, each MIT measure, mit

Ξ
(tδii , t

δj
j ), can be posi-

tive or negative (which can be seen in Example 3.1). The fol-
lowing theorem, which considers the relation between n

Ξ
(ti,tj)

|Ξ|

and n
Ξ

(ti)

|Ξ|
n

Ξ
(tj)

|Ξ| , is interesting.
Theorem 4.1 For two arbitrary terms ti, tj ∈ V , the four
measures, mit

Ξ
(tδii , t

δj
j ), where δi, δj = 0, 1, given in Eq.(7)

have the following property.
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(1) if n
Ξ

(ti,tj)

|Ξ| =
n

Ξ
(ti)

|Ξ|
n

Ξ
(tj)

|Ξ| then

mitΞ(ti, tj) = 0, mitΞ(ti, t̄j) = 0,

mitΞ(t̄i, tj) = 0, mitΞ(t̄i, t̄j) = 0.

(2) if n
Ξ

(ti,tj)

|Ξ| >
n

Ξ
(ti)

|Ξ|
n

Ξ
(tj)

|Ξ| then

mitΞ(ti, tj) > 0, mitΞ(ti, t̄j) ≤ 0,

mitΞ(t̄i, tj) ≤ 0, mitΞ(t̄i, t̄j) > 0.

(3) if n
Ξ

(ti,tj)

|Ξ| <
n

Ξ
(ti)

|Ξ|
n

Ξ
(tj)

|Ξ| then

mitΞ(ti, tj) < 0, mitΞ(ti, t̄j) ≥ 0,

mitΞ(t̄i, tj) ≥ 0, mitΞ(t̄i, t̄j) < 0.

Remark-4: By the property given in Theorem 4.1, it can
be easily seen, when n

Ξ
(ti,tj)

|Ξ| <
n

Ξ
(ti)

|Ξ|
n

Ξ
(tj)

|Ξ| , that the
positive value I

Ξ
(δi; δj) is dominated by the positive quantities

mit
Ξ
(ti, t̄j) and/or mit

Ξ
(t̄i, tj). Thus, the higher value the

IΞ(δi; δj) has, the larger quantities the mitΞ(ti, t̄j) and/or
mitΞ(t̄i, tj) provide, and the more they indicate that ti and tj
are highly dependent under state values (1, 0) and (0, 1), and
that they should not co-occur in samples in Ξ. Consequently,
a high positive value of I

Ξ
(δi; δj) may not indicate that ti

and tj are highly dependent for their occurrence, namely, that
the occurrence (absence) of term ti accompanies the absence
(occurrence) of term tj . ♦

The answer to the fourth question is now apparent. We can
clarify our viewpoint by an example below, which can also
help to answer the fifth and sixth questions.
Example 4.2 Suppose Ξ = {d1, d2, d3}, Vd1

= {t1, t2, t3, t4,
t5}, Vd2 = {t1, t4, t5, t7} and Vd3 = {t4, t7, t8}. Then, it has
|Ξ| = 3, n

Ξ
(t1) = 2, n

Ξ
(t2) = 1, n

Ξ
(t1, t2) = 1, and

IΞ(δ1; δ2) =
1

3
ln

1
3

2
3
· 1

3

+
1

3
ln

1
3

2
3
· 2

3

+
0

3
ln

0
3

1
3
· 1

3

+
1

3
ln

1
3

1
3
· 2

3

≈ 0.1352− 0.0959− 0.0000 + 0.1352 = 0.1745.

In this case, the value I
Ξ
(δ1; δ2) is dominated by both the

quantities mitΞ(t1, t̄2) and mitΞ(t̄1, t2), and t1 and t2 are
highly dependent for their co-occurrence in set Ξ. Also, from
n

Ξ
(t5) = 2, n

Ξ
(t7) = 2 and n

Ξ
(t5, t7) = 1, it has

IΞ(δ5; δ7) =
1

3
ln

1
3

2
3
· 2

3

+
1

3
ln

1
3

2
3
· 1

3

+
1

3
ln

1
3

1
3
· 2

3

+
0

3
ln

0
3

1
3
· 1

3

≈ −0.0959 + 0.1352 + 0.1352− 0.0000 = 0.1745.

In this case, the value I
Ξ
(δ5; δ7) is dominated by both the

quantities mit
Ξ
(t5, t̄7) and mit

Ξ
(t̄5, t7), and t5 and t7 are

highly dependent for their not-co-occurrence in set Ξ. 4
Remark-5: It can be seen, from Example 4.2, that two term
pairs (t1, t2) and (t5, t7) receive the same value, I

Ξ
(δ1; δ2) =

I
Ξ
(δ5; δ7). However, the implications of the dependence infor-

mation under the individual state values are entirely different:
terms t1 and t2 provide the information highly supporting
for either their co-occurrence or none of them occurrence
(i.e., co-not-occurrence); whereas terms t5 and t7 provide the
information highly supporting for one of them occurrence but
another not occurrence (i.e., not-co-occurrence). ♦
Remark-6: In a practical application, we normally concen-
trate on the statistics of co-occurrence of terms. That is, the

dependence under which we are really interested is state value
(δi, δj) = (1, 1). In this case, what we need is:
• to use the measure mit

Ξ
(ti, tj) given in Eq.(8), and for

every (ti, tj) ∈ V × V , to verify an inequality,
nΞ(ti, tj)

|Ξ| >
nΞ(ti)

|Ξ| ×
nΞ(tj)

|Ξ| (9)

• to select those term pairs (ti, tj) satisfying the above
inequality as they guarantee both mit

Ξ
(ti, tj) > 0

(i.e., co-occurrence) and mitΞ(t̄1, t̄2) > 0 (i.e., co-not-
occurrence).

Then, we remove the term pairs not carrying the information
supporting not-co-occurrence. ♦
Example 4.3 (Example 4.2 continued). Consider terms t1 and
t2, we have

3

9
=

1

3
=
nΞ(t1, t2)

|Ξ| >
nΞ(t1)

|Ξ|
nΞ(t2)

|Ξ| =
2

3

1

3
=

2

9

From which we know that mitΞ(t1, t2) > 0, mitΞ(t1, t̄2) <
0, mit

Ξ
(t̄1, t2) < 0, mit

Ξ
(t̄1, t̄2) > 0, and that t1 and t2 are

statistically dependent for their co-occurrence in Ξ, Also, if
we consider terms t5 and t7, then n

Ξ
(t5) = 2, n

Ξ
(t7) = 2,

n
Ξ
(t5, t7) = 1, and

3

9
=

1

3
=
nΞ(t5, t7)

|Ξ| <
nΞ(t5)

|Ξ|
nΞ(t7)

|Ξ| =
2

3

2

3
=

4

9

From which we know that mit
Ξ
(t5, t7) < 0, mit

Ξ
(t5, t̄7) >

0, mit
Ξ
(t̄5, t7) > 0, mit

Ξ
(t̄5, t̄7) < 0, and that t5 and t7 are

highly dependent for their not co-occurrence in Ξ). 4
The following two Corollaries give properties of the MIT

measures, that is, of the individual items of I
Ξ
(δi; δj) and

emimΞ(δi; δj). Their proofs are given in the proofs of Theo-
rem 3.2 and Theorem 3.3, respectively.
Corollary 4.1 For two arbitrary terms ti, tj ∈ VΞ , if nΞ(ti) =

i , t
δj|Ξ| or n

Ξ
(tj) = |Ξ|, then mit

Ξ
(tδi j ) = 0 for δi, δj = 0, 1.

Corollary 4.2 For two arbitrary terms ti, tj ∈ VΞ , the
individual items of emimΞ(δi; δj) are always non-positive.
Remark-7: In order to apply emim(δi; δj) properly, let us
compare the first item of IΞ(δi; δj) given in Eq.(8) and the first
item of emim

Ξ
(δi; δj) given in Eq.(5). Note that we have

nΞ(ti, tj)

|Ξ| =
n11

n
and

nΞ(ti)

|Ξ|
nΞ(tj)

|Ξ| =
n1·

n

n·1
n

Thus, from the expressions in the respective ln functions of
the two first items:
• from the relation between n

Ξ
(ti,tj)

|Ξ| and n
Ξ

(ti)

|Ξ|
n

Ξ
(tj)

|Ξ|
given in Theorem 4.1, we can infer all the signs of
mitΞ(tδii , t

δj
j ) for δi, δj = 1, 0, and then determine

whether term pair (ti, tj) is statistically dependent under
the individual state values.

• however, the inference and determination cannot be made
from the relation between n11 and n1·n·1 ; in fact, by
Corollary 4.2, we know that the individual items of
emim

Ξ
(δi, δj) are always non-positive.

Therefore, to solve the problem arisen by Q7, with Remark-6,
we need to verify Eq.(9) or, equivalently, to verify a simpler
inequality,

n11 = nΞ(ti, tj) >
1

|Ξ|nΞ(ti)nΞ(tj) =
1

n
n1·n·1 (10)

which is a straightforward way to the solution. ♦
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TABLE I
THE DEPENDENCE VALUES AGAINST SIZES OF Ξ

|Ξ| mit
Ξ

(t1, t4) mit
Ξ

(t1, t̄4) mit
Ξ

(t̄1, t4) mit
Ξ

(t̄1, t̄4) I
Ξ

(δ1, δ4)

3 0.0000 0.0000 0.0000 0.0000 0.0000
4 0.1438 0.0000 -0.1014 0.1733 0.2157
5 0.2043 0.0000 -0.1176 0.2043 0.2910
6 0.2310 0.0000 -0.1155 0.2027 0.3182
7 0.2421 0.0000 -0.1089 0.1923 0.3255
8 0.2452 0.0000 -0.1014 0.1798 0.3236
9 0.2441 0.0000 -0.0941 0.1675 0.3175

10 0.2408 0.0000 -0.0875 0.1562 0.3095
15 0.2146 0.0000 -0.0637 0.1145 0.2654
20 0.1897 0.0000 -0.0497 0.0896 0.2296
30 0.1535 0.0000 -0.0343 0.0621 0.1813
50 0.1125 0.0000 -0.0212 0.0384 0.1297

100 0.0701 0.0000 -0.0108 0.0196 0.0789
1000 0.0116 0.0000 -0.0011 0.0020 0.0125

10000 0.0016 0.0000 -0.0001 0.0002 0.0017
n

Ξ
(t1) = 2, n

Ξ
(t4) = 3, n

Ξ
(t1, t4) = 2

V. SIZE OF SAMPLE SET

The binary estimation methods derive their importance from
the fact that their simplicity of computation easily enables
us to have an insight into the term dependence. However,
the methods may be sensitive to the size of the sample set.
This sections explains the sensitivity, using the probability
estimation given in Eq.(1) and Eq.(2) as an example, and gives
an answer to the last question Q8 through a simple example.
Example 5.1 (Example 4.2 continued) Suppose we have a
sample set Ξ ⊆ D = {d1, d2, ..., d10000}. Consider two terms
t1 and t4 with fixed numbers nΞ(t1, t4) = 2, nΞ(t1) = 2 and
n

Ξ
(t4) = 3. Then, when |Ξ| = 3, by Theorem 3.1,

IΞ(δ1; δ4) =
∑

δ1,δ4=1,0

mitΞ(tδ11 , t
δ4
4 )

= 0.0000− 0.0000− 0.0000 + 0.0000 = 0.0000.

Next, taking |Ξ| = 10, then

IΞ(δ1; δ4) =
2

10
ln

2
10

2
10

3
10

+
2− 2

10
ln

2−2
10

2
10

(
1− 3

10

)
+

3− 2

10
ln

3−2
10

(1− 2
10

) 3
10

+
10− 2− 3 + 2

10
ln

10−2−3+2
10(

1− 2
10

)(
1− 3

10

)
=

2

10
ln

10

3
+ 0 ln 0 +

1

10
ln

10

24
+

7

10
ln

10

8
≈ 0.2408− 0.0000− 0.0875 + 0.1562 = 0.3095.

There are more dependence values of t1 and t4 against the
increasing sizes of Ξ in Table I, in which, the numbers
underlined are the maximum (in absolute values) for the
corresponding EMIM and MIT measures. As it can been
seen from Table I, the values vary as changing of |Ξ| and
the variation tells us about the behaviour of the individual
measures. 4

The five different measures give us useful information; each
indicates a different aspect about the dependence of terms and
so should be interpreted in an appropriate way. Let us now

carefully examine Table I to look at what insight it can give
regarding |Ξ| for terms t1 and t4.

- When |Ξ| = 3, it has n
Ξ
(t4) = |Ξ|, namely, t4 occurs in

all samples in Ξ. In this case, the occurrence of t4 does
not provide any information about the occurrence of t1
in samples. Thus, t1 and t4 is statistically independent of
each other, and mitΞ(tδ11 , t

δ4
4 ) = 0 for δ1, δ4 = 1, 0, so

I
Ξ
(δ1; δ4) = 0.

- As increasing of |Ξ|, the individual dependence values in
each of the columns are increasing (in absolute values)
till to the maximum. This is because if t1 or t4 occur in
several (not many) samples, and also co-occur in some of
these, then the values indicate that t1 and t4 are dependent
to some extent.

- For larger and larger |Ξ|, t1 and t4 co-occur in less and
less samples in Ξ (compared with |Ξ|) and they receive
lower and lower dependence values. The values drop
greatly when |Ξ| = 100 and almost are equal to zero
when |Ξ| = 10000 = |D|.

Generally, when the numbers n
Ξ
(ti, tj), n

Ξ
(ti) and n

Ξ
(tj) are

fixed, we have mit
Ξ
(tδii , t

δj
j )→ 0 (for δi, δj = 1, 0) and hence

I
Ξ
(δi; δj)→ 0, when |Ξ| → ∞. The mathematical reason for

this is simple. As it can be seen from the probability estimation
given in Eq.(2) and the MIT measures given Eq.(7),

- except the last one, the individual probabilities P
Ξ
(δi,

δj) approach 0, so the corresponding measures mit
Ξ

(tδii , t
δj
j ) approach 0 × ln(α|Ξ|) = 0 (where α is a

constant), as |Ξ| → ∞.
- the last probability P

Ξ
(δi = 0, δj = 0) approaches 1, so

the measure mit
Ξ
(tδi=0
i , t

δj=0
j ) approaches 1× ln 1 = 0,

as |Ξ| → ∞.
Remark-8: It worth mentioning that the binary estimation
method given in Eq.(1) and Eq.(2) rely on statistics nΞ(t),
n

Ξ
(ti, tj) and |Ξ|; it is thus sensitive to the sample size. A

large sample size might overwhelm useful statistical informa-
tion carried by those important terms having smaller statistics
(or, concentrating in a few documents), thereby weaken and
dilute the potential capability of EMIM and the MIT measures.
♦
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The sample size is an important feature of any empirical
study, and generally a larger sample size leads to increased
precision when estimating unknown (probability distribution)
parameters. According to study given in [19], an appropriate
sample size for a qualitative research depends on a number
of factors, including: the quality of the data, the scope of the
study, the nature of the topic, the amount of useful informa-
tion obtained from the participants (samples), the qualitative
method, experimental design and settings, and so on. It seems
not clear at present how to determine an appropriate sample
size against a set of term pairs in practical applications. It
would be helpful to consider appropriateness of the sample
size prior to determining some probability estimation method
for applying EMIM in a specific application.

CONCLUSION

This study examined the reasons for the failure of applying
EMIM and highlighted some potential problems of applica-
tions. We attempted to clarify confusions caused by the prob-
lems and/or suggest solutions to the problems by analysing a
various of properties of IΞ(δi; δj) and emimΞ(δi; δj). The key
points of this study were emphasised and formally discussed
through a series of remarks, some of them are listed as follows.
• The occurrence of term t in all samples does not provide

any information about the occurrence of other terms in the
samples; in order to effectively capture the dependence
information of terms, we should always avoid many terms
having n

Ξ
(t) = |Ξ|.

• It can be seen, from the relation given in Eq.(6), that
I

Ξ
(δi; δj) ≥ 0 cannot infer emim

Ξ
(δi; δj) ≥ 0; in fact,

we have emim
Ξ
(δi; δj) ≤ 0 for two arbitrary terms

ti, tj ∈ V .
• Two term pairs, (ti, tj) and (t′i, t

′
j), receiving the same

EMIM value, I
Ξ
(δi; δj) = I

Ξ
(δi′ ; δj′), may be dependent

of each other in entirely different implications under the
individual state values.

• A high positive value of IΞ(δi; δj) may not be necessary
to indicate that ti and tj are highly dependent for their
occurrence; we should always verify the inequality given
in Eq.(9) to ensure mit

Ξ
(ti, tj) > 0, and that terms are

high dependent for their co-occurrence.
• In order to apply emim(δi; δj) properly, we should

always verify the inequality given in Eq.(10).
• The binary estimation method given in Eq.(1) and Eq.(2)

is sensitive to the sample size; a large sample size might
overwhelm useful statistical information carried by those
terms concentrating in a small number of documents.

It is essential for this study to point out that different prob-
ability estimations may conclude to different properties of
EMIM and the MIT measures, and therefore it is theoretically
challenging to apply EMIM without clearly understanding
the properties. A widely used binary estimation method is
considered in this study as a good example to reveal practical
application problems and to clarify our viewpoints. A more
general discussion on this subject can be found in our another
study [18]. Due to its generality, this study can be regarded as

a useful tool for many areas of science, involving statistical
text analysis and document processing.

REFERENCES

[1] A. Akadi, A. Abdeljalil El Ouardighi, and D. Aboutajdine, “A powerful
feature selection approach based on mutual information,” International
Journal of Computer Science and Network Security, vol. 8, no. 4, pp.
116–121, 2008.

[2] M. Ait Kerroum, A. Hammouch, and D. Aboutajdine, “Textural feature
selection by joint mutual information based on Gaussian mixture model
for multispectral image classification,” Pattern Recognition Letters,
vol. 31, no. 10, pp. 1168–1174, 2010.

[3] H.-W. Liu, J.-G. Sun, L. Liu, and H.-J. Zhang, “Feature selection with
dynamic mutual information,” Pattern Recognition, vol. 42, pp. 1330–
1339, 2009.

[4] H. Peng, F. Long, and C. Ding, “Feature selection based on mu-
tual information: criteria of max-dependency, max-relevance and min-
redundancy,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 27, no. 8, pp. 1226–1238, 2005.

[5] G. Wang, F. Lochovsky, and Q. Yang, “Feature selection with conditional
mutual information maximin in text categorization,” in Proceedings
of the 10th International Conference on Information and Knowledge
Management, 2004, pp. 342–349.

[6] N. Vretos, V. Solachidis, and I. Pitas, “A mutual information based
face clustering algorithm for movies,” in Proceedings of the 2006 IEEE
International Conference on Multimedia and Expo (ICME’06), 2006,
pp. 1013–1016.

[7] X. Zhang, K. Liu, Z. Liu, B. Duval, J. Richer, X. Zhao, J. Hao, and
L. Chen, “Narromi: a noise and redundancy reduction technique im-
proves accuracy of gene regulatory network inference,” Bioinformatics,
vol. 29, no. 1, p. 106113, 2013.

[8] F. Maes, A. Collignon, D. Vandermeulen, G. Marchal, and P. Suetens,
“Multimodality image registration by maximization of mutual informa-
tion,” IEEE Transactions on Medical Imaging, vol. 16, no. 2, pp. 187–
198, 1997.

[9] K. W. Church and P. Hanks, “Word association norms, mutual informa-
tion, and lexicography,” Journal of the American Society for Information
Science, vol. 16, no. 1, pp. 22–29, 1990.

[10] H. Fang and C. X. Zhai, “Semantic term matching in axiomatic
approaches to information retrieval,” in Proceedings of the 29th Annual
International ACM-SIGIR Conference on Research and Development in
Information Retrieval, 2006, pp. 115–122.

[11] S. Gauch, J. Wang, and S. M. Rachakonda, “A corpus analysis approach
for automatic query expansion and its extension to multiple databases,”
ACM Transactions on Information Systems, vol. 17, no. 3, pp. 250–269,
1999.

[12] M. Kim and K. Choi, “A comparison of collocation-based similarity
measures in query expansion,” Information Processing & Management,
vol. 35, no. 1, pp. 19–30, 1999.

[13] R. Mandala, T. Tokunaga, and H. Tanaka, “Query expansion using het-
erogeneous thesauri,” Information Processing & Management, vol. 36,
no. 3, pp. 361–378, 2000.

[14] R. M. Losee, Jr., “Term dependence: A basis for Luhn and Zipf
models,” Journal of the American Society for Information Science and
Technology, vol. 52, no. 12, pp. 1019–1025, 2001.

[15] C. J. van Rijsbergen, Information Retrieval, 2nd ed. London: Butter-
worths, 1979.

[16] ——, “A theoretical basis for the use of co-occurrence data in informa-
tion retrieval,” Journal of Documentation, vol. 33, no. 2, pp. 106–119,
1977.

[17] D. Cai and T. McCluskey, “A simple method for computing term mutual
information,” Journal of Computing, vol. 4, no. 6, pp. 1–6, 2012.

[18] ——, “A general framework of generating estimation functions for
computing the mutual information of terms,” International Journal of
Advanced Computer Science and Applications, vol. 4, no. 11, pp. 198–
207, 2013.

[19] J. Morse, “Determining sample size,” Qualitative Health Research,
vol. 10, no. 1, p. 35, 2000.

APPENDIX

Theorem 2.1 Suppose P
Ξ
(δ) and P

Ξ
(δi, δj) are given in

Eq.(1) and Eq.(2), respectively. Then P
Ξ
(δ) and P

Ξ
(δi, δj) are
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probability distributions on Ω and Ω×Ω, respectively; P
Ξ
(δi)

and P
Ξ
(δj) are the marginal distributions of P

Ξ
(δi, δj).

Proof. For arbitrary terms t, ti, tj ∈ V (where i 6= j), using
the statistics of the document frequencies concerning the set
Ξ, it is easy to estimate the probability distributions.

First, notice that the (total) number of documents in the
sample set is |Ξ|. Thus, the probability that t occurs in some
sample is n

Ξ
(t)

|Ξ| as the number of samples in which t occurs
is n

Ξ
(t), and thus the probability that t does not occur is

1− n
Ξ

(t)

|Ξ| . Therefore, we can write a probability distribution,
P

Ξ
(δ), over Ω as expressed by Eq.(2).

Second, with the size of the sample set, the probability that
ti and tj co-occur is n

Ξ
(ti,tj)

|Ξ| as the number of samples in
which ti and tj co-occur is n

Ξ
(ti, tj); the probability that

ti occurs but tj does not occur is n
Ξ

(ti)−nΞ
(ti,tj)

|Ξ| as the
number of samples in which ti occurs but tj does not occur
is nΞ(ti) − nΞ(ti, tj); similarly, the probability that ti does
not occur but tj occurs is n

Ξ
(tj)−n

Ξ
(ti,tj)

|Ξ| ; the probability

that neither of ti nor tj occur is n
Ξ

(t̄i,t̄j)

|Ξ| , where nΞ(t̄i, t̄j) =

|Ξ| − nΞ(ti) − nΞ(tj) + nΞ(ti, tj) is the number of samples
in which none of ti and tj occur. Therefore, we can write a
probability distribution, P

Ξ
(δi, δj), over Ω × Ω as expressed

by Eq.(3).

Finally, it is easy to see: P
Ξ
(δi = 1) =

∑
δj=1,0 PΞ

(δi =

1, δj) =
n

Ξ
(ti)

|Ξ| and P
Ξ
(δi = 0) =

∑
δj=1,0 PΞ

(δi = 0, δj) =

1 − n
Ξ

(ti)

|Ξ| . Hence, PΞ(δi) is the marginal distributions of
PΞ(δi, δj). A similar discussion may be given for PΞ(δj).

An alternative way to derive P
Ξ
(δi, δj) is to use a con-

ditional probability formula. The conditional probability of
observing tj occurs, given that ti occurred, is P

Ξ
(δj =

1|δi = 1) =
n

Ξ
(ti,tj)

n
Ξ

(ti)
, since before the observation there were

n
Ξ
(ti) documents in Ξ, in which ti occurred. The conditional

probability of observing tj does not occur, given that ti
occurred, is P

Ξ
(δj = 0|δi = 1) = 1− n

Ξ
(ti,tj)

n
Ξ

(ti)
, and similarly,

we have P
Ξ
(δi = 0|δj = 1) = 1 − n

Ξ
(ti,tj)

n
Ξ

(tj) . Then, we can
immediately write the expressions:

PΞ(δi = 1, δj = 1) = PΞ(δi = 1)PΞ(δj = 1|δi = 1)

=
nΞ(ti)

|Ξ|
nΞ(ti, tj)

nΞ(ti)

=
nΞ(ti, tj)

|Ξ|
PΞ(δi = 1, δj = 0) = PΞ(δi = 1)PΞ(δj = 0|δi = 1)

=
nΞ(ti)

|Ξ|

[
1− nΞ(ti, tj)

nΞ(ti)

]
=
nΞ(ti)

|Ξ| −
nΞ(ti, tj)

|Ξ|
PΞ(δi = 0, δj = 1) = PΞ(δj = 1)PΞ(δi = 0|δj = 1)

=
nΞ(tj)

|Ξ|

[
1− nΞ(ti, tj)

nΞ(tj)

]

=
nΞ(tj)

|Ξ| −
nΞ(ti, tj)

|Ξ|
PΞ(δi = 0, δj = 0) = 1− PΞ(δi = 1, δj = 1)

− PΞ(δi = 1, δj = 0)

− PΞ(δi = 0, δj = 1)

= 1− nΞ(ti)

|Ξ| −
nΞ(ti)

|Ξ| +
nΞ(ti, tj)

|Ξ| .

The results are in agreement with one given in Eq.(2).
It worth mentioning that the reason why we give the detailed

proofs of Theorem 2.1 is to interpret mathematical meaning
of the estimation of the probability distributions. The proof
may be greatly simplified by directly using the nature of the
expressions given in Eq.(1) and Eq.(2), that is,

PΞ(δ) ≥ 0 and PΞ(δi, δj) ≥ 0

for δ, δi, δj = 1, 0, and∑
δ=1,0

PΞ(δ) = 1 and
∑

δi,δj=1,0

PΞ(δi, δj) = 1

Therefore, P
Ξ
(δ) and P

Ξ
(δi, δj) are probability distributions.

Theorem 2.2 Suppose P
Ξ
(δ) and P

Ξ
(δi, δj) are given in

Eq.(1) and Eq.(2), respectively. Then P
Ξ
(δi, δj) is absolutely

continuous with respect to product P
Ξ
(δi)PΞ

(δj), denoted by
PΞ(δi, δj)� PΞ(δi)PΞ(δj), for δi, δj = 1, 0.
Proof. For two arbitrary terms ti, tj ∈ V , according to
whether P

Ξ
(ti) = 1 and/or P

Ξ
(tj) = 1, there are four cases

to be considered, that is,
(C1) 0 < P

Ξ
(ti) < 1 and 0 < P

Ξ
(tj) < 1,

(C2) P
Ξ
(ti) = 1 but 0 < P

Ξ
(tj) < 1,

(C3) 0 < P
Ξ
(ti) < 1 but P

Ξ
(tj) = 1,

(C4) PΞ(ti) = 1 and PΞ(tj) = 1.
We first prove (C1) and then prove (C2). Similar proofs can
be given to (C3) and (C4).
In order to prove (C1), let us further consider four cases:
(a) ti, tj ∈ VΞ ;
(b) ti ∈ VΞ

but tj 6∈ VΞ
;

(c) ti 6∈ VΞ
but tj ∈ VΞ

;
(d) ti, tj 6∈ VΞ

.
Notice that, for (a), P

Ξ
(δi, δj) � P

Ξ
(δi)PΞ

(δj) as 0 <
P

Ξ
(δi), PΞ

(δj) < 1 for δi, δj = 0, 1 by Eq.(1). We now prove
(b), and similar proofs can be given for (c) and (d). The proof
is to verify four distinct state values, respectively.
On one hand, when ti ∈ VΞ

but tj 6∈ VΞ
, it has 0 < P

Ξ
(ti) <

1, PΞ(tj) = 0, and PΞ(ti, tj) = 0 by Eq.(1). Thus, by Eq.(3),

PΞ(δi = 1, δj = 1) = 0

PΞ(δi = 1, δj = 0) = PΞ(ti) > 0

PΞ(δi = 0, δj = 1) = 0

PΞ(δi = 0, δj = 0) = 1− PΞ(ti) > 0

On the other hand, by Eq.(2), we have 0 < P
Ξ
(δi) < 1 for

δi = 1, 0 when ti ∈ VΞ ; PΞ(δj = 1) = 0 and PΞ(δj = 0) = 1
when tj 6∈ VΞ

. Thus,

PΞ(δi = 1)PΞ(δj = 1) = 0

PΞ(δi = 1)PΞ(δj = 0) = PΞ(δi = 1) > 0

PΞ(δi = 0)PΞ(δj = 1) = 0

PΞ(δi = 0)PΞ(δj = 0) = PΞ(δi = 0) > 0
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Therefore, P
Ξ
(δi, δj)� P

Ξ
(δi)PΞ

(δj) for δi, δj = 1, 0.
In order to prove (C2), let us suppose we are given ti, tj ∈ VΞ

satisfying nΞ(ti) = |Ξ| and nΞ(tj) < |Ξ| (namely ti occurs in
all samples in Ξ, but tj does not). In this case, it has PΞ(ti) =
1 and 0 < P

Ξ
(tj) < 1, and n

Ξ
(tj) = n

Ξ
(ti, tj). Thus,

(a) PΞ(δi = 1) · PΞ(δj = 1) > 0 since PΞ(δi = 1) = 1,
and 0 < PΞ(δj = 1) < 1. Thus, PΞ(δi = 1, δj = 1) �
P

Ξ
(δi = 1) · P

Ξ
(δj = 1) for (δi, δj) = (1, 1).

(b) P
Ξ
(δi = 1) · P

Ξ
(δj = 0) > 0 since P

Ξ
(δi = 1) = 1

and 0 < P
Ξ
(δj = 0) < 1. Thus, P

Ξ
(δi = 1, δj = 0) �

PΞ(δi = 1) · PΞ(δj = 0) for (δi, δj) = (1, 0).
(c) PΞ(δi = 0) · PΞ(δj = 1) = 0 since PΞ(δi = 0) = 0

and 0 < P
Ξ
(δj = 1) < 1. Also, P

Ξ
(δi = 0, δj = 1) =

1
|Ξ|
[
n·1−n11

]
= 0. Thus, P

Ξ
(δi = 0, δj = 1)� P

Ξ
(δi =

0) · P
Ξ
(δj = 1) for (δi, δj) = (0, 1).

(d) P
Ξ
(δi = 0) · P

Ξ
(δj = 0) = 0 since P

Ξ
(δi = 0) = 0

and 0 < P
Ξ
(δj = 0) < 1. Also, P

Ξ
(δi = 0, δj = 0) =

1
|Ξ|
[
|Ξ|−n

1·−n·1+n
11

]
= 1
|Ξ|
[
(|Ξ|−n

1·)−(n·1−n11
)
]

=

0. Thus, P
Ξ
(δi = 0, δj = 0)� P

Ξ
(δi = 0) · P

Ξ
(δj = 0)

for (δi, δj) = (0, 0).
Therefore, P

Ξ
(δi, δj)� P

Ξ
(δi) · PΞ(δj) for δi, δj = 1, 0.

Theorem 3.1 Suppose PΞ(δ) and PΞ(δi, δj) are given
in Eq.(1) and Eq.(2), respectively. Then IΞ(δi; δj) = 0 if
n

Ξ
(ti) = |Ξ| or n

Ξ
(tj) = |Ξ|.

Proof. We prove that each item of I
Ξ
(δi; δj) is zero for

nΞ(ti) = |Ξ|. A similar proof can be given to nΞ(tj) = |Ξ|.
Notice that, we have nΞ(tj) = nΞ(ti, tj), Thus,

1) for (δi, δj) = (1, 1), with n11 = nΞ(ti, tj) = nΞ(tj), it
has

n11

|Ξ| ln
(n11

|Ξ|

/nΞ(ti)

|Ξ|
nΞ(tj)

|Ξ|

)
=
n11

|Ξ| ln
n11

1× nΞ(tj)
=
nΞ(ti, tj)

|Ξ| ln 1 = 0

2) for (δi, δj) = (1, 0), with n10 = nΞ(ti) − nΞ(ti, tj) =
|Ξ| − n

Ξ
(tj), it has

n10

|Ξ| ln
(n10

|Ξ|

/nΞ(ti)

|Ξ|
(
1− nΞ(tj)

|Ξ|
))

=
n10

|Ξ| ln
n10

1×
(
|Ξ| − nΞ(tj)

) =
n10

|Ξ| ln 1 = 0

3) for (δi, δj) = (0, 1), with n01 = nΞ(tj) − nΞ(ti, tj) =
n

Ξ
(tj)− nΞ

(tj) = 0, is has

n01

|Ξ| ln
(n01

|Ξ|

/(
1− nΞ(ti)

|Ξ|
)nΞ(tj)

|Ξ|

)
=

0

|Ξ| ln
0

0× nΞ(tj)
= 0 ln

0

0
= 0

4) for (δi, δj) = (0, 0), with n
00

= |Ξ| − n
Ξ
(ti)− nΞ

(tj) +
n

Ξ
(ti, tj) = |Ξ| − |Ξ| − n

Ξ
(tj) + n

Ξ
(tj) = 0, it has

n00

|Ξ| ln
(n00

|Ξ|

/(
1− nΞ(ti)

|Ξ|
)(

1− nΞ(tj)

|Ξ|
))

=
0

|Ξ| ln
0

0×
(
|Ξ| − nΞ(tj)

) = 0 ln
0

0
= 0

The proof is completed.

Theorem 3.2 Suppose I
Ξ
(δi, δj) and emim

Ξ
(δi, δj) are given

in Eq.(3) and Eq.(5), respectively. Then

IΞ(δi, δj) =
1

n
× emimΞ(δi, δj) + ln(n)

where n = |Ξ|.
Proof. With the above notation n

11
, n

1· and n·1 given in
Eq.(5), we can write an alternative, but fully equivalent,
expression:

IΞ(δi; δj) =
n11

n
ln
( n11

n1·n·1
n
)

+
n1· − n11

n
ln
( n1· − n11

n1·(n− n·1)
n
)

+
n·1 − n11

n
ln
( n·1 − n11

(n− n1·)n11

n
)

+
n− n1· − n·1 + n11

n
×

ln
(n− n1· − n·1 + n11

(n− n1·)(n− n·1)
n
)

=
[ n11

n
ln

n11

n1·n·1

+
n1· − n11

n
ln

n1· − n11

n1·

(
n− n·1

)
+
n·1 − n11

n
ln

n·1 − n11(
n− n·1

)
n·1

+
n− n1· − n·1 + n11

n
×

ln
n− n1· − n·1 + n11(
n− n1·

)(
n− n·1

) ]
+
[ n11

n
+
n1· − n11

n
+
n·1 − n11

n
+

n− n1· − n·1 + n11

n

]
× ln(n)

=
[
n11 ln

n11

n1·n·1

+
(
n1· − n11

)
ln

n1· − n11

nΞ(ti)
(
n− n·1

)
+
(
n·1 − n11

)
ln

n·1 − n11(
n− n1·

)
n·1

+
(
n− n1· − n·1 + n11

)
×

ln
n− n1· − n·1 + n11(
n− n1·

)(
n− n·1

) ]
× 1

n
+ ln(n)

= emimΞ(δi; δj)×
1

n
+ ln(n)

The proof is completed.
Theorem 3.3 Suppose emimΞ(δi, δj) is given expression
Eq.(5). Then emim

Ξ
(δi, δj) ≤ 0.

Proof. We prove each item of emimΞ(δi; δj) non-positive.
The proof is simple with an inequality a

a1·a2
≤ 1 if a ≤ a1

and a ≤ a2.

1) we have n11

n
1·n·1

≤ 1 since,

n11 = nΞ(ti, tj) ≤ nΞ(ti) = n1·

n11 = nΞ(ti, tj) ≤ nΞ(tj) = n·1
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2) we have n
10

n1·n·0
≤ 1 since,

n10 = nΞ(ti)− nΞ(ti, tj) ≤ nΞ(ti) = n1·

n10 = nΞ(ti)− nΞ(ti, tj) ≤ |Ξ| − nΞ(ti, tj)

≤ |Ξ| − nΞ(tj) = n·0

3) the proof is similar to 2).
4) we have n

00

n
0·n·0

≤ 1 since,

n00 = |Ξ| − nΞ(ti)− nΞ(tj) + nΞ(ti, tj)

= |Ξ| − nΞ(ti)−
[
nΞ(tj)− nΞ(ti, tj)

]
≤ |Ξ| − nΞ(ti) = n0·

n00 = |Ξ| − nΞ(tj)−
[
nΞ(ti)− nΞ(ti, tj)

]
≤ |Ξ| − nΞ(tj) = n·0

The proof is completed.
Note that the fact that the individual items of emim

Ξ
(δi, δj)

are non-positive can also be seen directly by the relations:

n1· = n11 + n10 , n0· = n01 + n00 ,

n·1 = n11 + n01 , n·0 = n10 + n00 .

Theorem 4.1 Suppose the four measures, mit
Ξ
(tδii , t

δj
j ),

where δiδj = 0, 1, are given in Eq.(7). Then we have the
following property.
(1) If n

Ξ
(ti,tj)

|Ξ| =
n

Ξ
(ti)

|Ξ|
n

Ξ
(tj)

|Ξ| then

mitΞ(ti, tj) = 0, mitΞ(ti, t̄j) = 0,

mitΞ(t̄i, tj) = 0, mitΞ(t̄i, t̄j) = 0.

(2) If n
Ξ

(ti,tj)

|Ξ| >
n

Ξ
(ti)

|Ξ|
n

Ξ
(tj)

|Ξ| then

mitΞ(ti, tj) > 0, mitΞ(ti, t̄j) ≤ 0,

mitΞ(t̄i, tj) ≤ 0, mitΞ(t̄i, t̄j) > 0.

(3) If n
Ξ

(ti,tj)

|Ξ| <
n

Ξ
(ti)

|Ξ|
n

Ξ
(tj)

|Ξ| then

mitΞ(ti, tj) < 0, mitΞ(ti, t̄j) ≥ 0,

mitΞ(t̄i, tj) ≥ 0, mitΞ(t̄i, t̄j) < 0.

Proof. The proof of (1) is obvious. We only prove (2) here.
A similar proof can be given to (3).

Now, substituting PΞ(δ) and PΞ(δi, δj) in Eq.(1) and Eq.(2)
into mit

Ξ
(tδii , t

δj
j ) in Eq.(7), we can rewrite the four MIT

measures as follows (also see Example 4.1):

mitΞ(ti, tj) = PΞ(ti, tj) ln
PΞ(ti, tj)

PΞ(ti)PΞ(tj)

mitΞ(ti, t̄j) =
(
PΞ(ti)− PΞ(ti, tj)

)
ln
PΞ(ti)− PΞ(ti, tj)

PΞ(ti)
(
1− PΞ(tj)

)
mitΞ(t̄i, tj) =

(
PΞ(tj)− PΞ(ti, tj)

)
ln
PΞ(tj)− PΞ(ti, tj)(
1− PΞ(ti)

)
PΞ(tj)

mitΞ(t̄i, t̄j) =
(
1− PΞ(ti)− PΞ(tj) + PΞ(ti, tj)

)
×

ln
1− PΞ(ti)− PΞ(tj) + PΞ(ti, tj)(

1− PΞ(ti)
)(

1− PΞ(tj)
)

Thus, on one hand, from n
Ξ

(ti,tj)

|Ξ| >
n

Ξ
(ti)

|Ξ|
n

Ξ
(tj)

|Ξ| , we have

PΞ(ti, tj) > PΞ(ti)PΞ(tj)

PΞ(ti)− PΞ(ti, tj) < PΞ(ti)− PΞ(ti)PΞ(tj)

= PΞ(ti)
(
1− PΞ(tj)

)
PΞ(tj)− PΞ(ti, tj) < PΞ(tj)− PΞ(ti)PΞ(tj)

= PΞ(tj)
(
1− PΞ(ti)

)
1− PΞ(ti)− PΞ(tj) + PΞ(ti, tj)

> 1− PΞ(ti)− PΞ(tj) + PΞ(ti)PΞ(tj)

=
(
1− PΞ(ti)

)(
1− PΞ(tj)

)
which are equivalent respectively to

PΞ(ti, tj)

PΞ(ti)PΞ(tj)
> 1

PΞ(ti)− PΞ(ti, tj)

PΞ(ti)
(
1− PΞ(tj)

) < 1

PΞ(tj)− PΞ(ti, tj)

PΞ(tj)
(
1− PΞ(ti)

) < 1

1− PΞ(ti)− PΞ(tj) + PΞ(ti, tj)(
1− PΞ(ti)

)(
1− PΞ(tj)

) > 1

then we obtain

ln
PΞ(ti, tj)

PΞ(ti)PΞ(tj)
> 0

ln
PΞ(ti)− PΞ(ti, tj)

PΞ(ti)
(
1− PΞ(tj)

) < 0

ln
PΞ(tj)− PΞ(ti, tj)

PΞ(tj)
(
1− PΞ(ti)

) < 0

ln
1− PΞ(ti)− PΞ(tj) + PΞ(ti, tj)(

1− PΞ(ti)
)(

1− PΞ(tj)
) > 0

On the other hand, for t, ti, tj ∈ VΞ
, from

0 < PΞ(t) =
nΞ(t)

|Ξ| ≤ 1

0 ≤ 1− PΞ(t) < 1

PΞ(ti) =
nΞ(ti)

|Ξ| ≥
nΞ(ti, tj)

|Ξ| = PΞ(ti, tj)

PΞ(tj) =
nΞ(tj)

|Ξ| ≥
nΞ(ti, tj)

|Ξ| = PΞ(ti, tj)

we obtain

PΞ(ti, tj) > PΞ(ti)PΞ(tj) > 0

PΞ(ti)− PΞ(ti, tj) ≥ 0

PΞ(tj)− PΞ(ti, tj) ≥ 0

1− PΞ(ti)− PΞ(tj) + PΞ(ti, tj)

>
(
1− PΞ(ti)

)(
1− PΞ(tj)

)
≥ 0

Hence, from the above four rewritten MIT measures, we can
see that the four inequalities in (2) hold.
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Abstract—Recently, some web services portals and search
engines as Biocatalogue and Seekda!, have allowed users to
manually annotate Web services using tags. User Tags provide
meaningful descriptions of services and allow users to index
and organize their contents. Tagging technique is widely used
to annotate objects in Web 2.0 applications. In this paper we
propose a novel probabilistic topic model (which extends the
CorrLDA model - Correspondence Latent Dirichlet Allocation-)
to automatically tag web services according to existing manual
tags. Our probabilistic topic model is a latent variable model
that exploits local correlation labels. Indeed, exploiting label
correlations is a challenging and crucial problem especially in
multi-label learning context. Moreover, several existing systems
can recommend tags for web services based on existing manual
tags. In most cases, the manual tags have better quality. We also
develop three strategies to automatically recommend the best
tags for web services. We also propose, in this paper, WS-Portal;
An Enriched Web Services Search Engine which contains 7063
providers, 115 sub-classes of category and 22236 web services
crawled from the Internet. In WS-Portal, severals technologies
are employed to improve the effectiveness of web service discovery
(i.e. web services clustering, tags recommendation, services rating
and monitoring). Our experiments are performed out based
on real-world web services. The comparisons of Precision@n,
Normalised Discounted Cumulative Gain (NDCGn) values for
our approach indicate that the method presented in this paper
outperforms the method based on the CorrLDA in terms of
ranking and quality of generated tags.

Keywords—Web services, Tags, Automatic, Recommendation,
Machine Learning, Topic Models.

I. INTRODUCTION

The Service Oriented Architecture (SOA) is a model cur-
rently used to provide services on the Internet. The SOA
follows the find-bind-execute paradigm in which service
providers register their services in public or private registries,
which clients use to locate web services. Web services1 [27]
are defined as software systems designed to support interoper-
able machine-to-machine interaction over a network. They are
loosely coupled reusable software components that encapsulate
discrete functionality and are distributed and programmatically
accessible over the Internet. They are self contained, modular
business applications that have open, internet-oriented and
standards based interfaces [1]. Web services are autonomous
software components widely used in various SOA applica-
tions according to their platform-independent nature. Different
tasks like matching, ranking, discovery and composition have

1http://www.w3.org/standards/webofservices

been intensively studied to improve the general web services
management process. Thus, the web services community has
proposed different approaches and methods to deal with these
tasks.

Recently, some web services portals and search engines as
Biocatalogue2 and Seekda!3 (Currently, the portal is no longer
available.) and some other web services portals also support
tags, have allowed users to manually annotate Web services us-
ing tags. User Tags provide meaningful descriptions of services
and allow users to index and organize their contents. Tagging
technique is widely used to annotate objects in Web 2.0
applications. This type of metadata provides a brief description
of Web services and allows users to find appropriate services
more easily. Tagging data provides meaningful descriptions,
and is utilized as another information source for Web services.

Several web services tagging approaches have been pro-
posed, for example the tagging system proposed in [14],
[20]. However, most of them annotate web services manually.
Moreover, several existing systems can recommend tags for
web services based on existing manual tags [13], [9]. In most
cases, the manual tags have better quality. In this paper we
propose a novel approach based on our previous work on
probabilistic topic models [23] to automatically tag web ser-
vices according to existing manual tags. Our probabilistic topic
model is a latent variable model that exploits local correlation
labels. Indeed, exploiting label correlations is a challenging
and crucial problem especially in Multi-Label learning context.
We also develop three strategies to automatically recommend
the best tags for web services. Our experiments are performed
out based on real-world web services (i.e. Section IV). The
experiment results show that the performance of our approach
is affected by web services with or without user’s tags. For
this, we propose three strategies to learn the classifier before
recommendation task.

The main contributions of this paper can be summarized
as follows:

1) We propose an automatic tagging technique for web
services, in which both the WSDL documents and
service tags are effectively utilized. Our approach can
work without existing tags, and works better when
there exists manual tags.

2) We propose three tag recommendation strategies to
improve the performance of our approach. We exploit

2https://www.biocatalogue.org/
3http://webservices.seekda.com/
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WSDL documents and related descriptions to extract
the most important words and user’s tags.

3) We generate tags for 22,236 real web services and
these tags are published online in our developed Web
Services Portal4

To validate the performance of our approach, a series of
experiments are carried out. The comparisons of Precision@n,
Normalised Discounted Cumulative Gain (NDCGn) values
for our approach indicate that the method presented in this
paper outperforms better when the selected tags from WSDL
description are combined with the existing manual tags.

In this paper we propose also an enriched web service
search engine called WS-Portal4 where we incorporate our
research works to facilitate web services discovery task (see
Section V) [6].

The rest of this paper is organized as follows. Section
II analyzes some related work. In Section III, we describe
in detail our web services tag recommendation approach.
Section IV describes the experimental evaluation. Section V
describes our developed web services search engine. Finally,
the conclusion and future work can be found in Section VI.

II. RELATED WORK

Generally, every web service associates with a WSDL
document that contains the description of the service. A lot
of research efforts have been devoted in utilizing WSDL
documents and Web service clustering [28], [19], [18], [12],
[11] has been demonstrated as an effective mechanism to
boost the performance of Web services discovery. Dong et al.
[11] proposed the Web services search engine Woogle that is
capable of providing Web services similarity search. However,
their engine does not adequately consider data types, which
usually reveal important information about the functionalities
of Web services [18]. Liu and Wong [19] apply text mining
techniques to extract features such as service content, context,
host name, and service name, from Web service description
files in order to cluster Web services. They proposed an inte-
grated feature mining and clustering approach for Web services
as a predecessor to discovery, hoping to help in building a
search engine to crawl and cluster non-semantic Web services.
Elgazzar et al. [12] proposed a similar approach which clusters
WSDL documents to improve the non-semantic web service
discovery. They take the elements in WSDL documents as
their feature, and cluster web services into functionality based
clusters. The clustering results can be used to improve the
quality of web service search results.

Recently, tagging data provides meaningful descriptions,
and is utilized as another information source for Web service.
In this section, we briefly discuss some existing research works
of tagging data related to different problems in web service.
Meyer et al. use tags to annotate web services semantically
[20]. Similary this idea, Gawinecki et al. use structured col-
laborative tags to matchmake web services [14]. However, all
these tags are generated manually and the authors spend 12

4WS-Portal is available online:
• http://wvmweb.esil.univ-mrs.fr/wsportal
• http://www.webvirtualmachine.fr/wsportal
• http://wsportal.aznag.net

days to generate tags for just 50 services. Thus, manual tagging
is very time-consuming and an automatic tagging system is
needed for web services. To handle the problem of limited
tags, Azmeh et al. [2] propose an automatic tagging system for
web services which extracts tags from WSDL documents using
machine learning technology and WordNet synsets. The system
uses relevant synonyms in WordNet to enrich tags. Fang et al.
[13] propose an approach to generate tags for web services
automatically using two tagging strategies, tag enriching and
tag extraction. In the first strategy, the system use clustering
technique to enrich tags with existing manual tags. In the
second strategy, recommended tags are extracted from WSDL
documents and related descriptions. Liang et al. [10] propose
a hybrid mechanism by using service-tag network information
to compute the relevance scores of tags by employing semantic
computation and HITS model, respectively.

In [9], the authors improve the performance of Web service
clustering by introducing a novel approach based on the
Author-Topic-Model [24] to explore the knowledge behind
WSDL documents and tags and by proposing three tag pre-
processing strategies to improve the performance of service
clustering. But the system can’t work if there is no manual
tag in the system. Topic models are successfully used for a
wide variety of applications including documents clustering
and information retrieval [26], collaborative filtering [15], and
visualization [16] as well as for modeling annotated data [8].
In our previous work [3], [4], we investigated the use of three
probabilistic topic models PLSA, LDA and CTM to extract
topics from semantically enriched service descriptions. These
topics provide a model which represents any web service’s
description by a vector of terms. In our approach, we assumed
all service descriptions were written in the WSDL and/or
SAWSDL. The results obtained from comparing the three
methods based on PLSA, LDA and CTM showed that the
CTM model provides a scalable and interoperable solution
for automated service discovery and ranking in large service
repositories. The CTM model assumes that the concepts of
each service arise from a mixture of topics, each of which
is a distribution over the vocabulary. In this paper, we use
CTM model to extract and select the candidates tag for a
web services in the dataset. Then, we use the extracted tags
from web service dataset to train our classifier using a latent
variable model based on LocLDA (Local Correspondence
Latent Dirichlet Allocation), which is a latent variable model
that exploits local correlation labels [23]. LocLDA was built on
Correspondence Latent Dirichlet Allocation (Corr-LDA) [8].

III. WEB SERVICES TAGS RECOMMENDATION SYSTEM

In this section, we describe the details of our web services
tags recommendation approach. The overall process of our
approach is divided into three phases:

1) Web Services Representation and Tags Extraction:
We process the service descriptions and we use a
probabilistic method to extract and select the can-
didates tag for a web services in the dataset (Section
III-A).

2) Training Web Services Tags Recommendation Clas-
sifier: We use the extracted tags from web services
dataset to train our classifier using a latent variable
model (Section III-B).
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3) Web Services Tags Recommendation: Finally, we use
the trained classifier to recommend the best tags for
a new web service (Section III-C).

A. Web Services Representation and Tags Extraction

Web services are generally described with a standard Web
Service Description Language (WSDL). The WSDL is an
XML-based language, designed according to standards spec-
ified by the W3C, that provides a model for describing web
services. It provides the specifications necessary to use the
web service by describing the communication protocol, the
message format required to communicate with the service, the
operations that the client can invoke and the service location.
To manage efficiently web service descriptions, we extract all
features that describe a web service from the WSDL document
(i.e. such as services, documentation, messages, types and
operations).

As shown in Figure 1, our tags extraction process contains
two main components, features extraction and tags selection.
Before representing web services as TF-IDF (Text Frequency
and Inverse Frequency) [25] vectors, we need some prepro-
cessing. There are commonly several steps:

• Features extraction extracts all features that describe
a web service from the WSDL document, such as
service name and documentation, messages, types and
operations.

• Tokenization: Some terms are composed by several
words, which is a combination of simple terms (e.g.,
get ComedyFilm MaxPrice Quality). We use there-
fore regular expression to extract these simple terms
(e.g., get, Comedy, Film, Max, Price, Quality).

• Stop words removal: This step removes all HTML
tags, CSS components, symbols (punctuation, etc.)
and stop words, such as ’a’, ’what’, etc. The Standford
POS Tagger5 is then used to eliminate all the tags and
stop words and only words tagged as nouns, verbs and
adjectives are retained. We also remove the WSDL
specific stop words, such as host, url, http, ftp, soap,
type, binding, endpoint, get, set, request, response, etc.

• Word stemming: We need to stem the words to their
origins, which means that we only consider the root
form of words. In this step we use the Porter Stemmer
Algorithm [22] to remove words which have the same
stem. Words with the same stem will usually have the
same meaning. For example, ’computer’, ’computing’
and ’compute’ have the stem ’comput’. The Stemming
process is more effective to identify the correlation
between web services by representing them using
these common stems (root forms).

After identifying all the functional terms, we calculate
the frequency of these terms for all web services. We use
the Vector Space Model (VSM) technique to represent each
web service as a vector of these terms. In fact, it converts
service description to vector form in order to facilitate the
computational analysis of data. In information retrieval, VSM

5http://nlp.stanford.edu/software/tagger.shtml

is identified as the most widely used representation for doc-
uments and is a very useful method for analyzing service
descriptions. The TF-IDF algorithm [25] is used to represent a
dataset of WSDL documents and convert it to VSM form.
We use this technique, to represent a services descriptions
in the form of Service Transaction Matrix (STM). In STM,
each row represents a WSDL service description, each column
represents a word from the whole text corpus (vocabulary) and
each entry represents the TF-IDF weight of a word appearing
in a WSDL document. TF-IDF gives a weight wij to every
term j in a service description i using the following equation:

wij = tfij . log(
n

nj
) (1)

Where tfij is the frequency of term j in WSDL document i,
n is the total number of WSDL documents in the dataset, and
nj is the number of services that contain term j.

Fig. 1. An Overview of Web Services Tags Extraction Mechanism

Figure 1 presents an overview of our proposed Web Service
Tag Extraction mechanism. For each Web Service, we generate
top-K tags using our previous approach based on Correlated
Topic Model (CTM) described in [3]. We utilized CTM to
extract latent factors zf ∈ Z = {z1, z2, ..., zk} from web
service descriptions (i.e., STM). In our work we use STM as
training data for our implementation of CTM model. After the
CTM model is trained, the distribution of words for each topic
is known and all the services in the dataset can be described
as a distribution of topics. Let

1) θ(s) = P (z) refer to the multinomial distribution over
topics in the service description s.

2) φ(j) = P (w|zj) refer to the multinomial distribution
over words for the topic zj .

Then, we use the extracted topics to rank the related tags for
each web service. Each tag w in a service description s is
generated by sampling a topic z from topic distribution (i.e.
φ), and then sampling a word from topic-word distribution (i.e.
θ). The probability of the ith tag occurring in a given service
is given by Equation 2:
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P (ti|s) =
k∑
f=1

P (ti|zf )P (zf |s) (2)

Where zf is a topic from which the ith word was drawn,
P (zf |s) is the probability of topic zf in the service s, and
P (ti|zf ) is the probability of having tag ti given the f th
topic. The most relevant tags are the ones that maximize the
probability P (ti|s) for a service s (See Algorithm 1)

Finally, we represent the output of this step by a matrix that
contains for each web service the most related tags ranked
in the descending order (i.e. P (ti|s)). The main key of our
approach is that the selected tags for a web service are not
necessarily in its descriptions. In fact, we have represented all
services in a topic space and tags are related to these topics.
The result of this step will be used as input for the training
classifier phase (Section III-B).

Algorithm 1 Web services tags extraction
Require: • S = {s1, . . . , sD} web services set. (D

number of services).
• K Number of Topics.

Ensure: Ranked tags for each service.
1: Perform CTM on services set S = {s1, . . . , sD}.
2: for each service si ∈ S = {s1, . . . , sD} do
3: for each word wm,m ∈ {1, ...,M} do
4: Compute P (wm|si) (Equation 2)
5: end for
6: RankTags: The most relevant words are the ones that

maximize the probability P (wm|si).
7: end for
8: return Set of K ranked tags for each service.

B. Training Web Services Tags Recommendation Classifier

In this step we have a dataset of service descriptions and
extracted tags. From this training dataset, we first extract a
list of candidate words using the probabilistic method based
on CTM (Section III-A). Using this set of candidate tags,
service transaction matrix and the original tags (manual tags)
we train a classifier. We define our tags recommendation task
as follows: given a set of web services, in which each service
has not only a bag of words but also a bag of tags, our task is
to learn a model using this dataset; and, when given an unseen
service in which only the content words can be observed,
we should predict a ranked list of tags based on the learned
model and the observed words in the service. Our probabilistic
approach based on LocLDA model (Local Correspondence
Latent Dirichlet Allocation), which is a latent variable model
that exploits local correlation labels [23]. LocLDA was built
on Correspondence Latent Dirichlet Allocation (CorrLDA)
[8]. More precisely, our model calculates dynamically the
model structure depending on the data, and particularly, on the
interaction between annotations. We originally developed the
LocLDA model for generating captions for images. An image
contains multiple regions, and each word in the image caption
corresponds to one of the regions. The correspondence from
words to regions is assumed to follow uniform distributions
[23]. For our tags recommendation task, we adopt the Lo-
cLDA model for modeling the correspondence from the topic

Symbol Description
D Number of service in training set.
K Number of topics.
M Number of words related to a service.
T Number of tags.
V Neighborhood tags.
v A neighbor tag: v ∈ Index(Parents(tag)).
θ Multinomial distribution over topics: θi,

i ∈ {1, ..., K}
z Latent topic. zim = 1 if zm is the ith latent topic,

else zim = 0.
w Word. wj

m = 1 if wm is the jth word else wj
m = 0.

t Tag. tjn = 1 if tn is the jth tag else tjn = 0.
y Discrete indexing variable.
Ws Size of words vocaculary.
Wt Size of tags vocabulary.
α Dirichlet prior for θ: αi, i ∈ {1, ..., K}
π Multinomial: πij , i ∈ {1, ...,K}, j ∈ {1, ...,Ws}
β Multinomial: βij , i ∈ {1, ...,K}, j ∈ {1, ...,Wt}
φ Variational Multinomial: φmi, m ∈ {1, ...,M},

i ∈ {1, ..., K}
γ Variational Dirichlet: γi, i ∈ {1, ..., K}
λ Variational Multinomial: λnm, n ∈ {1, ..., T},

m ∈ {1, ...,M}
ψ The digamma function, the first derivative of the log

Gamma function.
TABLE I. NOTATIONS USED IN THIS PAPER

assignments for words and the topic assignments for tags of
web services. We apply this model to the cases of automatic
web services tagging. Given a service s with no tags, the task
is to predict its missing tags.

Let z = {z1, z2, ..., zK} be the latent factors that generate
the web service, and y = {y1, y2, ..., yT } be discrete indexing
variables that take values from 1 to T with equal probability.
Table I shows the notations used in this paper. Conditioned on
T (i.e. Number of tags) and M (i.e. Number of words related
to a web service), a K-topics (i.e. Number of topics), LocLDA
model (Figure 2) assumes the following generative process for
a pair service/tag (w, t):

1) Find the parents of each tag.
2) Sample θ ∼ Dirichlet(θ|α)
3) For each word wm,m ∈ {1, ...,M}

• Sample zm ∼Multinomial(θ)
• Sample wm ∼ p(w|zm, π) from a multino-

mial distribution conditioned on zm
4) For each tag tj , j ∈ {1, ..., T}

• Sample yj ∼ Uniform(1, ..., T )
• Sample tj ∼ p(t|yj , yv, z, β)

Fig. 2. (Left) Graphical model of LocLDA, (Right) Representation of
variational distribution used to approximate the posterior in LocLDA.

In our model, the correspondence between a tag tj and
its associated service is obtained via a latent variable yj .
We consider that yj is the parent of tj and we note it by
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yj = Parent(tj). Thus, we would like to represent the
interaction between different tags describing the same service.
Let consider that the true caption of a given service S is
T = {t1, t2, ..., tn}. We no longer consider that a tag tj ∈ T
is connected to the service S via a single latent variable,
but through a set of latent variables yj which are parents of
tj ∈ T −tj} tags. To obtain the parents of a given tag, we first
determine its neighbors by performing a multiple regression
on each tag with respect to all other tags. Indeed, multiple
regression is a statistical analysis that describes the relation-
ships among variables [23]. Given a set of tags {t1, t2, ..., tn},
we seek to explain precisely the values taken by a single tag
from all other tags. This process is performed for all tags. The
theoretical model, formulated in terms of random variables,
takes the form:

tj = a0 + a1t1 + a2t2 + ...+ antn + εj

where ε is the model error that expresses the missing informa-
tion in the explanation values of tj from t−j . t−j represents all
the tags not including the jth one. a1, a2, ..., an are parameters
to be estimated. By setting a threshold for the parameters
ai, we obtain the neighbors of a tag. We use the notation
Index, which gives the indices of the parents of each tag (i.e.
v ∈ Index(Parents(tag)) where v is a neighbor tag).

LocLDA model defines the joint distribution of the service
description, tags and topics as follows:

P (w, t, θ, z, y|α, π, β) = P (θ|α)
M∏

m=1

P (zm|θ)P (wm|zm, π)

)
T∏

j=1

∏
v

P (yj |M)P (yv|M)P (tj |yj , yv, z, β)

)
(3)

where α, π and β are the parameters to estimate.

The exact probabilistic inference is intractable for LocLDA,
therefore, we turn to variational inference methods [17] to
approximate the posterior distribution of the latent variables
given a service/tag. We introduce a variational distribution q
on the latent variables:

q(θ, z, y) = q(θ|γ)
M∏

m=1

q(zm|φm)

)(
N∏

n=1

q(yn|λn)
∏
v

q(yv|λv)

)
(4)

where γ, φ and λ are variational parameters.

The objective is to optimize the values of the variational
parameters that make the variational distribution q close to
the true posterior p by minimizing the Kullback-Leibler (KL)
divergence between the variational distribution and the true
posterior. We bound the log-likelihood of a given service/tag
using Jensen’s inequality:

L(γ, φ, λ;α, π, β)
= Eq[logP (θ|α)] + Eq[logP (z|θ)] + Eq[logP (w|z, π)]
+Eq[logP (y|M)] + Eq[logP (t|y ∈ parents(t), z, β)]
−Eq[log q(θ|γ)]− Eq[log q(z|φ)]− Eq[log q(y|λ)] (5)

Thus, by expanding each term of the equation 5 with
respect to maximizing each variational parameter, we find the
following updates rules:

1) Update the posterior Dirichlet parameters

γi = αi +
M∑
m=1

φmi (6)

2) For each service, update the posterior distribution
over topics

φmi ∝ πiwm
exp

(
ψ(γi)− ψ(

K∑
j=1

γj)

+
N∑
n=1

∑
v

λnmλvm log βitn

)
(7)

3) For each tag, update the posterior distribution over
services

λnm ∝ exp

K∑
i=1

∑
v

φmiλvm log βitn

)
(8)

We maximize the lower bound with respect to the model
parameters α, π, β. Given a training services set D =
{(wd, td)}Dd=1, the objective is to find the maximum likelihood
estimation for α, π, β. The corpus log-likelihood is bounded
by :

L(D) =
D∑
d=1

logP (wd, td|α, π, β) ≥
D∑
d=1

L(γd, φd, λd;α, π, β)

We then find α, π, β that maximize this lower bound:

πij ∝
D∑
d=1

Md∑
m=1

φdmiw
j
dm (9)

βij ∝
D∑
d=1

Nd∑
n=1

tjdn

Md∑
m=1

∑
v

φdmiλdnmλdvm (10)

Finally, the Newton-Raphson algorithm [7] is used to
estimate the Dirichlet α.

After obtaining parents of tags using the regression method,
we present also in this section the variational EM algorithm
[21] which performs iterative maximization of a lower bound
of data in which some variables are unobserved. It maximizes
a lower bound of the data log-likelihood with respect to the
variational parameters, and then, for fixed values of the varia-
tional parameters, maximizes the lower bound with respect to
the model parameters. Indeed, we have the following iterative
algorithm:

• (E-Step) For each service, find the optimizing values
of the variational parameters using equations (6), (7)
and (8) with appropriate starting points for γ, φmi and
λnm.

• (M-Step) Maximize the resulting lower bound on the
log-likelihood with respect to the model parameters
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for fixed values of the variational parameters, using
equations (9), (10) and the Newton-Raphson algo-
rithm.

These two steps are repeated until the lower bound on the
log-likelihood converges.

Fig. 3. An overview of Web Services Tags Recommendation mechanism

C. Web Services Tags Recommendation

Once our classifier has been trained, we can recommend
tags for a new web service by performing the variational
inference with fixed model parameters α, β and π. Thus, we
can compute the conditional distributions of untagged service
p(t|snew) (Equation 11).

P (t|snew) =
M∑
m=1

∑
zm

P (zm|θ)P (t|zm, β) (11)

The most relevant tags are the ones that maximize the
probability P (t|snew) for a service snew (See Algorithm 2)

Figure 3 presents an overview of our proposed Web Service
Tag Recommendation mechanism.

Algorithm 2 Web services tags recommendation
Require: .

• S = {s1, . . . , sD} web services set. (D number of
services).
• Set of extracted tags E = {e1, . . . , eM} (M num-

ber of extracted tags) (Algorithm 1).
• Set of original tags (manual tags) T =
{t1, . . . , tT } (T number of original tags).
• K Number of Topics.
• Given service snew.

Ensure: R Ranked tags for a given service.
1: Perform LocLDA on services datasets S , E and T
2: for each tag t ∈ T do
3: Compute P (t|snew) (Equation 11)
4: end for
5: RankTags: The most relevant tags are the ones that max-

imize the probability P (t|snew).
6: return Set of R ranked tags for a new web service snew.

IV. EVALUATION

A. Web Services Corpus

Our experiments are performed out based on real-world
web services that we collected from the web since 2011.
We have considered different web service sources like Web-
servicesX.net6, xMethods.net7, Seekda!8, Service-Finder!9 and
Biocatalogue10. We have collected 22,236 real web services.
For each Web service, we get the WSDL document and related
tags if they exist. We generate tags for all web services in the
dataset and these tags are published online in our Web Services
search engine4.

Before applying the proposed approach, we process the
WSDL corpus. The objective of this pre-processing is to
identify the textual words of services, which describe the
semantics of their functionalities. WSDL corpus processing
consists of several steps: Features extraction, Tokenization:,
Stop words removal, Word stemming and Service Transaction
Matrix construction. The observed words are represented in a
Service Transaction Matrix (STM). In our work we use service
transaction matrix as training data for our models.

To evaluate our method, we select 633 web services from
our dataset. all these services have manual tags. We selected
only the services having 3 to 10 manual tags, and there are
totally 739 manual tags belonging to them. Then we use
different approaches to tag these web services:

1) Original tags: In this approach, we just use the 633
web services and their tags to train our classifier and
recommend tags for new web services.

2) Extracted tags: In this approach, we just generate
extracted tags and select top-k extracted tags as final
results (III-A).

3) Original tags + Extracted tags: In this approach, we
mix original tags with extracted tags from WSDL
documents.

The proposed approach is evaluated using the Precision at
n (Precision@n) and the Normalised Discounted Cumulative
Gain (NDCGn) for the generated tags obtained for each of
the service in the test set.

All experiments were performed on a Dell 64-bit Server
with Intel R©Xeon(R) CPU X5560 @ 2.80GHz x 16 and 16
Go of RAM.

B. Metrics Evaluation

In order to evaluate the accuracy of our approach, we
compute two standard measures used in Information Retrieval:
Precision at n (Precision@n) and Normalised Discounted
Cumulative Gain (NDCGn). Precision@n and NDCGn are
widely accepted as the metrics for ranking evaluation in IR.
Formally, the previous metrics are defined as follows:

6http://www.webservicex.net/ws/default.aspx
7http://www.xmethods.net/ve2/index.po
8http://www.webservices.seekda.com
9http://demo.service-finder.eu/search
10https://www.biocatalogue.org/
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1) Precision@n: In our context, Precision@n is a mea-
sure of the precision of the service tag recommendation and
ranking system taking into account the first n retrieved tags.
The precision@n for a list of retrieved tags is given by
Equation 12:

Precision@n =
|RelevantTags ∩RetrievedTags|

|RetrievedTags| (12)

Where the list of relevant tags to a given service is the ground
truth tags related to the service.

2) Normalised Discounted Cumulative Gain: NDCGn
uses a graded relevance scale of each retrieved tag from the
result set to evaluate the gain, or usefulness, of a tag based
on its position in the result list. This measure is particularly
useful in Information Retrieval for evaluating ranking results.
The NDCGn for n retrieved tags is given by Equation 13.

NDCGn =
DCGn
IDCGn

(13)

Where DCGn is the Discounted Cumulative Gain and
IDCGn is the Ideal Discounted Cumulative Gain. The
IDCGn is found by calculating the DCGn of the ideal first
n generated tags for a given service. The DCGn is given by
Equation 14

DCGn =
n∑
i=1

2relevance(i) − 1

log2(1 + i)
(14)

Where n is the number of tags retrieved and relevance(s)
is the graded relevance of the tag in the ith position in the
ranked list. The NDCGn values for all tags can be averaged
to obtain a measure of the average performance of a ranking
algorithm. NDCGn values vary from 0 to 1.

In Information retrieval, NDCGn gives higher scores to
systems which rank a result list with higher relevance first and
penalizes systems which return tags with low relevance.

3) Caption Perplexity: We compute the perplexity of the
given tags under P (t|s) for each service s in the test set
to measure the tags quality of the models. In computational
linguisticics, the measure of perplexity has been proposed
to assess generalizability of text models. The perplexity is
algebraically equivalent to the inverse of the geometric mean
per-word likelihood [8]. A lower perplexity score indicates
better generalization performance. Assume we have D web
services as a held-out dataset Dtest and each web service s
contains Nd tags. More formally, the perplexity for a dataset
Dtest is defined by:

Perplexity = exp −
D∑
d=1

Nd∑
n=1

logP (tn|sd)∑M
d=1Nd

)
(15)

Where P (tn|sd) is the probability of having tag tn given
the d-th. service.

C. Results and Discussion

The choice of the number of topics corresponding to the
original dataset has an impact on the interpretability of the
results. In LocLDA and CorrLDA model the number of topics
must be decided before training phase. There are several

methods to choose the number of topics that lead to best
general performance [26]. We evaluated the performance of
our system using AveragePrecision for increasing numbers
of topics and the results peak at K = 70 (where K is the
number of topics) before the performance starts to decrease.
These evaluation results are shown in Figures 4 and 5. As
observed from these figures, the better performance is obtained
for the approach when the extracted and original tags are used
to learne our models. We also evaluated the performance of our
system by computing the perplexity of LocLDA and CorrLDA
according to the three strategies discribed previousely. Figures
6 and 7 show the perplexity of the dataset test for each model
by varying the number of topics (lower numbers are better).
The results show that LocLDA and CorrLDA models achieve
best performance when we mix the original tags and extracted
tags.

As the manual creation of ground truth costs a lot of work,
we use the 10% service of the dataset test and we generate
top-10 tags using the probabilistic method based on CTM
(Section III-A). The generated tags are considered as the true
labels to evaluate the performance of our Web services tags
ranking system. In addition, for each service in the dataset
test, each of its tags is labeled as one of the five levels
relevance(s) ∈ {1, 2, 3, 4, 5} where 5 denotes Most Relevant,
4 denotes Relevant, 3 denotes Partially Relevant, 2 denotes
Weakly Relevant, and 1 denotes Irrelevant.

The averaged Precision@n and NDCGn were measured
for up to the first ten generated tags from the complete list
of results. These evaluation results are respectively shown in
Figures 8 and 9. The results show that our approach performs
better than the method based on CorrLDA model.
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Fig. 4. Comparaison of average Precision values over all dataset test for
CorrLDA.

V. WS-PORTAL; AN ENRICHED WEB SERVICES SEARCH
ENGINE

In this section, we describe some functionalities for our
web services search engine where we incorporate our research
works to facilitate web service discovery task. Our WS-Portal4
contains 7063 providers, 115 sub-classes of category and
22236 web services crawled from the Internet [6]. In WS-
Portal, severals technologies, i.e., web services clustering, tags
recommendation, services rating and monitoring are employed
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Fig. 5. Comparaison of average Precision values over all dataset test for
LocLDA.
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Fig. 6. Perplexity values obtained for learned CorrLDA model.

to improve the effectiveness of web services discovery. Specif-
ically, probabilistic topics models are utilized for clustering,
services/topics and tags recommendation [3], [4], [5]. We
use probabilistic topic models to extract topic from semantic
service descriptions and search for services in a topics space
where heterogeneous service descriptions are all represented
as a probability distribution over topics.

A. Service Clustering

By organizing service descriptions into clusters, services
become easier and therefore faster to discover and recommend.
Web services are described as a distribution of topics [4].
A distribution over topics for a given service s is used to
determine which topic best describes the service s. K clusters
are created where K is the number of generated topics.

B. Service Discovery

Service Discovery and Selection aim to find web services
with user required functionalities. A user query represented
by a set of words is represented as a distribution over topics
[3], [4], [5]. The service discovery is based on computing
the similarity between retrieved topic’s services and a user’s
query. We use the topics browsing technique as another method
search to discover the web services that match with users
requirements. Users can select the related topic to the their
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Fig. 7. Perplexity values obtained for learned LocLDA model.
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Fig. 8. Comparaison of average Precision@n values for CorrLDA and
LocLDA over the third dataset test (Original Tags and Extracted Tags).

query and our system gives automatically the topic’s services
that match with user’s query.

C. Tags recommendation

We use the automatic tagging technique proposed in this
paper to recommend automatically the tags for all published
services in our repository.

D. Availability and performance monitoring

WS-Portal monitor all registered services. In addition, after
registering a service in our service registry its availability
will be monitored automatically. Our system measures the
availability by calling the service endpoints periodically.

E. Services rating and comments posting

Our system allows users to rate and post comments to
enriche the service descriptions.

F. Dynamic service invocation

Our system allows users to invoke the selected service us-
ing the html form generated automatically from the associated
WSDL document for each service operations.
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Fig. 9. Comparaison of average NDCG@n values for CorrLDA and
LocLDA over the third dataset test (Original Tags and Extracted Tags).

G. User Interface

Our web services search engine is available online4 and
consumers can use it to discover, register or annotate web
services. Figure 10 shows the site home page of our Web
Services Search Engine. When users submit the search form,
our system gives a list of services that match with user’s query
and each search result entity show a breif service description:

1) Web service name,
2) Service description,
3) Tags given by users,
4) Service category,
5) Service provider,
6) Average rating score given by users,
7) Service availability.

In addition our system select automatically a top five related
topics to the user’s query. When users select a disered ser-
vice, WS-Portal gives more details for selected service such
as service name, wsdl url, service documentation, provider,
categories, country, availability, rating score, user’s tags, rec-
ommended tags and WSDL cache. Our system gives also
more details for service monitoring (availabilty and response
time values for each service endpoints). In addition, users
can rate, annotate the selected service and post comments.
Finally, users can invoke the selected service using the html
form generated automatically from WSDL document for each
service operations. Our system gives also two others important
informations such as similar services and the related topics
to the selected service. Indeed, we use the extracted topics
from services descriptions to calculate the similarity between
the selected service and others web services in our repository.
For this, we compute the similarity score, using some prob-
ability metrics such as Cosine Similarity and Symmetric KL
Divergence [5], between the vectors containing the service’s
distribution over topics. Finally, similar services are ranked in
order of their similarity score to the selected service. Thus,
we obtain automatically an efficient ranking of the services
retrieved.

VI. CONCLUSION

In this paper, we propose a novel approach based on
probabilistic topic model to tag web services automatically.

Fig. 10. Site Home Page of Our Web Services Search Engine.

Three tags recommendation strategies are also developed to
improve the system performance. Our system performs better
when we mix the original tags and extracted tags from WSDL
documents. A series experiments prove that our method is very
effective. The comparisons of Precision@n, Normalised Dis-
counted Cumulative Gain (NDCGn) values for our approach
indicate that the method presented in this paper outperforms
the method based on the CorrLDA in terms of ranking and
quality of generated tags. We have presented also in this paper
the Web Services Search engine developed to facilitate the
service discovery process. In the future, we will focus our
research on how to automatically tag RESTful services.
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Abstract—Nowadays, many HPC systems use the multi-core
system as a computational node. Predicting the communication
performance of multi-core cluster systems is complicated job, but
finding out it is important to use multi-core system efficiently. In
the previous study, we introduced the simple linear regression
models for predicting the communication costs in collective I/O.
In the models, however, because it is important to get the
communication characteristics of the given system, we designed
cFireworks, an MPI application to measure the communication
costs of HPC systems. In this paper, we explain the detail
concept and experimental results of cFireworks. The performance
evaluation showed that the expected communication costs with
the linear regression models generated by using the output of

cFireworks are reasonable to use.

Keywords—Collective I/O; Communication Costs; Parallel Com-
puting; Parallel I/O

I. INTRODUCTION

Because modern HPC systems consist of multi-core com-
putational nodes, the systems frequently issue the complex
intra-node and inter-node communications. In such systems,
predicting the communication performance is difficult, but it
is an important process to use HPC systems efficiently.

Collective I/O is the specialized I/O which provides the
functions of single-file based parallel I/O. As the number of
processes and the size of a problem increase, the importance of
collective I/O is also emphasized. The most well known paral-
lel programming library, the message passing interface (MPI),
also supports collective I/O and it follows the two-phase I/O
scheme in order to improve the collective I/O performance[1],
[2], [3], [4]. The two-phase I/O consists of data exchange phase
and I/O phase. In terms of data exchange phase, it has to
generate a number of complicated communication operations
and they become some parts of collective I/O overheads.

In the previous study[5], we have shown it is possible to
improve the performance of collective I/O by reducing the
communication costs. Furthermore, we also have demonstrated
that finding out the expected communication costs before
launching an application is important to reduce the commu-
nication costs in collective I/O. We used the linear regression
models for predicting the communication costs and it was
important to understand the communication characteristics of
given systems in order to get the reasonable linear regression
model. For this reason, we considered making cFireworks, an
MPI application to measure the communication characteristics
of multi-core cluster systems and partially introduced the

basic concept of cFireworks in the previous work[5]. In this
paper, we explain the more detail and improved concept of
cFireworks and draw the experimental results with different
kinds of multi-core cluster systems.

This paper is organized as follows. The previous research
on communication model is summarized in Section II. Section
III presents the main concept of cFireworks. The results of
performance evaluations are described in Section IV. Finally,
the conclusions are presented in Section V.

II. COMMUNICATION MODEL

When someone want to understand the process of com-
munications or communication costs, it is helpful to use a
valid communication model. In this section, we explain some
communication models, such as the classical one and the linear
regression model for collective I/O communications.

The LogP model is very well-known communication
model which uses four parameters: L, o, g, and P stand for la-
tency, overhead, bandwidth, and processors respectively[6][7].
It assumes a message passing procedure in distributed memory
system and is intended for short messages. Many variants
of LogP have been introduced as the system environments
change[8][9].

Nowadays, many HPC systems use the multi-core sys-
tem as a computational node. Communications in multi-core
cluster systems are classified into two groups: intra-node
and inter-node communications. In those multi-core cluster
systems, because each core can communicate simultaneously,
the communication media should be shared. Vienne et al.[10]
suggested a predictive model for concurrent communication
in multi-core systems. It sets several elementary sections of
conflict parts and gets the communication time by predicting
the cost of each section.

In some case, such as collective I/O, it is possible to expect
the communication costs involving all processors by obtaining
the communication time in the bottlenecked computational
node[5]. Especially, data exchange time in collective I/O is
proportional to the communication time in the hot-spot node.
The simple linear model which uses the number of intra- and
inter-node communications was introduced in order to expect
the communication time in a node. The primary role of the
prediction function in the study was predicting the relative
performance of a given node set rather than obtaining accurate
performance of the set. For this reason, they used a simple and
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(a) The first version (b) The modified version

Fig. 1: Basic concept of cFireworks. The dotted lines represent a node; the circle in the center indicates the root process. cFireworks
iterates to measure the communication time as an increase in the number of intra-node and inter-node communications

intuitive approach. The data exchange time in node ni can be
described as:

Tni
(cai, cei) = α · cai + β · cei + γ (1)

where cai is the number of intra-node communications within
ni and cei is the number of inter-node communications of ni.

III. cFireworks

In the previous study, we discovered that the data exchange
time of collective I/O was determined by the communication
time of the most overloaded node. Furthermore the commu-
nication time is represented by α, β and γ in equation (1).
Because these values are related with the characteristics of the
given system and communication procedures, it is necessary to
identify the communication characteristics of the given system.
For this reason we created a test program called cFireworks,
in order to measure the appropriate communication parameters
for the system.

Figure 1 shows the basic concept of the cFireworks test.
In the first version of cFireworks, a process acts as a hot spot.
In the real world, however, some processes in the same node
can concurrently participate in the intra- and inter-node com-
munications. For this reason, we designed the second version
of cFireworks reflecting this situation. In the modified version,
cFireworks has multiple hot spot processes. The processes are
assigned to sub-groups and the processes send or receive data
to their hot spot process in the sub-group. In this way, the
program generates multiple concurrent communications in a
node.

Algorithm 1 explains the pseudo code of cFireworks. It
measures the communication time of a node by varying the
number of intra- and inter-node communications. There is a
simple double loop for increasing the number of intra- and
inter-node communications (line 2, 3, 16, and 17)

and the communication times with each number of commu-
nication pair are measured in every iteration.

There are two kinds of procedures to post asynchronous
communications. In case of the first procedure intra-node
communications are posted first (line 5 and 9), while
the second procedure issues inter-node communications first
instead of the intra-node ones (line 19 and 23). In other
words, in the first measurement method, it generates the
intra-node communications and then launches the inter-node
communications; whereas in the second method, the inter-
node communications are called first instead of the intra-
node communications. In many cases, calling the intra-node
communications first shows slightly better performance.

IV. PERFORMANCE EVALUATION

All experiments in this study were performed with Tachyon
cluster systems1. Table I describes the specifications of
Tachyon I and II system. A computational node of Tachyon
I has four quad core CPUs, AMD’s Barcelona. Each CPU
is equipped with 2 Mbytes L3 cache memory, DDR2 mem-
ory controllers and HyperTransport controller. Tachyon II is
equipped with Intels Nehalem CPU which has an 8 Mbytes
shared cache memory and DDR3 memory controllers.

A. Results of the cFireworks tests

Figures 2, 3, and 4 show the results of the cFireworks in
the Tachyon I and II cluster system with a message size of 4
Mbytes. In order to reduce the number of iterations, cFireworks
measures the communication time with a pair of intra- and

1They are KISTI’s fourth supercomputers and the phase I system is ranked
at 130 in the list of TOP500 most powerful supercomputers published in June
2008, and the phase II system is ranked at 14 in the list released in November
2009[11].
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TABLE I: Specifications of KISTI Tachyon cluster systems

Hardware Software
Tachyon I Tachyon II Tachyon I Tachyon II

CPU AMD Opteron 2.3GHz Intel Xeon 2.93GHz OS CentOS 4.6 RedHat Enterprise 5.3
No. of nodes 188 3,176
No. of CPU cores 3008 25,408 MPI MVAPICH2 1.4
No. of CPU cores/node 16 8
No. of CPU sockets/node 4 2 File System Lustre 1.6.6 Lustre 1.8.1.1
Socket to socket bandwidth 8GB/s 25.6GB/s
Memory 32GB/node 24GB/node Queue Scheduler SGE 6.1u5 SGE 6.2u5
Interconnection network InfiniBand 4× DDR InfiniBand 8× QDR

Algorithm 1 cFireworks algorithm

1: procedure INTRA FIRST ⊲ Intra-node communication first
2: for x = 0; x < half star; x++ do

⊲ increase the no. of inter-node comm.
3: for y = 0; y < half star; y++ do

⊲ increase the no. of intra-node comm.
4: ...
5: for z = 0; z < numprocs; z++ do

⊲ post the intra-node comm. first
6: MPI Irecv(recv buff,...,);
7: end for

8: ...
9: for z = 0; z < numprocs; z++ do

10: MPI Isend(send buff,...,);
11: end for
12: end for

13: end for

14: end procedure

15: procedure INTER FIRST ⊲ Inter-node communication first
16: for x = 0; x < half star; x++ do

⊲ increase the no. of inter-node comm.
17: for y = 0; y < half star; y++ do

⊲ increase the no. of intra-node comm.
18: ...
19: for z = numprocs - 1; z ≥ 0; z- - do

⊲ post the inter-node comm. first
20: MPI Irecv(recv buff,...,);
21: end for
22: ...
23: for z = numprocs - 1; z ≥ 0; z- - do

24: MPI Isend(send buff,...,);
25: end for
26: end for

27: end for

28: end procedure

inter-node communications. That is, the hot spot process in
Fig. 1 has the same number of ingress links and egress links
for intra- or inter-node communications, respectively. For this
reason, we’ve used a linear regression model obtained from
the measured data considering equation (1) in order to cover
every possible number of communications in a node. Figure
2a, 3a, and 4 illustrate the regression models derived from the
data: the values of their coefficient of determination, R2, are
approximately 0.98s.

In case of Tachyon I, Figs. 2 and 3 show that the increasing
rates of the communication time had altered when there were
more than two pairs of intra-node communications. That is,
when the number of intra-node communications is in the
range of 2 and 7, the graph shows the rapid increases in
communication time unlike the results between 0 and 2. We
checked the system throughput with the measured data and

could find that when the number of intra-node communications
was less than 2, the throughput of the node still increased.
If, however, it was more than two, the throughput remained
steady and didn’t increase further. Consequently, the condition
of that the number of intra-node communications reaches two
is a criterion to determine whether the throughput of a node
is saturated or not. For this reason, we’ve split the linear
regression model into two variants: one for when throughput of
the node is not saturated and another for when the throughput is
saturated. By subdividing the regression model, the correctness
of the model is improved. For example, when the number of
intra-node communications is in the range of 2 and 7, R2s are
approximately 0.99s.

B. Validation test for cFireworks

In this section, we introduce the results of validation tests.
The results of cFireworks were used for predicting the commu-
nication costs of collective I/O. In order to generate collective
I/O workload, we used the MPI-Tile-IO benchmark[12] and
validated whether the linear regression models can provide
a good indicator or not by comparing the execution time
of MPI-Tile-IO and the results of cFireworks. In the test, a
4×4 array was distributed to 16 processes, which wrote and
read an 1 GB file. If the selected nodes have the different
number of processes, the communication times in collective
I/O are different according to the sequence of the nodes[5].
The performance was measured using four types of node sets
that had 16 processes from the eight nodes as described in
Table II and Figure 5.

Figure 6 shows the communication cost of the MPI-Tile-
IO and the expected values obtained by the linear regression
models. In order to focus on the data exchange phase itself,
the execution time without the file I/O phase was measured2.
In terms of collective I/O, if the size of I/O request is larger
than the collective buffer size, collective I/O iterates the data
exchange and I/O phases multiple times. We assumed that the
data exchange time for a single iteration is proportional to the
entire data exchange time and the linear regression models are
used for predict the time for a single iteration. This is the
reason why there is a gap between the measured data and the
predicted ones in those figures.

2In most of MPI library, the write and read operations have the same
communication workloads in the data exchange phase; however, unlike the
read operation, the write operation has additional routines for post write and
read modify write. Therefore, this causes the write operation to use more time
than the read operation.
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Fig. 2: Results of the cFireworks and their linear regression models (Tachyon I, intra-node communication first)
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Fig. 3: Results of the cFireworks and their linear regression models (Tachyon I, inter-node communication first)
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TABLE II: Test cases for the evaluation of the prediction functions

Expected Communication Costs
Tachyon I Tachyon II

Tests Node set Intra-node Inter-node Intra-node Inter-node
comm. first comm. first comm. first comm. first

T16-01 {4,4,2,2,1,1,1,1} 0.052138 0.051513 0.015699 0.016514
T16-02 {1,1,1,1,2,4,4,2} 0.040519 0.040198 0.013773 0.014291
T16-03 {1,1,2,2,1,1,4,4} 0.052138 0.051513 0.015699 0.016514
T16-04 {1,1,1,4,4,2,2,1} 0.034710 0.034541 0.012810 0.013180
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Fig. 4: Results of the cFireworks and their linear regression
models (Tachyon II)

As seen in Table II and Fig. 6, the prediction values and
measured date of Tachyon II are much less than those of
Tachyon I. That is, the communication costs of Tachyon II
are lower than those of Tachyon I because the communication
performance of Tachyon II is much higher.

The result of the experiment also demonstrates that the
regression model can provide reasonable predictions in gen-
eral. As seen in Table II, we used four kinds of test sets
for the experiments. Because each node set has the different
order of nodes communication patterns in collective I/O are
also changed. In other words, each test case has the different
number of intra- and inter-node communications in a hot spot
node and this hot spot node determines the communication
time of collective I/O. We input the number of communications
in hot spot node of each test into our regression model and
compared the results with the measured data.

The experimental results in Fig. 6 showed that our regres-
sion model could generate the reasonable prediction values.
Because the predicted values are proportional to the real
measured data in a greater or less degree, it is possible to
use our regression model as a prediction model which can
find a good node set without MPI execution. The performance
differences among node sets in Tachyon II are not significant
but the linear regression model still can tell the expected
communication performance of Tachyon II.

V. CONCLUSION

Although predicting the communication performance of
multi-core cluster systems is troublesome task, finding out
the expected communication performance is important. In
this study, we introduced cFireworks, an MPI application to
measure the communication costs of HPC systems and the
outputs of cFireworks were used for generating the linear
regression models for predicting the communication costs. The
results of performance evaluation showed that the expected
communication costs with the linear regression models are rea-
sonable to use. Furthermore, they also proved that cFireworks
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Fig. 6: Expected values and real data exchange times (Tachyon
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is simple and intuitive to use and helpful to generate the linear
regression models.

REFERENCES

[1] Rajeev Thakur, William Gropp, and Ewing Lusk, “Data Sieving and
Collective I/O in ROMIO,” in Proc. of the 7th Symposium on the
Frontiers of Massively Parallel Computation, pp. 182-189, 1999.

[2] Kwangho Cha, “An Efficient I/O Aggregator Assignment Scheme for
Multi-core Cluster Systems,” IEICE Transactions on Information and
Systems, vol. E96-D, no. 2, pp. 259-269, 2013.

[3] Kwangho Cha, and Seungryoul Maeng, “An Efficient I/O Aggregator
Assignment Scheme for Collective I/O Considering Processor Affinity,”
in Proc. of the International Conference on Parallel Processing Work-
shops 2011 (SRMPDS 2011), pp. 380-388, Sep. 2011, Taipei, Taiwan

[4] Kwangho Cha, Taeyoung Hong, and Jeongwoo Hong, “The Subgroup
Method for Collective I/O,” in Proc. of the 5th International Conference
on Parallel and Distributed Computing, Applications and Technologies
(PDCAT 2004), LNCS 3320, pp. 301-304, Dec. 2004.

[5] Kwangho Cha, and Seungryoul Maeng, “Reducing Communication
Costs in Collective I/O in Multi-core Cluster Systems with Non-
exclusive Scheduling,” The Journal of Supercomputing, vol. 61, no.
3, pp.966-996, 2012.

[6] David Culler, Richard Karp, David Patterson, Abhijit Sahay, Klaus Erik
Schauser, Eunice Santos, Ramesh Subramonian, Thorsten von Eicken,
“LogP: towards a realistic model of parallel computation,” in Proc. of
the fourth ACM SIGPLAN symposium on Principles and practice of
parallel programming (PPOPP), pp. 1-12, 1993.

[7] David E. Culler, Richard M. Karp, David Patterson, Abhijit Sahay,
Eunice E. Santos, Klaus Erik Schauser, Ramesh Subramonian, Thorsten
von Eicken, “LogP: a practical model of parallel computation,” Com-
munications of the ACM, vol. 39, no. 11, pp. 78-85, 1996.

[8] Thilo Kielmann, Henri E. Bal, Kees Verstoep, “Fast Measurement of
LogP Parameters for Message Passing Platforms,” Lecture Notes in
Computer Science (15 IPDPS 2000 Workshops), vol. 1800, pp. 1176-
1183, 2000.

[9] Torsten Hoefler, Torsten Mehlan, Frank Mietke, Wolfgang Rehm,
“LogfP - A Model for small Messages in InfiniBand,” in Proc.
of the 20th Internationa Parallel and Distributed Processing Sympo-
sium(IPDPS), 2006.
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Abstract—The assessment of document sentiment orientation
using term specificity information is advocated in this study. An
interpretation of the mathematical meaning of term specificity
information is given based on Shannon’s entropy. A general
form of a specificity measure is introduced in terms of the inter-
pretation. Sentiment classification using the specificity measures
is proposed within a Bayesian learning framework, and some
potential problems are clarified and solutions are suggested when
the specificity measures are applied to estimation of posterior
probabilities for the NB classifier. A novel method is proposed
which allows each document to have multiple representations,
each of which corresponds to a sentiment class. Our experimental
results show, while both the proposed method and IR techniques
can produce high performance for sentiment classification, that
our method outperforms the IR techniques.

Index Terms—term specificity information; specificity mea-
sure; naive Bayes classifier; sentiment classification.

I. INTRODUCTION

The proliferation of web-centred social interaction has led
to increasing quantities of opinion-dense text. The availability
of this data, and the range of scientific, commercial, social and
political uses to which it may be put, has reinforced interest
in opinions as objects of analysis and fuelled the growth of
text Sentiment Classification (SC). Sentiment analysis draws
from, and contributes to, broad areas of text analytics, natural
language processing and computational linguistics. The basic
task for the analysis is to classify the polarity of a given text:
whether the opinion expressed is positive or negative. Early
studies at the whole document level such as [1], [2] used
several methods to classify the polarity of product reviews and
movie reviews, respectively. Classifying document polarity on
n-ary scales, rather than just positive and negative, can be
found, for instance, in [3]–[5]. Good reviews of SC methods
can be found, for instance, in [5]–[7].

Generally, three main issues need to be considered in sta-
tistical methods of SC: i) methodologies to identify sentiment-
bearing terms; ii) models to represent documents with the
identified terms; iii) classifiers to classify each document by
predicting a class that is most likely to generate the docu-
ment representation. This study focuses on the second issue:
design method to represent documents using Term Specificity
Information (TSI) for accurate and reliable SC.

Several classical classifiers, such as Naive Bayes (NB),

k-Nearest Neighbours (kNN), Maximum Entropy (ME) and
Support Vector Machine (SVM) have been developed further
for SC. Studies have shown NB and SVM to be superior meth-
ods for SC [8]–[12]. Studies [13], [14] have experimentally
shown performance benefits of representing documents using
TSI along with SVM for SC. Our experimental results (not
discussed in this paper) obtained from TSI with SVM, also
support these conclusions.

In order to develop SC classifiers with a predictive ca-
pability, we need to know the explicit representation of
the opinionated documents. That is, we have to design a
weighting function to generate the document representation
corresponding to the individual sentiment classes (each class
is treated as a sub-collection). The weights of terms may
be expected to enhance the likelihood of correctly predicting
document sentiment orientation. This stage is crucial for SC,
in particular, for estimating the posterior probability required
by the NB classifier. There have been extensive studies on
document representation in other areas, such as IR, in which
a controlled vocabulary is constructed and the weights of
carefully selected terms are used to represent the content of
documents over the whole collection.

Specificity information measurement can be naturally and
conveniently utilized to estimate posterior probabilities re-
quired in the NB classifier. Therefore, this study concentrates
on SC in a Bayesian learning framework (rather than in SVM),
in which, document representation using TSI is essential. The
NB classifier is surprisingly effective in practice since its
classification decision can be correct even if its probability
estimates are inaccurate [15], [16], and it often competes well
with more sophisticated classifiers [16], [17]. There are the-
oretical reasons [17] for the apparently unreasonable efficacy
of the NB classifier. However, there has been no systematic
discussion on how to use TSI to represent documents for SC
and there exist some potential problems in applying specificity
measures to the NB classifier for SC.

It is worth mentioning, rather than considering all terms
in documents, that [18] attempts to determine the specificity
of nouns. One possible indicator of specificity is how often
the noun is modified: a very specific noun is rarely modified,
while a very general noun is often modified. There are three
categories of the modifiers: (prenominal) adjectives, verbs, or
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other nouns. Their study uses the probability that the noun
is modified by any of the modifiers and the probability that
the noun is modified by each specific category. Their work
considers also how much the modifiers vary: a noun with a
great variety of modifiers suggests that it is general, whereas a
noun rarely modified or modified by only a few different ways
is likely specific. Clearly, their work is entirely different from
methods presented in this paper. It is evident that the method
given in [13] is a special case of one of our methods.

There are three main concerns in this study. First, we
interpret the mathematical meaning of a basic concept on
specificity information conveyed by a given term based on
Shannon’s entropy, and introduce a formal definition of a
specificity measure in terms of the interpretation. Second,
we propose a general method to represent the statistical
importance of terms pertaining to individual documents with
estimation of posterior probabilities using term weights ob-
tained from TSI for the NB classifier. Third, we clarify
some potential problems inherent in applying the specificity
measures in a Bayesian learning framework and, then suggest
solutions that are easy to apply in practice. Our methods
allow each document to have multiple representations, each
of which corresponds to a specific sentiment class, which
we believe is of benefit to SC tasks. In addition, we present
some experimental results, evaluating performance against a
standard collection, MovieReviews [19], to verify that both
TSI and the difference of TSIs over the individual sentiment
classes may be regarded as appropriate measures for SC.

The remainder of the paper is organized as follows. Sec-
tion 2 focuses on the mathematical interpretation and formal
definition of TSI. Section 3 proposes a general form of the
NB classifier with posterior probability estimation using TSI.
Section 4 clarifies problems of applying TSI and suggests solu-
tions. Some experimental results of our method are presented
in Section 5 and conclusions are drawn in Section 6.

II. TERM SPECIFICITY INFORMATION (TSI)

This section gives a mathematical interpretation and formal
definition of specificity information of terms.

To begin, let us introduce the notation. Let C be a collection
of documents and d ∈ C be a document. Let C be the
classification of documents over C and X ∈ C (or, X ⊆ C) be
a class. Let V be a vocabulary of all the terms used to index
individual documents. Let VX ⊆ V be the sub-vocabulary
consisting of those terms appearing in at least one document
d ∈ X and Vd ⊆ V be the set of terms appearing in document
d ∈ C.

For simplicity, all our discussions are set to the situation
where |C| = 2. Such a setting can be easily generalized to
any finite number of classes. Thus, we have C = {X, X̄},
where X = CP (or, X = CN ) is a possible sentiment class
consisting of all positive (or, negative) documents. Generally,
VX ∩ VX̄ 6= ∅, as terms often occur in both positive and
negative documents.

A. A General Form of a TSI Measure

Intuitively, a term is said to contain specificity information
if it tends to be capable of isolating the few documents of
interest from many others.

Consider a conditional probability distribution P
X

(d|t) sat-
isfying: P

X
(d|t) ≥ 0 and

∑
d∈X PX

(d|t) = 1. The entropy
function (Shannon’s entropy) of P

X
(d|t) is

H
(
P

X
(d|t)

)
= −

∑
d∈X

P
X

(d|t) logP
X

(d|t)

where P
X

(d|t) is called the document frequency distribution
(over X) of term t ∈ VX . We here adopt the notational
convention: y log(y) = 0 if y = 0.

Note that, from the properties of the entropy function, if
term t is uniformly distributed over X:

P
X

(d|t) =
1

|X|
for every d ∈ X

where |X| is the cardinality of X , then the entropy of t arrives
at the maximum:

H
(
P

X
(d|t)

)
= −

∑
d∈X

1

|X|
log

1

|X|
= log

(
|X|
)

= Hmax

which is called the maximum entropy of term t. Clearly, we
have Hmax ≥ 0 as |X| ≥ 1. H

(
P

X
(d|t)

)
can be regarded as a

measure of the degree of uncertainty based on what we know
about t concerning X . Thus, t is said to be more informative
than t′ ∈ VX if H

(
P

X
(d|t)

)
< H

(
P

X
(d|t′)

)
as t reduces

uncertainty. The reduction based on H
(
P

X
(d|t)

)
essentially

amounts to specificity information of t.
The above statements may already mathematically interpret

what it is meant by the basic concept of specificity information
conveyed by term t. Thus, we can now introduce a formal
definition as follows.
Definition 2.1 For a given class X ∈ C and an arbitrary
term t ∈ VX , suppose P

X
(d|t) be the conditional probability

distribution over X . A general form of a term specificity
information measure, denoted by tsi

X
(t), is defined by

tsi
X

(t) =

{
Hmax −H

(
P

X
(d|t)

)
t ∈ VX

undefined t ∈ V − VX
(1)

which measures the extent of uncertainty reduction caused by,
or the amount of specificity information of, t concerning X .

Clearly, we have tsi
X

(t) ≥ 0 for every t ∈ VX ⊆ V . A
basic idea for tsi

X
(t) is: if term t has a skewed document

frequency distribution, P
X

(d|t), over X , then t may be ex-
pected to be a good discriminator for distinguishing the few
documents of interest from many others in X .

If we accept the assumption that the importance of a term
in representing each document is dependent significantly, if
not completely, on its specificity over the individual classes,
the problem is then reduced to choosing a suitable specificity
measure. With Definition 2.1, we discuss below two concrete
specificity measures to clarify ideas involved in the general
form given in Eq.(1).
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B. Example TSI Measures

Two well-known specificity measures, idf
X

(t) and int
X

(t),
as examples, are reconsidered to illustrate the general form,
and the relationship between the two specificity measures are
established based on the general form.
Example 2.1 Perhaps the most well-known measure capturing
the specificity information of term t concerning some class X
is the inverse document frequency [20]:

idf
X

(t) =

{
log |X|

n
X

(t) t ∈ VX
undefined t ∈ V − VX

(2)

where n
X

(t), called the document frequency of t in X , is the
number of documents in X in which term t occurs.

In order to interpret idf
X

(t) in terms of the entropy function
as given in Eq.(1), let us consider documents represented by
binary vectors. Note that t appears in at least one document
of X , so n

X
(t) 6= 0, for every t ∈ VX . Then, for a given

t ∈ VX , the document frequency distribution for the binary
representation is:

P
X

(d|t) =


1

n
X

(t) d ∈ Xt

0 d ∈ X −Xt

undefined d ∈ D −X
(3)

where Xt ⊆ X is the set of document(s) in which t appears.
Thus, we obtain

H
(
P

X
(d|t)

)
= −

∑
d∈X

1

n
X

(t)
log

1

n
X

(t)
= log

(
n

X
(t)
)

Hence, from Eq.(2) and Eq.(3), we have

idf
X

(t) = log
(
|X|
)
− log

(
n

X
(t)
)

= Hmax −H
(
P

X
(d|t)

)
which is the exact expression given in Eq.(1) when t ∈ VX .

The measure idf
X

(t) states that the specificity of term
t ∈ VX is inversely proportional to the document frequency
over X . Therefore, it assigns higher values to more specific
terms that tend to be capable of isolating few documents
from the many others. However, idf

X
(t) does not take into

consideration term frequency within documents, and terms
with the same document frequency will be treated equally by
assigning the same weights. �
Example 2.2 A more accurate indication of term importance
may be obtained by incorporating term frequency information
into the document frequency distribution, which is noise of
a term [21], it may be used to capture the unspecificity
information of term t ∈ VX concerning some class X:

noise
X

(t) = H
(
P

X
(d|t)

)
= −

∑
d∈X

fd(t)

f
X

(t)
log

fd(t)

f
X

(t)

which is the entropy of the document frequency distribution:

P
X

(d|t) =

{
fd(t)
f
X

(t) t ∈ VX
undefined t ∈ V − VX

(4)

where fd(t) is the frequency of t in d, f
X

(t) =
∑
d∈X fd(t)

is the total frequency of t in X . In other words, noise
X

(t)

measures the extent of the lack of concentration of occurrence
of t; it emphasizes the uselessness of those terms that are in
agreement with P

X
(d|t) for all the documents in X .

Note that the specificity of term t is in inverse relation to its
noise. Thus, the specificity of t may be computed, for instance,
by

int
X

(t) =

{
Hmax − noiseX (t) t ∈ VX
undefined t ∈ V − VX

(5)

which, called the inverse noise of t, is the same expression
given in Eq.(1).

Because the measure int
X

(t) assigns low values to those
terms that are not concentrated in a few particular documents,
but instead are prevalent in X , it should be an appropriate
measure of term specificity. �

It is worth mentioning that there are two statistical con-
cepts [22] used widely to test the performance of a binary
classification: sensitivity of a test is the proportion of actual
positives which are correctly predicted; specificity of a test
is the proportion of negatives which are correctly predicted.
Clearly, they are entirely different from our above discussion
(i.e., the specificity of a term, rather than a test) and used
in different contexts: sensitivity and specificity estimate the
ability of the tests to predict positive and negative results,
respectively.

III. SENTIMENT CLASSIFICATION USING TSI
So far, we have given a formal account of TSI. We are now

in a position to see how the NB classifier, along with esti-
mation of posterior probabilities using term weights obtained
from TSI, can be used for effective SC.

A. The NB Classifier
The NB classifier is a learning method that requires an

estimate of the posterior probability that a document belongs
to some sentiment class, and then it classifies the document
into the class with the highest posterior probability.

More specifically, the NB classifier is constructed based
on Bayes’ theorem with a strong conditional independence
assumption. That is, for a possible sentiment class X = CP
(or X = CN ), it computes the posterior probability, p(X|d),
that document d ∈ C belongs to X:

p(X|d) =
p(X)

p(d)
· p(d|X) ∝ p(X) ·

∏
t∈Vd

p(t|X) (6)

where p(t|X) is the conditional probability of term t occurring
in some document of class X , p(d) is the probability that a
randomly picked document is d, and p(X) is the probability
that a randomly picked document belongs to class X . Note
that p(d) in Eq.(6) can be omitted as it is a scaling factor
dependent only on terms, and that p(t|X) may be interpreted
as a measure of evidence of how much contribution t makes
to support class X . Taking logarithms of probabilities on both
sides of Eq.(6), we can write the NB Classifier by:

Γ(d,X) = log
(
p(X)

)
+
∑
t∈Vd

log
(
p(t|X)

)
(7)
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given 0 < p(X) < 1 and p(t|X) > 0 (where t ∈ Vd). Then
document d is classified into class X∗ if it has the highest
posterior probability or, equivalently, it satisfies:

Γ(d,X∗) = max
{

Γ(d,X),Γ(d, X̄)
}

The parameters given in Eq.(7), such as, a priori probability
p(X) and the posterior probability p(t|X) may be estimated
by

p(X) =
|X|
|C|

(8)

p(t|X) =

{
$

X
(t)∑

t∈V $
X

(t) t ∈ VX
undefined t ∈ V − VX

(9)

where $
X

(t) is a weighting function estimating the importance
of term t ∈ VX in representing class X .

Estimation of p(X) is normally straightforward, it may be,
for instance, the ratio of class cardinalities of X and C as given
in Eq.(8). Estimation of p(t|X) is however the main concern
of studies and our discussion below is based on using term
weights obtained from TSI as discussed in the last section.

B. Estimation of Posterior Probabilities

It can be seen, from Eq.(9), that estimation of p(t|X) is
uniquely determined by its argument $

X
(t). Generally, we

can express

$
X

(t) =

{∑
d∈X π(d) · wd|X(t) t ∈ VX

undefined t ∈ V − VX
(10)

in which, wd|X(t) is a weighting function estimating the
importance of t in representing document d ∈ X; π(d) is a
function indicating the presumed importance of d in X . Thus,
$

X
(t) is the sum of weights, multiplied by the importance

of the corresponding d, of term t ∈ Vd over all documents
d ∈ X .

It is now clear, with the general expression given in Eq.(10),
that estimation of p(t|X) is reduced to estimation of two
components, wd|X(t) and π(d), of $

X
(t).

1) Estimation of wd|X(t)
As we know, document representation, wd|X(t), plays an

essential role in determining SC effectiveness. The issue of
accuracy and validity of representation has long been a crucial
and open problem. It is beyond the scope of this paper to
discuss the issue in greater detail. A detailed discussion about
representation techniques may be found, for instance, in [23].

Our concern is with applying TSI for the estimation of
posterior probability required in the NB classifier. Therefore,
in order to give a general expression of wd|X(t) incorporating
term specificity information, we need to introduce a further
piece of notation−we need to define the intuitive concept of
specificity strength of terms over the classification.
Definition 3.1 Suppose we have a classification C = {X, X̄}.
The specificity strength of term t in support of X against X̄

is defined by

∆tsi
(X:X̄)

(t)

=

{
tsi

X
(t)− tsi

X̄
(t) t ∈ VX ∩ VX̄

undefined t ∈ V − VX ∩ VX̄
(11)

where tsi
X

(t) is the TSI measure given in Eq.(1).
Obviously, the larger the difference is, the more specificity

information term t conveys in support of X against X̄ . Thus,
∆tsi

(X:X̄)
(t) may be regarded as the specificity strength of t

over C and as an appropriate measure for SC. Clearly, unlike
tsi

X
(t), ∆tsi

(X:X̄)
(t) ≥ 0 may or may not hold for every

t ∈ VX ∩ VX̄ .
Now we are ready to formally write wd|X(t). Suppose

each document d ∈ X can be represented as a 1 × n
matrix Md|X =

[
wd|X(t)

]
. With Definitions 2.1 and 3.1, a

general expression of a weighting function incorporating term
specificity information is defined as follows.
Definition 3.2 Suppose we have a classification C = {X, X̄}.
A general form of the weight of term t in representing
document d ∈ X is defined by

wd|X(t)

=

{
wd|X

(
fd(t),=(X:X̄)

(t)
)

t ∈ VX ∩ VX̄
undefined t ∈ V − VX ∩ VX̄

(12)

where =
(X:X̄)

(t) is the TSI measure given in either Eq.(1) or
Eq.(11).

It is worth emphasizing that we here express the weighting
function by wd|X(t) rather than by wd(t). That is, our method
facilitates SC with the NB classifier: it allows each document
to have multiple representations, each of which corresponds
to a specific sentiment class X . Estimation of term weights
has been extensively studied in the area of IR. However, in
traditional IR, document d is represented by a single weighting
function wd(t) corresponding to the whole collection C.
Example 3.1 We may write a number of weighting functions.
Eight weighting functions, derived immediately from Eq.(2)
and Eq.(5), are given in Table I. The eight functions, and their
variations, are widely applied in many applications (and they
will be used in our experiments presented in Section 5). �

TABLE I
EIGHT WEIGHTING FUNCTIONS wd|X(t)

Symbols Descriptions
idf idf

X
(t)

tf·idf fd(t) · idf
X

(t)
int int

X
(t)

tf·int fd(t) · int
X

(t)

∆idf idf
X

(t)− idf
X̄

(t) = log
p(X)

1−p(X)
− log

n
X

(t)

n
X̄

(t)

tf·∆idf fd(t) ·
[
idfX(t)− idfX̄(t)

]
∆int int

X
(t)− int

X̄
(t) =

H
(
PX̄ (d|t)

)
log(|X̄|) −

H
(
P
X

(d|t)
)

log(|X|)
tf·∆int fd(t) ·

[
intX(t)− intX̄(t)

]
We point out that [13] showed good performance using

measure ∆tfidf = log p(X)
1−p(X) , along with SVM, for SC. It
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is now clear that their measure is a special case of tf·∆idf
(i.e., when |X| = |X̄|).
2) Estimation of π(d)

There may be many ways to construct function π(d). Two
functions given in the example below indicate how they can
be applied in practice.
Example 3.2 Let V = {VX ,VX̄} ⊂ V be the set of all
sentiment-bearing terms selected, in which, VX is the subset
consisting of all positive (or, negative) terms. Generally, we
have VX ∩VX̄ = ∅, but VX ∩VX̄ 6= ∅ (or, VX̄ ∩VX 6= ∅), that
is, a strong positive (or, negative) sentiment-bearing term may
also occur in a negative (or, positive) document. Thus, for a
given document d ∈ C, we may write a function:

π1(d) =


µ ·
[
1 + |Vd∩VX |

Ld

]
d ∈ X, Vd ∩ VX̄ = ∅

µ1 d ∈ X, Vd ∩ VX̄ 6= ∅
µ2 d ∈ X̄

In particular, when µ = 0, we have

π2(d) =

{
µ1 d ∈ X
µ2 d ∈ X̄

where µ, µ1, µ2 ≥ 0 are constants and Ld =
∑
t∈Vd

fd(t) is
the length of d. �

The function π1(d) may involve SC using a small set
of strong sentiment-bearing terms. For instance, two lists of
strong positive and negative terms may be

VX = {admirable, beautiful, creative, delicious, excellent, ...}
VX̄ = {aggravated, bored, confused, depressed, enraged, ...}

respectively. The terms in the lists may be obtained in manual
term selection and, hence, they may or may not be relevant to
domains of interest or to training topics. Clearly, when taking
µ ≥ µi (i = 1, 2), π1(d) assigns a relatively higher value to
those documents that contain many strong sentiment-bearing
terms in VX but contain no strong sentiment-bearing term in
VX̄ ; π1(d) is normally needed for applications where a set of
good samples for learning is essential.

The function π2(d) is a special case of π1(d): there is no a
set of strong sentiment-bearing terms and, thus it assigns the
same value to all documents in X (or, X̄). π2(d) is simple
and may be the most commonly used function in practice:
it indicates that all documents within X (or, X̄) are treated
as equally important; π2(d) may be needed when one has no
particular reason to emphasize any document in X (or X̄).

IV. PROBLEMS APPLYING TSI FOR SC

It seems that our method is a straightforward application
of TSI, but it has some potential pitfalls. This section re-
veals problems and suggests solutions when applying the TSI
measures for estimation of posterior probabilities for the NB
classifier.

A. Problems

Let us first consider a simple example below, in which, the
document frequency distributions are derived by expressions
Eq.(3) and Eq.(4) and the values of term specificity informa-
tion are computed by measures given in Eq.(2) and Eq.(5).
Example 4.1 Suppose we are given C = {d1, ..., d7}, CP =
{d1, ..., d4}, CN = {d5, d6, d7} and V = {t1, ..., t6}. Then
we have VC

P
= {t1, t2, t3, t4, t6}, VC

N
= {t1, t4, t5, t6},

and VC
P
∩ VC

N
= {t1, t4, t6}. Thus, the term occurrence

frequencies and the document frequency distributions are
shown in Tables II and III, respectively, and the values of
term specificity information computed by tsi

X
(t) = idfX(t)

and tsi
X

(t) = intX(t) are given in Table IV. For instance,
for t1 ∈ VCP

, we have

noise
CP

(t1) = −
∑
d∈CP

fd(t1)

f
CP

(t1)
log

fd(t1)

f
CP

(t1)

= −
[1

7
log

1

7
+

3

7
log

3

7
+

1

7
log

1

7
+

2

7
log

2

7

]
= −1

7
· log

33 × 22

77

with expression Eq.(5) and Hmax = log(|CP |), we obtain

int
CP

(t1) = log(|CP |)− noiseCP
(t1)

= 4− [−1

7
· log

108

77
]

Note that, in the above computation, we adopt the notational
conventions: y log(y) = 0 if y = 0. �

TABLE II
TERM OCCURRENCE FREQUENCIES

fd(t1) fd(t2) fd(t3) fd(t4) fd(t5) fd(t6)

d1 1 2 0 1 0 0
d2 3 0 2 0 0 1
d3 1 0 3 2 0 0
d4 2 3 1 0 0 0
d5 0 0 0 1 2 3
d6 1 0 0 0 2 2
d7 0 0 0 2 3 2

Some problems arise from the above example. First,
for a given class X , the specificity measures tsi

X
(t) and

∆tsi
(X:X̄)

(t) are meaningless for every t ∈ V − VX and for
every t ∈ V − (VX ∩XX̄), respectively. That is, some terms
may have no TSI values. For instance, from Table IV, we can
see that there is no specificity information concerning CP for
t5 6∈ VCP

, concerning CN for t2, t3 6∈ VCN
, concerning both

CP and CN for t2, t3, t5 ∈ V − (VCP
∩ VCN

).
Secondly, as mentioned previously, ∆tsi

(X:X̄)
(t) ≥ 0 may

not hold for every t ∈ VX∩VX̄ . That is, it may assign negative
weights to some terms that occur in both X and X̄ . For
instance, from Table IV, we can see ∆tsi

(VCP
:VCN

)
(t) < 0

for idf
X

(t) when t1 ∈ VCP
∩ VCN

and for int
X

(t) when
t6 ∈ VCP

∩ VCN
. Therefore, when ∆tsi

(X:X̄)
(t) is applied,

function wd|X(t) given in Eq.(12) may assign a negative
weight to some terms and $

X
(t) given in Eq.(10) cannot be

www.ijacsa.thesai.org 202 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 5, No. 8, 2014

TABLE III
DOCUMENT FREQUENCY DISTRIBUTIONS PX (d|t)

t1 t2 t3 t4 t5 t6

for calculating tsi
X

(t) = idf
X

(t)

P
CP

(d1|t) 4
4

4
2

4
3

4
2 - 4

1

P
CP

(d2|t) 4
4

4
2

4
3

4
2 - 4

1

P
CP

(d3|t) 4
4

4
2

4
3

4
2

4
1

P
CP

(d4|t) 4
4

4
2

4
3

4
2 - 4

1

P
CN

(d5|t) 3
1 - - 3

2
3
3

3
3

P
CN

(d6|t) 3
1 - - 3

2
3
3

3
3

P
CN

(d7|t) 3
1 - - 3

2
3
3

3
3

for calculating tsi
X

(t) = int
X

(t)

P
CP

(d1|t) 1
7

2
5

0
6

1
3 - 0

1

P
CP

(d2|t) 3
7

0
5

2
6

0
3 - 1

1

P
CP

(d3|t) 1
7

0
5

3
6

2
3 - 0

1

P
CP

(d4|t) 2
7

3
5

1
6

0
3 - 0

1

P
CN

(d5|t) 0
1 - - 1

3
2
7

3
7

P
CN

(d6|t) 1
1 - - 0

3
2
7

2
7

P
CN

(d7|t) 0
1 - - 2

3
3
7

2
7

TABLE IV
TERM SPECIFICITY INFORMATION

tsi
CP

(t) tsi
CN

(t) ∆tsi
(CP :CN )

(t)

obtained from tsi
X

(t) = idf
X

(t)

t1 log 4
4 log 3

1 − log 3
t2 log 4

2 - -
t3 log 4

3 - -
t4 log 4

2 log 3
2 log 2− log 3

2

t5 - log 3
3 -

t6 log 4
1 log 3

3 log 4

obtained from tsi
X

(t) = int
X

(t)

t1 4 + 1
7 · log 108

77 0 4 + 1
7 · log 108

77

t2 4 + 1
5 · log 108

55 - -
t3 4 + 1

6 · log 36
65 - -

t4 4 + 1
3 · log 4

33 3 + 1
3 · log 4

33 1

t5 - 3 + 1
7 · log 432

77 -
t6 0 3 + 1

7 · log 432
77 −(3 + 1

7 · log 432
77 )

expected to produce non-negative values for every t ∈ VX∩VX̄
and, thus p(t|X) given in Eq.(9) may be non-positive. The
negative weights may cause a problem in estimating the
posterior probability for the NB classifier.

Thirdly, the estimation of the posterior probabilities are
normally the maximum likelihood estimate which are given
by weights $

X
(t) and, thus p(t|X) = 0 if $

X
(t) = 0.

This is problematic: it wipes out all information conveyed
by other terms with non-zero probabilities when they are
multiplied (see Eq.(6)); it also makes Γ(d,X) given in Eq.(7)
meaningless.

B. Solutions

There may be many ways to solve the above three problems.
We here suggest some simple ways which are easy to apply
in practice.
1) Terms Having No TSI Value

To solve the first problem, for each t ∈ V (⊇ VX ), let us

redefine the specificity measure tsi
X

(t) given in Eq.(1) to

tsi′
X

(t) =

{
tsi

X
(t) ≥ 0 t ∈ VX

ε1 t ∈ V − VX
(13)

where ε1, called a pseudo weight, is assigned to every t ∈
V − VX (i.e., to those terms occurring in only X̄). A similar
discussion can be given to tsi′

X̄
(t) with a pseudo weight ε2

assigned to terms occurring in only X . Generally, we have

0 ≤ ε1, ε2 ≤ min
{
tsi′

X
(t), tsi′

X̄
(t′); t ∈ VX , t′ ∈ VX̄

}
Note that V can be partitioned into three disjoint sets:

V = (VX − VX̄) ∪ (VX ∩ VX̄) ∪ (V − VX)

Thus, in the same manner, we may redefine ∆tsi
(X:X̄)

(t) given
in Eq.(11) to

∆tsi′
(X:X̄)

(t) =


tsi′

X
(t)− ε2 ≥ 0 t ∈ VX − VX̄

tsi′
X

(t)− tsi′
X̄

(t) t ∈ VX ∩ VX̄
ε1 t ∈ V − VX

(14)

where tsi′
X

(t) is given in Eq.(13) and ε1 and ε2 are the
above pseudo weights. A similar discussion can be given to
∆tsi′

(X̄:X)
(t).

Clearly, both tsi′
X

(t) and ∆tsi′
(X:X̄)

(t) are meaningful over
V . According the results given in Table IV, we may simply
take, for instance, ε1 = ε2 = 0 as

min
{
tsi′

X
(t), tsi′

X̄
(t′); t ∈ VX , t′ ∈ VX̄

}
= 0

for tsi
X

(t) = int
X

(t). Thus, the results given in Table V are
examples of term specificity information obtained from the
redefined specificity measures.

TABLE V
MODIFIED TERM SPECIFICITY INFORMATION

tsi′
CP

(t) tsi′
CN

(t) ∆tsi′
(CP :CN )

(t)

obtained from tsi
X

(t) = idf
X

(t)

t1 log 4
4 log 3

1 − log 3
t2 log 4

2 ε2 = 0 log 2
t3 log 4

3 ε2 = 0 log 4
3

t4 log 4
2 log 3

2 log 2− log 3
2

t5 ε1 = 0 log 3
3 ε1 = 0

t6 log 4
1 log 3

3 2 log 2

obtained from tsi
X

(t) = int
X

(t)

t1 4 + 1
7 · log 108

77 0 4 + 1
7 · log 108

77

t2 4 + 1
5 · log 108

55 ε2 = 0 4 + 1
5 · log 108

55

t3 4 + 1
6 · log 36

65 ε2 = 0 4 + 1
6 · log 36

65

t4 4 + 1
3 · log 4

33 3 + 1
3 · log 4

33 1

t5 ε1 = 0 3 + 1
7 · log 432

77 ε1 = 0

t6 0 3 + 1
7 · log 432

77 −(3 + 1
7 · log 432

77 )

2) Terms Assigned a Negative TSI Value
To solve the second problem that ∆tsi

(X:X̄)
(t) < 0 may

hold for some t ∈ VX ∩VX̄ , for each t ∈ V (⊇ VX ∩VX̄ ), we
need to further redefine ∆tsi′

(X:X̄)
(t) given in Eq.(14) to:
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∆tsi∗
(X:X̄)

(t)

=



(
tsi′

X
(t)− ε2

)
+ τ4 t ∈ VX − VX̄

∆tsi′
(X:X̄)

(t) + τ3 t ∈ VX ∩ VX̄ ,∆tsi′(X:X̄)
(t) > 0

τ2 t ∈ VX ∩ VX̄ ,∆tsi′(X:X̄)
(t) = 0

τ1 t ∈ VX ∩ VX̄ ,∆tsi′(X:X̄)
(t) < 0

ε1 t ∈ V − VX
where 0 ≤ ε1 < τ1 < τ2 ≤ τ3 ≤ τ4 are called modifying
parameters (e.g., τ1 = 0.5, τ2 = 1.0, τ3 = 1.5, τ4 = 2.0,
ε1 = ε2 = 0 were used in our experiments).

Clearly, ∆tsi∗
(X:X̄)

(t) ≥ 0 for all t ∈ V . The basic idea
of taking the above modifying parameters is simple. First, we
assign τ1 to those terms having negative weight and τ2 to
those terms having zero weight; the reason τ2 > τ1 is because
we believe that terms having negative weight are worse than
terms having zero weight. To avoid losing the importance of
terms representing d caused by adding τ1 and τ2, τ3 and τ4 are
also added to those terms having positive weight; the reason
τ4 > τ3 is because we regard terms occurring in X alone
as being more important in representing d ∈ X than terms
occurring in both X and X̄ . Finally, ε1 < τ1 for those terms
occurring in only VX̄ .
3) Terms with a Zero Posterior Probability

To solve the third problem that p(t|X) = 0 if $
X

(t) = 0,
a smoothing method may be required to assign a non-zero
probability mass to those terms with $

X
(t) = 0. For instance,

with the additive smoothing method,

$′
X

(t) = $
X

(t) + θ

where θ > 0 is a smoothing parameter (for instance, θ = 0.5
was used in our experiments), the posterior probability can be
rewritten by

p̂(t|X) =
$′

X
(t)

Ψ′
=
$

X
(t)

Ψ′
+

θ

Ψ′

and Ψ′ is a normalization factor after smoothing:

Ψ′ =
∑
t∈V

$′
X

(t) = Ψ + θ · |V |

where, according to Eq.(9),

Ψ =
∑
t∈VX

$
X

(t) =
∑
d∈X

∑
t∈VX

π(d) · wd|X(t)

is a normalization factor before smoothing. Thus, all the terms
with $

X
(t) = 0 are then assigned to an equal non-zero

probability mass θ
Ψ′ .

4) Alternative
An alternative way, which can solve both the second and

third problems together and may thus be the simplest one, is:

$∗
X

(t) =

 $
X

(t) + θ1 $
X

(t) > 0
θ2 $

X
(t) = 0

θ3 $
X

(t) < 0

where θ1 ≥ θ2 ≥ θ3 > 0 are smoothing parameters. Clearly,
$′

X
(t) adds an equal value θ to all terms regardless of whether

$
X

(t) is zero or negative or not. That is, $′
X

(t) = $∗
X

(t)
when θ1 = θ2 = θ3 = θ and, therefore, it is a special case of
$∗

X
(t).

V. EXPERIMENTS

This section presents some results from three sets of ex-
periments carried out in order to verify SC effectiveness of
our methods. As this study focuses on introducing a general
form of a specificity measure and clarifying some potential
problems of applications and suggesting solutions, rather than
an extensive experimental investigation into the measure, the
readers interested in empirical evidence drawn from a number
of performance experiments and comparisons are referred to
those papers referenced.

Our experiments used a collection from the movie review
domain [19], first used in [12] and widely used in SC research.
There are 2000 labelled documents in the full collection, con-
sisting of 1000 positive and 1000 negative documents. Before
using our formulae, we removed stop words and very high
frequency terms (occurring in more than 60% of documents),
and used a stemming algorithm [24]. We disregarded the
position of terms in documents. Each document was treated
as a ‘bag-of-words’. Only term frequencies were considered.
In our experiments, 10-fold cross-validation and the standard
measures recall and precision were used for evaluation.

The first set of experiments compared the performance
obtained from eleven weighting functions: eight are listed in
Table I (in Example 3.1) and another three below were used
as benchmarks:

w
(F )
d (t) = fd(t)

w
(O)
d (t) =

(a+ 1) · fd(t)
a ·
[
(1− b) + b · β(d,C)

]
+ fd(t)

w
(S)
d (t) =

[
1 + ln

(
1 + ln(fd(t))

)]
· log

( |C|+1
Ld

)
(1− c) + c · β(d,C)

where parameters a = 1.2, b = 0.75 and c = 0.2, and
β(d,C) is given in Eq.(15) (see the last set of experiments
below). Past experimental studies emphasised that a weighting
function using just term frequency information can produce
good performance for SC [1], and the Okapi (BM25) [25] and
Smart [26] weighting functions have widely been recognized
to produce excellent retrieval performances in IR. Table VI
displays our experimental results using the eleven weighting
functions, and the best results are given in square brackets in
bold face.

From the results in Table VI it can be seen: Classifications
obtained from (i) all the eleven weighting functions achieved
good performance (above 90% recall/precision) at most eval-
uation points; (ii) idf, tf·idf, int, tf·int achieved consistently
better performance than from tf, Okapi and Smart functions;
the improvements were shown at all the evaluation points,
which verifies TSIs are appropriate measures for SC; (iii)
4idf, tf·4idf, 4int and tf·4int showed a bias towards CP ,
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which resulted in a relatively low precision for CP but a very
high precision for CN ; the cause of the bias is an interesting
question, and extensive experiments may need to be carried
out to train the parameters of ∆tsi∗

(X:X̄)
(t); (iv) int, tf·int,4int

and tf·4int were consistently better than from idf, tf·idf, 4idf
and tf·4idf, respectively; the improvements were shown at all
the evaluation points (the reason for the improvements was ex-
plained at the beginning of Section 2.2); (v) tf·idf, tf·4idf, tf·int
and tf·4int seem not to achieve the anticipated performance
improvements compared with from idf, 4idf, int and 4int,
respectively; this indicates that term specificity information
may dominate the classifier performance. In addition, our
experimental results bear out past experimental studies that
tf can produce good performance for SC.

TABLE VI
PERFORMANCE WITH 11 WEIGHTING FUNCTIONS

Negative Class CN Positive Class CP

wd(t) recall precision recall precision
tf 0.9280 0.9460 0.9470 0.9297

Okapi 0.9350 0.9482 0.9490 0.9363
Smart 0.9290 0.9411 0.9420 0.9303

wd|X(t) recall precision recall precision

idf 0.9420 0.9684 0.9690 0.9433
tf·idf 0.9350 0.9672 0.9680 0.9367
int [0.9560] [0.9747] [0.9750] [0.9566]

tf·int 0.9440 0.9705 0.9710 0.9452
4idf 0.8790 0.9921 0.9949 0.8927

tf·4idf 0.8420 0.9903 0.9900 0.8618
4int 0.8860 0.9988 0.9990 0.9190

tf·4int 0.8630 0.9947 0.9978 0.8954

The second set of experiments considered the issue of
dimension reduction of term space. Dimension reduction is
an important issue in document classification, IR, NLP, and
many related areas. It is generally the process of reducing the
number of random variables under consideration. In our case,
it is the process of identification of informative terms and,
then, documents are represented by all the identified terms.
The identified informative terms pertaining to the positive
(or, negative) class are regarded as positive (or, negative)
sentiment-bearing terms. The directed divergence measure
[27] was used for the identification:

I
(
P

X
(t);P

C
(t)
)

= P
X

(t) log
P

X
(t)

P
C

(t)

in which, P
X

(t) = P (t|X) (where t ∈ VX ) may be estimated
using expressions given in Eq.(9), Eq.(10) and Eq.(12). Di-
mension reduction enables sentiment analysis to be performed
in the reduced space more accurately and reliably than in
the original space. A detailed discussion on informative term
identification can be found in [28].

We experimentally studied classification performance using
the identified informative terms to represent documents. There
were 25259 distinct terms in V after stop word removal. The
top δ terms of a ranked list were selected as the informative
terms. We iteratively evaluated the eleven weighting functions
using the δ terms, with δ = 14000 to δ = 4000 stepping
−2000. The best results with δ = 10000 are given in Table
VII.

From the results in Table VII it can be seen: Classifications
obtained from (i) all the eleven weighting functions achieved
consistently good performance at all the evaluation points; (ii)
idf and tf·idf showed better performance than using tf, Okapi
or Smart at most evaluation points; (iii) tf, Okapi and Smart
showed better performance compared with the corresponding
performance without using the informative terms at most
evaluation points (see Table VI). In addition, our experimental
results (not given in this paper) showed that if the number of
identified terms is reduced to less than 40% of the original
size of the vocabulary, it would not be possible to improve
classification performance.

TABLE VII
PERFORMANCE USING 10000 INFORMATIVE TERMS

Negative Class CN Positive Class CP

wd(t) recall precision recall precision
tf 0.9340 0.9459 0.9460 0.9351

Okapi 0.9420 0.9529 0.9530 0.9430
Smart 0.9420 0.9536 0.9540 0.9435

wd|X(t) recall precision recall precision

idf [0.9550] 0.9539 0.9530 [0.9641]
tf·idf 0.9520 [0.9553] [0.9550] 0.9517
int 0.9960 0.9233 0.9010 0.9952

tf·int 0.9910 0.9300 0.9170 0.9904
4idf 0.9210 0.9472 0.9490 0.9243

tf·4idf 0.9150 0.9488 0.9510 0.9192
4int 0.9240 0.9455 0.9470 0.9268

tf·4int 0.9210 0.9472 0.9490 0.9243

The last set of experiments involved the construction of the
normalization factor, denoted by ψ(d,X), according to the
individual documents. There are many ways to construct ψ.
One way is to consider a linear combination (with a parameter
λ > 0):

ψ(d,X) = (1− λ) + λ · β(d,X) (15)

where β(d,X) = Ld

ave(X) is a length moderation factor and
ave(X) = 1

|X|
∑
d∈X Ld is the average length of all d ∈ X .

The β(d,X) may be used to further moderate the effect of
the document length across the individual classes and thus be
used to construct ψ. The ψ(d,X) given in Eq.(16) is used in
both Okapi and Smart weighting functions.

It is thus interesting to test the usefulness of a combination
with the form:

w∗d|X(t) =
wd|X(t)

ψ(d,X)

where wd|X(t) is one of the eight weighting functions listed
in Table 1, and λ is set to 0.2, 0.5, 0.8 and 1.0.

The results (not given in this paper) showed that w∗d|X(t) did
not provide performance improvement compared with wd|X(t)
itself whether using the informative terms or not. The reason
for the worse performance is not yet clear. However, we
conjecture that it may be because tf, Okapi and Smart are
basically term frequency-based weighting functions, and are
therefore sensitive to the document length normalization. In
contrast, our methods provide term specificity-based weighting
functions, thus a skewed document frequency distribution over
a class plays a key role in determining SC performance.
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Note that the normalization factor Ψ given in Section
4.2 serves for $

X
(t), whereas the normalization factor ψ

here serves for wd|X(t). That is, the former is used for the
weighting function regarding classes, the latter is used for the
weighting function according to the individual documents.

VI. CONCLUSIONS

This study has advocated the use of TSI to assess document
sentiment orientation. We discussed the mathematical concept
of specificity information conveyed by a given term based on
Shannon’s entropy, and then introduced a general form of a
specificity measure in terms of the concept. Two well-known
specificity measures were considered, as examples, to illustrate
the general form and their relationship was established based
on the general form. We introduced an intuitive concept
on specificity strength of terms over the classification and,
then proposed a general method to represent the statistical
importance of terms pertaining to individual documents with
estimation of posterior probabilities using term weights ob-
tained from TSI for the NB classifier. We clarified some
potential problems inherent in applying the TSI measures in a
Bayesian learning framework and, then suggest solutions that
are easy to apply in practice. We proposed a novel multiple
representation method, where each term is assigned multiple
weights against individual sentiment classes, and explored a
method of applying existing advanced single representation
IR techniques to SC. We presented some experimental results
and showed that the proposed method outperforms existing
advanced IR single representation techniques. We attributed
this to the capacity of the proposed method to capture as-
pects of term behaviour beyond a single representation. Our
experimental results also verified that TSI may be regarded as
an appropriate measure for effective SC. In ongoing work we
are exploring reasons why using specificity information may
result in a classification bias. Due to its generality, our method
can be expected to be a useful tool for a variety of tasks of
document classification, IR, NLP, and many related areas.
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