


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 6, No. 12, 2015 

(i) 

www.ijacsa.thesai.org 

Editorial Preface 

From the Desk  of Managing Editor… 

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—Goal of this paper is to develop a meta-model, 
which provides the basis for developing highly scalable artificial 
intelligence systems that should be able to make autonomously 
decisions based on different dynamic and specific influences. An 
artificial neural network builds the entry point for developing a 
multi-layered human readable model that serves as knowledge 
base and can be used for further investigations in deductive and 
inductive reasoning. A graph-theoretical consideration gives a 
detailed view into the model structure. In addition to it the model 
is introduced using the example of large software development 
projects. The integration of Constraints and Deductive 
Reasoning Element Pruning are illustrated, which are required 
for executing deductive reasoning efficiently. 

Keywords—Knowledge Engineering; Ontology Engineering; 
Knowledge Modelling; Knowledge Base; Expert System; Artificial 
Intelligence; Deductive Reasoning Element Pruning 

I. INTRODUCTION 
IT technologies are subjects to a fast changeable field of 

application. Software development teams have to adapt 
continuously for fitting newest stakeholder needs and finding 
success in the market. Especially success of large software 
development projects for example product line developments 
depends on many different influencing factors, introduced in 
[1]. These influencing factors determine for example the 
composition of teams, the choice of software tools or the 
selection of a suitable software development process. 

There are a couple of previous and current projects with the 
goal of developing an open source expert system (ES) 
including the ability of machine learning in a specific field. 
Examples are [2], the “scikit-learn” library [3], the “Mlpy” 
library [4] or “Orange” library [5]. As opposed to these 
projects and publications the project behind this paper focuses 
on large software developments that typically have many 
various influences and a large set of required or requested 
software tools and business artifacts. 

The most important part of an ES is the basis of decisions. 
There are a couple of systems, based on a simple decision tree 
or relational data models [6]. But currently in the domain of 
software developments there is no appropriated model for 
illustrating knowledge bases (KB) [6], which are necessary for 

automated handling machine learning and deductive reasoning. 
For this reason an abstract human readable meta-model 
(defined in [7]) should be developed that deals as architectural 
basis for further investigations in autonomous decision making 
having regard to different specific influences as project-
specific, personal, economic-driven, product-related or 
technology-based. 

A. Knowledge bases in Expert Systems 
According to basic literature as [8], [9] or [10] an ES is a 

knowledge-based system that is used for intelligent assistance, 
decision making or problem solving. Main goal of the research 
project behind this paper is to develop a system that is able to 
detect any objects that are helpful to bring a software project to 
success. Thus the system needs to make decisions for solving a 
specific problem. To do so, it is necessary, to have a profound 
KB what can be used for inference, in particular deductive and 
inductive reasoning. 

So what exactly is a KB and why it is important to 
consider? According to [11] or [12] KB are specialized bodies 
or nets of knowledge and skills. So it is a construct of 
information, data and associations, where knowledge can be 
generated and derived by “heuristics or informal ‘rules of 
thumb’ experts” and “reasoning methods” [13]. In the field of 
this research project the KB, which is to develop, contains 
knowledge of software developers, project managers, software 
architects, software producer or experts and consultant in the 
field of software development processes. 

B. The origins of the model: Ontology, Topic Map and 
Artificial Neural Network 
According to [14] an artificial neural network (ANN) is 

organized into layers with processing elements, called units. 
Every unit has its own specific setup, but they are similar in 
activation events and output functions. Associations can be 
done among units of the same layer and between elements on 
different layers. The units are associated by weighted 
connection paths. As described in [15] “successful training [of 
ANN] can result […] in performing tasks such as predicting an 
output value, classifying an object […] and completing a 
known pattern”. 
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An ANN seems to be the right KB to pursue the goal of this 
paper. But there are differences to the underlying KB of this 
paper. ANN work with an unspecified number of layers. They 
have a known input pattern and a known output pattern. In case 
of a multi-layer feedforward ANN there is at least one hidden 
layer in-between these patterns [16], which leads to a worse 
human readability. Also it is not provided to have different 
views to the knowledge, for instance a descriptive and a 
deciding view. The model should be able to perform inferring 
processes, making decisions and edit knowledge with a focus 
to human-readability. 

With searching a possible solution for solving the human-
readability problem, Ontologies have to be mentioned. As 
described in [6] they serve as method for representing 
knowledge and it is possible to integrate machine learning by 
‘Ontology learning’. The problem of Ontologies is the degree 
of formalization, which is too low for scalable reasoning. Thus 
generic usable and efficient deductive reasoning algorithms are 
difficult to integrate and not a goal of Ontologies. Nevertheless 
the main idea of Ontologies, the descriptive functionality, has 
been used for developing the model behind this work. [6] 

Another possibility to represent knowledge is creating 
Topic Maps. But here are no approaches for machine learning 
integration. As with Ontologies the focus of Topic Maps is the 
presentational view of knowledge. [6] 

Taken as a whole, the KB, which builds a foundation of the 
model in this work, is lightly adopted to multi-layered 
feedforward ANN with advantages of Ontologies and Topic 
Maps. 

II. MODELING THE KNOWLEDGE BASE 
The architecture of the knowledge base can be described as 

five-layered meta-model. The layers represent different 
abstraction levels, where information can be stored and 
processed. Fig. 1 shows these five layers of the meta-model. 

 
Fig. 1. Multi-layerd Meta-Model: Layer Overview 

One layer contains at least one element, exemplified by 
repetitive geometric figures of Fig. 1. Elements are associated 
by different connection types. Thus association rule learning is 
possible, as it is used for example in artificial intelligence (AI) 
or Data Mining [17]. With these associations, elements have 
relations to each other within the same layer or through 
different layers. The model provides best possibilities for using 
the principle of loose coupling, which leads to high 
interchangeability and extensibility of all containing elements 
[18]. Each element contains implicitly a problem, a specific 
way for finding the solutions (logical part) and a result for 
using the element explicitly. The models hierarchical and 
logical structure helps to break these problems down into 

manageable pieces, which is one of the major and well known 
paradigms in AI [19], [20], [21]. 

Beginning with the general description of terminology the 
models characterization is followed below: 

A. Layer description and terminology 
The Layer 𝑳𝟒 contains the Data Source elements of the 

KB. It serves as application layer and forms the main 
communication between the AI system and project participants 
(users), hardware or software interfaces. Elements are for 
instance questions, measuring tools, sensor technologies or API 
definitions. This layer collects primary circumstances by a 
simple request-response method. Thus it is possible to gather 
actual issues and specific factors of influence. 

Each factor of influence is stored as Feature in layer 𝑳𝟑. 
Examples of these Features are “project budget”, “operating 
system”, “personal motivation” or “personal experience”. 
Impacts of each feature correlate closely with research and 
technological development, which is why layer 𝐿3 is subject to 
high degree of variability. For simplifying the analysis of 
results, features are classified in nominal scaled, ordinal scaled 
and metric scaled. This classification depends on the connected 
data source element and bases for example on different types 
of questions as “multiple-choice” and “single-choice” or on 
different types of input data, as Integer and String. Input data 
mean typically data generated by measurements. Questions 
could have this data type too, especially when user input is 
necessary. 

Each Feature is associated with at least one Cell that is 
collected by another layer of the model: 𝑳𝟐. According to 
Landauer each Cell could be described as context block [22], 
which collects data by their associations and interprets it as 
information by deposited algorithms. Thus they represent the 
basis for generating knowledge. In addition to analyze 
specifically adjacent Features, Cells are able to access other 
Cells by connecting among each other and involving the 
associated result into the own analyses. They are weighted 
differently according to their number of associations. Cells can 
be dependent on each other, for instance “Scrumwise” as 
software solution and “Scrum” as development process. 

The information that is stored in Cells is used by specific 
Items, which build layer 𝑳𝟏. Each Item contains an abstract 
component that could be necessary for realizing the project. 
Items serve as partial solution for reacting to a determined 
problem. For that reason all Items have to examine carefully, 
how they conduce to project’s success. They can be used in 
different parts and steps of the project. For instance, one Item 
symbolizes “requirements engineering”, which is necessary for 
product management and very important for project success. 
Further examples of Items are “software development 
process”, which has to be ascertained or “software architecture 
pattern”. 

For determination Cells and Items in a more understandable 
manner: 𝐿1 (layer of Items) serves as ‘descriptive’ view on the 
information of the KB, while 𝐿2 (layer of Cells) builds a 
‘deciding’ view within the system using the KB. Cells contain 
something concrete while Items are more a general view into 
the KB. 
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The solution layer 𝑳𝟎 represents a complete build package 
for solving a predefined problem, for example finding the 
‘projectalized’ development process or a customized developer 
environment. The decision of combining project relevant 
elements bases on a simple suitability test. Each association of 
every single Item verifies its project suitability. Then the Items 
determine their linked Cell with the highest suitability value. 
The corresponding results are abstracted to a project-specific 
solution. 

B. Mathematical consideration as graph 
When describing the five-layered meta-model with basic 

definitions of graph and set theory, for example by [23] or [24], 
the model is a weighted directed graph 𝐺 = (𝑉,𝐸, 𝑖) without 
loops and a non-regular property. The layers (𝐿0 𝑡𝑜 𝐿4) are 
sets of ordered pairs (𝑉,𝐸) with 

• 𝑉(𝐺) as finite set of all nodes (elements of the layers) 

• 𝐸(𝐺) as set of all edges (associations) and 

• 𝑖 = 𝑖𝐺  as mapping that assigns to each edge 𝑒 ∈ 𝐸 a 
pair 𝑖(𝑒) = {𝑥,𝑦} with elements 𝑥,𝑦 ∈ 𝑉. 

Set V can be divided into five subsets, as shown in Fig. 2: 

𝐿0, 𝐿1, 𝐿2, 𝐿3, 𝐿4  ⊂ 𝑉(𝐺) 

They contain each element of the different layers of the 
model. 𝐿2 (Cells layer) and 𝐿1 (Items layer) are exceptional as 
opposed to the other layers. They are induced subgraphs 
𝐶1,𝐶2 ⊂ 𝐺. Within 𝐿1 and 𝐿2 it is possible to build edges 
between the nodes (on the same layer). According to [25] 𝐶1 
and 𝐶2 have maximum associations of 

�𝑛2� =  𝑛(𝑛−1)
2

 𝑤𝑖𝑡ℎ 𝑛 = |𝐿2| or 

�𝑚2� =  𝑚(𝑚−1)
2

 𝑤𝑖𝑡ℎ 𝑚 = |𝐿1|  

This maximum achievable number of nodes of 𝐿2 and 𝐿1 
implies the completeness of the respective subgraphs. It can 
only be achieved by associating each element of one layer with 
every other element of the same layer. 

 
Fig. 2. Model illustration of an example as graph 

By integration of weights deductive reasoning can be 
accelerated. Goal is processing the graph on prioritized paths, 

for faster reaching important elements (nodes, information). 
Here the importance of an element can be concluded from the 
degree centrality, similar to the PageRank-Algorithm [26]. 
According to this the significance of a node depends mainly on 
the number of its edges. [26] 

The set 𝐸𝐺(𝑣) is the set of all adjacent edges of a node 
𝑣 ∈ 𝑉. Further the set 𝐸𝐺+(𝑣) is defined as a set containing all 
edges to successors and 𝐸𝐺−(𝑣) as a set with all edges to 
predecessors of one node 𝑣. 

The weighting is made by assigning an edge 𝑒 ∈ 𝐸𝐺(𝑣) a 
weight 𝜔(𝑒), which is a real number 𝜔 ∶ 𝐸 → ℝ [27]. It can be 
simplified by 𝜔 ∶ 𝐸 → ℤ. Each node is able to attach its degree 
𝑑𝐺(𝑣) as weight to all of its adjacent edges. If an edge has 
already had a higher weight, this edge keeps the original 
weight value: 

∀ 𝑣 ∈ 𝑉: 𝜔(𝑒𝑣) <  𝑑𝐺(𝑣) → 𝜔(𝑒𝑣) =  𝑑𝐺(𝑣)  
𝑤𝑖𝑡ℎ 𝑒𝑣  ∈ 𝐸𝐺(𝑣) 

Each node has a specific result that can influence a 
calculation of a neighbors result. The result of a node 𝑣 ∈ 𝑉 is 
defined as 𝑟(𝑣). Calculation of results can be done in different 
manner. For example it might be calculated by a linear 
function, where the variable represents a dependency to an 
adjacent result: 

𝑟(𝑣𝑥) = 𝑟�𝑣𝑦� − 4   𝑤𝑖𝑡ℎ 𝑣𝑦 ∈ 𝑁𝐺(𝑣𝑥) 

Here 𝑁𝐺(𝑣𝑥) is the set of all neighbors of 𝑣𝑥. Also it might 
be possible that results are sets containing other nodes, for 
instance: 

𝑟(𝑣𝑥) = {𝑣𝑎, 𝑣𝑏 , 𝑣𝑐} 𝑤𝑖𝑡ℎ 𝑣𝑎 , 𝑣𝑏 , 𝑣𝑐 ∈ 𝑁𝐺(𝑣𝑥) 

C. Edge types and their usage 
The system should be able to distinguish between optional 

and obligate connections between elements. Reason for this is 
to handle optional paths while deductive reasoning, for 
example by asking the user for his needs. An optional path is 
an edge with a specific successor that might be interesting for 
decision making, but the actual need of this successor is not 
sure until the decision making process is executed. The set with 
optional-edges is defined as followed: 

𝐸𝑜𝑝𝑡(𝐺) = {𝑒𝑥,  … ,  𝑒𝑛} 

As opposed to optional paths, required paths are those that 
are included in a decision making process in any case. They 
represent the usual edge type and are contained in the set of 
required-edges: 

𝐸𝑟𝑒𝑞(𝐺) = {𝑒𝑥 ,  … ,  𝑒𝑛} 

The visualization in Fig. 3 illustrates the usage of optional 
(Fig. 3, a) and required (Fig. 3, b) paths as well as the usage of 
four other path categories. Required and optional paths can be 
visually distinguished by the end of each edge. An optional 
path ends with a non-filled connection. A required (usual) path 
is represented by a filled arrow head. 

In addition to optional and required paths it is necessary to 
distinguish between more types of paths: 
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An ‘is-path’ is used for building inheritance relations, for 
example ‘MS Visio is Software’. It is visualized with a cross-
filled circle (Fig. 3, c) on the predecessor element: ‘𝑣5 is 𝑣6’. 
This type is always a required path, otherwise the system 
would not be able to decide, if an element is another or not. 

Also paths that represent ‘used-for’-relations between 
elements are always required edges (Fig. 3, e). An element ‘is 
used for’ an activity or not; it is not consistent to say ‘perhaps 
an element is used for an activity’. 

For modeling characteristics or attributes the model 
provides a further type of an edge, the ‘has’-path (Fig. 3, d). 
These paths serve as instruments to specify elements. For 
example every software ‘has’ a price and an installation type. 
Modeling this knowledge means three Items: software, price 
and installation type. The edges between these elements would 
be ‘software has price’ and ‘software has installation type’. 
Now every element, which ‘is’ software, has a price and an 
installation type, too. 

The sixths path type is the ‘part-of’-edge (Fig. 3, f), which 
is used to build part-whole relations between elements. In 
opposite to a ‘has’-relation the ‘part-of’ element is not able to 
exist for its own, which means the whole-unit has to exist. 

 
Fig. 3. Visualization of path types 

Fig. 4 demonstrates an example with three Items. 
‘Requirements documentation’ builds the successor, 
‘Documentation of functional requirements’ and ‘Creating- 

 
Fig. 4. Example of using optional and required paths 

Wireframes’ are predecessors. Both predecessors might be 
interesting for a deductive reasoning process, for example 
‘Find suitable software for requirements documentation!’. In 

addition to this both are connected with ‘part-of’ relations, 
which means the predecessors are part of ‘Requirements 
documentation’. 

The difference between the relations is creating wireframes, 
which is not a mandatory functionality of requirements 
documentation, whereas the documentation of functional 
requirements represents one of the most important topics. Thus 
in case of decision making ‘Which software would be the most 
suitable for a specific software development project?’, users 
has to determine first, if they need the functionality of creating 
wireframes. 

D. Constraints and Deductive Reasoning Element Pruning 
Constraints are barriers, which help excluding paths from 

the set of all paths within the graph. Thus any association 
between elements can define preconditions or requirements. So 
the processing of an element is solely necessary if all of its 
constraints are complied. Goal is: 

• more efficient processing through the graph by 

• more intelligent operating on elements and thereby 

• shorter times of results in deductive reasoning 

If at least one constraint of an element is false, the element 
can be excluded from the entirety of all possible elements of 
deduction. Using the example of this publication, the 
integration of constraints leads faster to a list of matching 
project artifacts. Visualization of constraints is done by a 
dotted line as illustrated in Fig. 5. 

 
Fig. 5. Illustration and definition of constraints 

The set of constraints is defined as: 

Γ(G) = {𝛾1, … , 𝛾𝑛} 

Considering an example of a simple association between 
Scrum and the number of regarded team members, Fig. 6 
shows the functionality of constraints within the graph. A 
constraint 𝛾 is assigned to the edge 𝑒(𝐸1,𝐸2) by 
𝛾�𝑒(𝐸1,𝐸2)�: 𝑟(𝐸2) > 5 ∧ 𝑟(𝐸2) < 9 that means the result 
of 𝐸2 has to be greater than five, but less than 9. 

So 𝛾 can be interpreted as follows: Only if the result of 
node 𝐸2 (the number of team members) is between five and 
nine, element 𝐸1 (Scrum) is relevant for the deductive 
reasoning. If the result of 𝐸2 is less than five or higher than 
nine, 𝐸1 is irrelevant for the deductive reasoning, because at 
least one constraint is false. 

 
Fig. 6. Example of using constraints 

4 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 6, No. 12, 2015 

By integration of constraints the entirety of nodes within a 
deductive reasoning process can be decreased. This process of 
reducing nodes can be named as Deductive Reasoning Element 
Pruning (DREP). Element Pruning is a well-known term in 
different Selection Algorithms as [28], [29] and [30] or in 
Clustering Methods for example [31] and [32]. In the domain 
of this model and publication DREP is an optimization 
measure during deduction, which is able to reduce the number 
of elements at the time 𝑇 to be proceeded until 𝑇 + 1. With 
DREP parallelism can result in jumping to nodes, which are 
possibly not reachable anymore, because they are on a pruned 
path. This case occurs with pruning of bridges (graph theory). 
Therefore it should be completely dispensed with parallelism 
or an event-driven system should be used, in case of integrating 
pruning. 

The usage of DREP will be introduced in future work, 
where an algorithm for deductive reasoning will be shown that 
is suitable for the model of this paper. 

E. Inference 
As described above, the structure of the model should serve 

as KB with the ability of self-learning functionality and 
deductive reasoning. This is why the architecture of the model 
is a composition of ANN, which are used in artificial 
intelligence systems, and ontologies that have their usage in 
knowledge engineering. Furthermore it has already been 
expounded that each element within the model can output a 
specific result, which can be used by any other element. 
Considering it all together – artificial intelligence components, 
ontology-based representation of knowledge and the specific 
result of each element – lead to an architecture that is able to 
handle inductive reasoning and deductive reasoning in different 
ways. 

By the derived structure of multi-layer feedforward ANN, 
the model can be used with well-known approaches of machine 
learning paradigms, as supervised learning, unsupervised 
learning or reinforcement learning. In addition to these 
inferring methods, it is possible to make simple decisions by 
searching the result of a specific element. Example of such a 
simple decision is ‘Is Scrum suitable for a specific project 
team?’. Assumed that a Cell ‘Scrum suitability’ exists and that 
the result of this Cell is the actual value of how suitable scrum 
is, there would be no need to perform a complicated machine 
learning algorithm for answering the predefined question. The 
only need is to output the result. This can be done on two 
different ways. On the one hand the connected knowledge of 
the ‘Scrum suitability’ can be interpreted manually, by human 
reading and reasoning, or on the other hand automated, by a 
decision-making system. For doing it automatically, one of the 
next steps of this project is defining an algorithm that handles 
this behavior under consideration of constraints and DREP. 

III. EXAMPLE OF APPLICATION 
As outlined above, the model can be used for illustrating 

information and knowledge. One of the major goals of the 
research project behind this paper is to develop an automated 
decision system for identification suitable project tools and 
required artifacts, especially for large software development 
projects. Fig. 7 shows an extract of this use case and 

demonstrates the complexity of modeling a KB. The figure 
illustrates four out of five layers of the model: 𝐿1 Items 
(rectangular, rounded corner), 𝐿2 Cells (elliptical), 𝐿3 Features 
(rectangular) and 𝐿4 Questions (rhombic). The lines between 
the elements serve as connectors and represent the associations 
with their corresponding types. 

There are two major levels of abstraction in the model: a 
descriptive and a deductive level. The first mentioned 
descriptive view is represented by Items as ‘Software’ and 
Features with a connection to Items as ‘Price (amount)’. 
Descriptive elements are essential for learning and generating 
information. Items can also represent problems or goals, for 
example ‘Classification of requirements’, which is part of 
‘Requirements Engineering’. For solving this problem ‘Jira’ 
can be used. Jira is concrete ‘Software’ and so on. 

In the example, ‘Software’ and their connected elements 
can be read as followed: 

• ‘Software’ has ‘Price’ and ‘Installation Type’ 

• ‘Operating System’ is Software 

• ‘Gliffy’, ‘Jira’ or ‘Astah’ is concrete Software 

• ‘Jira’ can be used for ‘Documentation of non-
functional requirements’, 

• ‘Documentation of non-functional requirements’ is a 
part of ‘Requirements Engineering’. 

Features can be connected to Cells and Items. In cases of 
connection with Items, they will be executed with inductive 
reasoning, which means during learning phases. As opposed to 
Features that are connected to Items, Cell-Features need to be 
executed within a concrete deductive reasoning process, which 
is for example a decision process. Reason for this behavior is 
distinction between general and specific. The following two 
examples describe this approach: 

Example 1: Sentence to learn: ‘Jira is software.’ The 
system already learned ‘Software has a price’. Connected 
question to price: How much is the price? So the system has to 
ask: ‘How much is the price [for Jira]?’ 

Example 2: Constraint to learn: ‘Jira requires Windows 8.’ 
The KB knows: ‘Windows 8’ is an ‘Operating System’. So 
whenever the system has to make a decision through the Cell 
Jira, it has to ask: ‘What is the Operating System?’. Obviously 
the system might ask directly ‘Do you use Windows 8?’, but in 
this case the operating system of the user would remain 
unknown and element pruning could not be made in the same 
efficiency as with the question above. 

IV. CONCLUSION 
A new method for modeling knowledge, information and 

data is introduced in this paper. It serves as architectural basis 
for developing expert systems by building knowledge bases in 
the field of knowledge engineering. 

The abstract meta-model is constructed by five layers. They 
consist of descriptive and deductive elements and are derived 
by an artificial neural network. The model is illustrated both in 
a descriptive way and in a mathematical view by considering it 
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as graph. In addition to the general description the authors give 
an insight into a case of application using the example of large 
software development projects. 

By integration of constraints and DREP the proceeding 
time of the graph can be decreased. Thus a deductive reasoning 
process is more efficient and the interaction with users can be 
reduced, when using the model as knowledge foundation. A 
further advantage of using the model as basis for additional 
research projects is the ability of extensibility. For instance it is 
very easy to assimilate different approaches for realizing 
deductive and inductive reasoning. 

When considering deductive reasoning in one of the next 
steps, it is important to give solutions for the following 
problems: (1) Detecting the end of the deductive reasoning 

under regard to have an arbitrary entry-point and (2) handling 
conflicts in case of mutually exclusive Constraints. 

In addition to use this model for knowledge engineering in 
the domain of large software development projects, it can also 
be used in different other domains. With the solution approach 
it could be possible to model knowledge of study advisers or 
career counseling, to build a basis for deciding what kind of 
occupation is the most suitable in dependency of personal 
characteristics. Further use cases are settled in ‘Health and 
Medical’ systems for building a foundation to detected 
symptoms and give suitable solutions. In case of building end-
user systems the model can be used to develop a knowledge 
base for example of travel agents, fashion advisers or as 
product adviser. 

 
Fig. 7. Extract of using the model for knowledge engineering in large software development projects 
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Abstract—Dementia is a geriatric disease which has emerged 
as a serious social and economic problem in an aging society and 
early diagnosis is very important for it. Especially, early 
diagnosis and early intervention of Mild Cognitive Impairment 
(MCI) which is the preliminary stage of dementia can reduce the 
onset rate of dementia. This study developed MCI prediction 
model for the Korean elderly in local communities and provides a 
basic material for the prevention of cognitive impairment. The 
subjects of this study were 3,240 elderly (1,502 males, 1,738 
females) in local communities over the age of 65 who participated 
in the Korean Longitudinal Survey of Aging (close) conducted in 
2012. The outcome was defined as having MCI and set as 
explanatory variables were gender, age, level of education, level 
of income, marital status, smoking, drinking habits, regular 
exercise more than once a week, monthly average hours of 
participation in social activities, subjective health, diabetes and 
high blood pressure. The random Forests algorithm was used to 
develop a prediction model and the result was compared with 
logistic regression model and decision tree model. As the result of 
this study, significant predictors of MCI were age, gender, level 
of education, level of income, subjective health, marital status, 
smoking, drinking, regular exercise and high blood pressure. In 
addition, Random Forests Model was more accurate than the 
logistic regression model and decision tree model. Based on these 
results, it is necessary to build monitoring system which can 
diagnose MCI at an early stage. 

Keywords—random forests; data mining; dementia; mild 
cognitive impairment; risk factors 

I. INTRODUCTION 
As worldwide aged population increases with the 

development of science, technology and medicine, number of 
geriatric diseases increases radically as well. Especially, 
dementia, a typical geriatric disease, is expected to experience 
an unprecedentedly rapid increase. According to World 
Alzheimer Report (2015), worldwide dementia population 
recorded 44 million in 2013 and will increase more than 3-fold 
to 135 million in 2050 [1]. 

In Korea, dementia also increases rapidly due to fast aging. 
According to a survey on prevalence rate of dementia 
conducted by Ministry of Health and Welfare, the number of 
dementia patients in Korea was 540,000 in 2012 and the 
number is expected rapidly increase to 840,000 in 2020, 1.27 
million in 2030 and 2.71 million in 2050 [2].  In particular, as 
Korea shows the most rapid rate of increase in the world, it is 
urgent to take measures for geriatric cognitive impairment [3]. 

Although treatment methods for dementia have been 
developed globally over the last 20 years, no treatment method 
developed so far can provide full recovery. It is only possible 
to postpone cognitive decline of dementia when cognitive 
function is managed systematically by using drugs such as 
donepezil [4]. As medication of this kind can produce greater 
effect with earlier application, early diagnosis and intervention 
is crucial in dementia. 

Especially, as dementia incurs tremendous socio-
economical costs, systematic management is required through 
early intervention. According to a report to Korean National 
Assembly, social cost for dementia patients is estimated to be 
U$ 37.3 billion in 2050, which amounts to 1.5% of GDP [3]. 
Thus, reduction of prevalence rate through early discovery of 
dementia can decrease unnecessary social and economic costs 
[5]. 

Like this, as early diagnosis of dementia becomes 
important, Mild Cognitive Impairment (MCI) which is a 
previous stage of dementia is gaining attention. MCI is defined 
as intermediate stage between normal aging and dementia with 
its decline of cognitive function out of normal range but its 
severity still not reaching the state of dementia [6]. MCI, an 
earliest stage to discover dementia, is important as a primary 
target for dementia treatment since its early discovery and 
treatment can postpone the progress of dementia. 

Along with dementia, MCI is also on the rapid increase. 
MCI in Korea has increased 4.3-fold from 24,000 in 2010 to 
105,000 in 2014, attracting attention to its early discovery and 
prevention [2]. 

Over the last 20 years, numerous studies have reported that 
risk factors of MCI were gender, age, smoking, drinking, 
eating habits, exercise, diabetes and hypertension [5, 7, 8, 9]. 
And opinions exist that there are limitations to explain the 
outbreak of MCI with these individual risk factors and studies 
report different results on affecting risk factors [9]. In addition, 
necessity to consider mental health such as depression is 
recently being raised in the search for factors related to MCI 
[10]. In particular, as there are differences among races in 
outbreak pattern of cognitive impairment and risk factors, it is 
necessary to develop MCI prediction model reflecting the 
living patterns of the Korean elderly. 

Meanwhile, as analysis on big data becomes possible with 
the development of computer, attention is being paid to data 
mining techniques in developing prediction models. Data 
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mining is a method of analysis to predict data based on already 
known attributes by using training data [11, 12]. Especially, 
Random Forests developed as one analysis method of data 
mining has high level of prediction capability as it creates 
multiple decision trees by implementing random sampling in 
an identical data set, combines them and finally predicts target 
variables [13, 14]. In addition, Random Forests is known to 
have an excellent prediction capability in finding out 
correlation between explanatory variables and a disease and 
prevent overfit when there are many kinds of explanatory 
variables applied to the model [15, 16]. 

This study developed a prediction model of Mild Cognitive 
Impairment for the elderly in Korean local communities based 
on random forests algorithm and compared it with logistic 
regression model and decision tree model to verify its results 
and accuracy. 

Construction of this study is as follows; chapter II explains 
study subjects and analyzed variables and chapter III defines 
random forests and explains the procedure of model 
development. Chapter IV compares the results of developed 
prediction model with those of logistic regression model and 
decision tree model. Lastly, chapter V presents conclusion and 
direction for future studies. 

II. METHODS 

A. Sources of data 
This study analyzed a total of 3,240 elderly people (1,502 

males and 1,738 females) over the age of 65 who participated 
in 2012 Korean Longitudinal Survey of Aging (KLoSA). 

KLoSA is supervised by Korea Labor Institute and TNS 
Korea conducted the survey on commission from July 7, 2012 
through December 2012 [17]. Sampling frame was districts of 
Population and Housing Census 2005 and 261,237 districts 
were set as sampling units. In 2012 survey, 10,000 people was 
set as maximum valid sample size and considering that average 
population over the age of 45 was 1.67 per household in 2000 
Population and Housing Census, 1,000 sampling districts were 
selected. The method of the survey was computer-assisted 
personal interviews using laptop computers. 

B. Measurements 
Outcome was defined as prevalence of MCI. Explanatory 

variables were included as gender, age (65-75, 75+), level of 
education (middle school and lower, over high school), level of 
income, marital status (have spouse, divorced or separation, 
separation by death), smoking (non-smoking, past smoking, 
current smoking), drinking habits (non-drinker, past drinker, 
current drinker), regular exercise more than once a week (yes, 
no), monthly average hours of participation in social activities 
(less than 1 hour, over 1 hour), subjective health (good, fair, 
bad), diabetes (yes, no), and hypertension (yes, no). 

III. STATISTICAL ANALYSIS 

A. Development and evaluation of model 
In order to develop MCI prediction model, this study 

divided data into 70% of training data and 30% of test data. 
Random forest algorithm was used to develop prediction model 

and results of developed prediction model were compared with 
those of decision tree based on multivariate logistic regression 
analysis and CART (classification and regression tree). 
Accuracies of developed models were evaluated with correct 
classification rate, and importance of variables and major risk 
factors drawn out were compared respectively. 

B. Random Forests 
Random forest is a type of ensemble classifier which 

randomly learns multiple decision trees and is composed of 
training stage which construct many decision trees and test 
stage which classifies and predicts incoming input data [18] 
(Figure1). 

Ensemble form of training data can be expressed in Forest 
F = {f1, … , fn} (Figure2). 

Distributions earned from decision trees of each forest are 
averaged by T, the number of decision trees, and finally 
classified. 

 
Figure 3 shows bagging algorithm which creates final 

model by conducting n times of random sampling on raw data 
and combining prediction variables coming out of modeling of 
each sample. For combining method of prediction variables of 
each sample, average was used when a target variable was a 
continuous variable while majority vote was used when a target 
variable was a categorical variable. 

Although random forest is similar to bagging in that in 
enhances stability by combining decision trees created in 
multiple bootstrap samples with majority principle, it is 
different from bagging in that it uses only a few explanatory 
variables randomly chosen from bootstrap samples. In order to 
adjust correlation of combination model, random forest 
establishes decision tree by randomly extracting several 
explanatory variables from boot strap samples and establishes a 
model with as few pruning as possible. 

Random forest has higher prediction capability than 
decision tree and strength that it can prevent overfitting [19]. 
This study established random forest model first and then 
compared it with the results drawn out from multivariate 
logistic regression analysis and decision tree and accuracy of 
model respectively. 

 
Fig. 1. Training and testing datasets 
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Fig. 2. Random forest: a classifier that combines many single decision trees 

 
Fig. 3. Bagging algorithm 

IV. RESULTS 

A. Characteristics of subjects 
Among total 4,134 subjects, males were 46.4% and females 

were 53.6%. Average age was 72 (range=65-99, standard 
deviation=5.9). As for level of education, high school 
graduates and over were 24.8% and those living with spouse 
were 71%. Current smokers were 13.1% and current drinkers 
were 28.8% while the elderly who exercise regularly more than 
once a week were 37.3%. 49.8% had hypertension and 20.9% 
had diabetes. Prevalence rate of MCI was 31.3%. 

B. Potential risk factors for Mild Cognitive Impairment 
(univariate analysis) 
Potential risk factors for MCI are presented in Table 1. As 

the result of cross-tabulation analysis, there were significant 
differences between the normal elderly and those with MCI in 
gender, age, level of education, level of income, marital status, 
smoking, drinking habit, regular exercise of more than once per 
week, monthly average hour of participation in social activities, 
subjective health and hypertension (p<0.05). 

Prevalence rate of MCI was high in the elderly over the age 
of 75 (43.7%), females (38.6%), middle school graduates and 
lower (36.4%), the bereaved of spouses (42.3%), nonsmokers 
(34.6%), nondrinkers (35.6%), elderly who do not exercise 
regularly (35.9%), elderly who participate in social activities 

less than average 1 hour per month (31.8%), elderly with poor 
subjective health (43.9%) and elderly with hypertension 
(34.3%). 

TABLE I.  GENERAL CHARACTERISTICS OF THE SUBJECTS BASED ON MCI 
(UNIVARIATE ANALYSIS), N (%) 

Characteristics 
MCI 

p Yes 
(n=1,015) 

No 
 (n=2,225) 

Age   <0.001 
65-75 475 (23.7) 1,528 (76.3)  
75+ 540 (43.7) 697 (56.3)  

Sex   <0.001 
Male 345 (23.0) 1,157 (77.0)  
Female 670 (38.6) 1,068 (61.4)  

Level of education   <0.001 
Middle school and lower 887 (36.4) 1,549 (63.6)  
Over high school 128 (15.9) 676 (84.1)  

Level of income (quartile)   <0.001 
 First quartile 478 (40.5) 703 (59.5)  
 Second quartile 270 (29.1) 659 (70.9)  
 Third quartile 174 (23.1) 579 (76.9)  
 Fourth quartile 93 (24.7) 284 (75.3)  
Marital status   <0.001 
Have spouse 625 (27.2) 1674 (72.8)  
Divorced/separation 21 (30.9) 47 (69.1)  
Separation by death 369 (42.3) 504 (57.7)  

Smoking   <0.001 
Non-smoking 767 (34.6) 1,449 (65.4)  
Past smoking 141 (23.5) 459 (76.5)  
Current smoking 107 (25.2) 317 (74.8)  

Drinking   <0.001 
  Non- Drinking 628 (35.6) 1,138 (64.4)  
Past Drinking 159 (29.4) 382 (70.6)  
Current Drinking 228 (24.4) 705 (75.6)  

Regular exercise more than 
once a week   <0.001 

Yes 287 (23.7) 923 (76.3)  
No 728 (35.9) 1,302 (64.1)  

Monthly average hours of 
participation in social activities   0.001 

Less than 1 hour 996 (31.8) 2,134 (68.2)  
Over 1 hour 19 (17.3) 91 (82.7)  

Subjective health   <0.001 
Good 106 (17.4) 502 (82.6)  
Fair 392 (27.0) 1,061 (73.0)  
Bad 517 (43.9) 662 (56.1)  

Hypertension   <0.001 
Yes 554 (34.3) 1,061 (65.7)  
No 461 (28.4) 1,164 (71.6)  

Diabetes   0.185 
Yes 226 (33.4) 450 (66.6)  
No 789 (30.8) 1,775 (69.2)  
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C. Accuracy comparison between models 
Prediction model was developed by using random forests 

and its accuracy was compared with those of logistic regression 
model and decision tree (Table 2). As the result of analysis on 
training data, random forests showed very high accuracy of 
72.5% (Figure 4, Figure 5). On the other hand, accuracy of 
decision tress was 71.2% and accuracy of logistic regression 
model was the lowest with 68.7%. 

In test data, random forests showed the highest accuracy 
with 72.1% while logistic regression model had the lowest 
accuracy with 67.5%. Hence, random forests had the highest 
accuracy in both training data and test data. 

TABLE II.  ACCURACY COMPARISON BETWEEN MODELS 

Data Model Accuracy (%) 

Training data 
Logistic regression 68.7 
Decision tree 71.2 
Random Forests 72.5 

Test data 
Logistic regression 67.5 
Decision tree 70.8 
Random Forests 72.1 

 
Fig. 4. Accuracy of Random Forests model 

 
Fig. 5. Multidimensional scaling plot of proximities 

D. Comparison of risk factors based on prediction model 
The results of prediction models established based on 

logistic regression model, decision tree and random forest by 
using a total of 12 explanatory variables to predict MCI are 
presented in Table 3. Among the prediction models used in this 
study, major risk factors for random forests model were 
presumed by using decrease of GINI coefficient. 

In logistic regression model, risk factors for MCI were total 
of 7 variables, which were age, gender, level of income, hour 
of participation in social activities, subjective health and 
regular exercise and its accuracy was 67.5%. 

Decision tree model predicted 8 variables as risk factors for 
MCI, which were age, gender, level of education, level of 
income, subjective health, marital status, smoking, regular 
exercise and its accuracy was 70.8%. 

Random forests model predicted age, gender, level of 
education, level of income, subjective health, marital status, 
smoking, drinking, regular exercise and hypertension as risk 
factors for MCI, and its accuracy was 72.1%. 

TABLE III.  COMPARISON OF RISK FACTORS BASED ON PREDICTION 
MODEL 

Model Number of  
factors Risk factors 

Logistic regression 7 
age, gender, level of education, 
level of income, social activities, 
subjective health, regular exercise 

Decision tree 8 

age, gender, level of education, 
level of income, subjective health, 
marital status, smoking, regular 
exercise 

Random Forests 10 

age, gender, level of education, 
level of income, subjective health, 
marital status, smoking, drinking, 
regular exercise, hypertension 

V. CONCLUSION 
Early discovery of MCI is clinically important as it can 

postpone cognitive decline. This study developed MCI 
prediction model for the elderly in local communities by using 
random forest algorithm. 

As the result of developing prediction model based on 
random forests, major risk factors for MCI were age, gender, 
level of education, level of income, subjective health, marital 
status, smoking, drinking, regular exercise and hypertension. 
Many studies have reported that socio-demographic factors 
such as old age and level of education and health risk behaviors 
such as smoking and drinking are risk factors of MCI [3, 5]. In 
particular, smoking was the most important variable except 
socio-demographic factors in the MCI prediction model of this 
study. Although smoking is a modifiable factor compared with 
socio-demographic factors like age and level of education, 
quitting smoking is difficult since the elderly have been 
exposed to smoking for a very long period of time and they do 
not have strong will to quit. Smoking rate of the elderly over 
the age of 65 in Korea is still very high of 23.3% [2]. Thus, in 
order to prevent MCI and maintain healthy cognitive function, 
quitting smoking is required more than anything else. 
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As the result of comparison of accuracy among random 
forests, logistic regression model and decision tree, random 
forests were the most accurate, which is speculated, because 
random forests is based on bagging algorithm which creates 
various decision trees from around 500 bootstrap samples. 

As decision tree can compose a node even in the case of 
outlier, the influence of parameter deciding node is great, 
which creates risk of overfitting [12]. On the other hand, in the 
case of random forests which predict target variables through 
average or probability of each tree, as the bias of trees is 
maintained and variance decreases, its accuracy is higher than 
that of decision tree [16]. Therefore, when using data with 
many variables like disease examination data or establishing 
prediction model using distributed processing system such as 
big data, random forests is considered the most proper which 
extracts training data to create trees and predicts target 
variables. In order to further enhance accuracy of random 
forests, future studies are required to develop prediction model 
using weighted voting. 

This study has the strength that it developed MCI 
prediction model by using examination data representing the 
whole population. It is necessary to establish a monitoring 
system which can diagnose old-age cognitive impairment in an 
early stage based on the MCI prediction model developed by 
this study. 
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Abstract—Spectrum sensing is an important functional unit of 
the cognitive radio networks. The spectrum sensing is one of the 
main challenges encountered by cognitive radio. This paper 
presents a survey of spectrum sensing techniques and they are 
studied from a cognitive radio perspective. The challenges that go 
with spectrum sensing are reviewed. Two sensing schemes, 
namely; cooperative sensing and eigenvalue-based sensing are 
studied. The various advantages and disadvantages are 
highlighted. Based on this study, the cooperative spectrum 
sensing is proposed for employment in spectrum sensing in 
wideband based cognitive radio systems. 

Keywords—Cognitive radio; Cooperative sensing; Data Fusion; 
OFDM; Spectrum Sensing; wideband sensing 

I. INTRODUCTION 
Spectrum sensing can be said to be the process of 

performing measurement on a part of the spectrum and 
making a decision related to spectrum usage based upon 
measured data [1]. Spectrum sensing is a fundamental 
operational block of the cognitive radio (CR) which consists 
of spectrum sensing, management, sharing and spectrum 
mobility. The growing demand for wireless application has 
put a lot of strain on the usage of available spectrum. In order 
to address this situation and improve spectrum efficiency, 
Mitola proposed a technique that allows secondary users to 
utilize radio spectrum band allocated to primary users that is 
not actively used [2]. According to a report from the United 
States Federal Communication Commission [3], there are 
larger temporal and geographic variations in the utilization of 
allocated spectrum. It is also known that allocated spectrum is 
underutilized because of the static allocation of the spectrum. 
In order to overcome this, there is need to propose a means of 
improving utilization of spectrum [4, 5, 6]. The scarcity and 
underutilization of spectrum has led to the development of 
cognitive radio (CR) technology, which exploit the existing 
spectrum opportunistically.  Cognitive radio technology was 
defined in [2] and [7]. In this paper, the definition of the FCC 
is adopted. It states “Cognitive Radio is a  system that senses 
its operational  electromagnetic environment and can 
dynamically and autonomously adjust its radio operating 
parameters to modify system operation, such as maximization 
of  throughput, mitigation of  interference and facilitation of 

inter-operability accessing the  secondary markets’’. To 
achieve this goal of cognitive radio, it is a compulsory 
requirement that a cognitive user (CU) performs spectrum 
sensing to detect the presence of primary users’ (PU) signal  
[8]. In the context of cognitive radio, the primary users can be 
defined as the users who have higher priority or right in the 
usage of a specific part of the spectrum.  The secondary users 
(SU) on the other hand are the users who have lower priority 
or lower rights; they use the spectrum in such a way that they 
do not cause harmful interference to the primary users. 
However, secondary users need to have cognitive radio 
capabilities, such as sensing spectrum efficiently to ascertain 
if it is being occupied by a primary user and also change their 
radio parameters to exploit the unused part of the spectrum. 
The three popularly used methods for spectrum sensing are: 
Energy detection, Matched filtering and Cyclostationary 
detection [9, 10, 11, 12].The basic idea of cognitive radio is its 
ability for spectral reusing or spectrum sharing, which allows 
secondary users to communicate over licensed spectrum. It 
also involves determining what type of signals that are 
occupying the spectrum including modulation, waveform, 
bandwidth, carrier frequency, etc.  This however, requires 
powerful signal analysis method with additional 
computational complexity. Wideband spectrum sensing for 
cognitive radio network has not been sufficiently investigated 
in literature. Earlier approach uses a tunable narrowband filter 
and the RF front-end to sense one narrow frequency band at a 
time [13], in which the existing narrowband sensing 
techniques can be applied. In order to operate over multiple 
frequency bands at a time, the RF front-end needs wideband 
architecture. Spectrum sensing usually involves the estimation 
of the power spectral density (PSD) [14, 15]. There are so 
many factors that can cause spectrum sensing to be practically 
challenging. The rest of the paper is organized as follows. 
Complexity of spectrum sensing concept is studied in Section 
II. The challenges associated with spectrum sensing for 
cognitive radio are discussed in section III. Section IV shows 
the algorithms for spectrum sensing in cognitive radio. Section 
V discusses the cooperative spectrum sensing. Section VI 
discusses the research challenges involved in improving 
cooperative spectrum sensing and finally section VII 
concludes this paper. 
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II. COMPLEXITY OF SPECTRUM SENSING CONCEPT 
Spectrum opportunity is conventionally defined in 

literature as “a band of frequencies that are not used by a 
primary user of that band at a particular time and specific 
geographic location,” [16]. This definition therefore 
introduces multi-dimensional spectrum awareness, since a 
spectrum hole is a function of frequency, time and geo-
location. Since noise is present all the time in the entire radio 
spectrum, then an empty frequency bin doesn’t exist. [17] 
Therefore it is important to be able to differentiate a band 
occupied by a primary user signal (PU) and the one from a 
spectrum hole that contains noise only signal. The traditional 
definition of spectrum sensing only exploits the three 
dimensions of the spectrum space. These are frequency, time 
and geo-location. Traditional methods usually relate to sensing 
the spectrum using these three [18]. However there are other 
dimensions that can be exploited for further spectrum 
opportunity. For example the code dimension of the spectrum 
space has not been extensively explored in details in literature 
therefore the traditional spectrum sensing algorithms find it 

challenging to deal with signals that makes use of spread 
spectrum, time or frequency hopping codes. As a result, this 
type of signals causes a lot of challenges in spectrum sensing 
as discussed in the later part of this paper. Also the angle 
dimension is another area which is coming up as there are 
recent advances in multi- antenna technologies such as beam 
forming, multiple users can be multiplexed into the same 
channel at the same time in the same geo-location. Hence, in 
angle dimension, a primary user and a secondary user can be 
in the same geo-location and share the same channel. 
Spectrum sensing should include the process of recognizing 
occupancy in all dimensions of spectrum space and find 
spectrum holes. For instance, a certain frequency can be 
occupied for a given time, but may be empty in another time. 
Hence, a temporal dimension is as important as frequency 
dimension. The idle periods between bursty transmissions of 
local area network (WLAN) signals are exploited for 
opportunistic usage [19]. As a result of this requirement, 
advanced spectrum sensing algorithms that offers spectrum 
awareness in multiple dimensions can be developed. 

TABLE I.  SUMMARY OF DIMENSIONAL SPECTRUM AWARENESS 

Dimensions Sensing Parameters Observations 

Frequency 

Frequency domain 

opportunity 

 

 

Spectrum opportunity in this dimension means that all bands are not used 
simultaneously at the same time (some bands may be available for opportunistic 
usage). 

Time 
Opportunity of  

Specific band in time 

This involves the availability of a specific part of the spectrum in time. In 
other words, the band is not continuously used. Hence there would be times where 
it would be available for opportunistic usage. 

Geo-
Location 

Location and distance 
of primary users 

The spectrum can be available in some parts of the geo-location and occupied 
in some other part at a given time.  This takes advantage of pathloss in space.  This 
measurement can be avoided by simply looking at the interference level. However, 
one needs to be careful of hidden terminal problem. 

Code 
Time hopping (TH) or 

frequency hopping (FH) 
sequences used by the 
primary users. 

The spectrum over a wideband can be used at a given time through spread 
spectrum or frequency hopping. This doesn’t mean that there is no availability over 
this band.  Hence, simultaneous transmission without interfering with primary 
users would be possible in code dimension with an orthogonal code with respect to 
codes that primary users are using. (Not only detecting the usage of the spectrum, 
but also determining the used codes, and possibly multipath parameters as well). 

Angle 
Beam (azimuth, 

elevation angle) and 
locations of primary users 

Along with the knowledge of the location/position or direction of primary 
users, spectrum opportunity in angle dimension can be created. For instance, if a 
primary user is transmitting in a specific direction, the secondary user can transmit 
in other directions without causing interference on the primary user. 

III. THE CHALLENGES ASSOCIATED WITH SPECTRUM 
SENSING FOR COGNITIVE RADIO 

Before getting into the details of spectrum sensing 
techniques, it is advisable to review the challenges. The 
challenges associated with the spectrum sensing for cognitive 
radio are discussed in this section. 

A. Hardware Requirements 
Applications for spectrum sensing in cognitive radio needs 

high sampling rate, high resolution analog to digital converter 
(ADC) with large dynamic range and high speed signal 
processors. Noise variance estimation technique has been 
popularly used for optimal receiver [14]. Designs such as, 
channel estimation, soft information etc., as well as improved 

handoff, power control and channel allocation techniques [20]. 
The noise and estimation challenges are easier for these 
purposes as receivers are tuned to receive signals that are 
transmitted over a desired bandwidth. However, receivers 
have the ability to process the narrowband baseband signals 
with reasonably low complexity and low power processors. 
Cognitive radio terminals are then required to process 
transmission over a wideband for utilizing any opportunity 
[18]. Hence, a cognitive radio should be able to capture and 
analyze a relatively larger band and utilize any spectrum 
opportunities. These large operating bandwidths create 
additional requirements on the radio frequencies (RF) 
components such as antennas and power amplifiers. Hence 
high speed processing units are needed for performing 
computationally demanding signal processing task with 
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relatively low delay. Spectrum sensing can be performed 
through two different architectures, such as single radio and 
dual radio. In the case of the single radio, only one specific 
time slot is assigned for spectrum sensing. Due to the 
limitation in sensing time, only certain accuracy can be 
guaranteed for spectrum sensing result. However, the 
spectrum sensing efficiency is decreased as some part of the 
available time slot is used for sensing instead of data 
transmission. The merit of using the single radio architecture 
is because of its simplicity and low cost of implementation. 
However, in the dual radio architecture, one radio chain is 
allocated for data transmission and reception while the other 
chain is allocated for spectrum monitoring [21]. The 
limitations of such approach is that it increases power 
consumption and hardware cost.  In practice, there are already 
available hardware and software platforms for cognitive radio 
such as GNU Radio, Universal Software Radio Peripheral and 
shared spectrum’s XG Radio. Energy detector based sensing is 
mainly used in this platform because of its simplicity. 

B. Hidden Primary User Problem 
The hidden primary user problem is caused by several 

factors such as: - severe multipath fading or shadowing 
observed by secondary users while scanning for primary users. 
In this condition, the cognitive radio devices causes, unwanted 
interference to the primary user (receiver) as the primary 
transmitter, signal cannot be detected due to the location of 
devices. Cooperative sensing has been proposed as a means of 
handling hidden primary user problem [22, 11, 23]. 
Cooperative sensing is discussed in detailed in the later part of 
this paper. 

C. Detecting Spread Spectrum Primary Users 
There are two main types of technologies for detecting 

commercially available devices, they are: fixed frequency and 
spread spectrum. There are two main spread spectrum 
technologies available.  The frequency hopping spread 
spectrum (FHSS) and direct sequence spread spectrum 
(DSSS). Fixed frequency devices operate at a single frequency 
or channel [18]. An example of this kind of system is the 
IEEE 802.11 a/g based WLAN. FHSS devices have the ability 
to change their operational frequencies dynamically into 
multiple narrowband channels. This technique is known as 
hopping and is implemented according to a sequence that is 
known to both transmitter and receiver. However, they use a 
single band to spread their energy. Primary users that use 
spread spectrum signaling are difficult to detect as the power 
of the primary user is distributed over a wide frequency range 
even though the actual information bandwidth is much 
narrower [11]. This problem can however be avoided partially 
if the hopping pattern is known and perfect synchronization to 
the signal can be achieved. 

D. Sensing Duration and Frequency 
In order to prevent interference to and from primary 

license owner, cognitive radio should be able to identify the 
presence of primary users as quickly as possible and should 
exit the band immediately. Therefore, sensing methods should 
be able to identify the presence of primary users within certain 
duration. This requirement poses a limit on the performance of 
sensing algorithms and creates challenges for cognitive radio 

design. Selection of sensing parameters brings about tradeoff 
between the speeds (sensing time) and reliability of sensing. 
Sensing frequency is a design parameter that needs to be 
chosen carefully [23]. In a case when the status of primary 
users is known to change slowly, sensing frequency 
requirements can be relaxed. In addition to sensing frequency, 
the channel detection time, channel move time and some other 
timing related parameters are also defined in [24]. Another 
factor that can affect the sensing frequency is the interference 
tolerance of primary license owners. An example is when a 
cognitive radio is using opportunities in public safety bands, 
sensing should be done as frequently as possible in order to 
prevent any interference. The effect of sensing time on the 
performance of secondary users is investigated in [25].The 
aim is to maximize the average throughput of secondary users 
while guiding primary users from interference [18]. Similarly, 
detection time is obtained using numerical optimization in 
[26]. Channel efficiency is maximized for a given detection 
probability. Sensing time can be decreased by sensing only 
changing parts of the spectrum instead of the entire target. A 
channel that is being used by secondary users cannot be used 
for sensing. Hence, secondary users have to stop data 
transmission for spectrum sensing [27]. This however, 
decreases the spectrum efficiency of the overall system [23]. 
To solve this problem, a method known as dynamic frequency 
hopping (DFH) is proposed. The DFH method is based on the 
assumption of having more than a single channel. This was 
proposed in [28]. 

E. Decision Fusion in Cooperative Sensing 
Sharing information among cognitive radios and 

combining results from various measurements is a challenging 
task [18]. This shared information can either be soft or hard 
decisions made by each cognitive device [29]. The results 
presented in [29, 30]  shows that soft information combining 
method performs better than hard information combining 
method in terms of the probability of missed opportunity. 
Hard decision is found to perform as good as soft decision 
when the numbers of cooperating users are high. The optimum 
fusion rule for combining sensing information is the Chair-
Varshney rule with log-likelihood ratio test [31]. Likelihood 
ratio tests (LRT) are used for making classification using 
decision from secondary users in [29, 32, 33, 34, 35]. 
Different techniques for combining sensing result are 
employed in [12]. The credibility of cognitive radios depends 
on the channel conditions and their distance from a licensed 
user. The required number of nodes for satisfying a probability 
of false alarm rate is investigated in [36]. 

F. Security 
In Cognitive radio, an unauthorized user can change its air 

interface to look like a primary user. However, this 
phenomenon misleads the spectrum sensing performed by 
legitimate primary users. This type of attack is investigated in 
[37]. The possibilities of primary user emulation (PUE) 
attacks are realistic due to the facts that CR is highly 
reconfigurable due to the fact that they are software based air 
interface [16, 38]. In order to stop such attacks, a robust 
transmitter verification scheme that can distinguish between 
legitimate incumbent primary signal transmitters and 
secondary signal transmitters needs to be designed [16]. The 
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task of differentiating an  incumbent primary signals user from 
secondary users becomes  challenging  when the requirement 
described in FCC’s NPRM 03-322, which states that “ no 
modification to the incumbent system should be required to 
accommodate opportunistic use of the spectrum by secondary 
user signal”. The major technical challenge in spectrum 
sensing is distinguishing primary signals from secondary user 
signal. A public key encryption is proposed in [39]. The 
primary user encrypts its identification with its private key and 
appends the encrypted value (signature) to its transmission. 
All secondary users scan for the signature, during the sensing 
period, the signature from various base stations. The base 
station then verifies these signatures. Since the primary user 
knows its signature, a malicious secondary user cannot 
produce a valid signature. 

IV. ALGORITHM FOR SPECTRUM SENSING IN COGNITIVE 
RADIO 

This section presents a study on spectrum sensing 
techniques that require knowledge of both source signal and 
noise power information.  Some of the most common 
spectrum sensing techniques in this category is explained in 
this section. 

A. Parametric Method of Spectrum sensing schemes 
Three basic parametric method of spectrum sensing are 

explained as follows: 

a) Optimal LRT-Based Sensing 
The Neyman-Pearson states that for a given probability of 

false alarm, the test statistics that maximizes the probability of 
detection is the likelihood ratio test (LRT) [40, 41, 42] which 
is defined as: 

𝑇𝐿𝑅𝑇  (𝑥) =
𝑃(𝑥│𝐻1)
𝑝(𝑥│𝐻0 )

                                           (1) 

where P (.) denotes the probability density function (PDF) 
and (x) denotes the received signal vector that is the 
aggregation of x(n), n = 0.1……., N -1. Such likelihood ratio 
test decides  ℋR1 when 𝑇LRT (𝑥)R  exceeds a threshold 𝛾, R 
otherwise it usesℋ0. The main challenge in in implementing 
the LRT is the requirement on the distribution give in equation 
(1). The distribution of random vector x less than ℋR1   is 
related to the source signal distribution, the wireless channels 
and the noise distribution. The distribution of x under ℋR0 is 
related to the noise distribution [43]. 

In order to implement the LRT, a prior knowledge of the 
channel as a well as the signal and noise distribution is of 
paramount importance. This is practically difficult to realize. 

Assuming that the channels are flat-fading and the 
received source signal sample 𝑠𝑖 (𝑛) is independent over, the 
PDF in LRT is decoupled as:- 

𝑃(𝑥|𝐻1 ) = �𝑃(𝑥(𝑛)│𝐻1

𝑁−1

𝑛=0

),                    

𝑃(𝑥|𝐻0 ) = �𝑃(𝑥(𝑛)│𝐻0

𝑁−1

𝑛=0

),                       (2) 

Furthermore assuming that noise and signal samples are 
both Gaussian distributed, such that 𝜂 (n) ∼  Ν (0,𝜎2 𝜂𝐼) and 
s (n) ∼ N (0, Rs), the LRT becomes the estimator correlator   
(EC) detector as shown in [54] for which test statistic is given 
as: 

𝑇𝐸𝐶(𝑥) = �𝑥𝑇(𝑛)
𝑁−1

𝑛=0

𝑅𝑠(𝑅𝑠 + 1𝜂𝜎
2 )−1 𝑥(𝑛),       (3) 

From equation (3) it is shown that Rs (Rs+2𝜎P

2𝜂 I)-1 x (n) is 
the minimum mean squared error (MMSE) estimation of the 
source signal s (n). Thus, TEC (x) in (3) can be seen as the 
correlation of the signal x (n) with the MMSE estimation of s 
(n). EC detector needs to know the source signal covariance 
matrix Rs and noise power 𝜎2𝜂 .Hence when the signal 
presence is unknown it becomes unrealistic to require signal 
covariance matrix for detection. It should be noted that if we 
assume that the noise is Gaussian distributed and the signals 
source is deterministic and known to the receiver, which in 
this case is the radar signal processing [44, 45, 46], it would 
then it can be  easy to show that LRT becomes the matched 
filter based detector and its test statics is [43]. 

b) Matched Filter 
Matched filter (MF) is a linear filter designed to maximize 

the output signal to noise ratio (SNR) for a given input signal 
[47]. Matched filtering is also known as optimal method for 
detection of primary users when transmitted signal is known 
[48]. Hence, cognitive radio has a prior knowledge of the 
Primary User Signal at both PHY and MAC layer, such as 
bandwidth, frequency, modulation type to demodulate 
received signals [49]. Matched filter detector has a high 
processing gain, but the sensing devices have to achieve 
coherency and demodulate primary user signal. This can be 
achieved since most wireless networks have pilot patterns (or 
symbols) and preambles that can be used for coherent 
detection. For examples: TV Signal has narrowband pilot for 
audio and video carriers; CDMA system have dedicated 
spreading codes for pilot and packet acquisition. The 
operation of matched filter detection is expressed as: 

𝑌[𝑛] = � ℎ[𝑛 − 𝑘]𝑥[𝑘]                                (4)
∞

𝐾=−∞

 

where x is the unknown signal (vector) and is convolved 
with the h. The impulse response of the matched filter is 
useful only in cases where the information from the primary 
users is known to the cognitive users. 

Matched filter advantage is it requires less detection time 
because it requires only O (1/SNR) samples to meet a given 
probability of detection constraint. When the information of 
the primary user is known to the cognitive radio user, matched 
detection is optimal [64].  
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The drawback of matched filter is that it requires prior 
knowledge of every primary signal. If the information is not 
accurate, MF would perform poorly. Also the most significant 
disadvantage of MF is that cognitive radio would need a 
dedicate receiver for every type of primary user [61]. 

c) Cyclostationary Based Detection 
Cyclostationary based detection is a method that detects 

primary users by exploiting its Cyclostationary features of the 
received signals [50, 51]. Modulated signals are in general 
coupled with sine wave carriers, pulse trains, repeating 
spreading, hoping sequence or cyclic prefixes; these 
modulated signals are known as cyclostationary, since they 
have statistics, mean and autocorrelation. They can also be 
intentionally induced to assist spectrum sensing [52]. The 
cyclostationary based detection algorithm can differentiate 
noise from primary users signal. This is due to the fact that 
noise is in wider sense stationary with no correlation while 
modulated signal are cyclostationary with spectral correlation 
due to the redundancy of signal periodicities [43]. This 
periodicity trend is used for analyzing various signal 
processing tasks such as detection, recognition and estimation 
of the received signals. Even though cyclostationary feature 
detection have high computational complexity, it performs 
well satisfyingly well under low SNR due to its robust against 
unknown level of noise. Free bands in the spectrum are 
detected following the hypotheses testing problem in received 
signal     x (t) [53]. 

𝑥(𝑡) = 𝑠(𝑡)ℎ + 𝑤(𝑡)                                             (5) 

where s (t) is the modulated signal, h is channel coefficient 
and w (t) AWGN. 

• Under 𝐻0   𝑥(𝑡) it is not cyclostationary and  thus the 
band is considered free 

• Under 𝐻1    𝑥(𝑡) is cyclostationary and thus the band is 
considered congested 

where 𝐻0 signifies the existence of signals and 𝐻1 the 
existence of signal. Modulated signal 𝑥(𝑡) is considered to be 
a periodic signal or a cyclostationary signal in wide sense its 
mean and autocorrelation exhibits periodicity as shown in 
[54].Though cyclostationary detection has certain advantages 
such as its robustness to uncertainty in noise power and 
propagation channel. It has its own disadvantages as follows: 

• It needs a very high sampling rate 

• The computation of spectral correlation density (SCD) 
function would require large number of samples and 
thus become complex. 

• The strength of SCD could be affected by the unknown 
channel 

• Sampling time error and frequency offset could affect 
the cyclic frequency. 

B. Semi Blind Detection Methods 
This section shows detection techniques that requires only 

noise power information. Hence it’s called semi-blind 
detection. 

a) Energy Detection 
Energy detection is an optimal way to detect primary 

signals when prior information of the primary signal is 
unknown to secondary users. It measures the energy of the 
received waveform over a specified observation time [9, 55]. 
In addition, as receivers do not require any knowledge on the 
primary users signal. The signal is detected by comparing the 
output of the energy detector with a threshold which depends 
on the noise floor. Energy detector also known as radiometer 
has been investigated and widely used for signal detection due 
to its advantage of simple circuitry in practical implementation 
[56]. Prior to energy detection been proposed, many work 
have been performed to study energy detection based schemes 
in radar and security communication areas. Have some 
advantages that motivate research in this area. These include 
the following:- 

• It is more generic as receivers do not need any 
knowledge on primary user’s signal 

• It is very simple to implement 

The signals can be detected at low SNR provided the 
detection interval is adequately long and noise power spectral 
density is known. 

The study of energy detection takes into account the 
dynamics traffic patterns of primary users, in the form random 
signal arrival and departure is of theoretical and practical 
importance. However, some of the existing techniques resort 
to approximation to certain approximation techniques to 
characterize the detection performance. In order to improve 
this technique, we would propose a Bayesian based Energy 
detection algorithm. There has been recent works which 
addresses the effect of primary user traffic patterns on the 
performance of the detection of energy detectors. In [57], they 
considered the random arrival or departure of the primary 
user’s signal which exploits the distributions of the arrival and 
departure times. The effect of the primary user traffic on the 
detection performance is investigated and studied in [58]. 
However, to improve the robustness of energy detection we 
would propose a Bayesian –based Energy detection by 
exploiting the statistical knowledge. 

b) Wave form based Sensing 
In wireless systems, known patterns such as preambles, 

midambles, regularly transmitted pilot pattern, spreading 
sequence etc. [56]. The problems of energy detection which 
are false detection and difficulty in differentiating modulated 
signals from interference. Both of these problems are 
addressed in waveform based sensing. Waveform based 
sensing is performed in time domain using received signal; 

𝑦(𝑛) = 𝑥(𝑛) + 𝑧 (𝑛)                                         (6) 
Where 𝑥(𝑛) is the signal to be detected and 𝑧 (𝑛)   is the 

Additive white Gaussian noise (AWGN). Assuming the 
known time- domain signal contains NB signal [56]. We can 
then consider the following wave forms sensing metric: 

𝑆 = 𝑅𝑒 ��𝑦(𝑛)𝑥∗(𝑛)
𝑁𝐵

𝑛=1

�                                            (7) 
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When there is no primary user signal present, the sensing 
metric would then be 

𝑆 = 𝑆0 = 𝑅𝑒 ��𝑧(𝑛)𝑥∗(𝑛)
𝑁𝐵

𝑛=1

�                                   (8) 

When there is presence of primary user’s signal present the 
sensing metric becomes: 

𝑆 = 𝑆1 = �│𝑥(𝑛)│2 + 𝑅𝑒 ��𝑧(𝑛)𝑥∗(𝑛)
𝑁𝐵

𝑛=1

�
𝑁𝐵

𝑛=1

          (9) 

The decision on the presence of a primary user can be 
made by comparing the decision metric S against a fixed 
threshold𝜆𝑧. The sensing metrics (7) can then be approximated 
as a Gaussian random variable when 𝑁𝐵  sample is large. 
[59].Waveform based sensing outperforms energy detection 
based sensing in reliability and convergence time. Though 
waveform based sensing has good advantage, it also has its 
drawback. Since waveform based sensing requires short 
measurement time, it is then susceptible to synchronization 
errors. 

C. Totally Blind Detection 
This section presents detection techniques of spectrum 

sensing that requires no information what so ever on source 
signal or power. These techniques are explained as follow: 

a) Eigenvalue based-sensing 
This section reviews two sensing algorithms under the 

totally blind sensing spectrum. The first algorithm is based on 
the ratio of the maximum eigenvalue to minimum eigenvalue 
and the other is based on the ratio of average eigenvalue to 
minimum eigenvalue. There are two major eigenvalue based 
detection technique that would be studied in this paper, they 
are: 

1) Maximum-minimum eigenvalue detection (MME) 
This method   generalizes   the energy detection because it 

is used on a basis similar to the energy detection. What makes 
this unique is that it does not require any prior knowledge of 
the signal and the channel. It also eliminates the susceptibility 
of energy detection synchronization error, since it doesn’t 
require synchronization. It is shown that the ratio of the 
maximum eigenvalue to the minimum can be used to detect 
signal [59]. This is achieved by some Random matrix theories 
(RMT), from this we can quantize the ratio and therefore find 
the threshold. The probability of the false alarm can also be 
found by using the random matrix theories [60, 4]. This 
technique overcomes the noise uncertainty difficulty which is 
peculiar to the energy detection while keeping the advantages 
of energy detection. It can even perform better than energy 
detection when the signals to be detected are highly correlated 
for signal detection as we already know from the beginning of 
this paper, there are two hypotheses 𝐻0, signal does not exist 
and 𝐻1 signal exist. The received signal under the hypothesis 
is given as follows [13, 40]:- 

𝐻0: 𝑥(𝑛) = 𝜂(𝑛),                                          (10) 

𝐻1:𝑥(𝑛) = 𝑠(𝑛) + 𝜂(𝑛),                             (11) 

where 𝑠(𝑛)is the transmitted signal sample and  𝜂 (𝑛) is 
the white noise which is independent and identically 
distributed (iid). There are two probabilities that are of interest 
for channel sensing. They are; probability of detection𝑃𝑑 R,  at 
hypothesis 𝐻1 and the probability of the sensing algorithm 
having detected the presence of primary signal. The 
probability of false alarm   𝑃𝐹𝐴 R which defines the Hypothesis 
𝐻1 R  [60]. The probability of the presence of the primary signal 
can be defined by the following vectors. Assuming we 
consider L consecutives samples and then defines the vectors 
as follows [61]. The major advantage of the maximum- 
minimum eigenvalues based  detection  is that they do need 
the noise power for detection.  The major similarity with the 
energy detector is  that they both use the received signal for 
detection and no information on the transmitted signal and 
channel is needed. 

2) Energy with Minimum Eigenvalue based Detection 
(EME) 

In this algorithm, the ratio of the  signal energy  to the 
minimum eigenvalue is used for detection of the primary user 
signal. as discussed in [62]. The diffrence between the 
conventional energy detection and EME is: 

• Energy detection compares the signal energy to the 
noise power, which has to be estimated in adavance. 

While the EME on the other hand compares the signal 
energy to the minimum eigenvalues of the sample covariance 
matrix, which is computed from the received signal only. 
Though they have differences, but  are however similar to 
energy detection. The MME and EME only use the received 
signal samples for detection and requires no information on 
the transmitted signal and channel is needed.  The major 
advantage of EME detection over energy detection is: 

• Energy detection requires noise power for detection 
while the EME does not. 

The major complexity of EME is the computation of the 
covariance matrix equations and the eigenvalue decomposition 
of the covariance matrix. From the work done by Zeng  et al. 
[62], the EME is worse than the ideal energy detection but 
better than energy detection with noise uncertainty 0.5dB [62]. 
The MME on the other hand performs better than the EME 
from the experiment done by Zeng et al  [60]but there is no 
theoretical proof yet in literature yet. The eigenvalue based 
methods can be used for different signal detection application 
without the knowledge of the signal, channel and noise power 
such and DTV signal and wireless microphone. 

V. COOPERATIVE SPECTRUM SENSING 
This scheme was proposed as a solution to the problem of 

noise uncertainty, fading and shadowing. This scheme 
decreases the probabilities of false detection and false alarm. 
Cooperative sensing can also be used to solve the problem of 
hidden primary user problem and can also reduce sensing time 
[18]. The major idea of cooperative sensing is that it increases 
the sensing performance by exploiting the spatial diversity in 
the observation of spatially located cognitive radio users [19]. 
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By cooperating, cognitive radio users can share their sensing 
information for making a combined decision more accurate 
than individual decision [51]. The process of sensing starts 
with local sensing; this is when spectrum sensing is performed 
individually at each cognitive radio. The local sensing can be 
formulated as hypothesis problem as follows [63]. 

𝑥(𝑡) = �𝑛(𝑡)
ℎ(𝑡),

 
𝑠(𝑡) + 𝑛(𝑡),

𝐻0
𝐻1

                                 (12)  

Where 𝑥(𝑡) is the received signal at the cognitive radio 
user,  𝑠(𝑡) is the transmitted primary signal, 𝑛(𝑡) is the zero 
mean additive white Gaussian noise (AWGN), 𝐻0 and, 𝐻1 R   
denote the hypothesis of the absence  and presence of signals 
respectively. The detection performance probability and the 
probability of false alarm are defined as: 

𝑃𝑑 = 𝑃{𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝐻1 𝐻1⁄ } = 𝑃�Υ > λ│𝐻1�          (13) 

𝑃𝑓 = 𝑃{𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝐻1 𝐻0⁄ } = 𝑃�Υ > λ│𝐻0�,          (14) 

Where  Υ is the decision statistics and is  λ the decision 
threshold. 

Cooperative spectrum sensing implementation can be 
categorized into three, they include: Centralized, Distributed 
and Relay assisted. 

a) Centralized Cooperative Sensing 
In the centralized cooperative sensing, the central identity 

also known as fusion center (FC) [62] controls the three steps 
of cooperative sensing process. The first stage of the process, 
FC then chooses a channel or frequency band for sensing then 
delegates all cooperating cognitive radio to individually 
perform local sensing [64]. In the second process, all 
cooperating cognitive radio reports the sensing results through 
the control channel. In the third process the FC combines the 
received local sensing information, then determines the 
presence of primary users and then passes the decision to the 
cooperating cognitive radio users.   

All cognitive radio users are tuned to the selected channel 
or frequency band where a wireless point to point link 
between the primary user (PU) transmitter and each 
cooperating radio also known as sensing channel is used for 
observing the PU and for data reporting all cognitive users are 
tuned to a control called a reporting channel. From figure 1, 
the Fusion center (FC) and CR1-CR5 performing local sensing 
and reporting back to the FC. In centralized system, the 
cognitive radio base station is the FC. But in cognitive Radio 
ad hoc network (CRAHNs), the cognitive radio base station is 
not present; hence any cognitive radio can then act as a FC to 
coordinate the sensing activities and then combines the 
sensing information from the cooperating neighbors. In a 
situation where there are large numbers, the required 
bandwidth for reporting results becomes huge. The reduction 
techniques of the sharing bandwidth and local observation are 
discussed in [65]. Only cognitive radios with reliable 
information are required to send decision to the fusion center  
[66]. 

FC

PU

CR5
CR1

CR4 CR2
CR3

Reporting  Channels

Sensing Channels

 
Fig. 1. Illustration of Centralized Cooperative sensing 

b) Distributed Cooperative Sensing 
In this type of sensing, cognitive node share information 

among each other. Though, they make their individual 
decision on the presence or absence of primary users. Fig 3 
shows the distributed cooperative sensing.  CR1-CR5 shares 
the locally sensed results with users within the transmission 
range. Several distribution algorithm have been developed 
[66, 17, 67], based on these algorithm each cognitive radio 
user transmits its own data to other users, then combines its 
results with the received data and then decides if a primary 
user is present by using local criterion [64],Distributed sensing 
is more advantageous than the centralized sensing because it 
does not require fusion center (FC) for cooperative decision 
thereby reducing cost. 

c) Relay Assisted Spectrum Sensing 
Since the centralized and distributed cooperative sensing 

scheme is not that perfect, it gave birth to the relay assisted 
scheme. In this scheme, the cognitive radio user observing a 
weak sensing channel and a strong report channel, a cognitive 
radio user with a strong sensing channel and a weak report 
channel [64]. 

PU

CR5 CR1

CR4 CR2

CR3

Reporting  Channels

Sensing Channels

 
Fig. 2. Illustration of Distributed Cooperative sensing 
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Figure 2, shows CR1, CR4 and CR5, observes strong 
primary user signal, which may suffer from a weak reporting 
channel. CR2 and CR3 which have a strong report channel, 
serves as a relay to the fusion center (FC). In this situation, the 
report channels from CR2 and CR3 can also be known as the 
relay channels. Though, figure 2 shows a centralized structure. 
The relay assisted cooperative sensing scheme can also exist 
in distributed scheme. Hence, if the centralized and distributed 
structures are one hop cooperative sensing, the relay assisted 
structure can be considered as multi –hop cooperative sensing 
[17]. Though, the cooperative sensing scheme has some 
impressive advantages, such as higher accuracy in primary 
user detection, reduced sensing time and the prevention of 
shadowing effect and hidden node problem. The disadvantage 
with the scheme is the complexity of sensor within the 
cooperation among system cooperation, traffic overhead and 
the need for a control channel. 

PU

CR1 CR5

CR2 CR4

CR3
Reporting  Channels

Sensing Channels

FC

Relay

Relay  
Fig. 3. Illustration of Relay Assisted Cooperative sensing 

d) Data Fusion 
In cooperative spectrum sensing data fusion is a procedure 

of combing local sensing data for hypothesis testing that is a 
constituent of cooperative sensing. This is based on the control 
channel bandwidth requirement; recorded sensing results can 
be of different forms, types and sizes [19] . Hence, the sensing 
results relayed to the FC or shared with cooperating users can 
be combined in three different ways they include; soft 
combing, quantized soft local combining and hard local 
decision 

In the case of soft combining, cognitive radio users can 
either transmit the whole local sensing samples or the total 
local test statistics for soft decision.  The receiver diversity 
techniques that is utilized for soft combining is the equal gain 
combining (EGC) and maximal ratio combining (MRC) [68]. 
The cognitive users can only transmit the quantize local 
sensing results and send the quantized data for soft combining 
increase control communication cost. In the case of hard 
combining, the commonly used fusion rules are AND, OR and 
Majority Rules. The cognitive radio users make a local 
decision and transmit the binary decision for hard combing. 

VI. RESEARCH CHALLENGES TO IMPROVE EXISTING 
COOPERATIVE SENSING 

The challenges to improve cooperative sensing delay are 
as follows: 

Multiple tradeoffs in cooperative sensing delay: The 
sensing-throughput tradeoff analysis in cooperative Sensing 
should consider not only the sensing time and CR throughput, 
but also the report delay and the delay for synchronization or 
asynchronous reporting. Thus, the challenge is to balance the 
tradeoff between the CR throughput and cooperative sensing 
delay, which consists of multiple delay components depending 
on the cooperative sensing schemes. 

Delay analysis in distributed schemes: Distributed 
cooperative sensing schemes usually require an iterative 
process to reach the cooperative decision. The cooperative 
sensing delay is dominated by the report delays if the number 
of iterations for convergence is large. As a result, the delay 
analysis and the convergence of the distributed cooperative 
algorithm should be jointly considered. 

With the above listed factors, we would improve the 
cooperative spectrum sensing by using an improved energy 
detection based on second order statistics in a centralized 
cooperative spectrum sensing scheme. 

VII. CONCLUSION 
In this paper, the various spectrum sensing schemes have 

been reviewed. The various aspects of the sensing scheme are 
explained in details. Based on the different methodologies that 
were studied, the cooperative sensing scheme was considered 
as a solution to some specific challenges associated with 
spectrum sensing such as hidden primary user etc. 
Cooperative sensing is seen as an effective technique to 
improve detection performance by exploiting spatial diversity. 
Special attention was also given to the totally blind sensing 
methods that do not require prior information on the source 
signals and the transmitting channel. In conclusion, the review 
of various sensing techniques would be useful to researchers 
in developing a novel system for spectrum sensing algorithm. 
Also we identified some challenges in cooperative spectrum 
sensing which would be useful to researchers starting their 
research. 
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Abstract—We propose CEDA, a Copula-based Estimation of 
Distribution Algorithm, to increase the size, achieve high 
diversity and convergence of optimal solutions for a 
multiobjective optimization problem. The algorithm exploits the 
statistical properties of Copulas to produce new solutions from 
the existing ones through the estimation of their distribution. 
CEDA starts by taking initial solutions provided by any MOEA 
(Multi Objective Evolutionary Algorithm), construct Copulas to 
estimate their distribution, and uses the constructed Copulas to 
generate new solutions. This design saves CEDA the need of 
running an MOEA every time alternative solutions are requested 
by a Decision Maker when the found solutions are not 
satisfactory. CEDA was tested on a set of benchmark problems 
traditionally used by the community, namely UF1, UF2, ..., UF10  
and CF1, CF2, ..., CF10. CEDA used along with SPEA2 and 
NSGA2 as two examples of MOEA thus resulting in two variants 
CEDA-SPEA2 and CEDA-NSGA2 and compare them with 
SPEA2 and NSGA2. The results of The experiments show that, 
with both variants of CEDA, new solutions can be generated in a 
significantly smaller without compromising quality compared to 
those found SPEA2 and NSGA2. 

Keywords—Multiobjective Optimization Problems; 
Evolutionary Algorithms; Estimation of Distribution Algorithms; 
Copulas 

I. INTRODUCTION 
A Multiobjective Optimization Problem (MOP) is an 

optimization problem that involves multiple functions with 
objectives that need to be optimized simultaneously. These 
objectives are usually contradictory so much so improving one 
objective may degrade many others. Under these 
circumstances, there does not exist a single solution that 
optimizes all functions. Instead, there typically are a number of 
optimal solutions, called Pareto solutions, which are considered 
equally good and cannot be ordered completely [1]. 

Although these Pareto solutions are considered equally 
good, a decision maker involved in working with the Pareto 
solutions obtained from solving a multiobjective problem may 
not be satisfied with some of them. In many of these cases, a 
decision maker may need to solve the multiobjective problem 
again with the expectation of finding another set of solutions 
that suit his needs in a better way. 

Searching for new solutions by running a multiobjective 
problem solver each time may not be practical as finding a new 
solution can be complex and require a significant amount of 
time and resources, particularly if the solution technique used 
is not appropriate. 

Motivating by the effort to make it more efficient for a 
decision maker to search for new solutions, this paper target 
reducing the time needed to generate new solutions without 
compromising their qualities. This paper propose, a Copula-
based Estimation of Distribution Algorithm. CEDA belongs to 
the class of Estimation of Distribution Algorithms (EDA) [2], 
which is itself a class of Evolutionary Algorithms (EA) [3] 
usually used to solve multiobjective problems. In contrast to 
EA where new solutions are generated using an implicit 
distribution defined by one or more variation operator 
(mutation, crossover), EDA uses an explicit probability 
distribution model to characterize the interactions between the 
solutions. This feature along with their good global searching 
ability makes EDA well suited for efficiently generating new 
solutions. 

Although there are many variants of EDA (See Section 4 
for details), the work (CEDA) based on Copulas [4] for their 
ability to provide a scale-free description of how Pareto 
solutions are distributed. With Copulas, a joint probability 
distribution function can be constructed which makes is 
particularly easy to generate new sample solutions according to 
that joint probability distribution function. This makes CEDA 
efficient in generating new solutions in quick way with a high 
degree of quality thereby making it convenient for a decision 
maker to search for new solutions that would better suit his 
needs. 

Briefly, this is achieved by the way CEDA operates, which 
starts by selecting the best individual using a MOEA (Multi 
Objective Evolutionary Algorithm)[5,6,7,8] from a population 
generated randomly. Then, CEDA uses the selected individuals 
to estimate their distribution using a Copula. The constructed 
Copula is used to generate a new population. CEDA continues 
with generating and selecting the best individuals until the stop 
condition is met. When CEDA stops, the latest generated 
individuals are considered Pareto optimal solutions and the last 
Copulas can be used in later calls of CEDA to generate 
alternative optimal solutions if those generated do not satisfy 
the needs of the Decision Maker. This design saves CEDA the 
need of running an MOEA every time alternative solutions are 
requested by a Decision Maker when the found solutions are 
not satisfactory. 

The main contributions of this paper are the following: 

• Devise a Copula-based EDA to increase the size, 
deliver high diversity, and achieve a quick convergence 
of Pareto optimal solutions for a multiobjective 
optimization problem. We achieve this by exploiting the 
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statistical properties of Copulas to produce new 
solutions from the existing ones through the estimation 
of their distribution. 

• Define a new performance metric called solution 
generation efficiency to measure the speed of 
generating new Pareto optimal solutions in terms of the 
number of objective function evaluations. 

• Thoroughly test CEDA on a set of benchmark problems 
traditionally used by the community, namely 
UF1,…,UF10, CF1,…,CF10, using SPEA2 [6] and 
NSGA2 [5] algorithms as two example candidates for 
MOEA selecting methods. Finding that new Pareto 
optimal solutions can be generated in a significantly 
smaller time compared to those found by NSGA2 and 
SPEA2, without compromising the quality 
(convergence and diversity) of these solutions. 

The rest of the paper is organized as follows. In Section 2 a 
definition of multiobjective optimization problems is given. In 
Section 3, provide an overview of the work carried out in the 
area of multiobjective optimization. In Section 4, an overview 
on EDA is presented and described how they generally operate. 
In Section 5, provide a mathematical definition of Copula and 
some of their features used in EDA. We present the 
contribution CEDA Copula-based EDA in Section 6 and 
evaluate its performance on various benchmark problems in 
Section 7. We conclude our paper in Section 8. 

II. MULTIOBJECTIVE OPTIMIZATION 
A multi-objective optimization problem is an optimization 

problem that involves multiple objective functions [1]. In 
mathematical terms, a multi-objective optimization problem 
can be formulated as follows. 

0)(subject to
),,,(= where)(min 10

≤xG
fffFxF m

   (1) 

With 𝐱 ∈ ℝn,𝐅(𝐱) ∈ ℝm,𝐆(𝐱) ∈ ℝp, we have m functions 
to optimize and p  constraints to satisfy. The main goal of 
optimization methods is to find an optimal solution for the 
problem described in (1). Note that a multiobjective problem 
has many objectives to achieve which are usually mutually 
contradictory. Therefore, a relation for assessing the goodness 
of a solution compared to another one should be defined. 
Typically, the Pareto Dominance relation (see Definitions 
below) is used to achieve this end. 

Definition 1Considering a minimization problem, a 
decision vector 𝐮 weakly dominates 𝐯 (𝐮 ≼ 𝐯) iff 

 },{0,1,),()( mivfuf ii ∈∀≤  and 

)(<)(},,{0,1, vfufmj jj∈∃ . 
Definition 2 Considering a minimization problem, a 

decision vector 𝐮 dominates 𝐯 (𝐮 ≺ 𝐯) iff  

},{0,1,),(<)( mivfuf ii ∈∀ . 

Definition 3 A solution x∗ is a Pareto optimal solution if 
and only if there is no other admissible solution x where f(x) 
dominates f(x∗). So the solution of a Multiobjective problem is 
a set of solutions which are not dominated by any other 
solution, we call this set the Pareto Solutions PS. The image 
of this set in the objective space form the Pareto Front PF: 

III. RELATED WORK 
There are in the literature many methods for solving a 

multiobjective problem. Those based on EA, referred to as 
MOEA (Multiobjective Optimization Evolutionary 
Algorithms) are among the most used ones due to the good 
quality/cost trade-off of the solutions they provide [9]. MOEA 
may be classified according to the following aspects: (1) the 
techniques used to solve the optimization problem and (2) the 
schemes used for the reproduction of the offspring. 

In the MOEA based on decomposition MOEA/D [9], the 
multiobjective problem (MOP) is decomposed into a number 
of scalar objective optimizations (SOPs). The objective of each 
SOP is called sub-problem. The population is composed in 
every generation with the best solution found for each sub-
problem [10]. 

The Indicator-based MOEA framework is a recent kind of 
resolution which uses the Quality Indicator of the 
approximated Pareto Front to guide the search, the 
Generational Distance and the Hypervolume are two examples 
of the indicators used in the work of [11, 12, 13]. 

Another type of the MOEA frameworks is the one that is 
based on preference. In this class of framework, the Decision 
Maker (DM) is involved in the choice of preferred solutions, so 
the MOEA method needs to get a Pareto Front of interest to the 
DM. Various algorithms exist according to the way of 
involving the DM, a priori, a posteriori, or interactively. 

In many a priori approaches (e.g. [14]), a preference point 
or region is given to guide the search for solutions process. The 
preference points are chosen according to the DM demands. 
After getting the preferred direction, the search process is 
executed from the begin to the end without involving the DM. 
Note that the solution obtained after executing the algorithm is 
usually not the best solution and may not even be close to the 
most preferred solution. 

In a posteriori methods (e.g. NSGAII [5], SPEA2 [6]), 
optimal solutions are obtained using an evolutionary algorithm 
ignoring the interaction with the DM. After getting the PS, the 
DM can choose one of the obtained solutions. A posteriori 
methods do not provide the DM with the option of guiding the 
search for new solutions thereby possibly leading to solutions 
that are not of interest to the DM. 

In interactive methods (e.g. [15, 16]), the DM directs the 
search for new solutions with the aim for finding solution that 
are of interest to them. Although these methods help the DM 
find good solutions to their problem, the interaction process 
significantly slows down the computation of solutions. 

MOEA can also be classified according to the method they 
use for reproduction (e.g. the DE (Differential Evolution)-
based algorithms [17], the Immune-based algorithms [18] , the 
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PSO (Particle swarm optimization)-based [19] algorithms, and 
the probabilistic model-based algorithms). 

The probabilistic model-based approaches are considered 
as a new paradigm in the evolutionary computation. Their 
principal idea is extracting the statistical information from their 
previous generations and trying to build a probabilistic 
distribution model of the best candidate solutions. This 
distribution is used to sample new individuals (solutions). 
Examples of probabilistic model-based algorithms include 
those using Ant Colony Optimization, Cross Entropy [20], and 
Quantum-inspired Genetic Algorithm [21]. 

Another very important class of the probabilistic-based 
models are those based on the estimation of distribution, 
known as the EDA (Estimation of Distribution Algorithms). 
This class of algorithms was first introduced by Mühlenbein 
and Paaß [22]. The rest of this paper mainly deals with this 
class of algorithms, which will be explained in details in 
Section 4. 

IV. ESTIMATION OF DISTRIBUTION ALGORITHMS 
The Estimation of Distribution Algorithms is a class of 

Evolutionary Algorithms. It is a population based algorithm 
which starts with an initial population usually a random one, 
and then tries to select the best solutions using a fitness 
function (for example in the experimentation, the best solution 
is the one that is not dominated by any another solution). The 
statistical properties of the selected solutions (individuals) are 
used to find a distribution or a kind of function or law 
representing all the selected solutions. The EDA algorithms try 
in every generation of the algorithm to estimate the distribution 
of the best solution in this generation. After finding or 
estimating the distribution of the best-selected solutions, a 
number of new individuals are generated using the created 
function or law. In general, those new individuals have the 
same proprieties of the best solutions of the precedent 
generation. The algorithm runs many generations according to 
the steps described above until a criterion stop is achieved [2]. 

The general steps followed by an EDA are described in 
Algorithm 1: 

Algorithm 1 Estimation of Distribution Algorithm 

Initialization 

While Not termination criteria do 

 Select best Solutions 

 Estimate the best Solutions Distribution  

 Generate a candidate Solutions 

End While 

Most of Estimation of Distribution Algorithms may be 
classified into two categories: those that deal with discrete 
variables and those that deal with the real-valued vectors. In 
the discrete variables class, we find algorithms that use 
univariate models, which assume that the problem variables are 
independent. Under this assumption, the probability 
distribution of any individual variable should not depend on the 
values of any other variables. 

Mathematically, a univariate model decomposes the 
probability of a candidate solution (X1, X2,⋯ , Xn)  into the 
product of probabilities of individual variables as 

p(X1, X2 ,⋯ , Xn) = p(X1)p(X2)⋯ p(Xn) 

where p(Xi)  is the probability of variable Xi , and 
p(X1, X2 ,⋯ , Xn)  is the probability of the candidate solution 
(X1, X2,⋯ , Xn). One of simplest algorithms that uses this idea 
is the Univariate Marginal Distribution Algorithm (UMD). 
UMDA works on binary strings and uses the probability vector 
p = (p1, p2,⋯ , pn)  as the probabilistic model, where pi 
denotes the probability of a “1” at position i of solution strings. 

One of the main drawbacks of UMDA is the necessity of 
keeping the selected individuals to calculate the probability 
vector. To alleviate this problem, Incremental EDAs propose to 
update the probability vector incrementally to avoid keeping 
the list of all individuals. Population-Based Incremental 
Learning (PBIL) is an example of Incremental EDAs where 
probability vector elements are calculated according to the 
following equation: 

pi = (pi ∗ (1.0 − LR)) + (LR ∗ vi) 

where pi  is the probability of generating a 1 in bit at 
position i, vi is the ith position in the solution string and LR is 
the Learning Rate specified by the user. Although using 
univariate models is efficient particularly in saving memory 
usage, the assumption that problem variables are independent 
will often prevent efficient convergence to the optimum when 
problem variables interact strongly. 

Tree-based models are another EDAs that deal with 
discrete variables. This type of EDAs is capable of capturing 
some pair-wise interactions between variables. In tree-based 
models, the conditional probability of a variable may only 
depend on at most one other variable. The Mutual-Information-
Maximizing Input Clustering (MIMIC) uses a chain 
distribution to model interactions between variables. Given a 
permutation of the n variables in a problem,π = i1, i2,⋯ , in , 
MIMIC decomposes the probability distribution of 
p(X1, X2 ,⋯ , Xn) as 

pπ(X) = p(Xi1|Xi2)p(Xi2|Xi3)⋯ p(Xin−1|Xin)p(Xin) 

where p(Xij|Xij+1)  denotes the conditional probability of 
Xij given Xij+1. 

All EDAs motioned previously are applicable to problems 
with candidate solutions represented by fixed-length strings 
over a finite alphabet. However, candidate solutions for many 
problems are represented using real-valued vectors. In these 
problems, the variables cover an infinite domain so it is no 
longer possible to enumerate variables’ values and their 
probabilities. This gives rise to EDAs that deal with the real-
coded values. One example of dealing with the real-coded 
values is to manipulate these through discretization and 
variation operators based on a discrete representation. 
Typically, there are three different methods of discretization: 
fixed-height histograms, fixed-width histograms, and k-means 
clustering. 
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The next algorithms are examples of EDAs that work 
directly with the real-valued variables themselves. The 
Estimation of Gaussian Networks Algorithm (EGNA) works 
by creating a Gaussian network to model the interactions 
between variables in the selected population of solutions in 
each generation [2]. 

Recently a new approach to developing EDAs to solve real-
valued optimization problem has been developed that is based 
on Copula theory. The main idea of Copulas is to decompose 
the multivariate joint distribution into each univariate 
distribution and a Copula. Copula is a function that embodies 
the relationship of the variables [23, 24].  The use of Copula-
based models in continuous EDAs places these algorithms in 
an advantageous position in comparison with other EDAs that 
rely on the assumption of a particular multivariate distribution, 
such as the multivariate normal distribution [25, 26]. By means 
of Copulas, any multivariate distribution can be decomposed 
into the marginal distribution and the Copula that determines 
the dependence structure between the variables. 

The main steps of a Copula-based EDA are resumed in the 
Algorithm 1.a: 

Algorithm 1.a Copula-based EDA 

Generate initial population 𝐏𝟎 

t = 1 

While not stop criterion do 

 𝐏𝐭𝐬=select best individual 

 Use 𝐏𝐭𝐬 to learn (estimate parameters of) a Copula 𝐂 

 𝐏𝐭+𝟏𝐬 = sample individuals from 𝐂 

End while 

Many types of Copula have been used in the literature. In 
[26], the authors used T-Copula, in [27, 28, 29, 30] , the 
authors used an Archimedean Copula, in [31] the authors used 
Clayton Copula, and in [32, 33, 34] , the authors combined 
more than one Copula to find the best estimation. This paper, 
will focus on Archimedean Copulas for their ability to model 
dependence in high dimensions with only one parameter, 
which has the good effect of speeding up multiobjective 
optimization computation time. 

V. MATHEMATICAL OVERVIEW ON ARCHIMEDEAN 
COPULAS 

As defined in [4], Copulas are functions that join or couple 
multivariate distribution functions to their one-dimensional 
marginal distribution functions and as distribution functions 
whose one-dimensional margins are uniform. 

Definition 4 A function C  is called a Copula  if only if is 
defined: 

[0,1][0,1]: →dC  

It has the following characteristics: 

zero.  toequal isu components its of one If   0=),,( i1 duuC 

 ii uuC =,1),1,,1,(1,   

In addition, C  must be increasingd − . Example, for 
2=d , we have: 

[0,1][0,1]:),( 2 →vuC  

For any 10 ≤≤ u  and 10 ≤≤ v  we have the three 
following conditions: 

0=,0)(=)(0, uCvC  

vvC =)(1,  

uuC =,1)(  

For any u  and v , we define the increasing−2  
propriety as: 

0),(),(),(),( 22122111 ≥+−− vuCvuCvuCvuC  

Definition 5 According to srSkla ′  theorem, if C  is a 
Copula, and if dFF ,,1   are a cumulative distribution 
functions (univariate), then: 

))(,),((=),,( 111 ddd xFxFCxxF   

is a cumulative distribution function with a dimension d , 
where the marginals are dFF ,,1   exactly. 

The converse is also true: if F  is cumulative distribution 
function with d  dimension, there is a C  Copula such as: 

))(,),((=),,( 111 ddd xFxFCxxF   

where all iF  are F  marginals’ laws. 

According to Sklar’s theorem, two steps are performed in 
order to construct the joint probability distribution function of a 
random vector. The first step is constructing the margins of 
each random variable separately. The second step is selecting a 
proper Copula to construct the joint distribution. Therefore, 
Copulas can be used to study the distribution character of each 
random variable and their relationship. 

There are many families of Copulas. They can be 
characterized by one parameter or by a vector of parameters. 
These parameters measure the dependence between the 
marginals and are called dependence parameters θ. This paper, 
use Frank Copula, a variant of Archimedean Copulas, because 
we obtained satisfactory results with it (see Section 6.1.3.1). In 
general, Archimedean Copulas have one dependence parameter 
θ that can be calculated using Kendall’s τ [4].  
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Kendall’s τ  measures the concordance between two 
continuous random variables X1 and X2. The relation between 
Kendall’s τ and θ in Frank Copula used in this paper is defined 
as: 

τ = 1 −
4
θ

[1 − D1(θ)] where D1(θ) =
1
θ
�

t
et − 1

θ

0
dt 

The Frank Copula function is defined by: 

C(u, v;θ) = −
1
θ

ln�1 +
(e−θu − 1)(e−θv − 1)

e−θ − 1
�where θ

∈ (−∞,∞) 

The dependence parameter of a bivariate Copula can be 
estimated using the maximum likelihood method (MLE). To 
do so, we need to optimize the log-likelihood function given 
by: 

l(θ) = � ln
T

t=1

c(F(x1t), F(x2t); θ) 

where T is the sample size. The value θ which maximizes 
the log-likelihood l(θ) is called maximum likelihood estimator 
θ̂MLE. Once the value of θ is estimated, the bivariate Copula is 
well defined. For maximizing the likelihood function, we use 
the nonparametric estimation of θ given by Kendall’s τ as an 
initial approximation to θ̂MLE. 

After the characterization of the Copula, the generation of 
sample is performed as the following steps: 

1) Generate two independent uniform (0,1) variables 𝑢 
and 𝑡; 

2) Set 𝑣 = 𝐶𝑢
(−1)(𝑡) , where 𝐶𝑢

(−1)(𝑡)  denotes a quasi-
inverse of 𝐶𝑢(𝑣). 

3) The desired pair is (𝑢, 𝑣). 
4) (𝑥1, 𝑥2) is a sample of the specified joint distribution, 

where 𝑥1 = 𝐹1
(−1)(𝑢), 𝑥2 = 𝐹2

(−1)(𝑣) 

VI. CEDA: COPULA-BASED ESTIMATION OF DISTRIBUTION 
ALGORITHM 

The aim of the proposal is to help the decision maker to get 
the solutions that are closest to its interest. To achieve this, a 
two-stage algorithm is proposed, that is composed of the 
Optimization stage which finds a set of the best solutions to a 
given problem (see Section 6.1) and the Update stage which 
finds another set of the best solutions until the decision maker 
is satisfied (see Section 6.2). Note that the Update stage runs 
much faster in finding new solutions compared to the initial 
Optimization stage. 

A. Optimization Stage 
Like every evolutionary algorithm the proposed algorithm 

(Algorithm 2) has two principal steps (i) the Selection and (ii) 
the Reproduction. In the Selection step (performed by Function 
SelectUsingMOEA), the proposal use the NSGA2 [5] or SPEA2 

[6] to select the best individuals (solutions) that will be used in 
the Reproduction step where CEDA makes use of Copulas to 
estimate and regenerate new individuals (performed by 
Functions ConstructCopulas and GenerateSolutions 
respectively). 

A pseudo-code of the algorithm that performs the 
estimation of distribution using a Copula for solving 
multiobjective problems can be viewed as follows (Algorithm 
2). 

Algorithm 2 Copula-based EDA 

Function CEDA 

 P0 = Initialization(m) 

 P = SelectUsingMOEA(P0) 

 While Not termination criteria do 

  C = ConstructCopulas(P) 

  P’ = GenerateSolutions(C) 

  P” = SelectUsingMOEA([P’P]T) 

  P = P” 

 End while  

 Return (P, C) 

End function 

1) Initialization 
Initially CEDA assume that we have a population 𝐏𝟎 =

[𝐱𝟏, … , 𝐱𝐦] T  where 𝐱𝐢, i ∈ [1, m] are the individuals. Each 
individual 𝐱𝐢 = [xi1, … , xin] where xmin ≤ xij ≤ xmax . Both 
xmin and xmax  are reals. Where each xij is initially picked up 
according to a uniform distribution in [xmin, xmax] . Note that 
each individual 𝐱𝐢, (i ∈ [1, m] ) is real-value coded vector, i.e. 
every xij, (i ∈ [1, m] , j ∈ [1, n] ) are real values. 

2) Selection 
In selection step achieved by the function 

SelectUsingMOEA, CEDA use one of the classical algorithms 
NSGA2 or SPEA2 as a MOEA. 

The result of the selection is a set of individuals that will be 
used in the reproduction step. The proposal call 𝐏 the matrix of 
the individuals resulting from the selection process operated on 
the precedent population. For the first generation, the algorithm 
use the initial population 𝐏𝟎.  𝐏  is defined as the following: 

𝐏 = �
x11 ⋯ x1n
⋮ ⋱ ⋮

xm1 ⋯ xmn
� 

NSGA2 or SPEA2 selects the best individuals of the 
population it operates on according to the dominance relation 
defined in Section 2. Note that generated solutions (obtained 
by GenerateSolutions) at a given step are not necessarily better 
than those generated at the step that preceded it. Therefore, the 
selection of the best solutions operates on the union of the two 
sets: the solutions obtained from the current step and those 
resulted from the step that preceded it, as shown in Algorithm 
2. 
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3) Reproduction 
To perform the reproduction, CEDA start by calculating the 

dependency between the best individuals using Copula as 
shown in Algorithm 3 and then generate new individuals using 
these Copulas as shown in Algorithm 4. 

a) Constructing Copulas 
The Copula type used in this paper is Archimedean. The 

Archimedean Copula deals with two vectors of variables 𝐮 and 
𝐯; therefore, CEDA divided each one of the decision variable 
vectors into two sub vectors to fit into the variables 𝐮 and 𝐯. 
CEDA performed this division into two sub vectors in each 
generation of the algorithm. 

𝐏 = �
x11 ⋯ x1n
⋮ ⋱ ⋮

xm1 ⋯ xmn
� = [𝐰𝟏, … ,𝐰𝐧] 

CEDA operate on the transpose of the matrix 𝐏, and take 
each vector 𝐰𝐣 = (x1j, x2j, . . . , xmj)T    the proposal take each 
vector 𝐰𝐣(j ∈ [1, n])  to construct the sub vectors 
𝐮𝟏, … ,𝐮𝐧, 𝐯𝟏, … , 𝐯𝐧  according to the following: 𝐮𝟏, 𝐯𝟏  are 
extracted from 𝐰𝟏  where the size of each of 𝐮𝟏  and 𝐯𝟏  are 
equal to m/2. The elements of 𝐮𝟏  are taken randomly from 
𝐰𝟏, and 𝐯𝟏 is constructed from the rest of the elements of 𝐰𝟏. 
For the sake of simplicity, CEDA assume that m is an even 
number. In the case where m  is odd, CEDA remove one 
individual from the initial population to make its size even. The 
computation of the other sub vectors 𝐮𝟐, … ,𝐮𝐧 and 𝐯𝟐, … , 𝐯𝐧 is 
performed in a similar way as for 𝐮𝟏 and 𝐯𝟏 respectively. 

The algorithm create Archimedean Copulas, represented by 
the vector C = [C1 … Cj … Cn] , using the sub vectors 
𝐮𝟏, … ,𝐮𝐧, 𝐯𝟏, … , 𝐯𝐧 , where each Copula Cj, j ∈ [1, n] is 
constructed from the sub vectors 𝐮𝐣  and 𝐯𝐣  as shown in 
Algorithm 3. 

Algorithm 3 Construct Copulas 

Function ConstructCopulas(P,type) 

 For all wj a vector in P do 

  uj = RandomPick(wj) 

  vj = Remainder(wj,uj) 

  Cj = Copula(uj, vj, type) 

 End for 

 Return C = [C1 … Cj … Cn] 

End function 

Note that there are many types of Archimedean Copulas. In 
this paper, CEDA considered three of them namely Gumbel, 
Clayton and Frank Copula. CEDA have experimented with 
them on various optimization problems and found that Frank 
Copulas provides better results in the configurations tested on. 

b) Generating New Individuals 
The proposal uses the constructed Copulas C1, … , Cn  to 

generate new individuals. The set of the new generated 
individuals 𝐗′ = [𝐰′𝟏, … ,𝐰′𝐧] where 𝐰′𝐣  is the concatenation 

of 𝐮′𝐣 and 𝐯′𝐣 which are sampled using Copula Cj. Note that the 
vector 𝐰′𝐣 (resulting from the concatenation of 𝐮′𝐣 and 𝐯′𝐣) is of 
size m′ that is not necessarily the same of the initial population 
size m. The new individuals are therefore the vectors 𝐱′𝐢, i ∈
[1,m′] where 𝐗′ = [𝐱′𝟏, … , 𝐱′𝐦′] T . Algorithm 4 summarizes 
theses steps. 

Algorithm 4 Generate Solutions 

Function GenerateSolutions(C, m’ ) 

 For all Cj in C do 

  ( uj’, vj’) = GenerateFromCopula(Cj, m’) 

  w’j = Concat(u’j, v’j ) 

 End for 

 return X’ = [w’1 … w’j … wn’] 

End function 

The function used to generate individuals form the 
estimated Copula C is performed in the same way defined in 
Section 5. CEDA start by picking u and t form (0,1) uniform 
function then we get v by calculating the Cu

(−1)(t) the quasi-
inverse function of Cu. The generated variables x1 and x2 are 
produced from the quasi-inverse function of each marginal 
distribution. In every iteration (see Algorithm 4.a), CEDA 
insert x1  to the list 𝐋𝐢𝐬𝐭𝐗𝟏  and x2  to 𝐋𝐢𝐬𝐭𝐗𝟐 . Finally, after 
generating m samples of x1 and x2 we return the two lists. 

Algorithm 4.a GenerateFromCopula 

Function GenerateFromCopula(C, m) 

For i=1, m do 

 𝐮 = 𝐮𝐧𝐢𝐟𝐨𝐫𝐦(𝟎,𝟏); 

 𝐭 = 𝐮𝐧𝐢𝐟𝐨𝐫𝐦(𝟎,𝟏); 

 𝐯 = 𝐂𝐮
(−𝟏)(𝐭); 

 𝐱𝟏 = 𝐅𝟏
(−𝟏)(𝐮); 

 𝐱𝟐 = 𝐅𝟐
(−𝟏)(𝐯); 

Insert (𝐱𝟏,𝐋𝐢𝐬𝐭𝐗𝟏) 

Insert (𝐱𝟐,𝐋𝐢𝐬𝐭𝐗𝟐) 

End for 

Return (𝐋𝐢𝐬𝐭𝐗𝟏,𝐋𝐢𝐬𝐓𝐗𝟐) 

End function 

B. Update Stage 
The Optimization stage allows us to calculate new solutions 

as shown in Algorithm 2. These solutions may not suit the 
needs of the decision maker and thus another stage of new 
solutions generation is needed. The Update stage that proposed 
in this paper (as shown in Algorithm 5) makes it possible for 
the decision maker to find other new solutions quickly by using 
the Copulas constructed in the Optimization stage. Specifically, 
CEDA achieves this by calling Function GenerateSolutions 
with arguments C (the Copulas constructed in the Optimization 
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phase), and m″ the number of new individuals required. The 
output of the Update stage is the population Pupdate. If the 
decision maker is still not satisfied with the obtained solutions, 
only another round of the Update stage is required thus saving 
the need for running the Optimization stage another time. 

Algorithm 5 Update Solutions 

Function UpdateSolutions(C,m”) 

 Ptmp = GenerateSolutions(C,m”) 

 Pupdate = SelectUsingMOEA(Ptmp) 

 Return Pupdate 

End function 

It is important to note that Copulas used as input in the 
Update Solution Algorithm have been constructed using a set 
of the best solutions obtained in the last generation of the 
algorithm used in the Optimization stage. Therefore, those 
Copulas inherently characterize the distribution of the best 
solutions thereby making the new individuals Ptmp among the 
best solutions. The returned solutions at this stage (Update 
stage) Pupdate are selected from the temporary individuals Ptmp 
according to one of the MOEA to select the best solutions as 
shown in Algorithm 5. 

VII. EXPERIMENTATION 

A. Used Benchmark problems 
To evaluate the efficiency of the proposed algorithm, we 

chose to test it on a set of benchmark problems usually used in 
the literature. Specifically, CEDA uses the benchmark 
problems UF1, UF2, …, UF10, CF1, CF2, …, and CF3 defined 
in CEC2009 competition [35]. CEDA operates on 100 
individuals and set the maximum number of evaluation to 
300000. Each algorithm runs independently 30 times for each 
benchmark problem, as recommended by CEC2009 settings. 
We vary the number of DM calls and show the results obtained 
with 5 and 20 DM calls. 

B. Used Metrics 
In addition to considering the metrics traditionally used to 

assess the quality of the obtained solutions, namely diversity 
and convergence, the proposal defines a new metric, directed 
regeneration speed, to measure how quickly new solutions 
can be obtained. The new metric allows showing the efficiency 
of the algorithm that enables finding new solutions according 
to the decision maker needs quickly without compromising 
their qualities. 

Both the diversity and the convergence are calculated from 
the set of solutions obtained by the used algorithms (CEDA, 
SPEA2, NSGA2). The diversity of a set of solutions is 
calculated using the IGD metric defined in [10] to assess the 
quality of the distribution of the obtained solutions over the PF 
and the convergence to the PF. 

The solution updating speed metric, referred to as Inew, 
measures the number of new solutions obtained over a period 
of time (expressed in terms of the number of function 
evaluations) as shown in (3). 

To show the new aspect guaranteed with the algorithm, 
which is the ability to get new PS with a very short time 
(negligible) we have proposed a metric that calculate the 
number of different PS between two set of PS that can be 
defined as follows: 

t

T

t

t

T

t
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PS
I

∑

∑

0=

0=
n

||
=      (3) 

where |PSt|  represents the number of Pareto Solutions 
obtained at iteration t , |FEt|  is the number of the function 
evaluations, and T is the number of iterations (the number of 
times the decision maker calls the algorithm again to find new 
solutions). 

C. Simulation Results 
This section, shows that the proposed CEDA method 

achieves good diversity and convergence compared to those 
obtained with state-of-the-art methods such as SPEA2 and 
NSGA2 by considering benchmark problems (UF1, ..., UF10 
and CF1, …, CF10) taken from CEC2009 [35]. 

1) Solution Qualities 
Figure 1, shows that the Pareto Front solutions obtained 

when solving the considered benchmark problems with the 
proposed method CEDA-SPEA2 (CEDA using SPEA2 as 
selection method) and CEDA-NSGA2 (CEDA using NSGA2 
as selection method). We show that both CEDA algorithms 
find solutions with similar qualities independently of the 
algorithm used for the selection (SPEA2 or NSGA2), because 
solutions are generated according to the same Copulas-based 
technique — SPEA2 or NSGA2 are only used for the selection. 

Figure 2 shows that CEDA-NSGA2 and CEDA-SPEA2 
provide solutions with different qualities on benchmarks UF2 
and UF1 because they use different techniques to find new 
solutions. Figure 1 and Figure 2 also show that the proposal 
always provides solutions that are close to the optimal Pareto 
Front, particularly on benchmarks UF7, UF4, and CF1. 

Figure 3 shows that the proposed CEDA algorithm 
generates more Pareto Solutions compared to those obtained by 
traditional algorithm NSGA2. Similar results have been 
obtained with CEDA compared to traditional SPEA2. 

We show that both variants of CEDA converge to the 
optimal Pareto Front in a way that is similar to NSGA2 and 
SPEA2 (see Figure 1, 2, and 3). This shows that the Copula 
estimator is very good and comparable to the classical genetic 
operators (mutation and crossover) in terms of reproduction. 

2) Solution Convergence and Diversity 
To evaluate the convergence and the diversity of CEDA 

during, the measure the IGD Indicator obtained with both 
CEDA variants (CEDA-NSGA2 and CEDA-SPEA2) as well as 
those obtained with NSGA2 and SPEA2. 

Figure 4 and Figure 5 show that CEDA-NSGA2 (resp. 
CEDA-SPEA2) algorithm achieves mean IGD values that are 
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close to those obtained with NSGA2 (resp. SPEA2), with both 
5 DM and 20 calls. Those IGD values reflect the good 
convergence and diversity qualities achieved by the method. 

3) Solution Update Speed (Update Stage) 
Figure 6 shows the IGD of the Pareto Front using the 

CEDA-NSGA2 and CEDA-SPEA2 in function of the number 
of function evaluations. Lower IGD values reflect better 
solution qualities. We show that the speed of generating better 
solutions achieved by the CEDA algorithms is higher than that 
achieved by traditional algorithms. For example, to decrease 
the value of IGD of the approximated Pareto Solutions of the 
UF4 problem using CEDA-NSGA2, from the beginning of the 
execution of the algorithm to 0.8, needs 500 function 
evaluations compared to 10000 required by NSGA2. 

For example, in the plot of CEDA-NSGA2 in the subfigure 
corresponding to the UF1 benchmark, the results 
corresponding to one call are represented in the leftmost point. 
That point was found after running 1000 evaluations (as 
represented in the x-axis). The point next to it on the right 
corresponds to two calls, which was found after running 2000 
evaluations (see corresponding value on the x-axis). The point 
next to the second point represents the results obtained for 
three calls, and so on until we reach the rightmost point, which 
corresponds to the results obtained for 20 calls. The same 
explanation applies to CEDA-SPEA2, as well as NSGA2 and 
SPEA2 in the other subfigures. 

Note that counting the number of function evaluations in 
the optimization stage starts from the beginning of finding of 
new solutions until their convergence to the optimal Pareto 
Front. However, during the update stage, the CEDA algorithms 
generate new solutions, which assess the quality by calculating 
the IGD and compare it with the IGD found in the first phase. 
If the IGD of the update stage is smaller or equal to the one of 
the optimization stage which consider that the update stage 
converged too, which gives DM good alternative solutions. 

4) New Solution Count (Update Stage) 
Figure 4 and Figure 5, plots the number of new solutions 

obtained when a Decision Maker wants to generate new ones. 
CEDA  tested the solution with two cases. In the first case, the 
Decision Maker makes 5 calls to Algorithm 5, and in the 
second one the Decision Maker 20 calls to the same Algorithm. 
By considering these two cases, the work aim to reflect various 
decision making needs requiring different numbers of 
algorithm calls to obtain Decision Maker satisfaction. We 
plotted the mean value of the number of new solutions 
averaged over a 30 simulation runs, as well as the standard 
deviation, maximum and minimum values. The work shows 

that CEDA-based algorithms, both CEDA-SPEA2 and CEDA-
NSGA2, generate a significantly greater number of new 
solutions per objective function evaluation (i.e. new solutions 
are obtained with fewer objective function evaluations), 
compared to traditional SPEA2 and NSGA2 algorithms. This is 
because Copulas based techniques reduce the search space 
which becomes closer to the optimal Pareto Front thereby 
making it easier to find new solutions with a smaller number of 
objective function evaluations compared to SPEA2 and 
NSGA2. 

VIII. CONCLUSIONS 
CEDA was presented, a Copula-based Estimation of 

Distribution Algorithm, to improve the efficiency of solving 
multiobjective optimization problems. CEDA is based on the 
statistical properties of Copulas to estimate the distribution of a 
population and thus its ability to generate new individuals with 
similar properties. This feature makes CEDA particularly 
designed to promptly help a Decision Maker find alternative 
solutions to a multiobjective problem when the solutions 
obtained by traditional algorithms such as SPEA2 and NSGA2 
do not satisfy his/her needs. The production of alternative 
solutions by CEDA is accelerated by the fact that they are 
generated according the probabilistic model established by the 
use of Copulas thereby saving the need for running the costly 
traditional MOEA algorithms another time to find new 
solutions. 

CEDA was tested on a set of benchmark problems from the 
CEC2009[35] traditionally used by the community for the 
evaluation of multiobjective problem solving algorithms and 
shown that the proposal provides solutions with good 
convergence and diversity compared to state-of-the-art 
algorithms such as SPEA2 and NSGA2. This work have also 
particularly shown that the time needed to generate these 
solutions is substantially smaller than that needed by state-of-
the-art algorithms, which makes the algorithm suitable for 
prompt alternative solution generation. 

CEDA was tested with traditional NSGA2 and SPEA2 as 
the selection methods. Although the results are encouraging, 
better results with other methods such as the MOEA/D or a 
hybrid evolutionary algorithm [36-39] as substitutes for 
NSGA2 and SPEA2 is expected. CEDA Algorithms may also 
be used for solving MaOPs (Many-Objective Problems) where 
the there are more than four objectives to optimize. In addition, 
Copulas creations are independent and thus can be done in 
parallel, which will even enhance the performance on parallel 
computers.
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Fig. 1. Pareto front of the CF1 and CF6 Constrained problems 

 

 
Fig. 2. Pareto front of the UF1,UF2,UF4 and UF7 unconstrained problems 

 
Fig. 3. Pareto Front of the CEDA-NSGA2 and NSGA2 of the UF9 problem 
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Fig. 4. Mean/Deviation of the IGD and Inew metrics for the constrained problems benchmarks 
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Fig. 5. Mean/Deviation of the IGD and Inew metrics for the unconstrained problems benchmarks 
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Fig. 6. The evolution of the means/standard deviations of IGD values of the approximate solution sets obtained with the number of function evaluations for the 
test instances 
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Abstract—The Wireless Sensor Networks (WSN) motivated 
by its unique characters such as it is capable of enduring callous 
ecological circumstances, and grant better scalability. The 
wireless sensor network is composed of insignificant sensors and 
a base station. The battery supplies the energy for the sensors. 
Hence, the lifetime of the network gets tainted while overworking 
for transmission. Since the WSN is being utilized for the 
dangerous purpose, we have to swell the lifespan of the network. 
The clustering is one of the foremost mechanisms to maximize 
the network's lifespan. The cluster head assortment plays an 
imperative role given the fact that clusters head was answerable 
for the transformation of data between cluster member and the 
base station. This present article deals with the novel scheme for 
the cluster head selection entitled as vitality aware cluster head 
election. In this scheme, the sensor nodes are being clustered into 
an optimal number. Subsequently, the cluster head is selected by 
a ballot for each and every group based on its remaining energy. 
To weigh up the performance of the proposed method, a Network 
Simulator (NS-2) has been employed. 

Keywords—Wireless Sensor Networks(WSNs); Residual 
energy;  Clustering; Life span; Sensor 

I. INTRODUCTION 
Tiny sensor nodes and a base station are the principal 

components of a wireless sensor network. The resource is 
being bounded by small sensor nodes, capable of sensing the 
environmental circumstances like pressure, heat, and 
dampness. The action course of WSN consists of: sensing the 
environment; sending out the gathered information to the base 
station and hence processing the information gathered. If the 
sensor nodes are being disseminated in the sensing meadow, 
only some of the nodes are in the vicinity of the base station 
while others may be distant. The energy utilization of the 
sensor node occurs only during sensing and transmitting it to 
the base station. Sensor nodes' lifespan is of great significance 
due to their applications in critical areas. 

Numerous schemes were proposed to maximize the 
lifespan of the network. The clustering is one such scheme 
exploited to increase the lifespan of the network. The spatially 
dispersed nodes collectively cluster in a manner that every 
cluster has a head node (known as the cluster head) which is 
closer to the base station and its members. Because the energy 
used for transmission is directly proportional to the distance,  
lifetime of the network gets increased [1–8]. 

The paper is structured as follows where Section 1 
provides an introduction to the wireless sensor network. 
Section 2 describes previous studies related to clustering, 
sensor, and WSN. Section 3 deliberates about the proposed 
method. Section 4 elaborates the results that obtained through 
proposed method, and finally the paper concludes with the 
conclusion and future direction. 

II. RELATED WORK 
Extensive literature survey reveals that numerous schemes 

were employed for this purpose. For instance, Bai et al. [9] 
proposed the energy efficient clustering mechanism of 
LEACH (Low Energy Adaptive Clustering Hierarchy). It is 
used to shun the contention and diminish the traffic load in the 
channel. In LEACH, the nodes form the clusters locally, and 
each and every cluster has one cluster head. The LEACH has 
two phases namely, (i) a setup stage and (ii) a steady state 
stage. During the process of a setup stage, nodes of a cluster 
decide the presence of a cluster head in the cycle. The cycle in 
WSN points towards the fact that every cluster head gathers 
information from all their members and relays it to the base 
station [10]. The choice of cluster head selection is based on 
the random likelihood of a node to become a cluster head. 
Every cluster head receives the gathered information sent by 
sensor nodes of a cluster followed by each cluster head’s relay 
of the collected data to a base station in steady state stages. 
Election of 
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Liang [11] offered the fuzzy logic based cluster head 

election method in which the base station picks the cluster 
head. There are three descriptors used in that method- energy, 
attentiveness, and centrality. These descriptors help calculate 
the likelihood for each sensor node to be a cluster head. In the 
base station, a central control algorithm provides the total 
information about the network using a selected cluster head. 

Maraiya et al. [12] proposed an efficient cluster head 
selection method where the primary focus was on avoiding re-
clustering, that minimizes the utilization of energy for 
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transmission purpose by attempting to shun overload in the 
cluster head. In this well-organized cluster head selection 
scheme, the cluster head is chosen with respect to the 
remaining energy in the node. Novelty of the present work is 
that, an associate cluster head is selected, and it becomes a 
cluster head while the leftover cluster head's energy drops 
below the energy of the other non-CHs in the cluster. 
Therefore, this scheme avoids re-clustering mechanism. 

Lakshmi and Neelima [13] suggested that the importance 
of cluster head. The authors emphasized that selection based 
on the hit sets where the lifespan of the network is augmented 
by dipping the number of active nodes contributing to the 
transmission. The following are two chief ways to enhance the 
extent of the network's lifetime: optimizing the 
communication and reducing the energy usage. An efficient 
way to optimize the communication is to elect the cluster head 
efficiently. The hit set identifies the active nodes, and one of 
the same becomes the cluster head by its node degree. 
Similarly, Kumar et al. [14] and Kumar and Prabha [15] 
proposed that the location based clustering mechanism. The 
sensor that is near the base station is being chosen as cluster 
head. 

Findings of these studies indicated that the clustering is the 
efficient way to enhance the network's lifespan, and the cluster 
head selection plays a crucial role. In this paper, the vitality 
aware cluster head selection mechanism was used to pick out 
an appropriate cluster head to reduce selection overhead of the 
cluster head. The choice of the cluster head is based on its 
residual energy and the probability of being a cluster head. 
The performance of the anticipated method was being proved 
by the analysis of the simulation results obtained from NS2 
[16]. 

III. PROPOSED WORK 
The wireless sensor network finds several usages which 

include disaster recovery, military application, and fire 
detection system and  temperature monitoring system. Tiny 
sensors and a base station couple together to constitute a 
wireless network. The sensor runs on the battery power. 
Therefore, the lifetime of the network gets degraded while 
overloading the system. 

As the WSN has been used widely in the critical 
application, there is a need to increase the network's lifetime. 
The clustering is the primary technique for enhancing the 
longevity of the network. The choice of a cluster head plays a 
vital part as every cluster head is accountable on the statement 
of data sensed by its members to its base station.  Figure.1 
illustrates clearly the method adopted in the present study. In 
our proposed method, all sensor nodes present in the network 
group together as a cluster into a best possible number, 
followed by the cluster head election for each cluster. 

 
Fig. 1. Block diagram of Vitality aware cluster head election method 

To frame the network, the optimal number of clusters 
required is guesstimated by using the formula given below 

𝑁𝐶𝑙𝑢𝑠𝑡𝑒𝑟 =
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑛𝑠𝑜𝑟𝑠

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑐𝑎𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑎 𝑠𝑒𝑛𝑠𝑜𝑟
 

The present research work considers the distribution of 
sensors in a circular region with the base station at the center. 

A. Cluster formation 

 
Fig. 2. Cluster Head to Base Station 
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The nodes are being grouped into an appropriate number 
of clusters with regard to its base station. The circular region 
is divided equally by using the following formula: 

𝐷𝑒𝑔𝑟𝑒𝑒𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛 = 360
𝑁𝐶𝑙𝑢𝑠𝑡𝑒𝑟�  

The circular region is being partitioned into equal spaces 
with the angle between each region    𝐷𝑒𝑔𝑟𝑒𝑒𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛 . The 
optimal number of clusters is formed based on the 
geographical area. 

1) Cluster Head Selection  Algorithm 
Step1: Cluster head election 

for ( 0j ←  to k ) do 1j j← +  
Where   k - means number of cluster groups 
{ 
for ( 0i ←  to  n)  do  1i i← +  

Where n- means the number of cluster members per cluster 
group 

{ 
Finding the cluster head in the clusters was based on the 

high initial energy through the comparisons between   the 
clusters of the initial energy 

( [0] [ ])M Mif C C i<     
{ 

[0] [ ];M MC C i=  
}     
} 

[ ] [0];H MC j C=   // Selected highest initial energy as a 
Cluster Head 
} 

Step 2: Cluster head formation 

for ( 0j ←  to  m ) do 1j j← +  
Where m - Number of Cluster heads 

{ 

for ( 0i ←  to  n)  do  1i i← +  
Where   n – Number of cluster members 

{ 

HC ClusterHead=  

MC ClusterMember=
 

[ ] [ ]H MC j C i←  
Information sent from Cluster member to Cluster Head 

} 
} 

Step 3: Energy calculation at the time of Information sent 

from M HC C→    

[ ]MC AE
  [ ]MC IE=

 [ ]MC EU−
 Where AE-Available energy, IE-Initial energy, and EU -

Energy used 

Step3: Energy calculation at the time of Received 
information sent from CH to Base Station 

for ( 0j ←  to   m)  do  1j j← +   
{ 

[ ]HBS C j←
 

[ ]HC AE
 [ ] [ ]H HC IE C EU= −  

Where   BS-Base Station AE-Available energy, IE-Initial 
energy and EU -Energy used 

} 
Step 4: Total Energy used  

for ( 0i ← to  n  )do  1i i← +  
begin 

[ ] [ ] [ ]M EU CM CHC T T EU T EU= −
 

 Where EUT  -Total Energy Used  

/ / CHT -Total cluster member  

/ / CHT -Total cluster heads 
end. 

2) Distance Estimation from the cluster member to cluster 
head 

Distance matrix (DM) form is given as follows 

1 1, ,

, ,

n n

m m m n

CH a CH a

CH a CH a

d d

DM
d d

 
 

=  
 
 



 


 

Distance Estimation Algorithm 

Step1: Initialize the cluster member n in each cluster 
within a circular region. 

cluster k =1   
Step2: Select the cluster head based on the highest residual 

energy within cluster members in each cluster group. Assume 
the number of cluster head is m in a circular region 

Step 3: The distance of a cluster member to its base station 
is determined through its cluster heads 

( 0; ; )for i i m i= < + +  
Where m –means the number of cluster heads 

{ 
K: = 1; 
{ 

( 0; ; )for j j n j= ≤ + +  
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// Where n is the number of members in each cluster 

{ 

1(0,0) 0;d =  
( , ) ( [ ], ) ( , [ ]);i ij ijd j BS d CH i j d BS CH j= +

 
} 
K=K+1; 
} 
B. Energy Consumption Model 

Heinzelman et al. [17, 18] applied the Energy 
Consumption Model as shown in the Figure 3. 

 
Fig. 3. Energy Consumption Model 

The Energy consumption Model in Wireless Sensor 
Network consists of three parts. The parts are as follows: 

1) The sending l-bit message at distance d requires 
energy. 

2

fs 0

4
mp 0

* * *d ,

(l, )
* * *d , d

TX

elel E l d d

E d
l Eele l d

 + ε ≤

= 

+ ε ≥

  

Where eleE is circuit fatigue of sender and receiver. 

0d  is the critical distance of multipath fading model and 
free space model 

fsε  is the amplifier  coefficient of free space model 

mpε
 is the multipath fading model 

2) Receiving l-bit message at a distance d, requires 
energy 

( ) *RX eleE l l E=  
3) Data aggregation of energy is 

*DA daE l E=  

C. Vitality aware cluster head election 
After grouping the sensors into clusters, each and every 

node in the cluster was selected at a random number between 
zero and one. In case, the random number is lower than the 
threshold value (n), each node participates in the process of 
election otherwise it excludes itself from the election process. 
The threshold value is ascertained by using the formula given 
below 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑(𝑛) = �

𝑝(𝐸𝐶𝑢𝑟𝑟𝑒𝑛𝑡
𝐸𝐴𝑣𝑒𝑟𝑎𝑔𝑒) 𝑖𝑓 𝑛 ∈ 𝐶𝑖�

0                                       𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

Where p is the node as n is the probability of being cluster 
head. 𝐸𝐶𝑢𝑟𝑟𝑒𝑛𝑡   Denotes the current energy of a node n. 
𝐸𝐴𝑣𝑒𝑟𝑎𝑔𝑒  Indicates that the average energy of nodes in the 
cluster Ci. 

If a cluster consists of several nodes, a particular node is 
chosen in a manner that, that node becomes a cluster head. 
Otherwise the node that is very close to the base station with 
high residual energy is elected as a cluster head. 

For each and every round, the cluster head is reelected. 
The elected cluster head, gathers the sensed information from 
all of its members in the cluster. Then the cluster head 
transmits the collected information to the base station. As the 
cluster head is selected based on its energy level distance to 
the base station and its probability of being the cluster head, 
the proposed method increases the existence of the network 
and also reduces the clustering overhead which takes place in 
the wireless sensor network. 

IV. SIMULATION RESULTS 
The efficiency of the adopted method was analyzed by 

using a discrete event time driven Network Simulator (NS2). 
Each and every function of the network is called the event. 
The programmer explicitly gives the time at which the event 
should occur. This simulator displays the result in an animated 
format using the Network animator. The network simulator 
traces all the network events dynamically to a trace file by 
which the graph plotted. The following graphs obtained from 
the simulation of the vitality aware cluster head election 
scheme (VACS) are used to grade the performance of the 
network. The parameters like packet delivery rate, packet loss 
rate, and residual energy has been plotted. 

The packet delivery rate was calculated by using the 
following formula, 

𝑃𝑎𝑐𝑘𝑒𝑡 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑟𝑎𝑡𝑒

=
𝑁𝑜. 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑠𝑒𝑛𝑡 − 𝑁𝑜. 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑑𝑟𝑜𝑝𝑝𝑒𝑑

𝑇𝑖𝑚𝑒
 

Figure 4 shows the graph of the packet delivery rate. 
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Fig. 4. Packet delivery rate analysis 

The proposed system is evaluated by comparing its 
performance with the standard clustering scheme LEACH. 
The graph shows that the packet delivery rate of the proposed 
method is 35% higher than LEACH clustering scheme. 
Therefore, the throughput of the system is increased. 

The packet loss rate of the system was calculated using the 
formula 

𝑃𝑎𝑐𝑘𝑒𝑡 𝑙𝑜𝑠𝑠 𝑟𝑎𝑡𝑒

=
𝑁𝑜. 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑠𝑒𝑛𝑡 − 𝑁𝑜. 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑

𝑇𝑖𝑚𝑒
 

The packet loss occurs due to the destination being out of 
range and the packet arrival rate being higher than the queue 
size. 

 
Fig. 5. Packet loss ratio analysis 

The graph of the packet loss rate in Figure 5 shows that the 
proposed system supersedes the standard clustering 
mechanism LEACH. The residual energy was used to 
calculate the lifetime of the network. The residual energy was 
the remaining energy in a node after some events occur. The 
following formula was used to calculate the Residual energy: 

𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 = 𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − 𝐸𝑇𝑟𝑎𝑛𝑚𝑖𝑠𝑠𝑖𝑜𝑛 
Where, 

 𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙       denotes the initial energy 
𝐸𝑇𝑟𝑎𝑛𝑚𝑖𝑠𝑠𝑖𝑜𝑛  denotes the energy used for transmission 

The mean value of residual energy in every node of a 
network was calculated for each 0.5 ms until the simulation 
ends. 

 
Fig. 6. Residual energy of the sensors after one round 

The calculated energy has plotted as shown in Figure 6 and 
compared to the LEACH clustering mechanism. The findings 
showed that the proposed scheme outperforms than the 
LEACH. 

V. CONCLUSION 
This paper illustrated the expectation of a novel cluster 

based head election method. The method considered the 
likelihood value of a node being the cluster head to formulate 
the sensor node and to contribute to the election process. 
Remaining energy and the remoteness of the base station are 
used during the process of election head, which thereby 
prevents the participation of sensor nodes. Therefore, this 
method shuns the disqualified node to participate in the 
election process and subsequently, increases the lifespan of 
the network and reduces the cluster head selection overhead. 
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Abstract—The context of this work is that of designing an 
IMS-LD model for collaborative learning. Our work is 
specifically in the field or seeking to promote, by means of 
information technology from a distance, a collective knowledge 
construction. Our approach is to first think about the conditions 
for creating a real collective activities between learners, and 
designing the IT environment that supports these activities. We 
chose to use the pedagogy project as a basis for teaching these 
collective activities. This pedagogy has already proven itself, 
mostly in traditional learning situations in the classroom. 

Keywords—Collaborative Learning; Pedagogy Project; Socio-
constructivist; IMS-LD 

I. INTRODUCTION 
In this work, we try to present teachers with a tool for easy 

generation and management of collaborative educational 
content online. This tool allows the generation and editing of 
websites structures through a base educational models rich 
enough with a variety of choices ensures a better adaptation of 
the course to pedagogy and learning style. Otherwise, the 
social constructivism approach is to focus the activity on the 
learner to support synchronous and asynchronous 
collaboration, it is therefore necessary to find a method to 
model all types of activities. To model the activities we have 
based on IMS LD specification based on collaborative learning 
online. 

First, we'll start the first section by defining some basic 
concepts such as collaborative learning, socio-constructivist 
approach, the project-based learning, collaborative learning, 
IMS-LD then we will address the modeling section in which 
we present our computer model design. 

II. CONCEPTS AND RELATED WORK 

A. Collaborative Learning 
According to Cuseo [1], cooperative learning is an 

educational method in which small groups of 3 to 5 learners, 
made intentionally, working inter-depending on a well-defined 
and structured task. Learners are responsible for their 
performance and the teacher is a facilitator, a consultant in the 
learning process of the group. The group is formed according 
to educational criteria (such as the heterogeneity of learners' 
levels); the roles of learners should be assigned so as to be 
interdependent. The intention to develop social skills is clearly 
explained in this approach. 

The term "collaborative learning" seems to have an English 
origin, based on the work of teachers who explored how 
learners could take a more active role in their own learning. 
[2]. Learners are assumed to be responsible and have social 
skills. Panitz [2] see collaborative learning as a personal 
philosophy and not just as a class technique. Learners are 
responsible for their learning and that of others [3]. 

Overall, collaborative learning is an approach that gives a 
lot of freedom to the learner. The activities are not very 
directed and learners manage their workgroup largely. For 
example, learners roles are not assigned by the teacher in the 
case of collaborative learning, but learners negotiate these roles 
together. 

B. Socio-constructivist approach 
Although Piaget's theory [4] focuses primarily on the 

individual aspects in cognitive development, she strongly 
inspired a group of psychologists - named "Geneva School" - 
which began in the 1970s a research to know how social 
interactions affect individual cognitive development [6]. This 
new approach, highlighting the role of human interaction in 
learning, is described as socio-constructivist. The role of the 
interaction in the mental development is explained by the 
researchers by structuring interaction and processes generated 
by these interactions called "socio-cognitive conflict". This 
conflict leads the learner to reorganize its previous designs and 
incorporate new elements of the situation. The socio-cognitive 
conflict resulting from the confrontation of  representations 
about a subject from different individuals interact. This 
reorganization of representations from two types of imbalance: 
the inter-individual when there is opposition between two 
subjects; intra-individual, when a subject questions his own 
representations. An opposition between two subjects during 
situations of social interaction, allows to generate a socio-
cognitive conflict whose resolution will generate a cognitive 
progress. Learning is, therefore, stimulated by socio-cognitive 
conflicts, knowledge is developed when learners reconsider 
their own views through negotiation and argument phenomena. 
This work helped to highlight the link between the cognitive 
and the social, stressing the importance of dialogue and shared 
experiences in the construction of knowledge. 

C. Pedagogy Project 
1) For author/s of only one affiliation (Heading 3): To 

change the default, adjust the template as follows. 
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2) Approach and specifications 
The pedagogy project is part of what is conventionally 

called active pedagogies; it refers to a learning model that we 
will characterize, and according to LAFORTUNE [13] is 
related to cognitive models, constructivist, and socio-
cognitivists. 

For William [6], a project is an activity that has a specific 
purpose, engages in full those who perform it and takes place 
in a social environment. This method advocates finding 
solutions to real problems that occur in everyday life. 

Today, pedagogy project is a method commonly used by 
teachers. However, it has many variants and it is difficult to 
provide a single definition. We retain this method in that 
learners work together in small teams from a specification to 
actual production. This work requires authentic project 
management (task management, time management). We retain 
that unlike problem solving, there is no single solution to the 
project and that it takes place over a longer period. 

3) Characterization of the pedagogy project 
The literature highlights a number of characteristics of the 

project pedagogies, and their positive effects on learning. A 
project must put the learner in a situation that is a challenge 
[7]; it is initiated from a concrete theme of life [8]; it should 
move towards a concrete and evaluable output ([9]; [10]; [7]). 

The assessment consists of several stages that take place at 
different stages of project process and not just at the final stage 
([10]; [11]). 

Project-based learning: 

• The abbreviation “i.e.” means “that is”, and the 
abbreviation “e.g.” means “for example”. 

• Develops knowledge, management skills, interpersonal 
skills and knowledge to be taking place in action, know-
becoming ([12]). 

• Develops also transversal competences ([13]; [10]). 

• Strengthens the autonomy and responsibility. 

• Develops self-confidence in learners ([12] ;[10]) 

• Promotes teamwork ([9]). 

• Allows implementation of interdisciplinarity ([7]). 

4) The phases of a project 
As has been said, a project takes place in the following time 

in several phases, which can be described as follows. 

a) Preparation phase: The teacher must be able to offer 
a wide range of project topics, for which clarifies and explains 
his pedagogical intentions. It should also allow a breakdown 
of these subjects among learners in a democratic process [16]. 
Finally he gives each project a synoptic blank.  Learners 
perform needs analysis, feasibility study and establish the 
specifications [11]. 

b) A project structuring phase: A project must first be 
broken down into stages, and then cut each step into tasks [7]. 
These should then be planned ([10]; [11]). 

c) Project implementation phase:To implement a 
project, is to launch it in reality. It is a long period for which it 
is necessary to confront the tasks to the outlook reference 
schedule. About that, we refers to deviations of management. 

d) A project evaluation phase :The assessment consists 
of several moments that take place at different phases of 
project process and not just the terminal phase. The 
assessment consists of several moments that take place at 
different phases of project process and not just the terminally 
ill. According to FORREST [14], formative assessment is 
frequent and immediate during the project. Summative 
assessment is carried out through the evaluation of final 
products. 

D. Work objective 
The pedagogy project is to make learners work in small 

teams on common projects to achieve collective production. 
The first goal of our research is to cover the modeling of a 
system of learning in a collaborative online context. 

To create a collaborative learning environment online, you 
must prepare the environment to give learners the ability to 
view projects, tasks, create and participate in discussions with 
his group to share ideas and improve the way of thinking. 

E. Online collaborative learning 
The online collaborative learning was experienced at the 

onset of online education in the late 1980s under the name 
"computer conferencing" email first, then by forums. As online 
learning, collaborative learning benefitted learner’s great 
flexibility of time and place (stimulating autonomy and 
reflection) and an excellent asynchronous interaction (source of 
motivation, support, critical thinking, synthesis..) Therefore 
[16] reported in 1989 that "The collective nature of computer 
conferencing may be the single most fundamental and critical 
underpinning the development of theories as well as the design 
and implementation of educational activities online." 

In this perspective, the online collaborative learning is the 
most important educational contribution of online education. 
And irrefutable logic of [17], provide online education without 
benefit learners who follow the advantages of its "most 
fundamental" is absurd and devalues the remarkable 
educational tool that is telematics. This does not mean that 
online education should be limited to collaborative learning 
online! But it is important that any online program includes a 
minimum of collaborative learning and operates an appropriate 
extent and in a manner appropriate to the program and its 
students. 

F. Related works 
Much work has been done in the field of collaborative 

learning and IMS LD specification, we will be limited to 3 
examples such as "Implications of a cooperation model for 
the design of collaborative tools" [18] that explains how 
models socio-cognitive interaction are related to the properties 
of collaborative tools, "Modeling of collaborative learning 
scenarios" [19] that expresses collaborative learning scenarios 
by teachers animating virtual classrooms to promote the re-use 
and share teaching practices. It proposes an approach led by the 
models in accordance with the recommendations of the Model 
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Driven Architecture OMG. It presents a meta-model based on 
IMS-LD enhanced by the concepts of participation model to 
capture the richness of the interactions inherent in collaborative 
activities, and "A system to advise the teachers of 
collaborative learning situations" [20] that targets the 
development of a system of assistance to the teachers in 
collaborative distance learning. This system is based on an 
ontology modeling the different components of tutoring 
(actors, their characteristics, activities, their parameters and 
resources.) A rule-based inference engine reasons about the 
ontology to infer advice to the tutor to help adapt learning 
situations to learners and learning groups by taking into 
account their behavior and interactions. 

For us, this is not the same case and the same vision as our 
model is more general, it aims on one hand to create a system 
from which teachers can animate virtual groups for the re-use 
and sharing of teaching practices and on the other hand the re-
use of the content created in other frameworks. 

III. IMS-LD 
IMS-LD was published in 2003 by the IMS / GLC. 

(Instructional Management Systems Global Learning 
Consortium: This specification allows representing and 
encoding learning structures for learners both alone and in 
groups, gathered by roles, such as "learners" and "Team"[21]. 
We can model a lesson plan in IMS-LD, defining roles, 
learning activities, services and many other elements and 
building learning units. The course outline is modeled and built 
with resources assembled in a compressed Zip folder and 
initiated by an executable ("player"). The latter coordinates the 

teachers, students and activities as long as the respective 
learning process progresses. A user takes a "role" to play and 
perform activities related with it to achieve satisfactory 
learning unit. In all, the unit's structure, roles and activities 
build the learning scenario to be executed in a system 
compatible with IMS LD. 

IMS-LD does not impose a particular pedagogical model 
but can be used with a large number of scenarios and 
pedagogic models, demonstrating its flexibility. Therefore 
IMS-LD is often called a meta-pedagogic model. Previous e-
learning initiatives claim to be pedagogically neutral, IMS-LS 
is not intended to pedagogical neutrality but seeks to raise 
awareness of e-learning on the need for a flexible approach. 

IMS-LD has been developed for e-learning and virtual 
classes, but a course face to face can be done and integrated 
into a structure created with this specification, as an activity of 
learning or support activity. If the ultimate goal to create rich 
learning units, with support to achieve the learning objectives 
by providing the best possible experience, face-to-face 
meetings, and any other learning resource are permitted such as 
video conferencing, collaborative table or any field action 
research. 

IMS LD uses the theatrical metaphor, which implies the 
existence of roles, resources and learning scenario itself: one 
room is divided into one or more acts and conducted by several 
actors who can take on different roles at different times. Each 
role is to carry out a number of activities to complete the 
learning process. In addition, all roles must be synchronized at 
the end of each act before processing the next act. 

Fig. 1. The conceptual model of IMS LD [21] 

IV. MODEL DESIGN 
In our previous work [22] we tried to design a collaborative 

model of learning online beginning with the study of the IDM  

 
approach (Model based Engineering) based on four stages of 
implementation: 
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TABLE I.  TABLE SERVICE DESCRIPTION 

Actor Service function Description 

Learners  

Consult the project The learner can view the project and 
its objectives at any time 

Create discussions The learner may at any time create 
discussions 

Browse calendar The learner can browse the defined 
task calendar. 

Check   notifications The learner can always check for 
notifications. 

View  documents Learners read the downloaded 
documents. 

Download  
documents 

The learner can download the 
documents 

Contact the teacher The learner may contact the teacher  

Teacher  

Supervise  the 
learners 

The teacher adds, modifies or deletes 
his learners 

Manage groups The teacher adds, modifies or deletes 
groups 

Assign students to 
groups 

The teacher can assign learners to 
groups 

Create projects The teacher can create projects 

Set objectives The teacher can set objectives for 
projects 

Set phases  The teacher can set project phases 
Set tasks  The teacher can set tasks 

Assign tasks Teachers can assign tasks to students  

Set calendar The teacher can set schedules for the 
tasks and phases 

Upload documents The teacher can upload documents 

Download documents Teachers can download the documents 

Initiate discussions The teacher can start discussions 
Create notifications The teacher can create notifications 

Assess productions The teacher can assess the productions 
undertaken by learners. 

Admin 
Manage teachers  The admin adds, modifies, or deletes a 

teacher 

Manage access rights   The admin can manage the access 
rights of teachers and learners. 

 

• The development of a model without IT preoccupation 
(CIM: Computer Independent Model). 

• Its manual transformation into a model in a particular 
technological environment (PIM: Platform Independent 
Model); 

• The automatic transformation into a model associated 
with the target implementation platform (PSM: 
Platform Specific Model) model must be refined; 

• Its implementation in the target platform. 

In this section we will talk about the IT design of our 
collaborative model without using the same approach that we 
have adopted in previous works, because we have detected the 
real problems of semantic loss during the transformation of the 
model. 

This led us to develop our model through the outline of the 
diagram in which we will eventually identify the features of the 
constituent entities of our model and also the classes diagram 
in which we will specify the different classes constituents our 
collaborative model. 

A. Use case diagram 
The use case diagrams identify the functionality provided 

by the model (use case); users interact with the system (actors), 
and the interactions between them.  

The main objectives of the use case diagrams are: 

• Provide high-level view of the model. 

• Identify users ("actors") Model. 

• Define the roles of the actors in the model. 

Table 1 describes the service function for each actor: 

Here are the use case diagrams of the model representing 
the external actors who will interact with the system and how 
they will use it: 
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Fig. 2. Use Case Diagram 

B. Class Diagram IMS-LD 
In this part we will try to create a model based on the 

theoretical study of our current work and allows 
simultaneously to ensure its projection to the model, on top of 
that we will try to recognize our model with the IMS model -
LD, this compatibility will not be a direct way c to d, one will 
use the same terminology but IMS-LD for all classes of our 
proposed collaborative model, there is an equivalent class in 
the IMS-LD, which will greatly help us in the implementation 
level, we present in the following table the different classes of 
our model and the IMS-LD model: 

TABLE II.  CORRESPONDENCE BETWEEN THE TERMINOLOGY OF IMS-LD 
AND THAT OF THE COLLABORATIVE MODEL 

Collaborative Meta-Model IMS-LD 
Project Activity 
Task Role  
Subtask Activity structure 
Phase  Play 
Members, Team Person 
Teacher Staff  
Learner Learner 
Production Outcome 
Notification Notification 
Objective Learning Objective 
Tools Services 
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Fig. 3. Class Diagram 

V. CONCLUSION AND PERSPECTIVES 
In our work, we are on the way to the design and modeling 

of a collaborative online learning model compatible with IMS-
LD. This design is based on active teaching learner-centered, 
and as an example of the pedagogy we opted for pedagogy 
project that allows us to reach a teaching object through the 
implementation of projects that are divided into tasks 
performed by students in collaboration. 

To achieve this goal we need to reach the model validation 
step, which is one of the tasks to be performed in our future 
work, also we seek a relevant tool among the models validation 
tools that will guide us better to start the development part. 
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Abstract—The problem of protecting information, 
modification, privacy and origin validation are very important 
issues and became the concern of many researchers. Handling 
these problems definitely is a big challenge and this is probably 
why so much attention directed to the development of 
information protection schemes. In this paper, we propose a 
robust model that combines and integrates steganographic 
techniques with encryption, and error detection and correction 
techniques in order achieve secrecy, authentication and integrity. 
The idea of applying these techniques is based on decomposing 
the image into three separate color planes Red, Green and Blue 
and then depending on the encryption key we divide the image 
into N blocks. By applying DWT on each block independently, 
this model enables hiding the information in the image in an 
unpredictable manner. The part of the image where information 
embedded is a key depended and unknown to the intruder and 
by this we achieve blinded DWT effect. To enhance reliability the 
proposed model that uses hamming code which helps to recover 
lost or modified information. The proposed Model implemented 
and tested successfully. 

Keywords—Steganography; DWT; LSB; hamming code; 
encryption and decryption 

I. INTRODUCTION 
Mark kahs in [1] has defined steganography as the art and 

main science of communicating such that the existence of 
communications is unknown. The goal of steganography is 
hiding messages into another carrier, in a way that does not 
allow outsiders to detect or recognize that there is a hidden 
message.  Encryption is another technique that can be used to 
protect the information and provide secure communication, but 
in this case the outsiders know and can see the cipher text but 
they could not understand and use it [2]. 

Cryptography and steganography are both used to protect 
information from disclosure by unwanted parties. While 
cryptography is about protecting the contents of messages, the 
main purpose of steganography is to hide the data in a covered 

media, so that others would not be able to get or to notice it, 
which is preferable it does not attract the attentions or 
suspicions of hidden message existence. Many experts prefer 
using both techniques in order to achieve and provide more 
security and protection. Stenography has different types 
according to the way that used to hide the data in covered 
media. The first one is called audio stenography this type 
embeds secret messages in audio. This technique is the most 
challenging technique because it is extremely hard to add or 
remove data from audio file structure. The second type is the 
text stenography, and it means hiding the secret messages into 
other texts. It is a very challenging task. This is because of the 
small amount of redundant information to replace with a secret 
message in the text files. The most used type is the Image 
stenography in which it embeds the secret message into digital 
images. Image stenography has two major techniques 
according to its domain, spatial domain and the transform 
domain.  Least Significant Bit (LSB) technique is the simplest 
and most common one used in the spatial domain. The Discrete 
Cosine Transformation   (DCT) and the Discrete Wavelet 
Transformation (DWT) are the two most common 
steganografic domain transformation methods used in the 
transform domain and they are the most complex and efficient 
techniques. DCT and DWT hides the data in the areas of the 
image that are less exposed to Cropping, Compression, and 
Image processing. Steganography faces and has to overcome 
three main challenges, the Invisibility "Security of Hidden 
Communication ", Robustness and the size of embedded data. 
There is no steganographic technique, capable of resolving all 
the three challenges at a high level of accuracy.  It is not 
possible to attain high robustness to signal modifications and 
high insertion capacity at the same time [3]. 

This paper addresses the main steganographic challenges in 
order to achieve a compromise between the capacity of the 
embedded data and the robustness to certain attacks, while 
keeping the perceptual quality of the stego-medium at an 
acceptable level. The rest of the paper organized as follows: 
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1) Section  II  Literature review. 
2) Section  III  discusses the proposed Model. 
3) Section  IV discusses the implementation results. 
4) Section V  conclution. 
5) Secttion VI future work. 

II. LITERATURE REVIEW 

A. LSB Technique 
It’s the simplest technique used in image steganography, in 

LSB technique the data that we want to hide inserted into the 
least significant bits of the pixel information [4]. This 
technique is widely used because it has less chance of 
distortion of the original image, more capacity to hide 
information and it is less complex. Despite all  these 
advantages LSB techniques have some serious disadvantages 
like the hidden information can be lost with image 
manipulation, hidden data can be destroyed by simple attacks 
and it requires a high transmission rate due to the large size of 
stego image. 

Mamta Juneja et al., in [5] presents two components based 
on LSB technique for embedding secret information in the 
LSB's of the blue plan and partial green plan of random 
locations of pixels at the edges of the cover images, it's 
integrated with an Advanced Encryption Standard to be more 
robust. 

Shamim Ahmed Laskar et al., in [6] used a method to 
embed data in the red plan of the image and it select pixel by 
generating random numbers, changes in image can’t be 
noticed. Stego key used to generate random number in order to 
select pixel locations. It focuses on increasing the security of 
the hidden information and reducing distortion rate. 

Y. K. Jain et al., in [7] used a method to divide the image 
pixel range and generates a stego key, this private key has five 
different ranges of the gray level in the image and each range 
present the replaced bits number to be embedded in the least 
significant bits of the image. It has a drawback that it hides 
extra bits of signature with hidden message 

S. Channalli et al., in [8] used a stego key to hide data, it 
modifies the LSB of the pixel and the secret data bits. A 
combination of pattern bits of M x N size and random key 
value. The first step of embedding is by matching each pattern 
bit with a secret message bit, if suit it modifies the 2nd LSB 
bits of cover image "original" otherwise remains the same. This 
technique has low hidden capacity because each secret bit 
requires a block of (MxN) pixels. 

H. Motameni et al., in [9] introduced data hiding technique 
that finds dark areas of the stego image to hide the secret 
information using the LSB technique. This method required 
high computation to find dark regions and has not tested on 
high texture images and it is not useful for gray or color images 
just for binary images. 

V. Madhu Viswanatham et al., in [10] introduced an image 
steganography technique, based on LSB replaces and selection 
of random pixel in the cover image area. It generates random 
numbers and selects the area of interest where the secret data 
supposed to be hidden. The biggest advantage of this technique 

is the security of hidden data and the drawback is data 
embedding, does not take care of the Visual Quality when 
pixels selected. 

M. Tanvir Parvez et al., in [11] introduced a pixel indicator 
method with variable bits; it chooses one plan among red, 
green and blue planes and embeds data into variable LSB of 
the chosen plan. The plan selection is sequential and the size 
depends on the cover image "original" bits. 

B. DWT 
This technique used to convert the spatial domain into the 

frequency domain; it separates the high frequency and low 
frequency information. 

DWT divides component into four frequency bands called 
sub bands known as 

LL- Horizontally and vertically low pass  
LH - Horizontally low pass and vertically high pass 
HL - Horizontally high pass and vertically low pass 
HH - Horizontally and vertically high pass 

 
Fig. 1. One phase decomposition using DWT 

Human eyes are more sensitive to the low frequency (LL 
sub band) the other three sub-bands are high frequency they 
contain unimportant information like the edge and texture 
details and they are not sensitive to small changes. Accordingly 
hiding secret data in these sub-bands does not reduce the image 
quality, at variance of LL sub-band, which is very sensitive to 
small changes and not used for information hiding. 

K. S. Babu et al., in[12] for authentication purposes the 
proposed a method hides the data into a cover image, which 
then used to prove the integrity of the embedded secret data. 
The secret message transformed from the spatial domain to the 
discrete wavelet transform and then the coefficients of DWT 
transposed with the verification code before embedding in the 
spatial domain of the cover image. This method is 
computationally complex. 

Dr.H.Rohil et al., in [13] applied DWT on colored images 
and its use Arnold transformation to improve the security. The 
cover image splits into " Red, Green and Blue plan" then DWT 
is applied to all plans, after that  secret image is changed using 
Arnold transform and every color plan of the changed secrete 
images is separated. Then secret images plans embedded into 
HL, HH, and LH sub bands. 

Aayushi Verma et al., in [14] proposed an algorithm for 
embedding and extraction of secret image embedded behind 
cover gray scale image. 2-level DWT is applied to the original 
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image and then targeted band is selected to be modified. Then 
the size of secret image is calculated, after that the five most 
significant bits of secret image embedded into high frequency 
bands. 

Barnali Gupta Banik et al., in [15], used a method that 
applies Haar-DWT for decomposing the cover image, it 
generates random number and the detailed horizontal & 
vertical coefficients are modified by adding these random 
numbers when data bit is 0. Then apply Inverse DWT. 

L. Tong and Q. Zheng-ding, in [16] proposed a DWT based 
color image method. In this approach, the secret information 
embedded in a publicly accessed color image by a 
quantization-based strategy. However, the latter case method 
processes grayscale images as cover object to create a 
subliminal channel and it utilizes transform coefficients of 2-
Dimensional Discrete transform for embedding process. 

T. Narasimmalou[17] Proposed an optimal discrete wavelet 
transform (DWT) based steganography. This method shows 
enhancement in the generated peak signal noise ratio (PSNR). 

Nag et al., in [18] proposed a steganographic technique 
based on DWT and applied Huffman coding on Secret message 
before embedding it in high frequency components of the 2-D 
cover image, the low frequency component is kept untouched, 
which retains the visual quality of the image. The algorithm 
has high capacity and satisfactory security. 

All the above mentioned approaches are very susceptible to 
steganographic analysis and attacks as the information are 
embedded in a predefined and expected locations.  The goal of 
the proposed technique is to achieve high resistance against 
steganographic analysis and sustains well known attacks. 

III. PROPOSED  MODEL 

A. Secret Data Hiding 
In order to enhance security, and reliability,   we integrate 

encryption and error detection and correction techniques along 
with blinded DWT. The blinded DWT achieved by dividing  

 
Fig. 2. Image Division 

the image into NxN Blocks as shown in figure 2 where N, key 
dependent or determined by the User and unknown to the 
outsiders. 

The Proposed technique applies DWT on each candidate 
block that will be used to hide information randomly or in a 
sequential manner and this is the second level of DWT 
blinding. The proposed model (see figure 7). Consists of the 
following main steps: 

1) Encrypt the secret data. 
2) Compute the hamming code of the encrypted data. 
3) Divide the image into N blocks. 
4) Determine the candidate Blocks 
5) Decompose the candidate Block into three color planes 

(R, G and B). 
6) Apply DWT on each candidate block independently. 
7) Secret Message and the hamming code embedded into 

LSB of the HH and LH bands of each candidate block. 
8) Apply inverse transformations. 
9) Combine the three color planes that generate the final 

stego image. 

B. Description of the proposed Model 
The proposed model enables the user to select any 

symmetric encryption algorithm, but we recommend to use 
Advance Encryption Standard (AES) as it is a very secure 
algorithm and supports larger key sizes and it is faster in both 
hardware and software. 

The cipher text is very susceptible to alteration so we used 
hamming code error detection and correction technique. We 
suggest the usage of five check bits for every group of three 
bytes, which is a compromise between the redundancy and 
reliability. The image resized or cropped to be squared one as 
this is necessary for the next processing step. The Block 
number and  the candidate blocks  which are should be kept 
secret can be determined by the user  or can be generated from  
encryption key which is  better as  it is very difficult for the 
user to maintain bulky secret information.  In the proposed 
model we suggest to use the following modified linear 
congruential generator as it is very fast pseudo-random 
sequence generator and convenient for our model as high-
quality randomness is  not critical and the duplicated numbers 
should be excluded in case of sequence duplication: 

B0 =K0 Mod N                                                                   (1) 
Bm=(Km+1)*Bm-1+g) mod N                                              (2) 

Where  :  N  - Blocks Number  ;  m=1,2,…N-1; 

Bm = mth Block ; Km=  mth  Key  Code; 
g should be selected carefully to be relatively prime to  N 

The candidate block decomposed into three colors plans (R, 
G, B) If the covered image is a color one. (See figure 3). 
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Fig. 3. Cover Image (R,G, B) color plans 

In order to enhance accuracy and to be able to use DWT, 
which needs to deal with fractions and negative numbers which 
is not applicable for Pixels values, we use the following scale 
transformation: 

New Value = ( Dmax – Dmin).( V –Smin) / (Smax – Smin) + Dmin                      
(3) 

Where: 

[Dmin,  Dmax] = new range 
[Smin , Smax] = old range 
V = Pixel color value 

We apply a simplified form of DWT on the scaled data  by 
using the following Transformation algorithm: 

For each Row and Column in the Candidate Block(Bc)  
{ 
Row length=Column Length 
h=Row length/2; 
For(i=0; i<h; i++) 
  For(j=0; j<h; j++) 
   { 
k=j*2; 
Bc[j,i]=(Bc[k,i] + Bc[k+1,i])/2; 
Bc[j+h,i]=(Bc[k,i] – Bc[k+1,i])/2 
    } 
} 

The output of the described transformation at different 
levels shown in figure 4 and 5. 

 
Fig. 4. Cover Image after 1 level of  DWT 

 
Fig. 5. Cover Image after 4 levels  of DWT 

At this moment candidates Blocks and the data are ready to 
start embedding process in which each bit of the data byte 
inserted in predefined least significant bits of HH color planes 
(see figure 6) and the hamming code in the LH color plans 

 
Fig. 6. Data Embedding Diagram 

After embedding the data we apply the Inverse DWT and 
generate the final stego image by combining the three color 
plans (R, G, B). 
C. Secret Data Extraction 

The steps of data extraction can be summarized as the 
following: 

1) Divide the image into N blocks. 
2) Determine the candidate Blocks 
3) Decompose the candidate Block into three color planes 

(R, G and B). 
4) Apply DWT on each candidate block independently. 
5) Extract the Secret Data and the hamming code 

embedded into LSB of the HH and LH bands of each 
candidate block. 

6) Compute the hamming code of the encrypted data 
7) If the computed hamming=embedded hamming code 

there are no errors 
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Fig. 7. Proposed Model Structure 

Otherwise correct the error. 

1) Decrypt the cipher 
2) Apply inverse transformations 
3) Combine the three color planes that generate the final 

stego image. 

IV. IMPLEMENTATION OF THE PROPOSED MODEL 
The proposed model implemented by using C# and tested 

successfully under various images types: size, color, gray 
scaled and various levels of DWT transformation, the result 
shows that it is has a good stego image quality, high level of 
reliability and security. In Figure 8,9 and 10 illustrated the 
cover image before and after embedding the data (Stego-
Image). 

 
Fig. 8. Cover Image 
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Fig. 9. 8 Level Blinded DWT 

 
Fig. 10. Stego Image 

The proposed technique evaluated and compared by LSB 
and DWT based-techniques. The evaluation done based on the 
following parameters: 

• Capacity - measures the amount of embedded data with 
minimum distortion effect on the cover image. 

• Invisibility - describes how much the quality of cover 
image remains intact, which makes the human vision 
unable to distinguish between the stego-image and the 
cover one. 

• Resistance- measures the hidden data tolerance to 
image updates and stego-attaches. 

• Security- describes how it is difficult for outsider to 
detect and disclose the hidden data. 

• Performance- describe how fast the process of data 
embedding and extraction. 

The evaluation results shown in table 1. 

The results show that the proposed technique has better 
resistance and security characteristics than LSB and DWT, 
whilst it has the worst capacity characteristic.  All techniques 
have the same degree of invisibility. 

TABLE I.  COMPARISON RESULTS 

       Techniques 
Parameters 

LSB Based DWT 
Based  

Proposed 
Technique 

Security Low Medium Very High 
Capacity High Medium Low 
Resistance Low Medium High 
Performance Very High Medium Medium 
Invisibility High High High 

V. CONCLUSION 
In this Paper, we introduced a new steganographic 

technique that increases the secrecy and reliability of the 
hidden data without losing the image quality or losing any data 
in the image, the secrecy achieved by using encryption 
algorithm in addition to hiding the part of image where the 
information embedded. The division of image into key 
dependent number of blocks, hiding the data into unknown 
blocks and applying multi levels of DWT increase the 
confusion of the outsider. The reliability achieved by using 
error detection and correction technique that enables the 
recovery of altered data. This technique demonstrates that it is 
very effective and can resist many steganographic attacks, as it 
has a high degree of blinding characteristics. 

Compared to other steganographic systems, the size of 
embedded data reduced as result of the embedding redundant 
hamming code.  The user can reduce the redundancy by 
selecting larger blocks without affecting the security and still 
maintains a high degree of data integrity. 

VI. FUTURE WORK 
The  proposed technique  will be  enhanced to increase the  

size of embedded date and  decrease the redundancy in 
addition  to adapting it to be effectively  used  in image 
watermarking . 
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Abstract—In the hectic life today, detrimental stress has 
caused numerous illness. To adjust mental states, breath 
regulation plays a core role in multiple relaxation techniques. In 
this paper, we introduce a multimedia system supporting breath 
regulation and relaxation. Features of this system include non-
contact respiration detection, bio-signal monitoring, and breath 
interaction. In addition to illustrating this system, we also 
propose a novel form of breath interaction. Through this form of 
breath interaction, the system effectively influenced user breath 
such that their breathing features turned into patterns that 
appeared when people were relaxed.  An experiment was 
conducted to compare the effects of three forms of regulation, the 
free breathing mode, the pure guiding mode, and the local-
mapping mode. Experiment results show that multimedia-
assisted breath interaction successfully deepened and slowed 
down user breath, compared with free breathing mode. Besides 
objective breathing feature changes, subjective feedback also 
showed that participants were satisfied and became relaxed after 
using this system. 

Keywords—breathing; relaxation; biofeedback; interaction; 
multimedia 

I. INTRODUCTION 
Recently, mental stress is becoming one of the major 

factors causing illness. Health problems caused by stress 
include hypertension, cardiovascular diseases, increased 
likelihood of infections and depression [1-3]. To release stress 
multiple relaxation techniques have been developed over 
hundreds of years, including yoga, meditation, qi-kung, tai-chi, 
etc. in eastern culture society. Also in modern 
psychophysiology, relaxation techniques like autogenic 
training, diaphragmatic breathing, mindfulness, etc. are also 
developed [4].  

Among those relaxation techniques breath regulation 
usually plays an essential role. Researchers demonstrated that 
breath regulation is beneficial for reducing blood pressure [5, 
6] and focusing the mind for optimal performance [6]. 

Over the past decades, computing technologies have been 
utilized to support breath regulation in multiple applications. 
For instance, Moraveji proposed peripheral paced respiration, 
which integrated breath pacing application in the operating 
system, to slow down user breath during information work [7]. 
Yu proposed a multimedia biofeedback system for abdominal 
breath learning [8]. Park et al. designed multiple modes of 
breath induction to facilitate relaxation and other mental 
function promotion [9]. 

Most of these studies tend to influence user breath through 
providing respiratory guidance for users to follow, and turned 
their breath slow and deep eventually. However, human breath 
actually involves randomness between each cycle of inhalation 
and exhalation. Even in calm status, there exit correlation plus 
random variation between each breath. Breath features like 
breath period, breathing depth, and the inhalation/exhalation 
ratio varies spontaneously. In fact, a range of studies has shown 
that healthy breathing is characterized by complex variability 
consisting of considerable structured variability and some 
random variability [10-13]. Forced breath pacing though 
mechanically changes user breath, the subjective feeling of 
relaxation may not be promoted [14]. Therefore, pure guiding 
style of breath regulation may not be suitable when applied for 
relaxation. 

 
Fig. 1. The relaxation system appearance 
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In the breath interaction module of our relaxation system, 
we propose a target-based breath regulation. Unlike traditional 
pure breath guiding, in which the guiding multimedia is 
unrelated to user breath and the user is required to breathe 
following the guide during the entire process of the breath 
regulation, the visual or aural feedback reflects user breath in 
the target-based breath regulation. The user is asked to achieve 
some feedback target through his or her breathing. For 
instance, if the visual feedback of user breath is a flower, 
which opens and closes to reflect inhaling and exhaling. The 
instruction given to the user may be “Let the flower open to the 
maximum and close to the minimum through your breathing”. 
After giving the instruction to the user, we can influence users’ 
breathing pattern differently through manage the underlying 
signal mapping mechanism. The mechanism mapping the 
breath signal to the visual/aural multimedia feedback can be 
designed to slow down and deepen user breaths as we 
expected. The difference between this target-based breath 
regulation and common pure breath pacing is that user breath is 
less constrained. Target achievement timing is loosely 
stipulated. Tension and discomfort caused by forced breath 
pacing reduce while the influence on breath can still be 
achieved because of the attempt to accomplish the given target. 

Except proposing novel form of breath regulation, we 
integrate newly developed noncontact breath detection 
technique, special reflection mechanism, and bio-signal 
monitoring to implement a relaxation system. Following, we 
first illustrate the construction of the system in Section II. Then 
we detailed the proposed breath interaction mechanism and a 
preliminary experiment conducted in Section III. In Section IV, 
a formal experiment is introduced. The experiment procedure 
designed to investigate the effects of three forms of breath 
regulation - pure guiding mode, target-based mode, and free 
breathing mode, which means no multimedia feedback is 
involved, is demonstrated. The experiment results are also 
reported and illustrated. In Section V, the analysis and 
comparisons of physiology changes are demonstrated. 
Subjective reports when experiencing these three modes are 
also discussed. Finally, conclusions and acknowledgements are 
represented in Section VI and Section VII. 

 
Fig. 2. The platform design diagram 

II. SYSTEM DESIGN 

A. System Structure 
The reason we have the opportunity to implement this 

multimedia system is because of a collaborative project with a 
professional music company. The system will be settled at a 
realistic music store for long term commercial exhibition after 
this study. Therefore, sometimes the reason of the appearance 
selection is partially due to the artistic sensation, not entirely 
for the technical reasons. To deliver the isolated and stable 
visual sensation, the appearance of this system is specially 
designed in the shape of a pyramid. Copper tubes are used to 
construct the pyramid shape frame (Fig. 1). Construction of the 
system is illustrated in Fig. 2. A user is required to sit at a 
specified position under the pyramid so that his or her 
respiration can be detected correctly. Two depth cameras are 
placed in the front and in the back of the user to detect 
respiration [15], in the meantime, a blood volume pulse (BVP) 
sensor and a skin conductance response (SCR) sensor are 
integrated in a sphere (Fig. 3). The sphere is put aside the seat 
and meant to be hold by the user when using this system. 

There are two monitors in this system. One is embedded in 
the wall in front of the user, showing immediate detected bio-
signals including breaths, heart rate, and SCR (Fig. 4).  The 
other one is under the user's sitting ground displaying a 
metaphor (i.e. a lotus in our design). Displayed metaphor 
image is reflected by a mirror and projected through a Fresnel 
lens so that only people sitting at the specified position under 
the pyramid can have a clear view of it [16] (Fig. 2). Because 
the background of the metaphor image is removed and the 
special optical effect of the Fresnel lens, this projected 
metaphor looks floating in the air in front of the user. 

B. Sensors 
1) Respiration Sensor 
In the past, the respiratory inductive plethysmography 

(RIP) sensor is usually the choice of the respiration sensor, and 
it is widely used in respiration related researches. Although the 
bound feeling while using RIP makes the user uncomfortable, 
traditional noncontact respiration detection techniques are too 
expensive and related settings are complicated. For instance, 
optoelectronic plethysmography requires the user being 
attached with multiple light-reflecting markers. 

   
Fig. 3. The remade sphere shape sensor of heart rate and skin conductance 

Until recently, a novel respiration detection method using 
depth camera is proposed [15]. The emitter mounted in the 
depth camera emits infrared (IR) light beams and the depth 
sensor reads the IR beams reflected back to the sensor. The 
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reflected beams are converted into depth information 
measuring the distance between an object and the sensor. Since 
we put two depth cameras in front and in back of the user. We 
can obtain the distance from the front side of the user to the 
front depth camera and the distance at the back side. Then, 
given the distance between two depth cameras, we can obtain 
the thickness of the user torso. Therefore, the respiratory signal 
(respiratory rate and depth) can be measured through the 
thickness changes as a result of breathing. This depth 
information based detecting method is not only cheap but also 
simple to operate. The only device needed are depth cameras 
and no other miscellaneous gadget is required. Therefore, we 
choose this technique as our respiration detection method. 

Another advantage of using depth cameras as the 
respiration sensor is that we can observe the fluctuation at chest 
and at belly separately. With this information, we can provide 
user more concrete visual feedback when practicing 
diaphragmatic breathing (Fig. 4). Diaphragmatic breathing, 
also known as abdominal breathing, is a well-known breathing 
technique which activates parasympathetic nervous system 
(PNS) and induces relaxation [18]. It will be recommended to 
the users when using this relaxation system in our experiment. 

2) Heart Rate and Skin Conductance Sensors 
The bio-sensor adopted is the peripheral device of 

WildDivine, which includes a photoplethysmograph (PPG) 
sensor and two electrodes so that user's BVP and SCR can be 
detected [17]. In order to provide comfortable and naturalistic 
sensor interface, we specially embedded the bio-sensor into a 
sphere ball with pits for easy contact (Fig. 3). 

3) Biofeedback Medium 
There are two forms of visual feedback in this system. The 

first one is the bio-signal monitoring shown on the screen in 
front of the user (Fig. 4). Signals shown in the order: left up, 
left down, right up, and right down, are respectively chest 
breath, belly breath, heartbeat, and SCR. There is a rectangle 
mask composed of blue and green regions in the middle 
window. This mask uses blue region to cover the chest part and 
green region to cover the belly part. A user can adjust the 
position of this mask and the covering range of the blue and 
green regions by mouse clicks. This enables identifying the 
proportion of the abdominal breath. Besides, the SCR curve at 
the right down window also indicates the relaxing extent of the 
user. 

 
Fig. 4. Bio-signal monitoring 

The second form of visual feedback is a metaphor (it is a 
lotus in our application) projected by the reflection mechanism 
beneath the sitting ground. The user sitting at the specific 
position so that he or she can have a special visual effect that 
the projected metaphor seems floating in the air. The projected 
metaphor is replaceable, and we choose a lotus as the metaphor 
of breath in our application because that a lotus is widely used 
in eastern culture to symbolize a pure, peaceful and clear 
mental state. Later in the experiment, the lotus is designed to 
open and close to imply inhalation and exhalation of the user 
respectively. 

III. BREATH INTERACTION 

A. The Mapping Mechanism 
Traditionally, to influence user breath, users are required to 

breathe following visual or aural guidance, which is unrelated 
to their breath. However, pure guiding style of breath 
regulation though mechanically slow down and deepen user 
breath, it also induces tension due to unnatural paced breathing. 

Therefore, we propose the concept of target-based breath 
regulation. The target-based breath regulation reflects user 
breath with the visual or aural multimedia. Users are required 
to achieve some feedback target through their breathing. 
Hence, the underlying mapping mechanism which maps breath 
signal to the feedback multimedia content can affect the result 
of breathing pattern. 

To verity that managing the underlying mapping 
mechanism can effectively affect the breathing pattern of the 
user a preliminary experiment is conducted. In this preliminary 
experiment we use a variable circle to symbolize user breath. 
The circle expands when the user breathes in and shrinks when 
breathing out. Two mapping mechanism are designed. The first 
one, named local-mapping mode, maps the extremes of the 
circle variation to the local extremes of the breath signal. The 
second one, named global-mapping mode, maps the extremes 
of the circle variation to the global extremes of the breath 
signal. Details are described below. 

We first generate n circle images with the radiuses ranging 
from 1 to n. Then we index these circle images from 1 to n 
orderly so that the bigger the index is the bigger the circle is. 

 
Fig. 5. An example of mapping of the breathing depth and the corresponding 
image index 
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Assume the breath signal is f(t) and the corresponding 
index of the circle image displayed is g(t). Then we let 

g(t) =
𝑓(𝑡) − min�𝑓(𝑡)�

max�𝑓(𝑡)� − min�𝑓(𝑡)�
× 𝑛 

where 𝑚𝑎𝑥 (𝑓(𝑡)) is the local maximum and 𝑚𝑖𝑛 (𝑓(𝑡)) is 
the local minimum in local-mapping mode, and they are global 
extremes in the global-mapping mode. An example of mapping 
illustration using n=300 and breathing depth signal ranging 
from 5mm to 20 mm is shown in Fig. 5. 

In the local-mapping mode, the extremes are obtained in 
the period from immediate sampling time t to 15 seconds 
backward t-15. The reason 15 seconds are specified is that we 
hope to find the extremes in at least one complete breath cycle, 
and normally people breathe with the frequency higher than 4 
times per minute, which means the breath period should be 
lower than 15 seconds. In the global-mapping mode, the 
extremes are found in the period from t=0 to immediate time t. 

B. Preliminary Experiment 
We recruit 12 labmates (5 females) as experiment 

participants. Each participant was required to proceed 3 trials 
of abdominal breathing practices. Each trial lasts 3 minutes and 
total 9 minutes for a participant. For all participants, the first 
trial is free breathing without multimedia. For 6 of the 
participants the second trial is the local-mapping mode and the 
third trial is the global-mapping mode. For the other 6 
participants the order of the second and the third trial is 
reversed. Experiment results show that breathing patterns are 
significantly different in these three modes (Fig. 6, Fig. 7). 

 
Fig. 6. Three breathing patterns in the preliminary experiment: Free breathing 
mode, Local-Mapping mode, and Global-Mapping mode 

A one-way repeated measure analysis of variance 
(ANOVA) was conducted to evaluate the average breathing 
depth and frequency among three modes. The results indicated 
a significant difference in breathing depth (N=12, F (2, 10) = 
10.29, p=0.004). Follow up pairwise paired t-test comparisons 
also showed significant difference in breathing depth (p<0.05), 
but not in breathing frequency. 

There was significant increase in breathing depth when 
multimedia feedback was used, and the increase in global-
mapping mode is even higher than that in the local-mapping 

mode. However, the result of ANOVA conducted to compare 
breathing frequency showed no significant difference. Follow 
up pairwise paired t-test comparisons showed that the 
breathing frequency in global-mapping mode was significant 
lower than those in the other two modes. But there was no 
significant difference between the free breathing mode and the 
local-mapping mode (Fig. 7). 

According to the research of McCaul et al. in 1979, slowing 
respiration rate reduced physiological arousal and self-reported 
anxiety [19]. Although the global-mapping mode performed 
better in deepening and slowing down user breath, subjects 
reported that achieving the given target, which was to 
maximize and minimize the lotus through their breathing, was 
harder in the global-mapping mode. Some of the participants 
even feel uncomfortable tension instead of relaxation. To 
compromise on the effect of slow and deepen user breath and 
the subjective feeling of tension due to over required effort. We 
choose the local-mapping mode as our design of the underlying 
mapping mechanism of the breath regulation. It can effectively 
deep and slow user breath while the multimedia feedback 
target provided for the user can be achieved without causing 
uncomfortable tension instead. In our formal experiment, we 
compare it with the traditional pure guiding mode and the free 
breathing mode. 

 
Fig. 7. Comparison of average breathing depth and frequency in three modes. 
The number 1 to 3 in x-axis represent free breathing mode, local-mapping 
mode, and global-mapping mode respectively 

IV. EXPERIMENT 
Among several relaxation techniques, deep breathing or 

diaphragmatic breathing (DB) is an easy and intuitive 
evidence-based method for stress management [18]. DB 
addresses the autonomic nervous system (ANS) imbalance that 
arises after exposure to a stressor and activation of the 
sympathetic ‘fight-or-flight’ response. As DB activates the 
parasympathetic ANS branch, action of the sympathetic branch 
becomes inhibited which leads to a calmer, more relaxed state. 

Generally, the chest part fluctuates more obviously than the 
belly part when breathing normally. When practicing DB, the 
primary motion should be changed to the abdominal part. The 
aim of the experiment is to investigate the effects of slowing 
and deepening user’s abdominal breath in three different forms 
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of breath regulation. We also compare the induced tension of 
the user when using the proposed target-based breath 
regulation and the common pure guiding style of breath 
regulation. Following, we describe three modes of breath 
regulation in the experiment, the experiment procedure, and the 
analysis of the experiment results. 

A. Three Modes of Breath Regulation 
In Mode-I, the free breathing mode, the user was required 

to close eyes and practice DB comfortably. No multimedia 
assistance was adopted. 

In Mode-II, the pure guiding mode, a lotus used as the 
metaphor for breathing guided user’s respiration. At first, the 
system detected the user’s initial respiration frequency, then 
the lotus started to open and close at the same frequency (e.g. 
14 times per minute). After the frequency synchronization, the 
user was told to follow the visual guide and practice DB. If the 
user paced their breathing to the guidance well, the guiding 
frequency decreased eventually (e.g. 13 times per minute). 

In Mode-III, the local-mapping mode, the lotus reflected 
user breathing. It opened and closed corresponding to the 
inhalation and exhalation. The underlying mapping mechanism 

has been detailed in the last section. The users were told that 
the lotus variation reflected their breathing, and they were 
instructed to breathe to make the lotus open to the maximum 
and close to the minimum. 

B. Participants 
We recruited subjects in our laboratory without considering 

rigorous demography. Total 17 subjects participated in this 
experiment, including 12 males and 5 females with ages 
ranging from 21 to 38. Three of them had ever learned 
abdominal breathing before the experiment while others were 
not familiar with it. 

C. Experiment Procedure 
Every subject was first taught how to correctly proceed DB. 

Then they ran through these three modes of trials in a random 
order, five minutes for each trial. Between two trials, there was 
a two minute rest for users to answer some feedback questions. 
Total time cost was about 20 minutes. At the beginning of each 
trial the user was instructed to sit properly and hold the bio-
signal sensor fitly. When bio-signals including breathing, heart 
rate, and skin conductance were correctly shown on the screen 
(Fig.4), the trial began. 

 
Fig. 8. Bio-signal features of three modes. (A) Breathing Depth (B) Breathing Rate (C) Belly Breath Proportion (D) Heart Rate (E) Skin Conductance Response 
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Fig. 9. Bio-signal features during five minutes experience process. (A) Breathing Depth (B) Breathing Rate (C) Belly Breath Proportion (D) Heart Rate (E) Skin 
Conductance Response. The unit of x-axis is minute and three bars at each minute indicate the results of Mode-I, Mode-II and Mode-III from left to right. (Blue: 
Mode-I, Green: Mode-II, and Red: Mode-III) 

After entire three modes of trials, a five minutes interview 
was conducted to further realize the user experience of using 
this system. 

D. Experiment Results 
Recorded bio-signals include breath, BVP, and SCR. They 

were analyzed and transformed into five bio-signal features 
including breathing depth, breathing frequency, belly breath 
proportion, heart rate, and SCR. The averaged bio-features in 
three modes are shown in Fig. 8. We ran a one way ANOVA to 
investigate the difference of these three modes in each bio-
signal feature, but there was no overall significant difference 
found (Breathing Depth: F=2.48, p=0.095, Breathing 
Frequency: F=1.78, p=0.18, Belly Breath Proportion: F=1.35, 
p=0.27, Heart Rate: F=0.59, p=0.56, SCR: F=0.05, p=0.95). 

To further investigate the effects of the two types of 
multimedia-assisted breath regulation, we conducted paired t-
tests to compare the bio-signal features in Mode-II and Mode-
III to those in Mode-I respectively. 

The results show that the breathing depth in Mode-II and 
Mode-III is higher than that in Mode-I (Mode-I vs. Mode-II: 
p=0.03, Mode-I vs. Mode-III: p=0.009), however, there is no 
significant difference between Mode-II and Mode-III 
(p=0.353). 

In respect of breathing frequency, Mode-III is significantly 
slower than Mode-I (p=0.001), and other comparisons of 
Mode-II vs. Mode-I and Mode-II vs. Mode-III show no 
significant difference (Mode-II vs. Mode-I: p=0.195, Mode-II 
vs. Mode-III: p=0.107). 

These results indicate that multimedia-assisted breath 
regulation effectively deepen user breath, and that Mode-III, 
the local-mapping mode, can also slow down user breath 
significantly. 

In respect of the belly breath proportion, which means the 
proportion of belly fluctuation  among entire breath fluctuation 
involving chest and belly fluctuation, Mode-III and Mode-I are 
not significant different (p=0.47), but Mode-II is significantly 
lower than Mode-I (p=0.035). It means users breathe with 
fewer belly part and more chest part in the pure guiding mode. 
The reason for this result will be discussed later. Other 
comparisons in heart rate and SCR show few differences. 

To realize the variation of each bio-signal feature in time, 
we also calculate averages per minute for each feature (Fig. 9). 
This figure shows that the average breathing depth remains 
relatively stable for Mode-I during entire five minutes process, 
and a raising trend is shown in Mode-II and Mode-III (see 
Figure 6(A)). This shows multimedia-assisted breath regulation 
deepen user breath eventually. 

In respect of breathing frequency, the decreasing trends are 
shown in three modes, and the breathing frequency in Mode-III 
is relatively lower than those in the other two modes. This 
indicates that there is a trend users slow down their breath rate 
naturally during practicing DB, and that the local-mapping 
mode may slow down user breath more rapidly and 
significantly. 

When discussing about belly breath proportion, compared 
with other features, this feature shows fewer variation during 
the entire process. Fig. 9(C) shows that proportions of Mode-I 
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and Mode-III are similar, and Mode-II is with the especially 
lower proportion from beginning the end. Finally, in respects 
of other bio-features - heart rate and SCR, there is few 
difference in three modes is observed. 

V. DISCUSSION 

A. Bio-signal Feature Observation 
The experiment result indicated that multimedia guidance 

or feedback indeed facilitated deepening abdominal breathing 
when practicing DB. The visual guidance (Mode-II) or visual 
feedback (Mode-III) of respiration reminded users of staying in 
the process of breath regulation so that their breathing depth 
continuously increased during the entire process of the trials 
(Fig.9 (A)(B)). The overall effect increased the amount of 
oxygen exchange and slowed down the breathing rate, which 
was beneficial for relaxation [19]. 

Among three modes of trials, the effect of slowing and 
deepening breathing of Mode-III is better than that of Mode-II. 
Some users reported that following the breath guidance in 
Mode-II  caused mental tension because of worrying  about 
falling behind the guidance. In contrast, the lotus reflected user 
respiration in Mode-III. Although users were given a target that 
to maximize and minimize the lotus through their breathing, 
they can accomplish the target at their own paces without 
rushing. The tension caused in Mode-II may also be the reason 
that the belly breath ratio of Mode-II is specially lower. 
According to user feedback, people reflected that they tended 
to breathe with more chest part forgetting to proceed DB when 
they focused on following the guidance. To sum up, the local-
mapping mode of breath regulation, proposed based on the 
concept of target-based method, effectively slow and deepen 
user breath when practicing DB, in the meantime, eliminate the 
drawback of causing mental tension as in traditional pure 
guiding style method. 

The experiment results in perspective of breathing depth 
and frequency fulfilled our expectation, but there was some 
unexpected features observed. For instance, the averaged SCR 
decreased at first in three modes but increased in the end of the 
trials in Mode-II and Mode-III (Fig.9 (C)). In Mode-II the 
phenomenon may be easier to explain. The guiding frequency 
of the pure guiding mode decreased as long as the user can still 
catch up with the guidance. Therefore, in the end of the trial the 
frequency had become so slow that to breathe following the 
guidance become uncomfortable. This even induced the raise 
in SCR. 

However, the reason for the phenomenon in Mode-III is not 
clear. The explanation may be similar. In the local-mapping 
mode, the mechanism mapping the respiratory signal to the 
opening state of the lotus maps the local extremes of the 
respiratory signal to the most and the least opening state of the 
lotus. Once the user increased their breathing depth, they had to 
remain or rise their breathing depth so that they can achieve the 
next target. Therefore, in the end of the trials, they may also 
suffer from uncomfortableness due to the attempt of achieving 
too deep breathing. This should be noticed and be further 
improved in the next design of mapping mechanism. 

B. User Feedback 
After experiencing three modes of trials, some participants 

reported that they can concentrate on breath regulation better 
when eyes were closed in the free breathing mode (Mode-I), 
and others thought it more interesting to have a visual feedback. 
They reported that the visual feedback was advantageous for 
reducing wandering minds and calming down. 

In the pure guiding mode (Mode-II), some participants 
thought it difficult to follow the guidance. Others can follow 
the guiding rhythm and become comparably more 
concentrative. The reason why the guiding rhythm is hard to 
follow may be that we simply activate the opening and closing 
of the lotus by a sinusoidal wave with different frequencies. So 
the length of the inhaling and exhaling periods are equal, which 
is usually not the case our voluntary respiration is. This 
reminds us that a customized ratio of inhalation and exhalation 
should be considered in a pure guiding style of breath 
regulation in the future. 

In the local-mapping mode (Mode-III), most of people 
tested the accuracy of the lotus response at first. Sometimes 
participants thought the reflection inaccurate. We found the 
reason for that was the inappropriate locating of the respiration 
detection mask. Looking at a loosely controlled lotus certainly 
bothered users. However, for most cases of correct breath 
detection, participants favor this mode because of the 
connection between their breathing and the motion of the lotus. 
It made them feel more relaxed and immersive in the process 
of breath regulation. Those feedback suggest that the 
interaction form through real time visualization of respiration 
may be beneficial and suitable when applied in the relaxation 
application. 

There are also user feedbacks about other components in 
this relaxation system. Most of users thought that the bio-signal 
feedback on the wall (Fig. 4), was assistive for identifying 
whether they breathe primarily with the abdominal part. 
Besides, the reflected image of the lotus also interested 
multiple users. They like the design of visual feedback and the 
immersive visual effect created by that. 

VI. CONCLUSION 
In this paper, we integrate the non-contact breath detection 

technique, the bio-signal sensors and the specially designed 
reflection mechanism to construct a multimedia system for 
breath regulation and relaxation. A novel form of breath 
regulation named target-based breath regulation is proposed. 
This concept is between the pure guiding style and the pure 
reflecting style of breath regulation. Through managing the 
underlying mapping mechanism we can variously affect the 
breathing pattern of the user. A preliminary experiment was 
conducted to prove the concept. 

Finally, two forms of multimedia-assisted breath regulation 
were adopted in the formal experiment to investigate the 
effects of the pure guiding mode and the local-mapping mode 
on breathing depth and frequency and the subjective 
experiences. Quantified analysis of bio-signal features was 
conducted and the results were discussed. Experiment results 
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show that the local-mapping mode is actually beneficial for 
slowing and deepening user breathing, in the meantime, 
reduces the drawback of inducing mental tension, which is 
usually the case in the common pure guiding style of breath 
regulation. At the end,  some user feedbacks from interviews 
were discussed and essential factors worth noticing for 
constructing a breath-based application for relaxation in the 
future were suggested. 
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Abstract—Nowadays, after the significant development in the 
Internet, communication and information exchange around the 
world has become easier and faster than before. One may send 
an e-mail or perform money transaction (using a credit card) 
while being at home. The Internet users can also share resources 
(storage, memory, etc.) or invoke a method on a remote machine. 
All these activities require securing data while the data are sent 
through the global network. 

There are various methods for securing data on the internet 
and ensuring its privacy; one of these methods is data encryption. 
This technique is used to protect the data from hackers by 
scrambling these data into a non-readable form. In this paper, we 
propose a novel method for data encryption based on the 
transformation of a text message into a barcode image. In this 
paper, the proposed Bar Code Encryption Algorithm (BCEA) is 
tested and analyzed. 

Keywords—Encryption, Decryption; Algorithm; Secured 
Communication; Private Key; Barcode Image 

I. INTRODUCTION 
Nowadays, many applications on the web allow users from 

the whole world to interact with them. These applications rely 
on securing the channels between the client and the server 
while sending data through the global network. 

Securing a channel between a server and a client is handled 
using authentication (i.e. a username and a password) and one 
of the encryption algorithms. 

There are different methods for data encryption, which are 
used to protect data over a network and thus build a secure 
channel. These techniques can be classified based on the data 
type (e.g. text, image, sound) of the encrypted data into three 
categories; namely, text encryption, image encryption, and 
sound encryption. Fig. 1 describes the encryption process for 
private-key encryption. As shown in Fig.1, the data encryption 
system consists of a plain text (also could be an image or a 
sound), which is the data before running the encryption 
algorithm. The encryption algorithm is the algorithm used to 
transfer the original data (e.g. text message) into an unreadable 
or a hidden form [1]. The core of the encryption algorithm is a 
private key used by both encryption and decryption algorithms. 
The encryption key is used to encrypt and decrypt data. 

The decryption algorithm is an algorithm used for 
transforming the encrypted data into the original data [2], or 
simply, it is the encryption algorithm working in reverse. 

 
Fig. 1. Encryption process 

The Internet is the richest area for hackers to perform their 
attacks. Hackers are unauthorized users who may attack 
sensitive data sent through the Internet and use false IP 
addresses to achieve various goals. Thus, in most of the 
Internet applications, verification and validation techniques are 
required to check the user's identity. These techniques include 
digital signature, and digital certificate [3]. Digital signature 
and digital certificate are not the focus of this research. 

In general, the standard methods used for data encryption 
are private-key encryption (called symmetric encryption), 
public-key encryption (called asymmetric encryption), digital 
signature, and hash functions [4]. 

In private-key cryptography, both the sender and the 
receiver agree on a single key to be used for both encryption 
and decryption. This key is kept secret by sending it through a 
secure channel to the other side of the network [5]. 

This paper proposes a new encryption algorithm based on 
private-key techniques. 
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As it is mentioned earlier in this paper, an encryption key is 
used to encrypt images, text, and sounds. Image encryption 
techniques focus on encrypting a digital image in a specific 
format (e.g. png, bmp, etc.) into an unreadable image with the 
same image format using a specific encryption key. 

One of the techniques used for image encryption is based 
on dividing the image into blocks and then encrypting those 
blocks using an encryption algorithm, the following are 
examples of this technique. 

Nithin, Anupkumar, and Hegde [6] proposed and evaluated 
an image encryption algorithm (called FEAL) that is based on 
the DES encryption algorithm. The algorithm divides the 
original image into a number of blocks (16×16 blocks). Later 
encryption and decryption algorithms are performed using 12 
keys of size 16-bit. Images used in this algorithm are gray scale 
images of size 256×256 resolution. 

AliBaniYounes, and Janta [7] proposed an encryption 
algorithm based on dividing an image into blocks. These 
blocks are then rearranged into a transformed image (using 
their proposed transformation algorithm) and then the 
transformed image is encrypted using the Blowfish algorithm. 
Their work showed that increasing the number of blocks by 
decreasing the block's size resulted in a lower correlation and 
higher entropy. 

Divya, Sudha, and Resmy [8] proposed a simple encryption 
algorithm based on dividing the image into 8 × 8 blocks. In 
their method, they proposed to encrypt a portion of a given 
image instead of encrypting the whole image to make the 
encryption process faster. In their algorithm, the resulting 
blocks are transformed from the spatial domain to frequency 
domain using the Discrete Cosine Transform (DCT). A 
selected DCT coefficients are then encrypted and XORed with 
random bits to make it difficult for hackers to guess the 
original message. 

M.Mishra, P. Mishra, Adhikary, and Kumar [9] proposed a 
new method for image encryption based on Fibonacci and 
Lucas series. 

Different techniques are used for encrypting text messages 
into an unreadable form. Examples of this technique are 
presented next. 

Singh and Gilhotra [10] proposed an encryption algorithm 
based on the concept of arithmetic coding. In this algorithm, a 
given word in a text is transformed into a floating point 
between 0 and 1. The resulting floating number is then 
transformed into a binary number that is in turn encrypted to 
another binary number, and then the resulting binary number is 
converted to a decimal number. 

Huang, Chi Lee, and Hwang [11] proposed a novel 
encryption algorithm. This algorithm generates n2+n common 
secret keys in one session. It is based on the difficulty of 
calculating discrete logarithms problem. 

Torkaman, Kazazi, and Rouddini [12] proposed a hybrid 
cryptosystem which is a combination of public and private 
cryptography. Their technique is based on a combination of 
cryptographic and steganography techniques. This algorithm 
provides a secure communication while defeating the up to 

date attacks. In their work, steganography algorithm is based 
on DNA algorithm and is used to hide a secret key. This secret 
key is distributed among two parties once a network 
communication is established. 

Krishna [13] proposed a new mathematical model in which 
the output of the Elliptic Curve Cryptography (EEC) algorithm, 
a variable value, and a dynamic time stamp are used to 
generate the cipher text. They compared the results from their 
proposed model with the results from RSA and ECC 
algorithms. The results from their work showed that the 
security strength of their proposed model is more than RSA 
and ECC's security strength. 

Other techniques for text encryption are proposed. These 
techniques are used to encrypt text into musical notes. 
Examples of other techniques are presented next. 

Dutta, Chakraborty, and Mahanti [14] proposed a novel 
method for encrypting a text into musical notes. In their work, 
they used MATLAB in which 26 alphabets and 0 to 9 numbers 
are considered as -12 to 23 as musical notes. A sender encrypts 
the text message into musical notes and sends it to a receiver. 
The receiver, when receiving the encrypted message, decrypts 
the musical notes into the original text message (i.e. the plain 
text). 

Yamuna, Sankar, Ravichandran, and Harish [15] proposed 
an encryption algorithm based on the transformation of a text 
message into musical notes. The encryption algorithm consists 
of two phases; in the first phase, the text message is encrypted 
into a traditional Indian music. In the second phase of 
encryption, the Indian music notes are encrypted again into 
western music notes. 

Dutta, Kumar, and Chakraporty [16] proposed an 
encryption algorithm that encrypts a text message into musical 
notes. The text characters of a message are replaced by 
mathematically generated musical notes. These musical notes 
and the seed value for encryption/decryption key are sent to the 
receiver using the RSA algorithm. 

The reset of this paper is organized as follows. Section II 
presents the related work. Section III presents our work, 
including research methodology, experiments, and analysis of 
the proposed algorithm. Finally, section IV presents the 
conclusions and future work. 

II. RELATED WORK 
Bh, Chandravathi, and PRoja [17] presented Koblitz's 

method and used it to map a message to a point in the 
implementation of Elliptic Curve Cryptography [18, 19]. A 
given character in a text is mapped into its ASCII code, and 
then this ASCII code is encrypted into a point on a curve. 

Singh and Gilhorta [5] proposed an encryption algorithm 
which is based on the transformation of a word of text into a 
floating point number (n) where, 1 ≥ n ≥ 0.  The resulting 
floating point number (n) is then encrypted into a binary 
number (b), and then (b) is encrypted using an encryption key. 

Kumar, Azam, and Rasool [20] proposed a new technique 
of data encryption. In this technique, three random numbers are 
generated, say (D1), (D2), and D3.  The random number D1 is 
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used for rows transformation in a matrix (V). D2 is used for 
columns transformation, and D3 is converted into a binary 
number. Rows and columns transformation is based on the 
value of the individual bits of that binary number. Three 
operations are defined in order to perform the matrix 
transformation namely, circular left shift, circular right shift, 
and reverse operation. 

Abusukhon and Talib [21], and Abusukhon, Talib, and Issa 
[22] proposed the Text-to-Image Encryption algorithm (TTIE). 
In their algorithm, a given text file is encrypted into an image. 
Each individual character in the text file is transformed into an 
individual pixel (a pixel with a specific color). Each pixel in 
the resulting image consists of three integers; namely, Red, 
Green, and Blue, and each integer represent a specific color 
density. Having a matrix of integers, they were able to perform 
columns and rows shuffling making it difficult for hackers to 
guess the plain text (i.e. the original text message). 

Abusukhon [23] investigated using block cipher encryption 
with TTIE encryption algorithm. In their work, the plain text is 
divided into number of blocks say {b1, b2…bn}, and then each 
block is encrypted into an image. All images from all blocks 
are combined into one image. This image represents the plain 
text. 

Abusukhon, Talib, and Nabulsi [24] analyzed the 
encryption time for the TTIE encryption algorithm. They 
divided the total time of their experiment into six parts. The 
results from their work showed that the most significant time is 
the time required to store the encrypted data into the hard disk. 

Abusukhon, Talib, and Almimi [25] proposed the 
Distributed Text-to-Image Encryption Algorithm (DTTIE) in 
order to improve the speed of the TTIE algorithm when a large 
scale data collection is used. They proposed to distribute the 
Text-to-Image Encryption Algorithm (TTIE) proposed in [21, 
22] among seven nodes, where each node encrypts a partition 
of the data collection.  They evaluated the speed up of their 
system when a large data collection (5.77 Giga Bytes) is used. 

Our work differs from the work presented in [21, 22, 23, 
24, 25]. In their work, each letter in the plain text is encrypted 
and mapped into one colored pixel ( for example, letter '"a" is 
represented as red pixel, letter "b" is represented as green pixel 
and so on). In this paper, each letter is encrypted into a black 
bar. Each black bar consists of a specific number of black 
pixels. In this paper we propose the Bar Code Encryption 
Algorithm (BCEA). 

III. OUR WORK 
In this paper, Java NetBeans is used as a vehicle to carry 

out our experiments. All algorithms are implemented in Java, 
and build from scratch including encryption and decryption 
algorithms, client code, and the server code. 

A. Machine Specifications 
Our experiments are carried out using a single machine 

with the following specifications; processor Intel (R) core 
(TM)2, Duo CPU T5870 @ 2.00GHz, installed memory 
(RAM) 2.00GB  operating system Windows 7 Ultimate  and 
hard disk 24.5  GB (free space). 

B. Data Sample 
The data sample is created and stored in a notepad file. The 

data sample is shown Fig. 2. 

 
Fig. 2. Tested data 

C. Research Methodology and Evaluation 
The plain text shown in Fig. 2 is allocated at the client 

node. The client node encrypts the plain text using the 
proposed algorithm (BCEA), produces a bar code image, and 
then the resulting image is sent to the server. The server 
decrypts the received image and then displays the plain text 
message. To evaluate our system; the plain text message is 
checked and compared with the original one (i.e. the message 
sent by the client). 

D. Our Experiment 
In this experiment, encryption and decryption algorithms, a 

client code, and a server code are built from scratch using java. 
The system architecture is shown in Fig. 3. 

 
Fig. 3. The system architecture 
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In this experiment, the plain text shown in Fig. 2 is placed 
on the client side. The client uses the proposed encryption 
algorithm (BCEA) for encrypting the plain text. The output of 
the BCEA algorithm is an image of type ".png" as shown in 
Fig.4. 

 

Fig. 4. The Barcode image results from running the BCEA algorithm 

Using the proposed algorithm (BCEA), each letter from the 
plain text is encrypted into one bar. Each bar consists of a 
number of black pixels and has a specific length (the bar's 
length is measured in pixels). For example, in our experiment 
the letter "a" is encrypted as one bar of length = 10 black 
pixels. Letter "b" is encrypted as another bar of length = 20 
pixels, and so on. We leave two white bars between each two 
black bars in order to clarify the bar code shape. 

To verify our algorithm, the client encrypts the sample 
shown in Fig. 2, and then the encrypted text (.png file) is sent 
to the server. The server decrypts the .png file, and gets the 
original message shown in Fig. 5. 

Encrypting the plain text into a bar code image makes it 
difficult for hackers to guess that each black bar in the image 
represents a specific letter from the plain text. 

The main steps of encryption and decryption for BCEA 
algorithms are described in Fig. 6 (a) and (b). 

In addition, we test the efficiency of our algorithm (BCEA) 
with respect to encryption time when different data collection 
sizes are used as shown in Fig. 7. 

Fig. 5. Encryption algorithm running in reverse 
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Fig. 6. The main steps of encryption and decryption for the BCEA algorithm 

 

 
 

(a) Encryption Algorithm 
 
 

       //      System set up 
 1. Determine the minimum size (X) and the maximum size (Y) of the bar.  
 2. Select an integer number between (X) and (Y) for each letter in the alphabet set [A to Z].  
     //This number represents the bar length corresponding to a specific letter. 
    // letter A 10 black Pixels, letter B  20 black pixels and so on. 
 
   // do the encryption 
        3. Read the plain text and store it in an array of characters (chr) 
        4. For (int i=1; i< = chr.length; i++) 
           {   
              Read chr [i]                   // read a letter (L) from chr                         
              Search for the bar length (L) correspond to the current letter 
              Create a black bar whose length is (L)    // (see step 2) 
 Draw the bar on the result image (. png)    
              Draw two white bars on the image   // in order to separate the black bars from each other  

      } 
 
 

_______________________________________________________________ 
 
 

(b) Decryption Algorithm 
 
1. Read the image (the cipher text)   
2. Let the String  "OriginalMessage" = null 
3. While not the end of image    // determined by the image size  
        {  
          Extract a bar from the image 
           
            If the extracted bar is a white bar then ignore   // discard white bars since they do not      
               //represent any letter from the plain text 
            
           Else  
            Calculate the bar length              // count the number of black pixels  
            Search for the bar length and retrieve the corresponding letter 
             OriginaMessage = OriginalMessage + the current letter      //    +  means concatenation   
          
          } 
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Fig. 7. Measuring the efficiency of (BCEA) encryption algorithm 

To achieve our goal, five data collection are generated 
randomly. The first data collection consists of 100 groups and 
each group contains 100 text files. Each text file consists of 10 
words and each word consists of seven characters generated 
randomly from the alphabet list. The second data collection 
consists of 200 groups, and the third data collection consists of 
300 groups and so on. As shown in Fig. 7, the encryption time 
is proportional to collection size. 

E. Analysis of the proposed algorithm (BCEA) 
In this section, the maximum number of permutations 

(How many times a hacker may try before guessing the 
encryption key and getting the original text) is calculated. 

The image resulting from the BCEA algorithm is a matrix 
of integers (M) having (R) rows and (C) columns. Suppose that 
the maximum row length (i.e. the number of columns in a row) 
is (mR), and the maximum number of rows is (nR); then the 
length of each bar in the image is limited by (mR). Each letter 
(L) from the plain text is encrypted as one bar and thus it 
allocates one row of the matrix (M) regardless the bar length. 

The maximum number of key permutations (the range or 
the domain from which a key is picked out) is limited to (mR). 

The number of letters (nL) in the plain text is limited to 
(nR). In other words, the number of letters in the plain text is 
limited by the maximum image size supported by Netbeans (in 
this paper). Thus, the maximum number of key permutations 
(P) provided by the BCEA is calculated as shown in (1). 

 

 
Thus, suppose that mR = 1000 pixels, then P is calculated 

as follows. 

P (1000, 26) = (1000×999×998…×974!) / 974! 

             = 7.2 e +77. 

In our experiment, we use the key permutation where the 
letter "a" is represented as a bar of length equals 10 black 
pixels, the letter "b" is represented as a bar of length equals 20 
black pixels and so on, Table 1 shows one of the key 
permutations. 

TABLE I.  POSSIBLE KEY PERMUTATION  
Letter a b c d … z 
Bar length (in 
pixels)  10 20 30 40 … 260 

IV. CONCLUSIONS AND FUTURE WORK 
In this paper, a novel encryption algorithm, the Bar Code 

Encryption Algorithm (BCEA), is proposed and tested. The 
BCEA is based on encrypting the plain text into a bar code 
image, where each letter in the plain text is encrypted into 
black bar consists of a specific number of black pixels.  

The decryption algorithm is also tested where the plain text 
(the original message) is produced from the bar code image. 
Also, in section III-D, we measured the efficiency of the 
(BCEA) on encryption time, where different sizes of data 
collections are used. 

Section III-E showed that the maximum number of key 
permutations is limited by the maximum row length (mR) of 
the resulting image. 

The (BCEA) algorithm could be used for e-mail 
encryption, off-line data encryption, as well as online data 
encryption. For example, it can be used as a logistics barcode 
system (in packaging system), or as online Quick Response 
(QR) barcode for E-commerce.  

In future, we propose to investigate the efficiency of the 
(BCEA) algorithm when a huge data size (multi Gigabytes) is 
used as well as to compare the efficiency of our proposed 
algorithm with the efficiency of other algorithms such as the 
TTIE algorithm with respect to the encryption time. 
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Abstract—In this paper, a new content-based image retrieval 
technique using shape feature is proposed. A shape features 
extracted by layered structure representation has been 
implemented. The approach is extract feature shape by 
measuring the distance between centroid (center) and boundaries 
of the object that can capture multiple boundaries in the same 
angle, an object shape that has some points with the same 
angle.Once an input taking into account, the method will search 
most related image to the input. The correlation between input 
and output has been defined by specific role. Firstly the input 
image has to be converted from RGB image to Grayscale image 
and then follow by edge detection process. After edge detection 
process the boundary object will be obtained  and then calculate 
the distance between the center of an object and the boundary of 
an object and put it in the feature vector and if there is another 
boundary on the same angle then put it in the different feature 
vector with a different layer. The experiment result on the 
plankton dataset shows that the proposed method better than 
other conventional Fourier descriptor method. 

Keywords—Cbir; Mlccd; extract features; rgb; Fourier 
descriptor; shape; retrieval 

I. INTRODUCTION 
The Content-Based Image Retrieval (CBIR) technique 

uses image content to search and retrieve digital images. 
Basically, CBIR systems try to retrieve images similar to a 
user-defined specification or pattern (e.g., shape sketch, image 
example). Their goal is to support image retrieval based on 
content properties (e.g., shape, color, texture) [1], CBIR is 
also based on the idea of extracting visual features from the 
image and using them to index images in a database. Content-
based image retrieval systems were introduced to address the 
problems associated with text-based image retrieval. CBIR is 
a set of techniques for retrieving semantically-relevant  images 
from an  image database based on automatically-derived 
image features[2]. Content-based image retrieval also known 
as query by image content is a technique which uses visual 
content that well known as  features for extracting similar 
images from an image in a database[3][4][5]. Image database 
every time become bigger and it makes a problem dealing 
with database organization so the necessity of efficient 
algorithm is obvious needed [6]. 

On The Content-based Image Retrieval local feature of an 
image is computed at some point of interest location. In order 
to recognize the object firstly the image has to be represented 
by a feature vector. These feature vectors are converted to a 
different domain to make simple and efficient image 

characteristic, classification and indexing. Many techniques to 
extract the image feature is proposed [7][8][9][10]. 

The shape is one of the primary features in Content-Based 
Image Retrieval (CBIR). The shape is also one of an important 
visual feature of an image and used to describe image content. 
Among them is methods based Fourier descriptors (FDs), 
Fourier descriptors are obtained by applying Fourier transform 
on shape boundary, The concept of Fourier descriptor (FD) 
has been widely used in the field of computational shape 
analysis Fourier descriptor [11] [12].  The idea of the FD 
(Fourier Descriptor) is to use the Fourier transformed 
boundary as a shape Feature. Suppose a shape signature Z(u) 
is a 1-D function that represents 2-D areas or boundaries. The 
discrete Fourier transform of a signature z(u) is defined as 
follows: 

𝑎𝑛 =  
1
𝑁

 �𝑍(𝑢)
𝑁−1

𝑢=0

 𝑒−𝑗2𝜋𝑛𝑢/𝑁 
 

                           (1) 

where n =  0,1,2, … n-1. The coefficients an (n=0,1,..N-1) 
are called the Fourier descriptors (FDs) of the shape. 

II. PROPOSED METHOD 
The algorithm of proposed method is described as follow: 

1) Input image from database image / Query Image 
2) Convert RGB image To Gray Image 
3) Edge detection 
4) Morphology Filter 
5) Construct feature vector using multi-layer centroid 

contour distance (MLCCD) 
6) Comparison for similarity retrieval 
7) Display Result based on distance measure 
Image from database image or from query image convert 

from RGB image into Grayscale image then implement the 
canny filter to detect edge position then use morphology filter 
to ensure the shape of object clear. Then local feature of an 
image at some point at interest location is computed. The 
feature vector is computed by measuring a distance between a 
center of object and point in the boundary object Then the 
result is placed to the feature vector layer by layer (see fig.1). 
and then the feature vector that obtained from database image 
and Query Image be compared each other (similarity process) 
then display the result. The retrieval result is not a single 
image but a list of image ranked by their similarity. in these 
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case if the distance between feature representation of an image 
in database image and feature representation of image query 
small enough then it to be considered as similar. 

 
A 

 
B  

C 

 
D 

 
E 

Fig. 1. An object and its feature vector layer by layer 

Figure 1A is example object before edge detection process. 
Figure 1B is a boundary of an object after edge detection 
process, when the angle 0 there is one point have to be 
captured, the distance between centroid and boundary object is 
placed in the layer one. However, when the angle is 270 
degree there are three points have to be captured (clockwise 
direction), the distance between centroid and boundary object 
is placed in the layer one, layer two and layer three (see figure 
1C). Figure 1D is example shape of an object with tree point 
for every angle. Similarly, the distance between centroid and 
boundary object in the Figure 1D is placed in the layer one, 
layer two and layer three (see Figure 1E). 

In order to obtain the MLCCD firstly position of the 
centroid have to be computed (see equation 1) then calculate 
the distance between the centroid and the boundary of an 
object by using Euclidean distance, see equation 2) repeat this 
method for another boundary in the same angle and different 
angle. 

The position of the centroid is: 

Xc = X1+X2+X3+.… + Xn
n

   ,    Yc = Y1+Y2+Y3+.…+ Yn
n

              (2) 
where: 

Xc  =  position of the centroid in the x axis 
Yc  =  position of the centroid in the y axis 
n    = Total point in the object  
         (every point have x position and y position) 

After the centroid was obtained then calculate a distance 
between centroid to every point in the boundary, Suppose 
there is t point in the boundary of an object the distance every 
point in the boundary with centroid is: 

𝐷𝑖𝑠(𝑛) =  �(𝑥(𝑛) − 𝑥𝑐)2 + (𝑦(𝑛) − 𝑦𝑐)2           (3) 
where: 

n      = number point in the boundary of object (1,2,..t) 

t       = total point in the boundary 
𝑥𝑐    = position center in the x axis 
𝑦𝑐    = position center in the y axis 
x(n) = position point number n in the x axis 
y(n) = position point number n in the y axis 

The computed distances are saved in a vector layer by 
layer. In order to achieve rotation invariance, scale invariance 
and translation invariance implementation shifting and 
normalization to this vector is needed. 

III. SIMILARITY AND PERFORMANCE 
To test the effectiveness of the approach, the similarity and 

performance measure is conducted. The comparisons that 
determine a similarity between images depend on the 
representations of the features and the definition of an 
appropriate distance function. The similarity metric is very 
important on the retrieval result. 

The similarity measure is computed by using Euclidean 
distance (See Equation 3) between feature representation of an 
image in database image and feature representation of image 
query.  This feature representation is image feature that refer 
to the characteristics which describe the contents of an image. 

The retrieval result is a list of image ranked by their 
similarity. Suppose S1 and S2 are shape of object represented 
layer by layer of feature vectors each (Q1, Q2,…,Qn) and (D1, 
D2,…,Dn) then the  Distance between S1 and S2 is: 

dis(FQ, FD) =  ��(Qj − Dj)2
n

j=1

   

       
(4) 

where: 

FQ = Feature vector of a query image. 
FD = Feature vector of image in dataset 
n    = Number element of the feature vector 

If the distance between feature representation of image 
query and feature representation of an image in dataset small 
enough then it to be considered as similar, For example, a 
distance of 0 have meant an exact match with the query and 1 
mean totally different. Base the ranked of that similarity then 
the retrieval results be displayed. 

The performance of Content-Based Image Retrieval: CBIR 
system is calculated by showing an image with X top ranking 
from the dataset. Precision is The common way method to 
evaluate the performance of the CBIR system, Formula 
Precision is: 

    𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 = Number of relevant images retrieved
Total number of images retrieved

        (5) 
The precision measures the retrieval accuracy, it is the 

ratio between the number of relevant images retrieved and the 
total number of images retrieved (See Equation 4). 

IV. EXPERIMENT AND ANALYSIS 
Image database of phytoplankton [13] for experiment to 

real data In order to show the feasibility of the shape 
recognition scheme is used. Red tide occurs in a nutrition rich 
ocean.  Nutrition rich water makes chlorophyll-a then 
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phytoplankton is increase thus red tide occurs. Algal blooms 
(red tides) are a phenomenon of clear ecological importance in 
many regions of the world. 

Caused by a nutrient influx (e.g. agricultural pollution) 
into the ocean, by either natural or anthropogenic causes, Red 
tide can be toxic to marine life and humans under certain 
conditions. They are a significant problem not only for 
fisherman but also ocean biologist. Red tide is one of measure 
for representation of ocean healthy[14] [15]. 

Figure 2 shows Example of phytoplankton image. In order 
to detect red tide, many researchers check phytoplankton in 
water sampled from the ocean with a microscope. 
Immediately after they check phytoplankton, they have to 
identify the species of phytoplankton. Image retrieval is 
needed for identification. The proposed method is to be used 
for image retrieval and identification. 

 
chattonella antiqua 

 
chattonella marina 

  
chattonella glabosa  
 
 

 
heterosigma akashiwo  

noctiluca scintillans 

 
alexandrium catenella  

Alexandrium 
tamarense 

 
Akashiwo sanguinea 

 
Ceratorium furca 

Fig. 2. Example of phytoplankton image 

TABLE I.  AVERAGE PRECISION ON PHYTOPLANKTON DATASET 

Number 
Group 

Total 
Image 

Phytoplankton 
name 

Fourier 
descriptor 

Proposed 
Method 

1 18 chattonella 
antiqua 85 91 

2 17 chattonella 
marina 86 90 

3 17 chattonella 
glabosa 83 87 

4 17 heterosigma 
akashiwo 84 88 

5 17 noctiluca 
scintillans 84 87 

6 20 alexandrium 
catenella 85 93 

7 22 Alexandrium 
tamarense 84 94 

8 23 Akashiwo 
sanguinea 85 93 

9 24 Ceratorium 
furca 83 94 

  Average 84.333 90.777 

The experiment on phytoplankton image dataset in Table 1 
is precision measure base on equation 5, Average precision 
result by using the proposed method is higher 3 percent (see in 
group 5) up to 11 percent (see in group 9) rather than another 
method. From this table and figure, it may say that the 
proposed method is superior to the conventional method for 
all cases by approximately 6.444 %. 

V. CONCLUSION 
In The comparison between the proposed contour 

extraction based on layered structure representation and the 
Fourier descriptor based on image retrieval have propose a 
new approach to extract features of an object shape that have 
some points with the same angle. 

a novel approach feature shape by measuring a distance 
between centroid (center) and a boundary of an object that can 
capture multiple boundaries in the same angle is developed. 
The experiment results on phytoplankton dataset demonstrate 
a new approach better than another method. the proposed 
method is superior to the conventional method for all cases by 
approximately 6.444 %. 
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Abstract—Most social media commentary in the Arabic 
language space is made using unstructured non-grammatical 
slang Arabic language, presenting complex challenges for 
sentiment analysis and opinion extraction of online commentary 
and micro blogging data in this important domain. This paper 
provides a comprehensive analysis of the important research 
works in the field of Arabic sentiment analysis. An in-depth 
qualitative analysis of the various features of the research works 
is carried out and a summary of objective findings is presented. 
We used smoothness analysis to evaluate the percentage error in 
the performance scores reported in the studies from their 
linearly-projected values (smoothness) which is an estimate of the 
influence of the different approaches used by the authors on the 
performance scores obtained. To solve a bounding issue with the 
data as it was reported, we modified existing logarithmic 
smoothing technique and applied it to pre-process the 
performance scores before the analysis. Our results from the 
analysis have been reported and interpreted for the various 
performance parameters: accuracy, precision, recall and F-score. 

Keywords—Arabic Sentiment Analysis; Qualitative Analysis; 
Quantitative Analysis; Smoothness Analysis 

I. INTRODUCTION 
Sentiment analysis is a type of natural language processing 

(NLP), where NLP or computational linguistics, is the 
scientific study of human languages from a computational 
perspective [1]. Natural language processing is an extensive 
field covering such applications and investigations as human 
language translation/generation/comprehension, speech & 
named entity recognition, question answering and information 
retrieval, word/topic segmentation, and relationship extraction. 
Sentiment Analysis (SA) is using natural language processing, 
statistics, or machine learning methods to extract, identify, or 
otherwise characterize the sentiment content of a text unit [2]. 
Sentiment analysis has also been referred to as opinion mining 
(OM) and is concerned with the analysis of human opinion, 
sentiment, and emotion about specific entities (such as food, 
products, organizations, etc.) and issues (politics, news, etc.) 
[3][4][5].  

Sentiment analysis, involves in building a system to collect 
and examine opinions about the product made in blog posts, 
comments, reviews or tweets. Sentiment analysis can be useful 
in several ways. For example, in marketing it helps in judging 
the success of an ad campaign or new product launch, 
determine which versions of a product or service are popular 
and even identify which demographics like or dislike 
particular features [38][4][5]. This paper reviews efforts to 
build SA systems for Arabic. The rest of this paper has 
arranged as following: After a brief discussion of the 

properties of Arabic language in Section 2, we review 
sentiment analysis process in Section 3. Related work and 
qualitative analysis for Arabic presented in Section 4, we 
presented quantitative analysis in Section 5, conclusion and 
future work in Section 6. 

II. ARABIC LANGUAGE CHALLANGES 
As an important player in international politics and the 

global economy, the Arab world is the focus of many multi-
national interest groups and analysts who endeavour daily to 
decipher sentiments on issues like oil and gas prices, stock 
market movements, politics and foreign policy, emanating 
from this part of the world. The resulting chatter being in the 
Arabic language, there is a great need for natural language 
analysis of large amounts of Arabic language text and 
documents to support the required sentiment extraction. As 
described in the foregoing, the relative importance of the 
Arabic language in global communications demands a 
proportional amount of interest and research for natural-
language processing of large amounts of Arabic language text 
and documents to facilitate sentiment extraction for industrial 
use [6][7][8].  

The reality, however, is that there is relatively little 
available support for Arabic-language sentiment analysis, 
majorly for the following reasons: (1) relatively limited 
scholarly work and research funding in this area, when 
compared to other-language studies, especially English. (2) 
Morphological complexities and dialectal varieties of the 
Arabic language which require advanced pre-processing and 
lexicon-building steps beyond what is applicable for the 
English language domain [7][8]. This limits the potential 
applications of current tools and custom tools for Arabic SA 
may not be easy to come by, may be limited in current 
functionality, or may not be freely available. Farra et al [9] 
illustrated the challenges of Arabic-language sentiment 
analysis: the existence of many inflectional and derivation 
forms - where words have transitional meanings depending on 
position within a sentence, and the type of sentence (verbal or 
nominal). Multiple word prefixing, suffixing, affixing, and 
diacritical forms add high-order dimensionality for words, 
where the same three-letter root can generate different words 
in each case [9]. The nature of the Arabic language identifies 
the need for custom tools for Arabic SA that will be capable of 
identifying these diacritics and performing efficient automated 
POS tagging for Arabic text. As explained, morphological 
analyzers should be used in tandem with POS taggers to carry 
out root extraction as well as prefix, suffix and affix 
extraction. Currently, tools like MADA (Morphological 
Analysis and Disambiguation for Arabic) and BAMA 
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(Buckwalter Arabic Morphological Analyzer) are being used 
by Arabic language sentiment analysis researchers but these 
tools are far from being advanced, and there is still a need for 
complex and more capable POS taggers to be developed for 
this domain, among other issues. 

III. SENTIMENT ANALYSIS PROCESS 
Sentiment Analysis generally consists of three main steps: 

pre-processing, feature selection and sentiment classification. 

A. Preprocessing 
The text documents contain rich textual information such 

as words and phrases, punctuation, abbreviation, emoticons 
etc. They also tend to have misspelling, duplicate-characters 
(such as “cooool”), especially for social media text. Direct 
application of SA methods on such text usually leads to poor 
performance. Therefore, pre-processing is typically conducted 
to convert the text into textual features that could be fit into 
the SA methods. Once the pre-processed text features are 
extracted, they are ready to be fit in the next phase of SA – 
Feature Selection [10][11]. Pre-processing is usually based on 
NLP techniques such as tokenization (splitting the sentences 
into words), de-noising (remove special characters, capture 
symbols for emotions), normalization (remove duplicate 
characters, identify root words etc.), stop-words removal 
(remove the stop words and the words which are of no use to 
sentiment analysis), stemming (return the word to its stem or 
root), lemmatization (convert inflected words to their root 
form) etc.   

Haddi et al. [10] studied the role of text pre-processing in 
sentiment analysis, including online text cleaning, white space 
removal, expanding abbreviation, stemming, negation and 
stop words removal. For stop words, they constructed list of 
domain specific stop words which are not standard stop words 
but carry no information for the specific domain. Bao et al. 
[11] evaluated the effects of text pre-processing in twitter 
sentiment analysis. They first considered username, hashtags, 
emotions, digital symbols, single letters, punctuations and 
other non-alphabetic symbols for de-noising. Then they 
conducted five steps for pre-processing: URLs features 
reservation, negation transformation, repeated letters 
normalization, stemming and lemmatization. They showed 
that sentiment classification accuracy rises when URLs 
features reservation, negation transformation and repeated 
letters normalization are employed while descends when 
stemming and lemmatization are applied. 

B. Feature Selection 
The outputs of pre-processing are the extracted text 

features. Many text features are considered for SA: unigram 
(individual words), bigram (two consecutive words), or n-
grams (n consecutive words) and either their presence for 
binary weighting or their frequency to indicate their relative 
importance; words and phrases commonly used to express 
opinions words and phrases commonly used to express 
intensification of opinions negative words that change the 
opinion orientation; part-of-speech (POS) to find adjectives 
that contains opinion information, emoticon (special 
characters to represent emotions). Many words in the text do 
not have an impact on the general orientation of it. Therefore, 

keeping those words makes the dimensionality of the 
classification problem high and hence the classification more 
difficult. These words may also contain noise for the 
classification problem [12][13][14]. The goal of feature 
selection is to select important text features out of the pool of 
all extracted ones. Generally speaking, feature selection 
methods can be categorized into filter methods and wrapper 
methods. Filter methods rank the features according to certain 
metric and select the top-ranked features. Wrapper methods, 
on the contrary, select the best subset of features by generation 
and evaluation of different subsets with a classifier. Therefore, 
the selected features tend to be classifier specific, namely they 
might perform well using the specific classifier that is used for 
the selection, but not necessarily well with other classifiers.  

The work by Yu and Wu [12] presented a 'contextual 
entropy model' based on basic point-wise mutual information 
(PMI) to perform seed word expansion originating from a 
small corpus of stock market news articles. The model 
estimates the similarity between words and seed words by 
comparing their relative contextual distributions using an 
entropy system and selecting high-match entries. Elawady et 
al. [13] evaluated the performance of mRMR (minimum 
redundancy maximum relevance), IG (information gain) and 
hybrid method based on Rough set theory and IG. They 
showed that mRMR has better performance compared with IG 
and the hybrid method has the best performance for sentiment 
analysis tasks. Agarwal and Mittal [14] considered using text 
features such as unigram, bigrams, the concatenation of them 
and POS (parts of speech). They also compared the 
performance of mRMR and IG and showed that mRMR is 
superior to IG for sentiment analysis tasks. 

C. Sentiment Classification 
Sentiment classification techniques are usually divided 

into supervised, unsupervised and semi-supervised 
approaches. Supervised learning uses training data to process 
extracted text features by adopting machine learning 
techniques. Unsupervised learning in the sentiment analysis 
context relies on robust sentiment lexicons with a sizeable 
number of terms with known polarity and the application of 
statistical-semantical weighing and distribution schemes to 
apply polarities to unknown words and determine the polarity 
of blocks of text. We can further divide unsupervised methods 
into dictionary-based and corpus-based relative to how the 
lexicon is built. [15][16][17]. Dictionary-based approach 
carries out a forked distributed search (two forks: antonym 
and synonym) for each opinion word in the dictionary. The 
corpus-based approach guarantees context specificity of word 
orientations by searching a large corpus. Lexicon-based 
approaches require manual collection of the opinion words 
and has been criticized for requiring too much human effort 
[15][16][17]. As a solution, the semi-supervised approach uses 
an initial list of seed words with annotated polarities and uses 
synonym-based label propagation to map polarities to 
unknown words [15][16][18][9]. 

IV. RELATED WORK 
Many studies have presented several different approaches 

for sentiment analysis. In general, many of these studies focus 
on sentiment analysis for the English language and other 
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languages (Chinese, Italy, Ordo). There are comparatively few 
studies for sentiment analysis for the Arabic language. In this 
section we first present some important sentiment analysis 
studies in different languages before going on to survey the 
Arabic sentiment analysis studies. 

A. Sentiment analysis In Genaral 
Moraes et al. [19] compared the performance of SVM 

(support vector machines) and NN (neural networks) for a 
document-level SA analysis. They showed that NN achieves 
better performance than SVM on balanced datasets. Rui and 
Liu [20] investigated pre-consumer (prior to purchase) and 
post-consumer (after purchase) opinion differences using NB 
and SVM classifiers on twitter data from both classes of users. 
Li and Li [21] addressed subjectivity and expresser credibility 
in opinion studies using SVM as the classifier. Wang et al [22] 
studied the performance of three popular ensemble methods 
(bagging, boosting, random subspace) based on five basic 
learners (Naive Bayes, Maximum Entropy, Decision Tree, K-
Nearest Neighbour, and Support Vector Machines) on 
sentiment classification tasks. They showed that random 
subspace achieves the best results. 

New developments in supervised learning show a heavy 
dependence on conceptual analysis. Formal Concept Analysis 
and Fuzzy Formal Concept Analysis (FCA/FFCA) specifically 
were employed in works by Li and Tsai [23] showing an 
abstract conceptual classification system of documents and 
use of training (FFCA-based conceptual classifier training as 
opposed to document-based training) examples to boost 
accuracy. Kontopoulos et al. [24] have used FCA also to build 
an ontology domain model. In their work, they proposed the 
use of ontology-based techniques toward a more efficient 
sentiment analysis of twitter posts by breaking down each 
tweet into a set of aspects relevant to the subject. Poria et al. 
[25] proposed a novel paradigm to concept-level sentiment 
analysis that merges linguistics, common-sense computing, 
and machine learning for improving the accuracy of tasks such 
as polarity detection. Yang and Cardie [26] proposed an 
approach that allows structured modelling of sentiment by 
considering both local and global contextual information. 
They encode intuitive lexical and discourse knowledge as 
expressive constraints and integrate them into the learning of 
conditional random field models via posterior regularization. 
The paper by Tang et al. [27] shows a joint sentence-level 
segmentation and classification system. Latent Dirichlet 
Allocation (LDA) was used by Xiang and Zhou [28] in the 
creation of topic-specific information, before going on to 
divide the data into several subsets based on topic distribution. 
In the last wave, they presented a semi-supervised training 
system to further increase classification accuracy. They 
showed that the framework can better handle the inconsistent 
sentiment polarity between a phrase and the words it contains. 
Tang et al. [29] applied neural network to learn sentiment-
specific word embedding (SSWE), which encodes sentiment 
information in the continuous representation of words. 
Unsupervised approaches also have a long history for SA. 
Xianghua and Guo [30] presented work in the Chinese-
language domain. Their work used an unsupervised approach 
to automatically segment Chinese social reviews into aspects - 
and compute the sentiment expressed in each aspect. They 

used Latent Dirichlet Allocation (LDA) for aspect discovery 
and employed a sliding-window context over the review text 
to generate local topics and the linked sentiment. In [31] by 
Cruz and Troyano presented a taxonomy-based approach 
where knowledge about how people express opinions in a 
given domain is catalogued. They showed that this domain-
specific knowledge improves opinion mining accuracy. Huang 
et al. [32] considered words, symbols or phrases with 
emotional tendencies as input features. They studied the 
phenomenon of polysemy in single-character emotional word 
in Chinese and discussed single-character and multi-character 
emotional word separately. Kiritchenko et al. [33] conducted 
SA for short informal texts on both message-level and term-
level. They generated novel high-coverage tweet-specific 
sentiment lexicons from tweets with sentiment word hashtags 
and from tweets with emoticons. Pablos et al. [34] used a set 
of raw texts from a specific domain (the corpus) to build a list 
of opinion terms for that domain using seed-list propagation 
based on rules that featured dependency relations and POS 
restrictions. In unsupervised approach a significant methods 
are introduced in [35][36].  

Semi-supervised approaches for SA have recently attracted 
lots of attention. A semi-supervised approach was proposed by 
Tang et al [37] to evaluate different types of emotional signals 
in Twitter data using a correlated model. The model presents 
dual learning based on controlled alternating propagating and 
fitting processes operating on labelled and unlabeled data. 
Zhou et al. [38] applied a semi-supervised approach Fuzzy 
Deep Belief Network (FDBN) on SA. The deep architecture of 
FDBN consists of a set of unsupervised hidden layers and a 
final layer of supervised training. They did a comprehensive 
evaluation on the state-of-the-art semi-supervised methods for 
SA, including semi-supervised spectral learning(Spectral), 
transductive SVM(TSVM), deep belief networks(DBN), 
personal/impersonal views(PIV), active learning(Active), 
mine the easy classify the hard(MECH), active deep 
networks(ADN), fuzzy deep belief networks(FDBN), active 
FDBN(AFD). A hybrid study was performed by Ortigosa et 
al. [39] that combined machine learning and lexicon-based 
approaches with a selective logic that uses machine learning 
when a sufficient level of labelled data is available, and a 
lexicon-based system when not available. They believed their 
approach will not only extract sentiment but also identify 
significant changes in emotional signatures. As we have seen 
in the foregoing section, there has been a lot of advancement 
in sentiment analysis for the English-language domain. Many 
highly conceptual and experimental methods have been 
developed to improve the performance of basic classifiers, 
also more work has been done to advance the scope and 
applicability of supervised, unsupervised, semi-supervised, 
and hybrid techniques. This could be the result of an abundant 
level of research focus in this area, as well as favorable 
linkages between the research and profitable industrial 
applications. 

B. Arabic Sentiment Analysis 
There are many studies have been done in opinion mining 

field. Most of these studies have been done in English 
language context, and a little in Arabic language context. In 
this paper we will present some studies of Arabic language 
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context. We present a comprehensive review of recent Arabic 
sentiment analysis research using a component-by-component 
approach. 

We study the following components: approach used, 
methods (classifiers) used, data sources used, Arabic dialects 
processed, and sentiment analysis level. We also provide a 
merit-based assessment of the advantages and disadvantages 
of the sentiment analysis systems used in each research work 
surveyed. As we have seen in the introduction and related 
work, the approaches in sentiment analysis are usually divided 
into four classes: supervised, unsupervised, semi-supervised, 
and hybrid. Table 1 below categorizes the surveyed Arabic SA 
studies into these classes, and fig.1 shows the result. 

TABLE I.  ARABIC SA STUDIES BY APPROACH 

S/N Approach Studies 

1 Supervised 
[1], [7], [9], [10], [11], [13], [19], [20], [27], 
[28], [29], [33], [41], [42], [48], [49], [52], [65], 
[69], [70] 

2 Semi-
supervised [23], [39], [46] 

3 Unsupervised [4], [6], [21] 
4 Hybrid [5], [22], [24], [32], [51] 

 
Fig. 1. Arabic SA studies by approach 

From table 1, it is clear that there is a dominance of 
supervised learning over other techniques (semi-supervised, 
unsupervised, and hybrid techniques). 

Arabic sentiment analysis studies used different method 
based on the used approach, some of these methods 
considered as a dominance. We have collected the various 
methods used in the different Arabic SA studies for 
supervised, semi-supervised, unsupervised and hybrid 
experiments and presented the result in Table 2. 

From the above table, the most widely used methods (by 
far) appear to be based on Support Vector Machines (SVM), 
Naive Bayes (NB), and K-Nearest Neighbors (KNN). 
Lexicon-based approaches are generally prevalent across the 
majority of works sampled. Ensemble methods (comprising a 
variety of techniques) are also gaining significance. 

In Arabic sentiment analysis studies several different text 
sources have been used, based on the objective of study, as 
outlined in Table 3 where the researchers in this domain 
appear to use Tweets, reviews/opinions & comments almost 
exclusively as datasets for their work on sentiment analysis. 
This may indicate a focus on social media. 

We also investigated the size and diversity of the datasets 
used for the various Arabic sentiment analysis studies. We 
found that, there is significant variety in the quantity (size) of 
the datasets used in the various studies. It is more common to 
find studies where a single type of data was used, but there are 
a number of cases where multiple data types were combined. 

TABLE II.  ARABIC SA STUDIES BY METHOD 

TABLE III.  ARABIC SA STUDIES BY DATA 

S/N Source Studies 

1 Tweets/Twitter [1], [5], [6], [9], [20], [21], [46], [51], 
[52], [65], [69], [70] 

2 Wiki Pages [1], [3] 
3 Web Forums [1], [3] 

4 Reviews/Opinions [7], [11], [19], [23], [24], [33], [39], 
[42], [48], [49] 

5 Social Comments/Social 
News [2], [4], [6], [10], [27], [65], [69], [70] 

6 Lemmas [13] 
7 Website Comments [28],[33],[41] 
8 Biographic Information [29] 
9 Posts [22], [32] 
10 Documents [24] 

The Arabic language has many dialects, and no study of 
Arabic sentiment analysis is complete without a review of the 
different dialects covered in the studies. Table 4 below 
presents an overview of the Arabic dialect distribution in the 
studies surveyed. As we can see from the above table, modern 
Standard Arabic (MSA) sources are widely used throughout 
the studies sampled in this survey. Where dialects are used, 
Egyptian (MSA/Egyptian) was more favorable. There are also 
works with Levantine, Khaliji, Arabizi, Mesopotamian, Syro-
Palestinian, Middle East Region, and Informal (Lebanese, 
Syrian, Iraqi, Libyan, Algerian, Tunisian, and Sudanese) 
dialects. 

55% 
19% 

10% 

16% supervised

semi-supervised

unsupervised

hybrid

S/N Method  Studies 

1 SVM [13], [24], [29], [70] 

2 SVM + NB [7], [9], [10], [11], [27], [39], [41], 
[42], [48], [49], [52]        

3 SVM + NB + KNN [5], [11], [19], [20], [28], [33], [69] 

4 Binary Classifier  [1] 

5 Maximum Entropy [9], [22] 

6 Decision Tree [5], [9], [11], [27], [33]  

7 Ensemble [9], [11],[42] 

8 Bayes Net [9] 

9 Bayes Point Machine [29] 

10 Lexicon-based [4], [5], [6], [21], [22], [23], [24], 
[32], [46], [51] 

11 Corpus-based [5] 

12 Grammar-based [24] 

13 Rocchio Classifiers [42] 

14 KNN (without SVM, 
NB) 

[22] 

15 NB (without SVM, 
KNN, D-tree) 

[32], [65] 
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Also we can see that the Saudi dialect was not given 
attention by the researchers. 

TABLE IV.  ARABIC SA STUDIES BY LANGUAGE 

S/N Language Studies 
1 MSA [1], [2], [3], [4], [5], [6], [9], [13], [19], 

[20], [22], [23], [24], [33], [39], [41], 
[42], [46], [48], [49], [65], [70] 

2 MSA (Egyptian) [7], [10], [11], [21], [27], [28], [51], 
[70] 

3 MSA (Levantine) [7] 

4 MSA (Khaliji) [7], [11], [65] 

5 MSA (Arabizi) [7] 

6 MSA 
(Mesopotamian) 

[11] 

7 MSA (Syro-
Palestinian) 

[11] 

8 MSA (Islamic) [29] 

9 MSA (Middle East 
Region) 

[52] 

10 MSA (Informal) [32] 

We were also interested in investigating the scope of the 
sentiment analysis carried out in the various Arabic language 
studies, so as to classify them as sentence-level, document-
level, or sentence-level & document-level. Our findings are 
presented in Table 5 below. 

TABLE V.  ARABIC SA STUDIES BY PROCESSING LEVEL 

From the previous table, it is rare to find projects in this 
domain that feature a combination of document-level and 
sentence-level sentiment analysis. On the contrary, nearly all 
the works sampled are focused on document-level sentiment 
analysis. There are also a few cases of sentence-level 
sentiment analysis. 

One of the most crucial aspects of this work is the critical 
review of the various Arabic language sentiment analysis 

studies surveyed, with the goal of identifying positive 
highlights, shortcomings, and areas of improvement, after a 
comprehensive review of each of the studies. Our comments 
are provided in Tables 6 and 7. As summarized from the 
above table, we have made some conclusive observations 
about studies in the field of Arabic Sentiment Analysis 
through our review of current Arabic SA research works. We 
found that most Arabic sentiment analysis works focus on the 
use of supervised methods as opposed to other classes of 
sentiment analysis including unsupervised, semi-supervised 
and hybrid or experimental systems. This method requires a 
huge amount of corpus and manually labeling for training and 
testing purpose this can be expensive, time-consuming, and 
difficult due to sarcasm especially in Arabic text [40][41]. The 
main disadvantage of this approach, it is a domain-biased 
which mean it give low accuracy when it is applied in 
different domain that was trained. This approach usually use 
machine learning methods such as Support Vector Machines, 
Naïve Bayes Classifiers and Maximum Entropy approaches 
[40][41]. In the other hand some studies employed the 
lexicon-based approach using different techniques to generate 
sentiment lexicons that would contribute to the task of 
sentiment analysis. This approach is based on a list of 
sentiment words with their polarities to determine the 
sentiment of review. This approach is considered practical 
since it is not domain- biased, recently some researchers 
intended to use the ontology in this approach, and such 
ontology may be used for different tasks: Arabic NLP tools, 
information retrieval [42]. Dialects are not supported in many 
of the Arabic SA studies surveyed in this paper. This presents 
a major disadvantage because the Arab language is 
dialectically rich and its diverse structural properties in the 
various dialects need to be fully captured in order to derive 
maximum benefit from Arabic SA, especially for less-formal 
channels like Social Media, whose corpora are principally not 
in Modern Standard Arabic (MSA). 

It was also noticed that a limited set of classifiers 
(techniques) were repeatedly used for sentiment analysis in 
many of the papers surveyed. While researchers probably 
choose these same set of classifiers because they are proven to 
be effective, value is not being added to the field of Arabic SA 
if more experimental or conceptually novel techniques are not 
implemented or investigated. There is very little focus on 
sentence-level sentiment analysis for many of the studies. 
Most of the observations recorded during this survey generally 
lead to the conclusion that Arabic sentiment analysis is in its 
growing phases. 

  

S/N Processing Level Studies 
1 Sentence-level [2], [3], [23], [52], [69], [70] 

2 Document-level 

[1], [4], [5], [6], [7], [9], [10], [11], [13], 
[19], [20], [21], [22], [27], [28], [29], [32], 
[33], [39], [41], [42], [46], [48], [49], [51], 
[65], 

3 Document-level 
+ Sentence-level [24] 
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TABLE VI.  ADVANTAGES ANA DISADVANTAGES SUMMARY 

Paper ID Advantages Disadvantages 

[1] showed extensive list of features, studied the importance 
of different features disregarded neutral and mixed classes 

[2] The annotations are extensive No Sentiment Analysis evaluations on the corpus 

[3] Multi-genre corpus No Sentiment Analysis evaluations on the corpus 

[4] Multiple lexicons constructed, integrated lexicon achieves  
best performance Dialects are not considered 

[5] Negation and Intensification are considered Neutral class is not included. Sarcasm is not considered 

[6] Advanced lexicon construction Using individual words polarities technique 

[7] showed extensive list of features, studied the importance 
of different features 

could try more classification methods, no details given on how sampling is 
conducted to obtain a balanced subset of data 

[9] Pre-processing leads to improvement Tags need to be added manually 

[10] Introduced Social Network specific features Dialects are not considered 

[11] Besides classification on subjectivity and polarity, also 
considered intensity classification Does not deal with Emoticons, chat language and Arabizi 

[13] Large-scale lexicon Could try more classifiers, dialects not considered 

[19] Studied the effects of pre-processing  and the 
characteristics of the dataset Could try more classifiers, dialects not considered 

[20] Developed three lexicons as well as a negation library, the 
dataset was large Intensifications were not considered 

[21] Evaluated methods to learn the weights of the words and 
combine such weights Dialects are not considered 

[22] Combination of multiple methods improves the 
performance Considered posts from only three domains 

[23] label propagation is effective for lexicon construction Only considered sentence level 

[24] Considered both grammar and lexicon Dialects, suffix and prefix extraction not extracted, small dataset 

[27] Developed three lexicons as well as a negation library, the 
dataset was large Only sentence level 

[28] Particularly addressed slang language No benefits for non-slang cases 

[29] NLP is used, word presence feature leads to better 
performance Could use more classifiers 

TABLE VII.  ADVANTAGES AND DISADVANTAGES SUMMARY 

Paper ID Advantages Disadvantages 
[32] Considered both supervised and unsupervised approaches Evaluated limited supervised methods 
[33] SentiStrength has better performance than SocialMention Dialects are not considered 

[39] Semi-supervised lexicon construction Dialects, Franco Arabic and compound phrases are not considered (single word 
match only) 

[41] Addressed unbalanced classification Proposed methods didn't show advantage 
[42] Ensemble classifier achieves better classification More classifiers can be added to the ensemble 

[46] Extensive feature categories, addressed topic shift semi-supervised approach improves subjectivity analysis but not sentiment 
analysis 

[48] The Corpus has good quality Could include more features 

[49] Determines the polarity of an Arabic corpus using English 
translation SA depends on the quality of the translation 

[51] Very detailed investigation on the processing techniques pre-processing techniques could be improved by cross-validation, lexicon might 
not be extensive 

[52] n-gram features are used The corpus is small and low frequency terms are ignored 
[65] Sizeable dataset used Could have used more classifiers 

[69] Used an ensemble of classifiers with a relatively 
comprehensive dataset The size of the dataset is small 

[70] Supported dialectal Arabic in addition to MSA Could have used more classifiers, relatively limited dataset 

V. QUANTITATIVE ANALYSIS OF RECENT ARABIC SA 
RESEARCH 

Our primary concern for performing a quantitative analysis 
on the performance data provided by the different Arabic 
sentiment analysis studies is to determine if, and the degree to 

which, there is any significant difference in the performance 
outputs (evaluated across accuracy, precision, recall and F-
score) for each of the methods used in the research works 
being surveyed, as this knowledge will put us in a position to 
potentially identify areas for improvement in current 
approaches. Table 8, catalogues reported statistics collated 
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from the various research publications being surveyed. Note: 
where multiple results were provided in these works, we 
selected only the best results. Every attempt was made to state 
the results as they were originally published by their various 
authors. 

TABLE VIII.  REPORTED STATISTICS FROM SURVEYED STUDIES 

Paper ID Accuracy Precision Recall F-score 

[1] 95.83%    
[4] 74.60%    

[6] 61.20% 60.60% 63.90%  

[9] 87.43%    

[10] 61.40%    

[11] 96.90% 95.00% 97.00%  

[13]    71.10% 

[19] 97.20% 99.60% 94.80%  

[20] 76.78%    

[21] 83.80% 44.40% 57.10% 49.00% 

[22] 84.34% 87.20% 89.62% 85.57% 

[24] 87.00%    

[27]  87.40% 33.80%  

[28]  88.60% 78.00% 88.54% 

[29] 95.91%    

[32] 91.20%    

[33] 99.20%    

[39] 97.81% 98.00% 98.00%  

[41] 96.00% 98.00% 98.00%  

[42]  98.60% 98.60% 97.60% 

[49]  90.00% 95.00% 90.73% 
[51] 75.90% 76.90% 75.90% 76.20% 
[65] 80.60% 86.10% 99.90% 83.20% 
[69]   83.00% 72.00% 
[70] 99.90% 99.90% 99.90% 99.90% 

A. Analysis Technique – Smoothness Analysis 
Smoothness analysis is based on arithmetic series in 

discrete mathematics [42]. For any arithmetic series, we have 
a first term  𝐒𝟏 , last term 𝐒𝐧 and common difference 𝐝 such 
that any member of the series can be represented as: 

Si =  S1 + (i − 1)d 
Because real-life data may not always behave as an 

arithmetic series, the smoothness of a distribution is simply an 
estimation of the error in the real distribution relative to the 
projected arithmetic series distribution [42]: 

smoothness = �1 −  
S1 +  Sn

2S�
�                (1) 

Where: S1 = first term in the real data series when 
arranged in increasing order, Sn = last term in the real data 
series when arranged in increasing order, and S_bar = average 
of the real data series. 

Benefit: the smoothness of a distribution as calculated by 
equation (1) gives us the % error (percentage error) in the 
straight-line form of the data, and tells us how the data has 

changed with respect to the different input values (that is, we 
can evaluate the impact or significance of the different 
methods used by the research works on the performance 
scores reported). 

B. Local Optimum Problem in Smoothness Analysis 
When evaluating the impact of studies using equation (1) 

and the data from Table 7, we run into the problem of local 
optimum: an approximately constant score for all performance 
categories. This is because all the performance scores are less 
than 1 and are therefore, similar. 

Lemma: For all pairs of similar values, the smoothness 
function will return a zero (no impact) result. 

∀ (S1, S2) ∶  S1 ≈ S2
≈ S, lim �1 −  

S1 + S2
2S�

� →  �1 −  
2S
2S
� → 0 

This invalidates the analysis unless a solution can be 
obtained to proportionally amplify the input values 
(performance scores), so that the validity condition (shown 
below) can be met: 

lim �1 −  
S1 + S2

2S�
� ≠ 0 

(Validity condition for smoothness function) 

C. Solution to Local Optimum: Logarithmic Smoothing 
To solve the local optimum problem described above 

which will invalidate our analysis according to Lemma due to 
the closely-bounded performance scores, we explore the use 
of the logarithmic smoothing technique described in [43], a 
procedure for proportionally expanding individual elements 
within the space of a closely-bounded range. 

Γ(ln r, ln θ, ln ϕ)

= r′θ′ϕ′e
r

rmax
+ θ
θmax

+ ϕ
ϕmax

−3 
                                      (2) 

The logarithmic smoothing process is shown above 
equation (2) for a three-dimensional smoothing problem in 
spherical coordinates (r, θ, ϕ). 

Where: r = component of a point in r-coordinate, θ = 
component of a point in θ-coordinate, ϕ = component of a 
point in ϕ-coordinate, r' = target projection of r, θ' = target 
projection of θ, ϕ' = target projection of ϕ, rmax = maximum 
value of r, θmax = maximum value of θ, ϕmax = maximum 
value of ϕ 

Benefit: At any point within the sphere (3D space), the 
function Γ(ln r, ln θ, ln ϕ)  gives a smooth projection that is 
continuous in r, θ, and ϕ directions [43]. 

This means that with this transformation, the problem of 
local optimum can be reasonably avoided because input values 
are transformed to their smooth projections r →  rsmooth, θ →
 θsmooth,ϕ → ϕsmooth and these values will pass the validity 
condition because rsmooth > r, θsmooth >  θ,ϕsmooth >  ϕ  
and rsmooth

r
 ≠ θsmooth

θ
≠ ϕsmooth

ϕ
    such that we have a valid 

analysis (by the validity condition for smoothness function). 

For our purpose in this analysis, we present a 
simplification of this idea as follows: 
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As we only have 1-dimensional data (each performance 
parameter is evaluated on a case-by-case basis – accuracy 
only, precision only, recall only and F-score only), for which 
only the r-coordinate is sufficient, we need to remove 
unnecessary coordinates (θ, ϕ) by setting these values to 1: 
θ = θmax = 1,ϕ = ϕmax =  1 

This reduces equation (2) to a form that is applicable for 
our analysis, which is: 

Γ(ln r, ln 1, ln 1) = Γ(ln r, 0,0) =  r′(1)(1)e
r

rmax
+1+1−3

= r′e
r

rmax
−1 

Which we can write as: 

Γ(ln r) =  r′e
r

rmax
−1                (3) 

Conclusion: equation (3) above is the logarithmic 
smoothing function that we will use in our analysis to solve 
the problem of local optimum. 

Fig.2 below shows the effect of applying the logarithmic 
smoothing function equation (3) in transforming data from 
closely-bounded spaces (x-space) to loose-bounded spaces (L-
space): 

Outcome: there is proportional amplification in the data, 
such that the behavior of the data remains unchanged, while 
small differences are much easily visualized and evaluated. 

D. Results of The Analysis 
Comparative Results – Accuracy: Table 9 shows the raw 

accuracy scores and the converted logical scores for use in the 
smoothness analysis. 

To arrive at the logical scores shown in the table above 
(used for the analysis), we used the function of logarithmic 
smoothing, by setting r' = 1000, calculating converted scores 
and arranging in increasing order. For this table, max: r 
(largest element in r) is 0.999. 

 
Fig. 2. Transformation from closely-bound x-space to widely-bound l-space 

The smoothness = 0.0463, for this dataset (slightly rough), 
as calculated by using the smoothness function, indicating 
that: there is no significant impact of the different methods 
used on the accuracy. See Fig. 3 for a visualization (plot 
correlates well with trend-line). By using the same process, we 
obtained: 0.10973023, 0.12700562, and 0.045964546, as 
smoothness result for precision, recall, and F-score, 
respectively. The results lead to the following conclusions: 
there is slight impact of the different methods used on the 
precision and recall (see slightly rough curves in Fig.3, Fig.4, 
and Fig.5 – the plots do not correlate very well with their 
trend-lines) but there is no significant impact on accuracy and 
F-score (see smooth curves in Fig. 3, and  Fig.4 – the plots 
correlate well with their trend-lines). 

Table 10 presents a summary of smoothness results 
obtained from the experiments. As can be seen from this 
analysis, Accuracy & F-score are not impacted by the 
different methods adopted by the various researchers in the 
studies surveyed. Precision & Recall, however, show slight 
response to the different methods used by the researchers in 
the studies surveyed. Table 8: Accuracy distribution by logical score and 
raw values 

TABLE IX.  ACCURACY DISTRIBUTION BY LOGICAL SCORE AND RAW 
VALUES 

Study raw accuracy score Converted logical score 

[6] 0.6120 678.828 
[10] 0.6140 680.188 

[4] 0.7460 776.271 

[51] 0.7590 786.438 

[20] 0.7678 793.397 
[65] 0.8060 824.322 
[21] 0.8380 851.154 
[22] 0.8434 855.768 
[24] 0.8700 878.860 

[9] 0.8743 882.651 

[32] 0.9120 916.597 
[1] 0.9583 960.07 8 
[29] 0.9591 960.847 
[41] 0.9600 961.713 
[11] 0.9690 970.416 

[19] 0.9720 973.334 

[39] 0.9781 979.296 
[33] 0.9920 993.017 

[70] 0.9990 1000 

TABLE X.  SUMMARY OF SMOOTHNESS RESULTS 

Slight significance No significance 

Precision (0.1097) Accuracy (0.0463) 
Recall (0.1270) F-score (0.0459) 
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Fig. 3. Smoothness accuracy result 

 
Fig. 4. Smothness precision result 

 
Fig. 5. Smothness recall result 

 
Fig. 6. Smoothness f-score result 

VI. CONCLUSION AND FUTURE WORK 
In this paper we have surveyed the important Arabic 

sentiment analysis studies qualitatively and quantitatively. We 
have presented detailed analyses of methods used and results 
obtained in the current Arabic sentiment analysis studies, as 
well as a rich discourse on the direction of current research, 
present limitations. In our qualitative evaluation, we found 
that, the majority of Arabic SA uses established supervised 
methods as opposed to more progressive or experimental 
unsupervised and semi-supervised approaches. The dialects 
are not processed in many of the Arabic SA studies surveyed, 
which is a major drawback on the effectiveness of current 
Arabic SA because most of the available Arabic language text 
in the social media and other spaces represent a wide range of 
distinct, autonomous, and morphologically complex Arabic 
language dialects. It was also observed that many of the 
studies surveyed used the same limited set of classifiers - 
raising questions about reasonable value added to the field if 
every study essentially repeats the same experiment on a 
Different dataset. There is a definite need for more 
inventiveness and creativity in the design of experiments as 
well as the development of novel classification and analysis 
techniques beyond the established algorithms. 

For our quantitative evaluation, we applied rigorous data 
modelling and statistical procedures to investigate the 
effectiveness of methods adopted by the various researchers in 
the Arabic SA works surveyed. We collected performance 
data (accuracy, precision, recall and f-score) for the various 
studies and applied advanced techniques including logarithmic 
smoothing field analysis and a relative smoothness function, 
to uncover deep patterns in the performance data. Our 
approach was based on the reasoning that similar processes 
will produce similar results. The various studies conducted for 
Arabic SA will not be differentiable if they all produce similar 
results across the various performance classes - accuracy, 
precision, recall and f-score. But where we have significant 
variance of results, then there is opportunity for improvement. 
The analysis performed yielded the following conclusion: 
there is only a slight impact of the different methods used on 
the Precision & Recall of results obtained while there was no 
significant impact on the Accuracy & F-score. This ultimately 
leads us to the conclusion that Arabic SA researchers should 
employ a more diverse set of techniques and approaches that 
do more to improve scoring across the full range of 
performance parameters. 

In the future work, we believe that there is a promising 
trend to obtain optimal Arabic SA system. We intend to 
propose and develop a new hybrid method using deep learning 
technique and big data technique such as Hadoop and 
MapReduce to solve some of the existing problems in Arabic 
sentiment analysis as highlighted in this survey as well as to 
obtain optimal system for Arabic SA. As we have seen, most 
of the work in the field of Arabic sentiment analysis has 
focused on the use of supervised learning techniques, and are 
largely lexicon-based approaches with the characteristic 
limitations. We believe that the opportunity space for growth 
in this field will be driven by the exploration of unsupervised 
learning techniques, principally through hybrid method. 
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Abstract—This research paper presents a novel controller 
design for one degree of freedom (1-DoF) stabilizing platform 
using inertial sensors. The plant is a ball on a pivoted beam. 
Multi-loop controller design technique has been used. System 
dynamics is observable but uncontrollable. The uncontrollable 
polynomial of the system is not Hurwitz hence system is not 
stabilizable. Hybrid compensator design strategy is implemented 
by partitioning the system dynamics into two parts: controllable 
subsystem and uncontrollable subsystem. Controllable part is 
compensated by partial pole assignment in the inner loop. 
Prediction observer is designed for unmeasured states in the 
inner loop. Rapid control prototyping technique is used for 
compensator design for the outer loop containing the controlled 
inner loop and uncountable part of the system. Real-time system 
responses are monitored using MATLAB/Simulink that show 
promising performance of the hybrid compensation technique 
for reference tracking and robustness against model 
inaccuracies. 

Keywords—stabilizing platform; ball on beam; multi-loop 
controller; inertial sensors; rapid control prototyping; partial pole 
assignment 

I. INTRODUCTION 
Stabilizing platforms are among challenging control 

systems. One of such systems is the single degree of freedom 
(1-DoF) ball on beam mechanism. Plant of this control 
problem consists of a ball capable of rolling on a beam under 
the action of gravity due to the inclination of the beam. The 
control objective is to stabilize the positions of the ball on the 
beam in the presence of external disturbances and to achieve 

ball position reference tracking. The system is open loop 
unstable so feedback is inevitable [1], [13]. 

Owing to the significance of ball on beam system a lot of 
research work has been dedicated to it. Classical PID controller 
has been implemented in [13] treating system a single input 
single output plant without taking in to account the internal 
states of the system. The observer-based model reference 
adaptive iterative learning controller has been demonstrated in 
[2]. A new technique based on geometric control has been 
implemented in [3], which involves designing immersion and 
invariance based speed and rotation angle observer for the ball 
and beam system. Decoupled neural fuzzy sliding mode control 
of the nonlinear ball on beam system has been considered in 
[4]. Nonlinear model predictive control for a ball and beam has 
been implemented in [5]. MATLAB based modeling and 
modulation of nonlinear ball-beam system controller has been 
demonstrated in [6]. A new adaptive state feedback controller 
for the ball and beam system is presented in [7]. Augmented 
state estimation and LQR control for a ball and beam system 
are implemented in [8]. Adaptive Neural Network for 
stabilization of ball on beam system has been studied in [9]. 
Human simulated intelligent control for ball and beam system 
is implemented in [10]. The Lyapunov direct method for the 
stabilization of the ball is presented in [11] and Energy-based 
balance control approach to the ball and beam system is 
presented in [12]. 

The majority of research work in the literature takes into 
account a reduced order model of the system by neglecting 
certain states in the system. In this research paper full order 
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model of the system is stabilized using a novel method that is a 
hybrid of partial pole assignment and rapid control prototyping 
using feedback from inertial sensors. Rapid Control 
Prototyping is a controller testing and tuning strategy on the 
actual plant in the feedback loop. With the availability of low-
cost high processing capability digital processors and software 
suits, responses of real plants can directly be obtained and 
evaluated for a given control law. Nowadays rapid control 
prototyping is industry-wide adopted because the behavior of 
control algorithm can directly be tested on real world plants. 

This research paper is the second part of two parts research. 
Part-I described geometrically accurate and detailed nonlinear 
model of the ball on beam system followed by linearization 
and state space conversion. In this part-II of the research work, 
controller is designed for the model developed in part-I. 

Organization of the paper is as follows, section-II gives a 
brief overview of system dynamics. Section-III comprises of 
multi-loop hybrid compensation design involving partial pole 
assignment for inner loop and rapid control prototyping for the 
outer loop. Section-IV presents simulation and experimental 
results followed by section-V describing conclusions and 
future work. 

II. OVERVIEW OF SYSTEM DYNAMICS 
Hardware platform is shown in Figure 1. Functional 

description for this plant is given in [1]. Position of a metallic 
ball capable of rolling on a beam is to be controlled. Beam 
consists of two parallel rods. Both rods are hollow thin 
cylindrical. One rod is wound by a chromium wire and the 
other rod has metallic conducting surface. Position of the ball 
is monitored by a linear potentiometer mechanism which 
consisting of aforementioned two rods shorted by metallic ball 
hence producing a voltage proportional to position of ball on 
the beam. An accelerometer and a rate gyro on an inertial 
measurement unit (IMU) board measure beam inclination angle 
and angular velocity respectively as shown in Figure 2. 

 
Fig. 1. Hardware platform 

 
Fig. 2. Sensing mechanism 

Inclination of the beam is actuated by a permanent magnet 
DC motor (PMDC) with its shaft coupled to a rotary 
potentiometer. Motor is driven by driver board. Control 
strategy is implemented by a digital micro controller and data 
acquisition card (DAQ) interfaced with MATLAB/Simulink 
for real time data monitoring and processing. The continuous 
time state space of the plant is given by (1), which has been 
derived in [1]. 
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The model (1) is discretized in the MATLAB using c2d 
command with zero-order-hold and 0.01sec sampling interval. 
The discretized state space model is given by (2). 

III. CONTROLLER DESIGN 
System dynamics in (2) are observable but uncontrollable. 

In order to stabilize the system and to achieve control objects, 
system in (2) is partitioned in block upper triangular 
configuration given by (3). The partitioning has created two 
subsystems as shown in Figure 3. One of these subsystems is 
completely controllable and observable. This subsystem is 
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named subsystem 2 given by (4). The other subsystem is 
termed subsystem 1 given by (5). This partitioning into 
subsystems is shown in Figure 4. Our controller design strategy 
involves hybrid compensation in multi-loop control topology. 
Subsystem 2 is controlled in inner loop by unmeasured state 
observation followed by partial pole assignment. Controlled 
subsystem 2 along with subsystem 1 is compensated in outer 
loop using rapid control prototyping. 
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Fig. 3. System partitioning into two subsystems 

A. Prediction observer for subsystem 2 
In order to accomplish pole assignment for subsystem 2, we 

have to design observer for unmeasured states. State 6x  is 

unmeasured [1] in vector bx .  Following the standard procedure 
for minimum order prediction observer design in [13], we 
define a similarity transformation matrix T for system in (4) 
such that [ ]0h bbC C T I= =  and ( ) ( )bx k Tq k= . 

1 / 3.5 0 0

0 0 1

0 1 / 4.5 0
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The new system 1 1, ,h bb h b h bbG T G T H T H C C T− −= = = is 
given by (7). 
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Let [ ]eK α β= be the observer state gain matrix. 
Placing the pole of observer at origin puts condition (8) on 
observer closed loop characteristic polynomial. 
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hbb e habzI G K G z− + =  (8) 

 
Fig. 4. Block diagram representation of subsystem1 & subsystem 2 

Solution of (8) is non-unique. Assigning 1α = we get
335.88β = − . Value [ ]1 335.88eK = − is used in observer 

design algorithm (9). 
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Observed state vector is given by (10). 

 ( ) ( ) ( )
1b b

e

hahb CC
x k T q k y k

K
= +
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The procedure for minimum order prediction observer 
design is presented diagrammatically in Figure 5. 

 
Fig. 5. Minimum order prediction observer for subsystem 2 

B. Pole assignment to subsystem 2 
We assign one pole at 0 and two poles at 0.8, an 

experimental optimal for fast response within actuator 
capacity. The characteristic polynomial becomes

( 0.8)( 0.8)z z z− − . 

Let bK be the state gain for pole assignment then from [13] 

we have [ ]1φ( ) 0 0 1 T

b bbK G M −= where M is the 
controllability matric of subsystem 2. This expression results in 
state gain given by (11). 

[ ]3.198 4 2.036 3 1.12 2
b

K e e e=  (11) 

Stabilized closed loop subsystem 2 is shown in Figure 6 
with new reference input ( )v k and signal e( )k given by (12). 

( ) ( ) ( )b be k v k K x k= +  (12) 

 
Fig. 6. Subsystem 2 stabilized by pole assignment and prediction observer 

Step response of inner loop system containing observer and 
pole assignment is shown in Figure 7. 

C. Inner loop system dynamics with stabilized subsystem 2 
Using (12), (4) and (5) we get the dynamics of the overall 

system given by equation (13). 

2
( 1) ( ) ( )

( )
s sx k x k Hv k

y Cx k

G+ = +

=
 (13) 

System matrix in (13) with subsystem 2 stabilized is given 
by (14). 

2 0
aa ab

bb b b
s s

G G

G H K
G =

−

 
 
 

 (14) 

To implement rapid control prototyping we treat system in 
(13) as single input single output system with input ( )v k and 

distance covered by ball on beam 1( )y k as an output and we 
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consider it as inner loop system given by transfer function in 
(15). 

5 4 3 2

1 2 3 4 5 6

5 4 3 2 1

1 2 3 4 5

( )
( )IL IL

a z a z a z a z a z a
G z K

z z b z b z b z b z b

+ + + + +
=

+ + + + +
 (15) 

Values of various parameters of transfer function (15) are 
tabulated in Table 1. 

TABLE I.  INNER LOOP SYSTEM PARAMETERS 

Parameter Value Parameter Value 

1
a  0.0324 

1
b  -4.5918 

2
a  0.2928 

2
b  8.4106 

3
a  -0.2827 

3
b  -7.6805 

4
a  -0.3168 

4
b  3.4965 

5
a  0.2467 

5
b  -0.6348 

6
a  00276 

IL
K  1e-7 

 
Fig. 7. Step responses for inner loop system 

D. Rapid Control prototyping  for inner loop 
RCP implementation strategy is elucidated in Figure 8. 

Using hardware/software interface module i.e. NI DAQ, real 
plant is put into the software control loop with model 
compensator to be tuned. Responses of the system against 
various test commands are evaluated and controller parameters 
are adjusted accordingly until satisfactory performance is 
achieved. 

Compensator model that has been used is given by (16). 
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Fig. 8. Rapid Control Prototyping implementation strategy 

Tuned parameter values for OLC are given by (17). 
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Overall implementation of multi loop control law that is 
hybrid of pole assignment and rapid control prototyping has 
been explained diagrammatically in Figure 9. Partial pole 
assignment is implemented on digital controller in inner loop 
followed by rapid control prototyping strategy implemented in 
outer loop using real time data acquisition, processing and 
monitoring in MATLAB. Figure 10 shows simulation of the 
hybrid multi-loop control algorithm. This simulation is used to 
obtain simulated responses in section IV. Figure 11 shows 
actual implementation of RCP strategy in Simulink. 
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Fig. 9. Block diagram of multi loop hybrid control law implementaton 
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IV. SIMULATION AND EXPERIMENTAL RESULTS 
The proposed hybrid multi loop control law is simulated 

and experimentally tested. Figure 12 shows the step response 

of position of the ball on beam. Actual response nearly follows 
simulation result. Response settles down in 1.5sec. 

 
Fig. 10. Simulation of hybrid multi-loop control algorithm in Simulink 

 

Fig. 11. Actual Rapid Control Prototyping implementation in MATLAB/Simulink 

 
Fig. 12. Unit step response of position of ball on the beam 

Unit step response in Figure 12 has zero steady state error. 
Figure 13 shows unit step response of the beam angle. The 
supply limitations result in the lag in the actual response during 
fast transients, however the steady state response well follows 
the simulation response. 

 
Fig. 13. Unit step response of the angle of the beam 

Figure 14 shows unit step response of servo arm angle. The 
lag in the actual response during fast transients is due to the 
supply limitations. The steady state response follows 
simulation response. 
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Fig. 14. Unit step response of angle of the servo arm 

Figure 15 shows unit step response of PMDC motor 
current. Actual current waveform is limited within ±3A power 
supply current bounds. Figure 16 shows unit step response of 
beam angular velocity. Actual angular velocity of the beam is 
bounded by ±3A current limits of supply as shown in Figure 
15. Figure 17 shows unit step response of motor input voltage. 
Actual input voltage waveform is bounded by ±24V power 
supply limits for PMDC motor driver board. Figure 18 shows 
the unit step response of the control algorithm signal ( )v k from 
Figure 9. The supply limitations are not included in the 
simulations so that we may compare actual response with ideal 
conditions of the simulation and monitor ideal compensator 
robustness against practical limitations. 

 
Fig. 15. Unit step response of the current of PMDC motor 

 
Fig. 16. Unit step response of the  angular velocity of the beam 

 
Fig. 17. Unit step response of the voltage applied to the PMDC motor 

 
Fig. 18. Unit step response of signal v[k] 

The Sinusoidal and Sawtooth reference tracking responses 
are shown in Figure 19 and Figure 20. Trapezoidal reference 
tracking response is shown in Figure 20. Actual response well 
follows the simulation responses with a constant steady state 
error for the ramp part of the reference input signal. Despite 
actual model has saturation limits for current and voltage yet 
responses well follow the simulation results. This tantamount 
to robustness of proposed technique against model 
inaccuracies. 

 
Fig. 19. Sinusoidal reference tracking response of the position of the ball 
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Fig. 20. Sawtooth reference tracking response for the position of the ball 

 
Fig. 21. Trapizoidal reference tracking response for the position of the ball 

V. CONCLUSIONS 
A novel compensator for the ball on beam platform is 

presented. Full order dynamic model of system is broken down 
into two parts. One part is controlled by partial pole 
assignment. The resulting system is compensated by rapid 
control prototyping. Experimental results validate that this 
hybrid compensator design strategy has given full control on 
all system outputs with system order reduction and it has given 
excellent results, especially regarding reference tracking and 
robustness against model inaccuracies. 
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Abstract—In order to maintain health during middle age and 
achieve successful aging, it is important to elucidate and prevent 
risk factors of middle-age stroke. This study investigated high 
risk groups of stroke in middle age population of Korea and 
provides basic material for establishment of stroke prevention 
policy by analyzing sudden perception of speech/language 
problems and clusters of multiple risk factors.  This study 
analyzed 2,751 persons (1,191 males and 1,560 females) aged 40–
59 who participated in the 2009 Korea National Health and 
Nutrition Examination Survey. Outcome was defined as 
prevalence of stroke. Set as explanatory variables were age, 
gender, final education, income, marital status, at-risk drinking, 
smoking, occupation, subjective health status, moderate physical 
activity, hypertension, and sudden perception of speech and 
language problems. A prediction model was developed by the use 
of a C4.5 algorithm of data-mining approach. Sudden perception 
of speech and language problems, hypertension, and marital 
status were significantly associated with stroke in Korean middle 
aged people. The most preferentially involved predictor was 
sudden perception of speech and language problems. In order to 
prevent middle-age stroke, it is required to systematically 
manage and develop tailored programs for high-risk groups 
based on this prediction model. 

Keywords—C4.5; stroke; decision tree; risk factor; speech 
problem 

I. INTRODUCTION 
Stroke is a generic term for both cerebral infarction caused 

by the blockage of blood vessel in the brain and cerebral 
hemorrhage caused by the rupture of blood vessel (in the 
brain). As of 2013, death rate from cerebrovascular diseases 
was 50.2 persons per 100,000, which is the second highest 
right after cancer [1]. This order of death rate has not changed 
over the last 10 years and especially, stroke is serous in that it 
takes the second place in the cause of death regardless of 
gender. 

Incidence of stroke is high in old age. According to 2013 
Annual Report on the Cause of Death Statistics, death rate of 
cerebrovascular disease was 10.1 persons per 100,000 for 
people in their 40s compared to 277.4 for 70s, which is 
approximately 27 times higher [1]. In terms of life cycle, 
however, death rate of stroke skyrockets from 40s and over the 
recent 20 years, increase rate of stroke is the highest in 40s and 
50s [2]. In addition, it has been reported that health risk 
behaviors causing stroke is most frequent in middle age [3]. 
Therefore, in order to maintain health during middle age and 

achieve successful aging, it is important to elucidate and 
prevent risk factors of middle-age stroke. 

In particular, in the case of stroke, even though operation is 
performed successfully, not only is the disease highly likely to 
accompany disabilities such as speech impediment during 
rehabilitation process but the patients also are likely to 
experience loss of labor. Middle age is the period when one 
accomplishes his/her goal of life. Acute diseases such as stroke 
not just are the direct cause of loss of job but cause enormous 
economic loss as well [4]. As of 2011, socio-economic loss 
from stroke (e.g. medical cost, transportation, nursing care, loss 
of production, etc.) in Korea surpassed U$ 3.5 billion and 
among them, social cost for middle-aged people from age 40 to 
50 (45% of total cost) was reported to be the greatest [5]. 

Although it is important to comprehend and systematically 
manage high-risk groups of middle-age stroke, risk factors of 
middle-age stroke are less known than old-age stroke and there 
is also lack of studies on its risk groups. So far, chronic 
diseases such as diabetes, hyperlipidemia and high blood 
pressure and life style factors such as smoking, drinking, eating 
habits and exercise and social and economic status are known 
to be risk factors of middle-age stroke [6][7][8][3]. 

However, since preceding studies which investigated risk 
factors of stroke did not adjust socio-economic factors such as 
occupation and level of income, it is difficult to find out social 
factors of middle-age stroke [9][10]. Moreover, as health risk 
behaviors tend to cluster together rather than individually exist 
(separate from other factors) [11], investigation on individual 
risk factor has a limitation in identifying high-risk groups of 
cardiocerebrovascular diseases with various characteristics. 

Especially, recent studies reported that perception of 
sudden speech/language problems are major warning signs of 
stroke and in a survey on Korean adults, 80% of stroke patients 
perceived speech/language problems as a warning sign of 
stroke and 98% of stroke patients visited medical institutions 
due to speech/language problems as a warning sign, which is 
translated that perception of speech/language problem is a 
major factor of warning sign for stroke [12]. If high-risk groups 
are comprehended and managed by considering risk factors 
and warning signs of stroke, significant portion of strokes can 
be prevented and the time required to respond to emergency 
situation can also be reduced. 

Recently, as a method of exploring multiple risk factors of 
diseases, data-mining analysis such as decision tree is being 
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used [13]. Use of data-mining can facilitate comprehension of 
attributes of diseases as well as multiple risk factors. 

Since tendency of occurrence and risk factors of stroke 
differ depending on ethnicity and culture, in order to prevent 
stroke in Korea, it is necessary to develop a stroke prediction 
model reflecting demographic characteristics of middle age 
population of Korea and, based on it, manage them 
systematically. 

This study investigated high risk groups of stroke in middle 
age population of Korea and provides basic material for 
establishment of stroke prevention policy by analyzing sudden 
perception of speech/language problems and clusters of 
multiple risk factors. Organization of this study is as follows; 
chapter 2 explains data resources and definition of variables 
and chapter 3 explains procedure for development of prediction 
model; chapter 4 suggested results of developed prediction 
model and chapter 5 presents results and suggests direction for 
future studies. 

II. METHODS 

A. Sources of data 
Study subjects were adults aged 40–59 who participated in 

the 2009 Korea National Health and Nutrition Examination 
Survey (KNHANES), a nationwide representative survey of 
the non-institutionalized population in the Republic of Korea, 
and who then participated in an health survey [14]. 

The KNHANES is a nationwide cross-sectional survey 
conducted annually by The Korea Centers for Disease Control 
and Prevention. It employs a rolling sampling design that uses 
a complex, stratified multistage probability cluster survey of 
representative non-institutionalized civilians. The KNHANES 
sampling process is described in detail elsewhere [14]. Briefly, 
the creators of the survey redesign the KNHANES from once 
every years to once every year in order to provide timely health 
statistics for monitoring changes in health risk factors and 
diseases and developing associated public health policies and 
health programs. The 2009 KNHANES, conducted in January 
to December, was composed of three component surveys: a 
health interview, health examination, and nutrition survey. 
Trained medical staff and interviewers performed the health 
interview and health examination at a mobile examination 
center and at participants’ households. The 2009 KNHANES 
was conducted on 12,722 persons out of 4,000 households with 
a participation rate of 82.8% (n=10,533). 

This study targeted 2,885 persons who completed both the 
health survey and examination. Of these, 134 persons whose 
nonrespondents were excluded from the research, and data 
from 2,751 persons (1,191 males and 1,560 females) were 
analyzed. 

B. Measurements 
Outcome was defined as prevalence of stroke. Explanatory 

variables were included as age (40~49, 50~59), sex, final 
education (high school and lower, over college), Occupation 

(economically inactive, manual workers, non-manual workers), 
income (quartiles), marital status (living with spouse, living 
without spouse, unmarried person), at-risk drinking (yes, no), 
smoking (non-smoker, past smoker, current smoker), 
subjective health status (good, fair, poor), moderate physical 
activity (yes, no), Diabetes (yes, no), hypertension (yes, no), 
sudden perception of speech and language problems (yes, no). 

High-risk drinking was classified into normal (less than 12 
points) and high-risk drinking (over 12 points) by using alcohol 
use disorder identification test (AUDIT) [15]. Regular 
moderate physical activity was defined as practicing 
moderately breathless exercise for more than 30 minutes per 
session over 5 days a week.  Occupations classified based on 
the Korean Standard Classification of Occupations (KSCO-
06)[16] were reclassified into economically inactive 
(unemployed person, homemaker), non-manual (managers & 
professionals, clerical support workers, service & sales 
workers), and manual (skilled agricultural & forestry & fishery 
workers, craft & plant and machine operators and assemblers, 
and unskilled laborers) occupations. 

III. STATISTICAL ANALYSIS 

A. Exploration on factors related to the stroke 
For general characteristics, mean and percentage were 

presented and difference between groups based on stroke was 
analyzed by Chi-square test. 

B. C4.5 algorithm 
C4.5 is a decision tree algorithm developed by Quinlan 

[17], purpose of which is to create a tree which can exactly 
classify outcomes even with small number of tests. This 
algorithm constructs the simplest decision tree by using the 
concept of entropy based on information theory [18] (Figure 
1). 

In general, entropy means numbers representing disorder. 
As data sources are mixtures of proper cases and improper 
ones, they are very high in the degree of disorder. However, 
degree of disorder becomes 0 since terminal nodes are decided 
with one grade after decision tree is learned. Thus, it calculates 
information gain of each factor while it classifies data, keeping 
entropy close to 0. 

Then, if the attribute with highest discerning power is 
selected as standard of classification, it makes as many 
branches as the number of kinds of given attribute values. 
Cases are divided according to the value of each branch and 
same processes are repeated in each branch. If there is no more 
decrease in information, the division stops [19]. 

Method of dividing tree by C4.5 algorithm is as follows; 
First, information gain of root node is acquired at input 
variables where target variables are composed of p and n. 

        (1) 
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Second, the gain is acquired which decreases degree of 
disorder in the case it is divided by attribute A or variable A at 
root node. 

                         (2) 

Third, among various attributes, node is divided by the 
attribute with greatest gain. If the divided node is composed 
only of either p or n, the node stops multiplying. 

In case incidence rate is low as the outcome of this study, 
(which is) prevalence rte, there may be problems due to 
unbalanced data distribution [20]. In order to complement this 
unbalanced distribution, this study adjusted data balance by 
asymmetrically setting weight of misclassification costs 
considering prevalence rate of middle-age stoke in Korea [21]. 
Validity of the developed model was assessed with 10-fold 
cross-validation method. 

 
Fig. 1. Calculation of entropy 

IV. RESULTS 

A. Characteristics characteristics of subjects and potential 
factors related to stroke 
General characteristics of subjects and factors related to 

stroke are presented in Table 1. Among the total of 2,751 
subjects, number of those who have stroke was 33 (1.2%). 

As the result of chi-square test, prevalence of stroke has 
statistically significant difference in age, gender, final 
education, income, marital status, diabetes, hypertension, and 
sudden perception of speech and language problems (p<0.05). 

The prevalence of stroke was higher in aged 50~59 (1.8%), 
man (1.8%), high school and lower (1.5%), Groups the lowest 
income (3.4%), unmarried person (3.7%), those with bad 
subjective health (2.4%), diabetes (4.2%), hypertension (4.5%), 
and sudden perception of speech and language problems 
(83.4%). 

TABLE I.  GENERAL CHARACTERISTICS OF THE SUBJECTS BASED ON 
STROKE (UNIVARIATE ANALYSIS), N (%) 

Characteristics Stroke p No (n=2,718) Yes (n=33) 
Age   

0.014 
40~49 1,488 (99.3) 11 (0.7)  50~59 11,230 (98.2) 22 (1.8)  Sex   0.018 
Male 1,170 (98.2) 21 (1.8)  Female 1,548 (99.2) 12 (0.8)  Education   0.036 
High school and lower 2,032 (98.5) 30 (1.5)  Over college 676 (9.6) 3 (0.4)  Occupation   0.070 
Economically inactive 740 (98.0) 15 (2.0)  Non-manual workers 1,084 (99.1) 10 (0.9)  Manual workers 877 (99.1) 8 (0.9)  Income (quartiles)   <0.001 
Q1 315 (96.6) 11 (3.4)  Q2 583 (98.3) 10 (1.7)  Q3 819 (99.0) 8 (1.0)  Q4 977 (99.6) 4 (0.4)  Marital status   0.002 
Living with spouse 2,366 (99.1)  22 (0.9)  Living without spouse 300 (97.1) 9 (2.9)  Unmarried person 52 (96.3) 2 (3.7)  At-risk drinking   0.769 
No 1,812 (99.0) 19 (1.0)  Yes 586 (98.8) 7 (1.2)  Smoking   0.284 
Non-smoker 1,626 (99.0) 33 (1.2)  Past smoker 475 (98.1) 9 (1.9)  Current smoker 617 (98.7) 8 (1.3)  Moderate physical 

activity   0.250 

Yes 449 (99.3) 3 (0.7)  No 2,261 (98.7) 30 (1.3)  Subjective health status   0.009 
Good 1,175 (99.0) 12 (1.0)  Fair 966 (99.3) 7 (0.7)  Poor 568 (97.6) 14 (2.4)  Diabetes   <0.001 
Yes 160 (95.8) 7 (4.2)  No 2,558 (99.0) 26 (1.0)  Hypertension   <0.001 
Yes 425 (95.5) 20 (4.5)  No 2,293 (99.4) 13 (0.6)  Sudden perception of 

speech and language 
problems   <0.001 

Yes 2 (16.6) 10 (83.4)  No 2,718 (99.2) 21 (0.8)  
B. Prediction model for stroke using C4.5 algorithm 

Prediction model for stroke using C4.5 algorithm is 
presented in Figure 2. As the result of constructing statistical 
classification model using C4.5 algorithm after including 
variables set as factors related to stroke through chi-squared 
test, factors having significant effect were sudden perception of 
speech and language problems, hypertension, and marital 
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status. The most preferentially involved predictor was sudden 
perception of speech and language problems. 

 
Fig. 2. Prediction model for stroke among Korean middle aged people 

Table 2 is a profit chart of prediction model for stroke by 
C4.5 algorithm suggested in the higher order of path for 
subjects' improved gain. When this study drew out profit 
indicator for each node to seek out prediction paths for stroke, 
3 nodes were confirmed as significant paths which effectively 
predict the stroke. 

The first path with the biggest profit indicator for the 
prediction of the stroke was “middle-aged persons from the age 
of 30 to 58 who currently perceive sudden language problems” 
and its profit indicator was 8336.4%. 

The second path was “middle-aged persons from the age of 
30 to 58 who currently do not have sudden language problems 
or high blood pressure and do not live with spouse due to 
divorce or bereavement” and its profit indicator was 735.6%. 

The third path was “middle-aged persons from the age of 
30 to 58 who currently do not have sudden speech/language 
problems but have high blood pressure” and its profit indicator 
was 210.3%. 

When the analysis on the prediction model by CART 
algorithm was completed, this study conducted 10-fold cross-
validation test to assess developed prediction model. As the 
result of the 10-fold cross-validation test to compare stability 
of drawn-out model, drawn-out risk index was 0.360 and 
misclassification rate was 36% for cross classification model, 
showing the same risk index 0.352 and misclassification rate 
35% of prediction model. 

TABLE II.  GAINS CHART OF PREDICTOR VARIABLE BY C4.5 ALGORITHM 

Node 
no 

Node n 
(%)1 

Gain 
n 

(%)2 

Response 
%3 

Gain 
Index 

%4 
Group 

2 12 
(0.4) 

12 
(36.4) 83.4 1336.4 

Middle-aged 
persons from the 
age of 30 to 58 
who currently 
perceive sudden 
language problems 

6 34 
(1.2) 

3 
(9.1) 8.8 735.6 

Middle-aged 
persons from the 
age of 30 to 58 
who currently do 
not have sudden 
language problems 
or high blood 
pressure and do 
not live with 
spouse due to 
divorce or 
bereavement 

3 436 
(15.8) 

11 
(33.3) 2.5 210.3 

Middle-aged 
persons from the 
age of 30 to 58 
who currently do 
not have sudden 
speech/language 
problems but have 
high blood 
pressure 

1 Node n(%); node number, % to 2,751 
2 Gain n(%); gain number, % to 33 
3 Response (%): The fraction of the stroke 
4 Gain index (%):= 1336.4 in total 4 node  

V. CONCLUSION 
Early detection and management of high-risk groups of 

stroke enables healthy and happy aging. This study developed 
prediction model for middle-age stroke by using C4.5 
algorithm. As the result of constructing stroke prediction model 
considering multiple risk factors, perception of sudden 
speech/language problems, high blood pressure and marital 
status were significant prediction factors for middle-age stroke 
and among them, perception of sudden speech/language 
problem was the most prioritized prediction factor. Numerous 
preceding studies have reported that perception of sudden 
speech/language problems is a major risk factor of stroke and 
those who perceived speech problem had higher rate of stroke 
[22][23]. However, these studies were limited to exploring 
individual risk factors while this study confirmed as the result 
of exploring multiple risk factors that combination of 
individual risk factors causes a synergy effect. 

Another finding of this study was that marital status is 
major prediction factor for stroke. This study found out that 
middle-aged people from the age of 30 to 58 who do not live 
with spouse due to divorce, bereavement or separation are 
high-risk group for stroke. It is supposed that middle-aged 
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people who do not live with spouse have high risk of stroke 
since the middle-aged living alone not only have frequent 
health risk behaviors such as smoking but also are more 
vulnerable in health management. According to studies which 
researched on the relationship between marital status and 
health, married men who lived away from family had higher 
risk of accidents, alcohol and substance addiction, depression, 
death and cardiocerebrovascular diseases than men with stable 
marriage life and had 2.3 times more suicide rate, 4.7 times 
more death rate from alcohol and alcohol addiction and 1.7 
times more death rate from cardiocerebrovascular diseases 
[24]. 

Especially, it has been reported that unstable marriage 
states such as divorce, separation and bereavement have 
negative effect on cardiocerebrovascular system by causing 
depression, which in turn increases death risks [25]. Hence, in 
order to prevent middle-age stroke, it is necessary to develop 
health management programs for the middle-aged without 
spouse. Furthermore, it is also necessary to prescribe guidelines 
for the prevention of middle-age stroke so that they will 
immediately visit medical institutions when they perceive 
sudden speech/language problems even if they do not have 
stroke-related diseases such as high blood pressure and 
diabetes. 

Results of this study are expected to be an important 
ground to be considered in the strategy to prevent and manage 
stroke. In order to prevent middle-age stroke, it is required to 
systematically manage and develop tailored programs for high-
risk groups based on this prediction model. 
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Abstract—Nowadays, most of the IT (Information 

Technology) and ICT (Information and Communication 

Technology) industries are practicing sustainability under green 

computing hoods. Users/Customers are also moving towards a 

new sustainable society. Therefore, while getting or providing 

different services from different ICT vendors, Service Level 

Agreement (SLA) becomes very important for both the service 

providers/vendors and users/customers. There are many ways to 

inform users/customers about various services with its inherent 

execution functionalities and even non-functional/Quality of 

Service (QoS) aspects through SLAs. However, these basic SLAs 

actually do not cover eco-efficient green issues or ethical issues 

for actual sustainable development. That is why green SLA 

(GSLA) should come into play. GSLA is a formal agreement 

incorporating all the traditional/basic commitments as well as 

respecting the ecological, economical and ethical aspects of 

sustainability. This research would survey on different basic SLA 

parameters for various services in ICT industries. At the same 

time, this survey would focus on finding the gaps and 

incorporating basic SLA parameters with existing green 

computing issues and ethical issues for different services in 

various computing domains. This research defines future GSLA 

in relationship with ICT product life and three pillars of 

sustainability. The proposed definition and overall survey could 

help different service providers/vendors to define their future 

GSLA as well as business strategies for this new transitional 

sustainable society. 

Keywords—SLA; GSLA; Green ICT; Sustainability; IT ethics; 

ICT Product Life 

I. INTRODUCTION 

SLA is defined as a formal document between an IT 
service provider and one or more customer outlining Service 
Commitment [1]. The main issue is that most of these 
traditional/basic SLA actually do not cover eco-efficient green 
issues. Currently, cloud and grid computing and many data 
centers acts as most promising service providers. These 
computing and communication industry provides different 
services in compare to traditional computing with some 
scalability benefits. At the same time, cloud services are 
offered at various levels: Infrastructure, Platform and Software 
as a Service [2]. At each level, they maintain a SLA with 
respect to their parties. Therefore, this shows the growth rate 
of SLA in recent time as well as the need of GSLA for actual 
sustainability achievement in the industry. Presently, the 
revolution of ICTs and ITs in daily average life has also 
resulted in the increase of Green House Gas (GHG), due to 
continual increase in global “carbon footprint’’. In 2007, the 
ICT sector produced as much GHG as the aero industry and is 

projected to grow rapidly [3, 4]. If ICT has a negative impact 
on environment, it can be also be used for greening the other 
human activities (logistic, city, industry etc) in this new 
society. Indeed, the dimensions of Green Informatics 
contributions are: the reduction of energy consumption, the 
rise of environmental awareness, the effective communication 
for environmental issues and the environmental monitoring 
and surveillance systems, as a means to protect and restore 
natural ecosystems potential [5]. At the same time, many IT 
and ICT industries or service providers need to think about 
their business scope in the light of green perspective. 
However, the IT and ICT sectors mostly concern about energy 
or power consumption, carbon, recycling and productivity 
issues under greening computing lens. On the contrary, most 
of the recent industries overlooked many green parameters 
under sustainability lens. Therefore, with the increase 
attention that green informatics and sustainability practice 
within our society, it is timely to not only conduct SLAs for 
traditional/basic computing performance metrics or only on 
energy or carbon footprint issues, but also to relate the effort 
of conducting green computing with respect to 3Es of 
(Ecology, Economy and Ethics) sustainability pillars. 
Therefore, the journey of GSLA is getting importance in ICT 
business world. This research did thorough review on existing 
basic SLA indicators for network, storage, compute and 
multimedia domain in IT industry. Then, it goes deep down 
for finding more current green performance indicators in some 
datacenter’s SLAs. In addition, a new future GSLA definition 
proposed, which shows the importance and relationships of 
ICT product life cycle. Moreover, the GSLA should be 
designed considering three pillars of sustainability. Finally, 
GSLA research briefly describes the management 
complexities and some challenges. 

The rest of the work is organized according to 4 sections- 
the next Research Review section discusses and analyses some 
existing scientific theory and practical works based on basic 
SLA for four different services in the industry. Empirical 
Work Review section indentifies all basic SLA indicators for 
network, compute, storage and multimedia services, which do 
not cover any eco-efficient parameters. Next, the following 
subsection discovers most of the green indicators for various 
services, usually used in grid and cloud computing, 
datacenters etc. Basic SLA and existing GSLA parameters are 
also derive and organize in details through existing empirical 
viewpoint. The existing GSLA subsection actually shows 
currents trends of the industry to practice sustainability under 
greening lens. The future GSLA definition sections describe 
the gap between greening and sustainability in the current 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 6, No. 12, 2015 

101 | P a g e  

www.ijacsa.thesai.org 

industry. In addition, this section gives some hints about 
future indicators for sustainable future GSLA. Moreover, it 
also depicts the relationships of future GSLA with ICT 
product life in the industry. Finally, the conclusion gives brief 
discussion about few challenges for the ICT engineer to 
incorporate and trade-off between all existing indicators and 
new indicators for sustainable achievement in the ICT 
industry. 

II. RESEARCH REVIEW 

This GSLA work did rigorous literature review and 
analysis based on existing work in the field of SLA, GSLA, 
green computing, energy optimization in IT industry, impact 
of ICT on environment and natural resource, IT ethics issues, 
IT for Sustainability etc. In the findings, GSLA research 
divides its work based on basic SLA and then existing GSLA 
for various types of services from their providers. The existing 
theory work on basic SLA and GSLA discusses in the 
following sub sections. 

A. Basic SLAs 

S. A. Baset [6] gave an idea for presenting SLA for 
different cloud service providers. He surveyed on some well 
known public IaaS providers and found a common anatomy of 

basic SLA with some common metrics. In [7], H. Lee et al. 

offered a general SLA monitoring system architecture that 
could be used to monitor service levels provided by some 

network, Internet and application service providers. Their 
work showed much clear idea of finding some QoS 
parameters, measurement metrics for various services. In 
contrast, L. Jin et al. [8] presented another approach to model 
and understand the relationship between customers and some 
web service providers, which is very important for designing 
basic SLA and Green SLA. A. Paschke et al. contributed to a 
systematic categorization of basic SLA contents with a 
particular focus on SLA metrics in IT industry [9]. They 
categorized five basic IT object classes and their performance 
indicators in SLA. J. Lankinen et al. [10] surveyed on security 
profiles of some existing well known storage service providers 
like Amazon, Apple iCloud, Dropbox etc. In [11], the paper 
presented SLA for voice and Internet services covering basic 
performance indicators. Most of the paper found on basic SLA 
discussed performance based indicators for various services in 
recent ICT arena. Some empirical work found on SLA 
implementation, management, automation, template design 
and assessment in the context of business requirement. Very 
few scientific works found on interesting aspects such as 
security and privacy issues on traditional SLA, which could be 
important for green SLA research under IT ethics concept. 
Table I shows the brief idea of basic SLA work through some 
interesting criteria of SLAs as column subheads. The cell 
identified with “X” symbol means that, the authors mentioned 
and worked on that criteria of basic SLAs. 

 

TABLE I.  ANALYSIS OF EXISTING BASIC SLA WORKS 

Author 

Lists 

Analysis Criteria 

Services Information Methodology Implementation Assessment Monitoring Reuse to Green SLA 

S. A. Baset [6] X  X X  X  

H. Lee et al. [7] X X  X X X  

L. Jin et al. [8] X X X X    

A. Paschke et al. [9]  X X  X   

J. Lankinen et al. [10] X X   X  X 

Anonymous [11] X X     X 

C. Raibulet et al. [12]    X X   

V. Stantchev et al. [13]  X X    X 

N.J. Dingle et al. [14]  X    X X 

T. Unger et al. [15]  X X     

E. Marilly et al. [16] X X  X  X  

T. Onali [17] X X  X    

H. Ludwig et al. [18] X   X   X 

P. Hasselmeyer et al. [19] X   X X X  

Anonymous [20]  X X     

E.  Wustenhoff [21]      X  

Anonymous [22]  X     X 

B. Green SLAs 

S. Klingert et al. [23] introduced the notion of Green 
SLAs. However, their work focused on indentifying known 
hardware and software techniques for reducing energy 
consumption and integrating green energy. In [4] and [5], the 
authors showed the impact of ICT in a natural environment 
and resources in this world. Z. S. Andreopoulou [5] proposed 
a model ICT for Green and Sustainability whereas SMART 
2020 report [4] gave the idea of GHG emission from the ICT 
sector. G. V. Laszewski et al. [24] invented a framework 
towards the inclusion of Green IT metrics for grids and cloud 
computing. According to Md. E. Haque et al. [25], high 
performance computing cloud providers offer a new class of 

green services in response to practicing explicit sustainability  
goals in their field. R. R. Harmon et al. [26] defined the term 
Green Computing as the practice of maximizing the efficient 
use of computing resources to minimize environmental 
impact. They also discovered that, sustainable IT services 
require the integration of green computing practice such as 
power management, virtualization, cooling technology, 
recycling, electronic waste disposal and optimization of IT 
infrastructure. Finally, the white paper [22] provided some 
qualitative parameters in cloud service SLA which was very 
important for proposing Green SLA. In [27] and [28], the 
authors discussed one of the most promising concepts in 
Green SLA- IT Ethics issues. In their research, they showed 
the concepts of organizing ethics programs in IT industry. The 
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existing scientific work on green SLA is mainly based on 
cloud and grid computing environment. Some works have 
been found on green services, operation and framework for the 
cloud infrastructure [30]; few work done on green 
performance indicators for designing SLA. The next Table II 
demonstrates the analysis of exiting green SLA works with 

some criteria, such as green services and operations, greening 
practice, green metrics, framework development and 
monitoring. Here some papers also discussed IT ethics issues 
briefly. Therefore, IT ethics need to include here as an 
important analyzing criteria in the table. 

TABLE II.  ANALYSIS OF EXISTING GSLA WORKS 

Author 

Lists 

Analysis Criteria 

Green 

Services & Operations 

Greening 

Computing Practice 

Metrics 

Information 

Framework/ 

Implementation 
Assessment 

IT Ethics 

issue 
 

L. Wu et al. [4]  X    X 

Z. S. Andreopoulou [5]  X    X 

Klingert et al. [23] X X     

G. V. Laszewski et al. [24] X X X X   

Md. E. Haque et al. [25]    X X  

R. R. Harmon et al. [26] X X X    

Fritz H. Grupe et al. [27]    X  X 

R. Herold [28]      X 

N. Agarwal et al. [29] X X     

Ahmed et al. [30] X X  X X  

Li et al. [31]  X  X   

Kien Le et al. [32]    X   

M. Nichollas [33]      X 

A. P Bianzino et al. [34] X X  X   

A. Atrey et al. [35]  X X X   

A. Orgerie [36] X X     

III. EMPIRICAL WORK REVIEW 

In the findings on existing empirical work, green SLA 
research splits its work based on basic SLA and then existing 
green SLA for various types of services from their providers 
such as Network, Compute, Storage and Multimedia [37].  

In the basic SLA section, findings are divided into four 
main services as network, compute, storage and multimedia 
[37]. Most of the performance indicators in basic SLA 
sections were quantitative parameters and they were simple to 
evaluate, control and monitor. 

A. Basic SLAs for Network, Compute, Storage and 

Multimedia domain: 

Usually network services domain include connectivity and 
switching as well as advanced network systems and 
management functions for well known network service 
providers.  

The basic SLA for network specifies service level 
commitments which are applied to measure and evaluate 
network performance and give proper support for their clients. 
Usually, from different network service provider, the 
following performance indicators [7, 9, 11, 24] found in their 
SLAs are- Network Availability, Delay, Latency, Packet 
Delivery Ratio, Jitter, Congestion, Flow Completion time, 
Response time, Bandwidth, Utilization, MTBF (Mean Time 
Between Failure), MTRS (Mean Time to Restore Services), 
Solution time, Resolution time, LAN/WAN period of operation, 
LAN/WAN Service Time, Internet access across Firewall, RAS 
(Remote access Services) (Table III). 

 

TABLE III.  BASIC SLAS FOR NETWORK SERVICES 

Sl.No. Performance Indicator Name Unit 

1. 

 

Network 

Availability 

 

 

Connectivity 

(IPPM) 
% (Percentage) 

 

Functionality 

2. Delay 

One way delay 
Time in  
Milliseconds 

RTT delay  

(Round Trip Time) 

3. Latency 
Time in  
Milliseconds 

4. 
Packet Delivery Ratio(PDR) or 

Packet Loss Ratio(PLR) 
% (Percentage) 

5. Jitter 
Time in  
Milliseconds 

6. Congestion % (Percentage) 

7.  Flow Completion Time (FCT) 

Time in  

Milliseconds/ 
Seconds 

8. Response Time 
 Time in  

Milliseconds 

9. Bandwidth Hertz (Hz) 

10.  Utilization  % (Percentage) 

11. LAN/WAN period of Operation 
Time in 

Milliseconds/ Seconds 

12. LAN/WAN Service Time 
Time in 
Milliseconds 

13. MTBF (Mean Time between Failure) 
Time in 

Milliseconds 

14. MTRS (Mean Time to Restore Services) 
Time in 
Milliseconds 

Sl.No. Performance Indicator Name Unit 

15. Solution Times 
Time in 

Seconds/Minutes/ Hours 

16. Internet access across Firewall YES/NO 

17.  RAS (Remote Access Service) YES/NO 

18. Resolution Time (TTR) Time 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 6, No. 12, 2015 

103 | P a g e  

www.ijacsa.thesai.org 

Among these performance indicators, only Internet access 
across Firewall and RAS are subjective indicators- there is no 
standard procedure to evaluate or calculate these indicators. 
Some indicators like Bandwidth, Utilization, and Congestion 
are related to link capacity whereas Availability, Delay, Jitter, 
Response Time etc. associated with time related information 
for different network service providers. 

Most the cloud, grid service companies provides 
computing service to their consumers. In recent time, the 
Service Oriented Architecture (SOA) also comes into the 
computing field. The main point is that there is research on 
building middleware SLA infrastructure for computing 
services. Some of the current work: the European Union–
funded Framework 7 research project, SLA@SOI, which is 
research on aspects of multi-level, multi-provider SLAs within 
service-oriented infrastructure and cloud computing [38].  The 
basic SLA parameter [9, 11, 22, 24] for computing domains 
are,-: Broad Network Accessibility, Multi-tenancy, Rapid 
Elasticity, Scalability, Resource Pooling Time, Solution Time, 
Response Time, Availability (MTBF & MTTR), Capacity, 
Virtualization, Delay, Resolution Time and Logging & 
Monitoring. Here, Broad Network Accessibility, Multi-tenancy 
and Logging & Monitoring are informative indicators 
presented in their SLAs (Table IV). 

TABLE IV.  BASIC SLAS FOR COMPUTE SERVICES 

Sl.No. Performance Indicator Name Unit 

1. Broad Network Accessibility 
% (Percentage) 

Or YES/NO 

2. Multi-tenancy YES/NO 

3. Rapid Elasticity % (Percentage) 

4. Scalability % (Percentage) 

5. Resource Pooling Time 
Time in Milliseconds  
Or Seconds 

6. Solution Time 
Time in 

Seconds/Minutes/ Hours 

7. Response Time 
Time in  
Milliseconds Or 

Microseconds 

8. Availability 
MTBF Time in Milliseconds Or 

Seconds MTTR 

9. Capacity 
Number  Or 

Request per Minutes 

10. Virtualization % (Percentage) 

11. Delay Time in Milliseconds 

12. Service Time Time 

13. Logging & Monitoring YES/NO 

14. Resolution Time (TTR) Time 

The storage domains are typically handled by cloud 
storage provider. Interestingly, today’s cloud storage SLAs 
just ensure uptime guarantee but not data availability and data 
protection. In some case, traditional SLAs just mention about 
data storage security and backup but there is no proper 
authority or standard to check their commitments. Some 
common basic SLA performance indicator [7, 9, 11] for 
storage services are as follows-: Availability, Response Time, 
Maximum Down Time, Uptime, Failure Frequency, Period of 
Operation, Service Time, Accessibility, Backup, Physical 
Storage Backup, Transportation for Backup, Size, Data 
Accessibility, Security. Among all these parameters, some of 
them are just informative such as Accessibility, Backup, 

Physical Storage Backup, Transportation for Backup, and 
Security (Table V). These parameters might vary according to 
human perspective. 

TABLE V.  BASIC SLAS FOR STORAGE SERVICES 

Sl.No. Performance Indicator Name Unit 

1. Availability  % (Percentage) per time 

2. Response time Time in Milliseconds  

3. Maximum down time Time Or % (Percentage) 

4. Failure Frequency % (Percentage) 

5.  Periods of Operation 
Time in Milliseconds/ 

Seconds 

6. Service Time Time in Hours/Day 

7. Accessibility YES/NO 

8. Back up YES/NO 

9. Physical Storage Back up YES/NO 

10. Transportation of Back up YES/NO 

11. Size Number in Bytes 

12. Data accessibility Number per seconds 

13. Security YES/NO 

Multimedia service domain SLAs are classified into three 
broad application areas- Audio, Video and Data. It is 
challenging to monitor and evaluate some qualitative indicator 
such as Mean Opinion Score (MOS) and Lip Synchronization 
for one way video, conferencing or in videophone. These 
could vary among different consumers at the same time. Most 
of the SLA indicators for multimedia domain for different 
applications are Information Loss (PLR), Jitter, One way 
Delay, MOS, Lip Synchronization, and Security Policy [17]. 
Next Table VI shows all performance indicators for 
multimedia services in their SLAs. 

TABLE VI.  BASIC SLAS FOR MULTIMEDIA SERVICES 

Media 
Application 

Name 

Performance 

Indicator Name 
Unit 

 
 

 

 
 

Audio 

 

 

 

Conversational 
Voice 

Information Loss 

(Packet Loss Ratio) 

%  

(Percentage) 

One way Delay 
Time in  

Milliseconds 

Delay Variation 

(Jitter) 

Time in  

Milliseconds 

 

 

Voice Messaging 

Information Loss 
(Packet Loss Ratio) 

%  
(Percentage) 

One way Delay 
Time in  

Milliseconds 

Delay Variation 

(Jitter) 

Time in  

Milliseconds 

 

 

 

Video 

 

 

One way Video 

Information Loss 

(Packet Loss Ratio) 

% 

 (Percentage) 

One way Delay 
Time in  

Milliseconds 

Mean Opinion 

Score (MOS) 

Number 

(0 to 5) 
 

Media 
Application 

Name 

Performance 

Indicator Name 
Unit 

 
 

 

Video 

 
 

 

Videophone 

Information Loss 
(Packet Loss Ratio) 

% 
(Percentage) 

One way Delay 
Time in  

Milliseconds 

Mean Opinion 
Score (MOS) 

Number 
(0 to 5) 

Lip Synchronization Time in 
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Milliseconds 

 
 

 

 
 

 

 
 

 

 
 

Data 

 

Still Images 

One way Delay 
Preferred or 

Acceptable 

Information Loss 

(Packet Loss Ratio) 

% 

(Percentage) 

 

 
Interactive Game 

Information Loss 
(Packet Loss Ratio) 

% 
(Percentage) 

One way Delay 
Time in  

Milliseconds 

 

 
E-mail 

Information Loss 
(Packet Loss Ratio) 

% 
(Percentage) 

One way Delay 
Time in  

Milliseconds 

 

 
Web-browsing 

One way Delay 
Preferred or 
Acceptable 

Information Loss 

(Packet Loss Ratio) 

% 

(Percentage) 

 
 

Transaction 

Services 
e.g. e-commerce, 

ATM 

Information Loss 
(Packet Loss Ratio) 

% 
(Percentage) 

One way Delay 
Time in  

Milliseconds 

Security Policy YES/NO 

B. Existing Green SLA (GSLA) 

Most of the GSLA performance indicator corresponds to 
traditional high performance distributed computing 
environment such as grid and cloud computing industry. 
Currently, several IT and ICT industries provide their GSLAs 
with green computing practice. GSLA survey shows that most 
of existing GSLAs are mainly focused on energy/ power, 
carbon footprint, green energy, recycling issues. Additionally, 
several existing GSLA also demonstrates their productivity 
issues with necessary monitoring unit. In recent days, various 
research draws attention only on minimizing energy 
consumption while improving networking performance on 
wireless connection under green computing hood [39, 40]. 

Table VII depicts the performance indicators and their unit 
for different services considering green computing practices. 
The table has several headings. Green Computing Domain 
mentions the category of green computing practices in IT 
industry; Performance Indicator Name is the notion which 
used an evaluating, monitoring metric for defining 
performance in GSLAs, and then their measurable unit as Unit 
column. All these performance indicators help various service 
providers and consumers either to design or to choose services 
mainly with respect to energy consumption, renewable energy 
usages, carbon emission issues and productivity issues in 
recent time. However, the IT industry needs to find out new 
services for achieving sustainability as current trends of the 
society shows that people are much more concerned about 
new issues, such as recycling, obsolescence, ICT pollution, 
ethical aspects etc. It is also important to mention that, 
monitoring of GSLA is vital to respect the services by 
concerned parties. 

TABLE VII.  PERFORMANCE INDICATOR FOR DIFFERENT SERVICES 

CONSIDERING EXISTING GSLA 

Green 

Computing 

Domain 

Performance Indicator Name Unit 

 

 
 

 

 
 

 

 

 

Energy/ 

Power  
 

 

 
 

 

Total Power Consumption [26, 41] 
kW-h 

(Kilowatt-hour) 

PUE (Power Usages Effectiveness ) [24, 

35, 37, 42] 

Number 
(1.0 to ∞) Or 

Dimensionless 

DCiE ( Data Center Infrastructure 

Efficiency ) [24, 38, 42] 
% (Percentage) 

CPE (Compute Power Efficiency) [35] Watts 

SPECPower [24, 35] Watt 

JouleSort [26] kW/J 

WUE (Water Usages Effectiveness) [35] Liter/kW-h 

TDP (Thermal Design Power) [42] Watts 

ERF (Energy Reuse Factor) [35] 
Number 

[0 to 1.0] 

ERE (Energy Reuse Effectiveness) [35] 
Number 

[0 to ∞] 

GEC (Green Energy Co-efficient) [35] 
Number 
[0 to 1.0] 

ITEE (IT Equipment Energy Efficiency) 

[43] 
% (Percentage) 

ITEU (IT Equipment Utilization) [43] Number 

HVAC (Heating, Ventilation, Air-

conditioning) Effectiveness [42] 
Dimensionless 

Cooling System Efficiency [42] kW/ton 

 
Carbon 

footprint 

CUE(Carbon Usages Effectiveness) [35] 
KgCO2 per kW-

h 

DPPE (Data Center Performance Per 
Energy) [43] 

Number 
[0 to 1] 

Recycling  
e-Wastage Or IT Wastage [42] Gm (Gram) 

Recycling [37,44] % (Percentage) 

 
 

Productivity  

DCP (Data Center Productivity) [35]  Not Available 

DCeP (Data Center Energy 

Productivity) [24,35] 
Not Available 

Analysis Tool [26] Not Known 

EnergyBench [26] Numeral Rating 

ScE (Server Compute Efficiency) [35] % (Percentage) 

Costing 

Information 
Energy/Power Cost [41] 

Currency 

[according to 
country] 

 

 
 

 
 

 

 
Others 

SWaP (Space, Wattage and 

Performance) [24, 35] 
Not Available 

User Satisfaction [11, 24] Number [0 to 5] 

Mean Opinion Score 
(MOS) [11, 24, 45] 

Number [1 to 5] 

Reliability [24] 
Number 

[0.0 to 1.0] 

Air Management Metric [42] F (Fahrenheit) 

UPS System Efficiency 

[42] 
% (Percentage) 

Risk Assessment 

[11, 24] 
% (Percentage) 
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IV. FUTURE GREEN SLA (GSLA) DEFINITION 

In existing GSLAs, most of the performance indicators 
mainly concentrate on energy consumption issues and 
productivity concern in cloud and grid computing industry 
(Table VII). Most of the existing GSLA do not consider 
recycling, radio wave, toxic material usage, noise, light 
pollution for sustainable development. Moreover, people’s 
interaction and IT ethics issues, such as user satisfaction, 
intellectual property right, user reliability, confidentiality etc 
are also missing in current GSLA under green computing lens. 
Next section discusses the proposed new performance 
indicators of GSLA for achieving sustainability from 3Es 
perspectives (Ecological, Economical and Ethical). Fig.1 
shows the concepts of 3Es relationship, that ICT engineer can 
use as a guideline to respect all the facets of sustainable 
development. 

 

Fig. 1. 3Es for Sustainability 

The proposed definition according to Fig.1 could be “the 
GSLA should aggregate and satisfy all three main pillar of 
sustainability achievement- Ecology Pillar, Economy Pillar, 
and Ethics Pillar”. There must be trade-offs between 3Es to 
achieve sustainable development under green computing 
domains. Under Ecology Pillar the following new indicators 
should take into consideration while developing new services 
or application in the ICT field, such as, Recycling, ICT Toxic 
Material Usage limit, ICT Radio Wave guideline, Pollution 
level and Obsolescence Indication etc. Moreover, at the same 
time, Economic Pillar needs to aggregate some new indicators 
in future GSLA;- Carbon Taxation, ICT Product Life Cycle 
Cost, Civil Engineering Cost, Cooling cost, Energy Cost etc. 
Moreover, research shows that, in most industries the green 
computing practice focuses on the ecological, economical 
point but usually neglect human’s interaction and ethical 

aspects [37]. The use of ethics in IT and ICT field covers 
many new indicators such as Satisfaction level, Intellectual 
Property Right, Reliability, Confidentiality, Security and 
Privacy, Gender/Salary/Productivity Information. The ICT 
companies should also analyze their social responsibilities 
towards their customer, employee and community through 
developing IT Ethics program and guideline [37, 46]. All of 
these indicators are usually subjective and informative, thus 
making GSLA assessment difficult in future. On the other 
hand, ecological and economic indicators seem might be easy 
to evaluate and monitor. 

In this section, this research gives some idea most of the 
important missing performance indicators with respect to three 
pillars of sustainability and this will definitely help ICT and IT 
service providers to develop and design their existing GSLA 
more greener for achieving sustainability as well as making 
more profit in their businesses. However, ICT engineer would 
face some challenges to incorporate, manage and finding the 
relationship between all new indicators for GSLA under three 
pillars of sustainability in future. To achieve sustainability, the 
future GSLA should aggregate and satisfy all three entities in 
their existing GSLA model- Ecology Pillar, Economy Pillar, 
Ethics Pillar. Now, it the matter of urgency that, to achieve 
sustainability the ICT industry need to indentify more new 
services from users perspective under this three pillar too. It is 
important to indicate that, the ICT Product Life Cycle must 
need to include at the first level of GSLA model as this entity 
have direct relationship to calculate existing ecological, 
economical and ethical indicators, such as carbon/GHG 
emission, energy consumption, recycling, energy cost, 
pollution level, comfort level etc [Table VII]. The ICT product 
life cycle and its relationships with sustainability pillars 
coexist while developing future GSLA. In future, ICT Product 
Life Cycle also needs to define as new services for achieving 
sustainability in the ICT industry. The whole life cycle of an 
ICT product consists of following four main entities, - 
manufacturing, transportation, usage and dismantling entities. 
All these entities should directly connect to future GSLA 
design to respect global analysis of sustainable development. 
The total GHG emission, total energy consumption and total 
costing of energy could not be estimated without considering 
all these product life cycle entities. The interaction between 
ICT product life cycle and GSLA are shown in Fig.2 using 
UML notation [47]. 
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Fig. 2. Relationship between GSLA and ICT Product Life Cycle 

At the bottom level of Fig.2 depicts all four main entities 
under ICT product life cycle. For example, manufacturing 
entities needs to calculate manufacturing cost, then 
energy/power consumption during manufacturing process and 
also total GHG emission during that time. The same way, the 
other entities would calculate their own costing, energy 
consumption and GHG emission. Therefore, total costing, 
total energy consumption and total GHG emission could be 
accumulated during the whole life cycle of each ICT product. 
Additionally, an environmental closed-loop supply 
(ECLS)[48] chain would need to be added with the proposed 
relationships as currently ICT products remanufacturing are 
getting importance in the industry. The ECLS chain would be 
helpful to improve economic and environmental performance 
of every product [46]. This UML notation actually shows the 
importance of ICT Product Life cycle assessment, while 
providing any new services. The next step of this research 
would be identifying and analyzing all new entities under 3E 
for achieving a sustainable GSLA. In future, this research 
would work on validation and evaluation of the proposed 
UML notation (Fig.2) by taking some case study on ICT 
product. An overall framework and survey could be designed 
after the case study analysis. 

In addition, to define and design new green SLA (GSLA), 
the ICT engineer should analyses different level of cascading 
effect of any ICT product- direct, indirect important and 
indirect small effects. Moreover, finding measurement units 
and their assessment for all new indicators need to be defined 
through proper standardization and authority. At the same 
time, user awareness and knowledge about sustainable 

development should need to incorporate at different level of 
the society. Moreover, to reach the sustainability, industries 
should invest in design and planning of their products, & also 
to optimize their logistic network considering the trade-off 
between cost and environmental effects. 

V. CONCLUSION 

This GSLA research did survey and review on different 
basic SLA parameters for network, compute, storage and 
multimedia domain of IT and ICT industry. The analysis of 
existing theory work on basic SLAs and GSLAs are 
mentioned in Table I and II. Empirical Work Review section 
demonstrates most of the basic SLAs performance indicators 
and their measurable unit for all mentioned services (Table III 
to Table VI). Moreover, existing GSLA survey covers most of 
the recent days green indicators and their measurable unit 
which are presented using Table VII from different computing 
industry. In addition, Table VII also discovers today’s 
concerns are mainly on energy issues and productivity through 
the greening lens in many industries. These industries actually 
overlooked practicing sustainable development in their scope. 
This research believe, incorporating all new and existing 
indicators for future new GSLA might be difficult and 
cumbersome work for the ICT engineers. The management 
complexity of some proposed indicators in future GSLA 
would be the most challenging task. It is worth mentioning 
here that, ICT product life cycle need to consider at the first 
level of new GSLA design. The research shows the relation of 
ICT product life cycle with future GSLA for achieving 
sustainability. Some challenges exist for designing sustainable 
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future GSLA such as, new performance indicators need to be 
defined accurately which has association with other indicators; 
most of the subjective, qualitative indicators related with 
ethics issue need standardization or governed and authorized 
by proper laws and directives. In addition, it is very important 
to mention here that the definition of GSLA is crucial in 
development of Green ICT solutions and requires long time to 
be standardized. The standardization of green indicators is one 
of the main issues as mentioned by ITU-T report (2012). Also, 
further research is necessary on monitoring the indicators 
which depend on human interactions. However, this research 
illustrates a rigorous survey and analysis to provide a new 
dimension and strategy for defining future GSLA under 
sustainability lens in ICT arena. 
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Abstract—In this paper, an algorithm for Arabic sign 
language recognition is proposed. The proposed algorithm 
facilitates the communication between deaf and non-deaf people. 
A possible way to achieve this goal is to enable computer systems 
to visually recognize hand gestures from images. In this context, 
a proposed criterion which is called Enhancement Motion Chain 
Code (EMCC) that uses Hidden Markov Model (HMM) on word 
level for Arabic sign language recognition (ArSLR) is introduced.  
This paper focuses on recognizing Arabic sign language at word 
level used by the community of deaf people. Experiments on real-
world datasets showed that the reliability and suitability of the 
proposed algorithm for Arabic sign language recognition. The 
experiment results introduce the gesture recognition error rate 
for a different sign is 1.2% compared to that of the competitive 
method. 

Keywords—image analysis; Sign language recognition; hand 
gestures; HMM; hand geometry; and MCC 

I. INTRODUCTION 
The incident deficiencies in the language for deaf people 

make there it difficult to translate thoughts and feelings into 
words and phrases understandable and aware. The normal 
people translate ideas into words audible, but the deaf people 
translate ideas into visual signs through the fingers and hands 
movement. 

Normally, there is no problem when deaf persons 
communicate with each other by using their common sign 
language. The problem appears when a deaf people want to 
communicate with a non-deaf people. Usually both will be 
disgruntled in a very short time [1] 

Since the beginning of the use of the deaf people sign 
language, they have created specific language among 
themselves. Those signs of these languages were the only form 
of communication between deaf people. Within the diversity of 
cultures of deaf people, signing developed to complete 
languages. It is a form of communication with deaf people. 
There has been interest in recognizing human hand gestures. 

The target of the sign language recognition is to introduce 
an accurate mechanism to convert sign gestures into speech or 

meaningful text so that communication between deaf and non-
deaf society. Sign language is not uniform on the world, but 
different from country to other country. the researchers attempt 
to unify the sign language in each country separately have been 
carried out such as Jordan, Egypt and Saudi Arabia to support 
members of the deaf for each community [2]. 

Many previous researchers have been working on hand 
gestures recognition in many sign languages such as the Dutch 
Sign Language, the American Sign Language (ASL) [3], the 
Australian Sign Language (Auslan) [4] , and the Chinese Sign 
Language (CSL) [5], the Arabic Sign Language (ASL) has less 
attention [6]. 

In this section we focus the discussion of the previous 
researchers on sign language gesture recognition, and 
especially on Arabic sign language (ArSL) recognition. The 
sign language recognition can be classified into signer-
independent and signer-dependent according to the signer 
sensitivity. Also Most of the previous studies on sign 
languages are based on vision method or glove based method 
[7]. In the glove based method, the person needs to wear 
special electronic devices, like gloves or markers. While in 
vision based method, it uses image processing methods to 
recognize the gestures without setting any limitation on the 
user, to supply the system with data related to the motion and 
hand shape [6]. 

Cyber gloves are used in most of previous works on Sign 
Language Recognition. Research [8] developed a system 
depends on power gloves. It recognizes a set of 95 isolated 
signs on Australian sign languages with accuracy 80%. 
Research [9] developed a system to recognize 262 isolated sign 
with accuracy 91.3% by using HMM. The use of cyber gloves 
or other input devices conflicts with recognizing and is very 
difficult to running in real time [10]. The researchers presented 
several Sign language Recognition systems based on vision 
methods [2, 10, 11, 12, 13, 14,15,16]. 

Some of vision research works recognize the Arabic 
alphabet using vision based as research work [2]. It created an 
automatic translation system for gestures of manual alphabets 
in the Arabic sign language recognition. It does not rely on 
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using any visual markings or gloves. The extracted features 
phase depends on two stages only, the first stage is edge 
detection and the second stage is feature-vector-creation. It 
used multilayer perceptron (MLP) classifier and minimum 
distance classifier (MDC) to detect 15 characters only of 28 
characters. 

The research work in [11], a system of the recognition and 
translation of the numbers were designed. The system is 
composed of four main phases; Pre-processing phase, Feature 
Extraction phase, interpolation phase and Classification phase. 
The extracted features are scale invariant and make the system 
more flexible. The experimental results revealed that the 
system was able to recognize a representing numbers from one 
to nine based on the minimum Euclidean distance between the 
numbers. 

The research work in [12] investigated appearance-based 
features for the deaf person- vision-based on sign language 
recognition. It does not depend on a segmentation of the input 
images and he used the image as a feature. The system used a 
combination of features including PCA, hand trajectory, hand 
position, and hand velocity. The rwth-boston-104 database is 
used for the grey scale image with a reduced frame size 
195x165 pixels and downscaling to 32x32 pixels. 

The research work in [13], a system of the recognition and 
translation of the Arabic letters was designed. The system 
depends on the inner circle position on the hand contour and 
divides the rectangle surrounding by the hand shape into 16 
zones. The extracted features are scale invariant. Experiments 
revealed that the system was able to recognize Arabic letters 
based on the hand geometry. The experiment results shown 
that the different signs gesture recognition rate of Arabic 
alphabet for were 81.6 %. 

 
(a)                                        (b) 

Fig. 1. (a) Colored gloves and (b) output image segmentation 

The research work in [14] used Adaptive Neuro-Fuzzy 
Inference system (ANFIS). The system used 30 Arabic sign 
language alphabets visually. The recognition rate of the system 
was 93.55%. The research work in [15] built an ArSL system 
and measures the performance of ArSL data collected. The 
system based on Polynomial classifiers. It collected a 30 letter 
of ArSL. It collected the data by using gloves marked with six 
different colours at different regions as shown in Fig. 1 [15]. 
The recognition rate is 93.41 %. 

The research work in [16] used new two features are 
introduced for American Sign Language recognition: those are 
kurtosis position and principal component analysis PCA. 
Principal component analysis was used in this research as a 
descriptor that represents features of image to provide a 
measure for hand orientation and hand configuration. PCA has 
been used before in sign language as a dimensionality 
reduction. Kurtosis position is used as a local feature for 
measuring edges and reflecting the position of articulation 
recognition. It used motion chain code that represents the 
movement of hand as feature. The system input is a sign from 
RWTH-BOSTON-50 database, and the recognition error rate 
of the output is 10.90%. 

In this paper the motion chain code used in [16] to 
recognize Arabic sign language is to be enhanced through an 
EMCC algorithm. Appling the EMCC on forty different Arabic 
words, as Fig. 2, the conducted results showed the 
enhancement compared to the |MCC algorithm. 

The rest of the paper is organized as follows. Section two 
presents a Motion chain code (MCC). Section three explains 
HMM classifier. Section four presents the proposed system. 
Section five shows the experimental data. Section six explains 
the experimental results. Section seven presents the 
conclusions. 

      
                      (a)                                      (b) 

Fig. 2. MCC. (a) CC values. (b) Sample MCC 4143 

II. MOTION CHAIN CODE (MCC) 
This method provides a representation of hand trajectory. It 

is a sequence of numbers {0,1,2,3,4}, to represent the motion 
directions of the hand, zero to no motion, one to up, two to left, 
three to down, and four to right [17] as Fig. 2.  The chain code 
is extracted from the relative motion of the hand by subtracting 
a centroid of the hand in two frames. 

III. HMM CLASSIFIER 
HMM is used as a classifier for speech [18] and used in 

sign language recognition systems. In HMM-based approaches, 
the information of each sign is modelled by a different HMM. 
The model that gives the highest likelihood is selected as the 
best model and the test sign is classified as the sign of that 
model [19]. It consists of a set of N states where the transition 
from each state to another state. It is denoted by Eq. 1: 

λ = ( A, B,π)                     (1) 
 The state transition probability distribution 

𝐀 = �aij�  where its elements represent the transition 
probability from each state to another state. State 
transition coefficients having the properties Eq. 2 and 
Eq. 3.  
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aij ≥ 0 (2) 

i ≥ 1  , j ≤ N 
� aij = 1
N

j=1

 (3) 

 The observation symbol probability distribution in 
state j, B = �bj(k)�  where its elements represent the 
probability of certain observation to occur at a 
particular state{1 ≤ j ≤ N  , 1 ≤ k ≤ M}, where M is a 
number of observation sequence O1 O2. . . OM 

The initial state distribution = {πi} , 1 ≤ j ≤ N   

 

Fig. 3. Proposed system architecture 

IV. PROPOSED SYSTEM 
The proposed system, as shown in Fig. 3, consists of fix 

phases, skin detection, removing background, face and hands 
isolating, hand and face positions detection, Enhancement 
Motion Chain Code EMCC, and Hidden Markov Model HMM 
classifier. 

A sequence of input video frames Xt, t=1. . .T, where T is a 
number of video frames and the output is Maximum 
recognition probability Wi,  i = 1. . .N, where N is a number of 
signs, is corresponding to sign detection. 

The system components described in the following 
subsections: Sub section 4.1 presents skin detection and 
removing background. . Sub section 4.2 presents face and 

hands isolating. Sub section 4.3 presents hand and face position 
detection. Sub section 4.4 presents a Proposed Enhancement of 
Motion Chain Code (EMCC) and HMM. 

A. Skin Detection and Background Removal 
The algorithm uses skin detection [20]. The algorithm 

adopts skin colour detection as the first step. Due to YCbCr 
color space transform, YCbCr is faster than other approaches 
[21, 22]. The algorithm calculates the average luminance Yavg 
of the input image as given in Eq.4. 

Yavg = ∑ yi,j      (4) 
 Where yi,j = 0.3 R + 0.6 G + 0.1 B  is normalized to the 

range {0 to 255}, where i, j are the indices of the pixel in the 
image. According to    Yavg , the algorithm can calculate the 
compensated image Ci,j  by the following equations Eq.5 and 
Eq.6  [20]: 

R′i,j = �Ri,j�
τ
 

(5) G′i,j = �Gi,j�
τ
 

  Ci,j = �R′i,j, G′i,j , Bi,j� 

Where      

 τ = �
1.4,            Yavg  <  64
0.6,         Yavg  >  192
1,             otherwise.

                         (6) 

It should be noted that the algorithm compensates the 
colour of R and G to reduce computation. Due to chrominance 
(Cr) which can well represent human skin, the algorithm only 
consider Cr  factor for colour space transform to reduce the 
computation. Cr is defined as follows Eq. 7 [22]: 

Cr=0.5R'− 0.419G' − 0.081B     (7) 
Accordingly, the human skin binary matrix can be obtained 

as follows: 

Sij  = �0,        10 <  Cr <  45
1,                 otherwise                    (8) 

 
Fig. 4. (a) An example of Sij (b) Noise removal by the 5×5 filter 

Where ‘0’ is the white point and ‘1’ is the black point.  The 
algorithm implements a filtration by a 5 × 5 mask. First, the 
algorithm segments Sij into 5×5 blocks, and calculate show 
many white points in a block. Then, every point of a 5 × 5 
block is set to white point when the number of white points is 
greater than half the number of total points. Otherwise, if the 
number of black points is more than a half, this 5 × 5 block is 
modified to a complete black block, as shown in Fig. 4  [21]. 

Skin detection 

Removing background 

Face and hands isolating 

HMM classifier 

EMCC 

The maximum recognition 
probability Wi,  i = 1. . .N, 

Xt , t=1 … T 

Hands and face positions 
detection 
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     Skin color detection 

 
Fig. 5.  Skin colour detection and removing background 

Fig. 5 shows the resultant image shapes after skin detection 
and removing the background [23] of image. 

B.  Face and Hand Isolating 
The algorithm tracks the objects in each image.  The 

algorithm neglected the small objects, and then detects the 
largest objects as hands and the face. The algorithm isolates the 
hand and face as in Fig. 5.  After detecting the skin colour and 
removing background the position of the face and hands can be 
isolate and detected as Fig.6. 

 
Fig. 6. Isolating the face and hands 

Figure 5 shows the detected skin with background removal. 
The image contains a right hand and a face. The algorithm 
detects the hand and a face by the position and shape of each. 
Fig.6 shows isolating the face and hands, then isolate the right 
hand to detect the letter. 

C. Hands and Face position detection 
Figure 6 shows the skin detected with background removal. 

The image contains two hands and a face. The algorithm 
detects the hands and a face by the position and shape of each.  
Figure 7 shows three images at times {t-1, t, t+1}. The 
algorithm detects the hand position of each {Ut-1, Ut, Ut+1} to 
recognize the changes of hand position for each frame from 
video sequence. 

 
Fig. 7. Hand position detection and tracking 

D. Proposed Enhancement of Motion Chain Code (EMCC) 
and HMM 
The algorithm of EMCC depends on a two factors as Fig.8: 

• Column number: The algorithm detects the column 
number that has a position hand as Fig 8(a). 

• Angle direction: the algorithm detects the angle 
direction by calculating the angle between the hand 
positions for sequence frames as Fig 8(b). 

The algorithm calculates the observation number by change 
of column number and angle direction for hand position in 
each in a video sequence. 

   
(a)                                                                             (b)                                                                                              (c) 

Fig. 8. (a) The column distribution, (b) The eight directions of the right hand motion. The dotted lines represent the decision boundaries between different 
directions, (c) A sample EMCC  9 1 2 3 1 10 3 8 
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Fig. 9. The proposed algorithm of calculating the observation vector and using HMM to train and test the signs 

Figure 9 shows the proposed algorithm to detect an 
observation (O) of the sign or word detected. The first step 
detects the column number of the first frame of the sign (O1) 
and detects the hand position P(x1, y1). For each frame of a 
sign the hand position P(xi, yi) is detected. If the hand position 
in the same column, calculate the angle between the hand 
position of the previous frame and the recent frame to detect 
the observation number (Oi) from Fig.7 (b).  If the hand 
position changes to other column, the observation number (Oi) 
is the same number of a column as Fig. 7(a). After calculating 
the observation of the sign, apply the HMM algorithm. 

V. EXPERIMENTAL DATA 
To tune and test the proposed system, Arabic sign database 

EMCC database (EMCCDB) is generated as follows. The 
EMCCDB corpus consists of 40 Arabic words as Fig 10. The 
words were signed by three signers: one female and two male 
signers. All of the signers are dressed differently and the 
brightness of their clothes is different. 

The video frames of the database are sampled at 30 frames 
per second and the size of the frames is 640 x 480 pixels.  The 
implementation is carried out using the following as table 1: 

 Number of words: 40. 

 Number of videos: 1288. 

 Number of training videos: 1045. 

 Number of testing videos: 243. 

 Average videos per word: 32.2. 

 Average training videos per word is: 26.125. 

 Percentage of training videos per word is: 81.13%. 

 Percentage of testing videos is: 18.87%. 

The prototype is implemented using a Windows based 
MATLB (R2013a). 

   

Step 1: Detect the column number of the right hand position (O1) in the first frame {from coloumn9 to 13}) as Fig. 8(a). 

Step 2: Detect the hand position of the first frame    P(x1, y1). 

Step 3: Detect the hand position of the frame(i)    P(xi, yi) 

Step 4: If P(xi, yi) and P(xi−1, yi−1)are not in the same column  then 

                                Determine the column number of the right hand position (Oi) in the frame(i) {from coloumn9 to 13}). 

             Else 

                              Calculate  θ i = arctan � yi−yi−1
xi−xi−1

� 

                      Determine the direction number (Oi ) depends on θi  as Fig 8(b) 

             End if 

Step 5: If  frame(i) is not an end frame  then  go to step 3 

Step 6:  Train the HMM for each sign   λ = ( A, B,π) to maximize P(O|λ) 

Step 6: To test a sign: Given the observation sequence O=O1O2 . . . On and a model  λ = ( A, B,π) for this sign, then compute 

P(O|λ) for each sign. The target letter is the maximum P(O|λ). 
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TABLE I.  EMCC DATABASE (EMCCDB) DETAILS

  

 Sign name English Sign Name Number of 
videos Training videos Test 

videos Accuracy% 

 Buy' 31 25 6 100' یشترى 1
 go' 35 28 7 100' یذھب 2
 big' 40 32 8 100' كبیر 3
 grill' 26 21 5 100' یشوي 4
 what' 30 24 6 66.67' ماذا 5
 arrival' 43 35 8 100' یصل 6
 day' 24 20 4 100' یوم 7
 car' 33 27 6 100' سیارة 8
 fly' 14 12 2 100' ذبابھ 9
 featuring' 31 25 6 100' یتمیز ب 10
 Arm' 31 25 6 100' ذراع 11
 liver' 31 25 6 100' كبد 12
 sell' 32 26 6 100' یبیع 13
 selection' 36 29 7 100' یختار 14
 stupor' 33 27 6 100' ذھول 15
 sin' 37 30 7 100' خطیئھ 16
 growing' 43 35 8 100' یتنامى 17
 book' 38 31 7 100' كتاب 18
 reaps' 36 29 7 100' یحصد 19
 swim' 34 28 6 100' یسبح 20
 breaks' 35 28 7 100' یكسر 21
 puffed' 36 29 7 100' ینفث 22
 walking' 39 32 7 100' یمشى 23
 freedom' 27 22 5 100' استقلال 24
 followed' 27 22 5 100' إقتدى ب 25
 wfd' 22 18 4 100' الاتحاد العالمى للصم 26
 worst' 31 25 6 100' الاسوأ 27
 sacrifice' 27 22 5 100' الأضحیھ 28
 exam' 26 21 5 100' امتحان 29
 down' 35 28 7 100' ینزل 30
 prevents' 32 26 6 100' یمنع 31
 opens' 33 27 6 100' یفتح 32
 live' 36 29 7 85.71' یعیش 33
 climb' 28 23 5 100' یصعد 34
 plowing' 36 29 7 100' یحرث 35
 distribute' 31 25 6 100' وزع 36
 description' 39 32 7 100' وصف 37
 link' 30 24 6 100' وصلھ 38
 homeland' 27 22 5 100' وطن 39
 national' 33 27 6 100' وطنى 40
Overall  98.81 
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Freedom 

 حریة 

Go 

 
 یذھب

Grill 

 
 یشوى

What 

 
 ماذا

Fig. 10. Arabic Sign Language sample gestures 

TABLE II.  COMPARISON WITH ARSL RECOGNITION 

VI. EXPERIMENTAL RESULT 
For the purpose of comparisons, MCC [16] is applied on 

EMCCDB database, and it achieves an error rate with 38.15 %, 
while EMCC achieves an error rate with 1.2 %. Figure 11 
shows the EMCC performance for every sign detected in 
EMCCDB versus MCC performance. The total recognition rate 
enhancement is 36.95 %. As shown in table 2, it comparisons 
between EMCC and previous work on Arabic sign language 
recognition. In [16], MCC was applied on the American Sign 

Language. The error rate is 34.54% over the RWTH-
BOSTON-50 database. The implementation in [16] was carried 
out using the following: 

• Number of words: 30. 

• Number of videos: 110. 

• Number of training videos: 90. 

• Number of testing videos: 20 

 Instruments used Number of signs Classifier Recognition Rate 
EMCC None: Free Hands 40 words HMM 98.8 % 
     
Zaki and shaheen [16] None:Free Hands 30 words MCC 65.46% 

Mohandes and Deriche 
[26] 

Gloves : pair of colored 
gloves 
 

50 words HMM 98 % 

Shanableh. [27] 
Gloves : pair of colored 
gloves 
 

23 words KNN 87 % 

EL-Bendary et al. [2] None: Free Hands 15 Alphabet Letter 
MDC 91.3% 

MLP 83.7 % 

     
Jarrah, et al. [14] None: Free Hands 30  Alphabet  Letters ANFIS 93.55 % 
     

Assaleh, et al. [15] Gloves marked with six 
different colour 30 Alphabet  Letters polynomial 

classifiers 93.41% 

     

ArSLAT [13] None: Free Hands 29  Alphabet Letter 
Outer of the 
inner circle 
zones 

83.16 
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In [26] used (HMM) to represent 50 words by using 
Gaussian skin colour model. It detects the signer's face which 
acts as a reference of hands movement. It used Region growing 
method. The signer wore gloves coloured by orange and 
yellow. The recognition rate for this system was 98%. 

Shanableh. [27] Introduced k-nearest neighbours  KNN-
algorithm to developed Arabic signs recognition system. The 
signer wore colour gloves. The correct recognition rate of this 
system was 87%. 

Zaki [28] a new feature is used to recognize the Arabic 
Alphabet and numbers sign language via HMM. The proposed 
algorithm divided the rectangle surrounding by the hand shape 
into zones. The best number of zones was 16 zones. The 
observation of HMM was created by sorting zone numbers in 
ascending order depending on the number of white pixels in 
each zone. Experimental results show that the proposed 

algorithm achieves 100% recognition rate with minimum 
execution time at 16 zones with 19 states. 

EL-Bendary [2] used minimum distance classifier (MDC) 
and also used multilayer perceptron (MLP) classifier to detect 
15 characters only of letters with recognition rate 91.7 % and 
83.7 % respectively. 

Jarrah, et al [14] used Gloves marked with six different 
colours; the system used polynomial classifiers to recognize 30 
letters with recognition rate of 93.41 %. Reference [15] did not 
use gloves and used ANFIS to recognize 30 letters by 
recognition rate of 93.55 %. 

Assaleh, et al [13] recognized Arabic letters based on the 
hand geometry and the recognition rate of Arabic alphabet for 
different signs was 81.6 %. This system can reach a 100 % 
recognition rate with increasing number of zones and number 
of states. 

 

Fig. 11. EMCC ratio versus MCC in each sign 

As shown in table 2, Reference [2] used minimum distance 
classifier (MDC) and also used multilayer perceptron (MLP) 
classifier to detect 15 characters only of letters with recognition 
rate 91.7 % and 83.7 % respectively. Reference [11] 
recognized Arabic letters based on the hand geometry and the 

recognition rate of Arabic alphabet for different signs was 81.6 
%. This system can reach a 100 % recognition rate with 
increasing number of zones and number of states. Reference 
[13] used Gloves marked with six different colour, the system 
used polynomial classifiers to recognize 30 letters with 
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recognition rate of 93.41 %. Reference [12] did not use gloves 
and used ANFIS to recognize 30 letters by recognition rate of 
93.55 %. 

VII. CONCLUSIONS 
In this paper, a new algorithm, which is called 

Enhancement Motion Chain Code (EMCC), for Arabic sign 
language recognition is presented.  It has been demonstrated 
experimentally that the phases of the proposed algorithm 
includes skin detection, background exclusion, face and hands 
extraction, hands and face position detection, feature 
extraction, and also  classification using Hidden Markov Model 
(HMM). Experimental results show that the proposed 
algorithm achieves 1.2% error rate compared to the other 
competitive algorithm which achieves 38.15 % error rate. 
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Abstract—In this study, a tag and content-based ranking 
algorithm is proposed for image retrieval that uses the metadata 
of images as well as the visual features of images, also known as 
“visual words” to retrieve more relevant images. Thus, making 
the retrieval process more accurate than the keyword-based 
retrieval approaches. Both tag and content-based image retrieval 
techniques have their own advantages and disadvantages. By 
combining the two, their disadvantages have been offset. The 
proposed system has been developed to bridge the gap between 
the existing techniques and the desired user requirements. 
Initially, the system extracts the metadata of images and stores 
them into a custom designed dictionary dataset. Then, the system 
creates a visual vocabulary and trains a classifier on a dataset of 
images belonging to different categories. Next, for any given user-
query, the system makes a decision to display a class of images 
that best matches the query. These class images are processed in 
a way that we compute the relevance scores for each image and 
display the result based on the score. 

Keywords—Image retrieval; search engine; user-tags; 
relevance scores; visual words; multi-class classification 

I. INTRODUCTION 
The process of obtaining information resources relevant to 

data need, from a collection of information materials is the 
main idea presented in this paper, commonly known as 
“Information Retrieval”. The process of information retrieval 
has evolved over time as we can see that search engines today 
are much more efficient than they were years back. Among the 
current mainstream image search engines such as Google 
Image Search and Bing Image Search, Google is one of the 
most efficient, but it is tag-based [1] that takes keywords as 
queries and relies on the tags associated with images to search 
them. The tags are referred to as metadata of images that 
includes information such as name of an image, etc. While the 
tag-based image retrieval (TBIR) is a useful approach to 
improve the results of image retrieval, it suffers from the 
inconsistency of metadata that often results in more irrelevant 
images [2] making it a limited retrieval strategy because the 
tags may or may not be correct. 

In this paper, the idea of “content tags” (C-Tags) is 
proposed where we tag the image using image content. The 
proposed technique therefore relies not only on the user-tags 
associated with the images but also on the visual features of 
images, also known as “visual words”. So, in the system, 

given a user-query, the image dataset is processed in a way 
that the relevance score of each image is computed on the 
basis of user-tags and content-tags and a pool of images based 
on the relevance scores is displayed. 

The ranking algorithm produces a result set based on user-
tags and content-tags. 

This paper is organized as follows. Section II critically 
analyzes the existing work and builds an argument for the 
proposed work. In Section III we give an overview of the 
proposed system and propose a new image ranking algorithm. 
Section IV and V discusses the implementation of the 
proposed system and result analysis, respectively, followed by 
conclusion, future work and references. 

II. RELATED WORK 
All mainstream image search engines like Google Image 

Search, and Bing Image Search, generally rely on the textual 
information linked to an image, such as the user-tag and other 
image rounding-text in order to rank images. The ranking 
algorithms rank images based on how relevant the query is to 
the data associated with images. While tag-based image 
retrieval (TBIR) is often effective, the resulting images also 
contain irrelevant images making the results less accurate. 
Therefore, the current image search engines are constrained by 
the dissimilarity between the relevance of an image and its 
significance understood from the related textual information. 
Due to this reason, the search engines like Google show 
irrelevant results in text query based image search [3]. This is 
a significant downside of user-tag based image retrieval 
systems. 

III. PROPOSED WORK 
In this work, a novel ranking system is proposed which is 

based on the user tags associated with images and their visual 
features in order to make the retrieval results more efficient 
and relevant to the provided user-query. Many techniques 
were adopted like extraction of metadata, creation of 
dictionary dataset, removal of stop words, tag relatedness [4], 
tag length normalization [4], image representation and 
classification by high level features, computation of relevance 
scores, Jaccard similarity [4], etc. These techniques helped 
improve the ranking of more relevant images in search. We 
now briefly review the relevant concepts. 
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A. Tag-Based Retrieval 
Tag-based retrieval is a simple keyword based search in 

which the images in a dataset are indexed according to their 
metadata, like filename, alternate tag, etc. For the 
implementation of this approach, we first extract and store the 
metadata of images in a specially designed dictionary dataset 
so as to make the retrieval of large information more efficient. 
We make use of techniques such as removal of stop words, tag 
relatedness, tag length normalization, Jaccard similarity and 
tag refinement to make the retrieval process more efficient and 
the result set more relevant to the provided user query. 
Although tag-based methods are fast and reliable when images 
are well tagged, they are incapable of retrieving results that are 
relevant to the user query, if the associated user-tags are 
incorrect, and/or missing from the image collection. Therefore, 
in the proposed system, we combine the proposed tag-based 
retrieval technique with the content-based technique to offset 
the disadvantages of the tag-based approach. 

B. Content-Based Retrieval 
Image representation by effective features is crucial to the 

performance of the proposed image ranking system. While 
researching, we discovered that the most popular image 
representations have been described by low-level visual 
features such as color, shape, etc. while removing unimportant 
details [5]. The category of low-level features includes 
features such as color histograms, color moments, shape 
contour, shape region, and homogeneous texture, etc. 

Bag-of-Words (BoW) approach is an efficient and 
effective image representation approach for tasks such as 
image classification and retrieval [5]. The BoW model is 
illustrated in fig. 1. 

 
Fig. 1. Visual-word representation based on vector-quantized key-point 
features (image taken from [6]) 

The proposed content-based ranking algorithm uses the 
concept of “visual words” in order to achieve an automatic 
ranking of images. These visual words are the segments of an 
image that carry some kind of information related to the 
features which can be automatically detected and depicted by 
descriptors such as SIFT (Scale Invariant Feature Transform) 
[7], its variant PCA-SIFT (Principal Component Analysis-
SIFT) [8], SURF (Speeded Up Robust Features) [9], etc. 

This approach would make the retrieval of images efficient 
and thus improve the ranking of images that are more relevant 
to the query provided by the user. Hence, the system would be 
capable to compute visual relevance between images that 
would be more consistent with human expectations. Fig. 2 
shows the architecture of the proposed system. 

 
Fig. 2. Architecture proposed 

IV. IMPLEMENTATION 

A. Tag-Based Approach 
1) User Tag Search: 
Processing a user query involves the removal of stop 

words, which are the commonly occurring words of little 
interest such as “the”, “is”, etc., to reduce the total number of 
tags and to obtain more meaningful user tags (UTs) associated 
with the images. Thus we obtain a processed query, which is 
used to search the image collection. These meaningful UTs are 
then stored in a specially designed dictionary dataset to make 
the searching of tags more efficient. For example, when a 
query is entered, a binary search is applied to search the 
location of the relevant tag(s) which makes the search process 
quick and efficient. 
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TABLE I.  PSEUDO CODE OF THE DICTIONARY DATASET 

Dictionary Dataset Algorithm 
(1) Split the list into two equal parts. 
(2) Check the middle node. 
(3) While ( Data == Query ) 
(4) If ( Data > Node.Data ) 
(5) Use 2nd Node 
(6) Else 
(7) Use 1st Node 
 

2) Tag Relatedness: 
To further improve the search process, we measure the 

degree of effectiveness of a tag describing the tagged image in 
a collection. This technique is called Tag Relatedness, a 
technique in which the degree of relatedness between user tags 
is quantified and the images in the collection. In order to do 
that, priority is given to the UTs in the initial tag position than 
the UTs in the middle or last tag positions. For example, initial 
40% of the UTs are given 20% more priority than the rest of 
the 60% UTs found. As the study suggests [4], initial UTs are 
more important than the UTs at the last positions [10]. Fig. 3 
shows the percentage of images that have their most relevant 
user-tag at their n-th position in the user tag list. 

 
Fig. 3. Tag Relevance (image taken from [4]) 

3) Tag Length Normalization: 
UTs length played an important role during the process of 

measuring tag relatedness, like if a searched image has just 1 
or 2 UTs, then those UTs naturally get higher priority which 
deteriorates the results in the ranking of images. To overcome 
this problem, a tag length normalization technique is used to 
normalize the number of tags in the image. This way we make 
sure that the number of UTs does not make any difference. 
This task is achieved by first taking the square root of the total 
number of UTs and multiplying them with the scores obtained 
from the tag relatedness process and then by dividing its result 
by 1. 

4) Jaccard Similarity: 
Jaccard Similarity is a technique through which we 

combine both tag-based and content-based approaches, which 
makes it the most important process of the proposed system. 
Images in the dataset are ranked on the basis of the resultant 
scores which are obtained by finding the similarity between 
the UT scores and the CT scores. 

5) Tag Refinement: 
In this process, a decision for prioritizing tags between 

UTs and CTs is made. For example, if both UTs and CTs are 
matched and the result is true then UTs are given more priority 
than the CTs and if UTs are not matched with the CTs then 
CTs are given more priority than UTs. The justification for 
such a decision comes from the studies in Literature and also 
from the fact that whenever user and content tags match for an 
image, it could be the most relevant tags for the image. 

B. Content-Based Approach 
Content-based Image Retrieval (CBIR) offers a number of 

approaches and strategies for the retrieval of visual data from 
huge databases. A careful analysis suggests that for the 
proposed image ranking system, a high-level visual feature 
descriptor such as Bag of Visual Words (BoVW) is to be 
computed. To get this descriptor, we need visual features from 
the images which can be anything such as SIFT, PCA-SIFT, 
and SURF, etc. Among all these options we based the 
proposed system on SURF as it is quick and has performance 
similar to SIFT [11]. 

1) Local Feature Vectors: 
SURF helps us auto detect key-points from the images and 

from these points local feature vector (descriptor) is extracted, 
which is simply a vector comprising of numerical values that 
describes the visual data of the image region from which it 
was extracted [6]. The dimensionality of a local feature vector 
is always the same so the number of descriptors extracted from 
two different images does not need to be the same. 

In traditional image classification, every image is 
described by a global feature vector that can be seen as a set of 
numerical attributes in the context of machine learning. It is a 
requirement of image classification to have a global 
representation of an image that we didn’t achieve when we 
extracted a set of local feature vectors. 

To solve the above problem, a technique was employed 
that is known as bag of words. 

2) Bag of Words: 
As the name suggests, the idea of Bag of “Words” is taken 

from text analysis, which is to represent a document as a “bag” 
of essential words that carry some kind of information [12]. In 
computer vision, the idea is very similar. An image is 
represented as a Bag of “Visual Words” (BoVW) – patches 
that are described by a certain descriptor: 

 
Fig. 4. Illustration of BoW model in images (image from [12]) 
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The above mentioned BoW model for image classification 
and ranking is used by constructing a large vocabulary of 500 
words [13]. We choose the size of the dictionary as 500 based 
on the processing power of available computing resoruces. 

 
Fig. 5. Images reconstructed from descriptors. Size of the dictionary k is 
varied 

Then we represented every image as a histogram of the 
frequency of words that are stored in the image. The idea is 
illustrated in fig. 6. 

 
Fig. 6. BoW – representing object as histograms of words occurrences 

The visual vocabulary was built by first detecting some 
key-points in a large image dataset (e.g. 2,400 images) using 
SURF detector and then descriptors were extracted from the 
detected key-points using SURF descriptor. 

Next, we use k-means clustering algorithm on the 
computed set of descriptors to find the “centroids” which 
would be the vocabulary for the BoVW. 

For the query image, we again used the same technique 
which helped us detect the key-points and extracted 
descriptors from the image around the detected key-points. 
Next step was to compute nearest neighbor against each 
extracted descriptor in the dictionary. At the end, we built a 
histogram of length equal to the number of centroids that 
represented the frequency of the proposed dictionary words (as 
illustrated in fig. 7): 

 
Fig. 7. BoW – representing object as histograms of words occurrences 

Table II shows the simplified version of Bag of Words 
algorithm. 

TABLE II.  SIMPLIFIED BOW OUTLINE 

BoW Outline 
 

(1) Extract the SURF descriptors from the image dataset. 
(2) Put all the descriptors of detected keypoints into a single set. 
(3) Apply a k-means clustering algorithm over the set of descriptors to 

find the centroids. These cluster centers represent the proposed 
dictionary’s visual words. Store these centroids in a YML file (e.g. 
dictionary.yml) 

(4) The global feature vector will be a histogram that represents the 
frequency of each centroid occurred in each image. Find the 
nearest centroid for each local feature vector to compute the 
histogram. 
 

This model was then used in conjunction with an SVM 
classifier in order to evaluate query images. 

3) Image Classification: 
We used a set of images which contained images with 

class label as input for image classification and classified 
previously unclassified images on the basis of their visual 
appearance with the classified images. We used two 
techniques, with the help of which we classified images. 

In the first technique, we used an SVM [14] classifier to 
classify images. SVM is a binary classifier, which assigns +1 
to a positive class and -1 to all other (negative) classes on the 
basis of some confidence score. SVM predicts the class of a 
query image using this confidence score. But the OpenCV 
implementation of SVM does not provide the confidence 
scores of negative classes. By confidence score, we mean 
some weight, threshold or distance with the help of which 
SVM rejects other classes. In order to get the confidence of all 
classes, we used a second technique. 

Table III shows the simplified version of classification 
algorithm using the first technique. 
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TABLE III.  SIMPLIFIED CLASSIFICATION ALGORITHM (FIRST TECHNIQUE) 

Classification Algorithm (First Technique) 
 

(1) Set the training data. 
(2) Train the SVM classifier with the training data to build the SVM 

model. 
(3) Extract the SURF local features from the query image. 
(4) Put all the features of query image into a single set. 
(5) Predict the class of query image using the set on the basis of a 

confidence score. 
 

In the second technique, we used K-means clustering 
algorithm to compute the centroids of descriptors of all classes 
and then used a FLANN-based matching technique to compute 
the matches (distances) of query image with the centroids of 
all classes. Next, we calculated the mean value of matches 
(distances) of each class separately. The result of mean is 
actually the confidence score, with the help of which we can 
classify images. The lower the mean value of a class with 
query image, the more probable it is that the query image 
belongs to that class. This technique not only classifies image, 
but also provides confidence of all classes. Thus, with this 
technique we were able to handle the multi-class problem, 
which was not possible in the OpenCV implementation of 
SVM. Table IV shows the simplified version of classification 
algorithm using the second technique. 

TABLE IV.  SIMPLIFIED CLASSIFICATION ALGORITHM (SECOND 
TECHNIQUE) 

Classification Algorithm (Second Technique) 
 

(1) Set the training data. 
(2) Extract features and descriptors of images of all classes. 
(3) Calculate the centroids of descriptors of each class using K-means 

clustering algorithm. 
(4) Extract the features and descriptors of query image. 
(5) Match the descriptors of query image with centroids of all classes. 
(6) Calculate mean values of matched descriptors for each class 

separately. 
(7) Get the minimum 3 mean values. 

 

Using the output from both techniques, we improved the 
classification of images. Table V shows the confidence scores  

TABLE V.  RELEVANCE SCORES OF DIFFERENT IMAGES BELONGING TO 
DIFFERENT CLASSES 

Query 
Scores 
Best 2nd Best 3rd Best 4th Best 

Plane 0.85118 0.33915 0.33018 0.32292 
Bike 0.71795 0.32445 0.32423 0.32395 
Face 0.5004 0.29813 0.29686 0.29454 
Car 9.48087 0.32434 0.32417 0.32318 
Elephant 0.57092 0.36381 0.36137 0.35581 
Bread Maker 0.92687 0.32338 0.32263 0.32160 
Revolver 0.60420 0.34228 0.34083 0.33813 

Average 0.66464 0.33079 0.32861 0.32573 

for a few example images which were tested during the 
implementation. The first best result is the output of the first 

technique, and the rest of the results came from the second 
technique. 

4) Ranking of Images: 
Once we received the class label from the SVM classifier, 

we again computed the descriptors for each image belonging 
to that class. We used FLANN (Fast Approximate Nearest 
Neighbor Search Library) [15] to match the descriptors of the 
query image and the class images. We then calculated the 
mean values of matched descriptors (lower the distance, the 
better). FLANN based-matcher is quick and efficient in feature 
matching making it an ideal choice for us [16]. 

At the end, we sorted the class images in ascending order 
of their distances so that best matches are at the top. Table VI 
shows the proposed ranking algorithm. 

TABLE VI.  SIMPLIFIED RANKING ALGORITHM 

Ranking Algorithm 
 

(1) Compute descriptors of the query image. 
(2) Predict the class of image using SVM. 
(3) For each image in the class, compute descriptors. 
(4) Use FLANN based-matcher to match the descriptors between 

query image and all images in the class. 
(5) Calculate mean values of matched descriptors. 
(6) Sort the class images in ascending order of their distances so that 

best matches (with low distance) come to front. 
 

V. RESULT ANALYSIS 
A large number of images belonging to a set of 20 

predefined concepts (e.g., plane, car, elephant, etc.) have been 
exhaustively tested to evaluate the functioning of the system 
then real-time input was taken. 

The datasets were taken from ‘Computational Vision at 
Caltech’ (2,400 images, 120 per class) [17]. 

The test with SURF feature detector showed good 
performance with respect to the system requirements, but it 
was not very stable to rotation and illumination changes. We 
came very close to the performance of SIFT (Scale Invariant 
Feature Transform). According to the maker of SURF 
detector, it should be quicker than SIFT detector. Our inability 
to perform at that level is most likely due to the avoidance of 
pre-processing of images before using SURF algorithm. 

 
Fig. 8. Matching visual words and their histogram representation 
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Even though the feature detection step is quick, feature 
extraction is slow and time consuming process as calculation 
of the SURF descriptors takes a very long time. Hence, the 
training of image classifier takes quite a while. On the bright 
side, since training of image classifier is done just once toward 
the beginning, classification and ranking of images is 
relatively fast. 

We use the standard precision and recall definitions from 
image retrieval to assess the relatedness of the retrieved results 
which are given as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑁𝑜.𝑜𝑓 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐼𝑚𝑎𝑔𝑒𝑠 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑
𝑁𝑜.𝑜𝑓 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝐼𝑚𝑎𝑔𝑒𝑠

   
  (1) 

 
𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑁𝑜.𝑜𝑓𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐼𝑚𝑎𝑔𝑒𝑠 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜.𝑜𝑓 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐼𝑚𝑎𝑔𝑒𝑠
   

      (2) 
Fig. 9 shows the retrieval results obtained for the text-

based user query “Cars”. 

 
Fig. 9. Search Results 

Table VII shows the performance of the proposed system 
which was measured on the basis of precision and recall of 
image retrieval. 

TABLE VII.  PERFORMANCE ANALYSIS 

Query 
Total 

Relevant 
Images 

Retrieved 
Images 

Relevant 
Images 

Retrieved 
Precision Recall 

Text 15 10 9 0.9 0.6 
Text and 
Content 15 13 11 0.85 0.73 

Our results show that the proposed system is able to 
retrieve more than 80% of relevant images from an image 
collection, given a user-query. 

VI. CONCLUSIONS 
In this paper, a novel image ranking technique is proposed 

using the metadata of images and the concept of bag-of-visual-
words, which is an effective image representation in the 
classification and retrieval tasks. The accuracy is higher in 
comparison to tag-based image retrieval. The proposed system 
is an improvement from the user-tag only approach and is a 
promising step towards improving image retrieval using text 

queries. The evaluation of sample dataset proves the 
effectiveness of the proposed system. 

VII. FUTURE WORK 
We have proposed an image ranking system that uses 

visual features of images for generating the content tags for 
images as well as later using these tags for the retrieval 
purposes.  A hybrid approach is presented that uses both user 
and the generated content tags for the retrieval purposes. An 
evaluation study shows the usefulness of the results. 

Although, the proposed system has improved the ranking 
of images, the algorithm still needs refinements so that it is 
able to retrieve more relevant results. Therefore, in future we 
plan to incorporate the concept of “visual keywords” which 
are the significant portion of images related to the user tags, to 
further improve the image retrieval process. 
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Abstract—Manual data collection and entry is one of the 
bottlenecks in conventional disaster management information 
systems. Time is a critical factor in emergency situations and 
timely data collection and processing may help in saving several 
lives. An effective disaster management system needs to collect 
data from World Wide Web automatically. A prerequisite for 
data collection process is document classification mechanism to 
classify a particular document into different categories. 
Ontologies are formal bodies of knowledge used to capture 
machine understandable semantics of a domain of interest and 
have been used successfully to support document classification in 
various domains. This paper presents an ontology-based 
document classification technique for automatic data collection 
in a disaster management system. A general ontology of disasters 
is used that contains the description of several natural and man-
made disasters. The proposed technique augments the 
conventional classification measures with the ontological 
knowledge to improve the precision of classification. A 
preliminary implementation of the proposed technique shows 
promising results with up to 10% overall improvement in 
precision when compared with conventional classification 
methods. 

Keywords—Disaster Management; Document Classification; 
Ontology; Supervised Learning; Information Retrieval 

I. INTRODUCTION 
EM-DAT International Disaster Database of the Centre for 

Research on the Epidemiology of Disasters1 classifies disasters 
into two general categories, namely Natural Disasters and 
Technological Disasters. Some more specific subcategories of 
Natural Disasters include Earthquake, Mass Movement, 
Volcanic Activity, Extreme Temperature, Fog, Storm, Flood, 
Landslide, Wave Action, Drought, Glacial Lake Outburst, 
Wildfire Epidemic, Insect Infestation and Animal Accident. 
Similarly, Technological Disasters are subdivided into 
Chemical Spill, Collapse, Explosion, Fire, Gas Leak, 
Poisoning, Radiation, Air Accident, Road Accident, Rail 
Accident, Water Accident and Others. All disasters are 
humanitarian crisis of varying degrees and usually need some 
mitigation measure to minimize losses to lives and 
infrastructure. Information Technology can also play a vital 
role in disaster management. Conventional disaster 
management systems such as Sahana 2  depend on manual 
collection, entry, and management of database for disaster 
management. Ilyas and Ahmed propose SAHARA [1], a 

1 http://www.emdat.be/ 
2 http://sahanafoundation.org/ 

semantic disaster management system to support disaster 
management. The proposed system comprises the following 
components: 

• A knowledge base is used to formally capture 
knowledge about disasters and disaster management in 
the form of disaster ontologies. A base level disaster 
ontology is developed  by Afzal et al. [2]. 

• A data collection components collects disaster-related 
information from various resources on World Wide 
Web such as blogs, social networks, wiki sites, news 
sites, government and non-government organizations 
etc  [3]. Ontology developed during the previous phase 
may also be used to support data collection. 

• A reasoner is used to perform reasoning on ontologies 
and the instance data collected by the data collection 
component. This process produces useful information to 
support disaster management such as location of 
disaster, intensity of disaster, information about 
inaccessible routes of affected area, services required in 
affected areas, infrastructure damage, number of 
casualties, livestock loss, services available and 
required in nearby hospitals. 

• An alert management sub-system sends alerts to various 
stakeholders such as hospitals, government 
organizations, non-government organizations and 
volunteers to support decision making for effective 
disaster management. 

This paper presents a document classification technique 
that can be used in data collection phase of SAHARA. The first 
step during data collection is to label a newly found document 
according to specified categories. A supervised learning 
approach is used because the categorization information is 
already available in the form of an ontology. These categories 
are formed by various concepts and properties in the domain of 
disaster management. A set of measures usually used in 
conventional classification techniques is supported with the 
ontological knowledge to improve the precision of 
classification process. The conventional measures include URL 
of a link, anchor text, inbound links, position & frequency of 
the target category and URL depth of the document being 
processed. Ontology computations involve ontology concepts, 
properties, relationships, annotations and instances. Rest of the 
paper is organized as follows: 
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Section 2 presents a review of use of ontologies in disaster 
management systems. Section 3 gives details of the proposed 
technique. Results are presented in section 4 followed by the 
conclusion and future directions in section 5. 

II. RELATED WORK 
To find relevance of a document with the target concept in 

a distributed environment like Internet, the traditional 
approaches in document classification focus on processing 
links in the document, popularity of the document through 
inbound links, frequency and position of the term in the 
document. More recently, the researchers have also used 
ontologies to support the classification process. As ontologies 
are used to capture domain knowledge in a formal and explicit 
way, they are a natural choice in document classification 
process. Ontologies have been used in a diverse range of 
domains from cultural heritage [4] to 3D modeling [5], e-
commerce [6] to health services [7], human anatomy [8] to 
fraud detection [9] and cyber warfare [10] to agriculture [11]. 
Punitha et al. argue that ontology augmentation can improve 
the document classification process significantly [12]. 

Disaster management systems can also benefit from 
ontologies significantly in various phases and tasks of disaster 
management. Hristidis et al. have identified five phases in 
disaster management that need data analysis and management, 
namely information extraction, information retrieval, 
information filtering, data mining and decision support [13]. 
Each one of these phases has its own unique challenges and the 
researchers have explored the use of ontologies in all of them. 
Imran et al.  have used ontologies to support information 
extraction process from micro blogging sites [14]. Their work 
is based on ontology proposed by Vieweg et al. that captures 
information about Caution & Advice, Casualties & Damage, 
Donations of Money, Goods or Services, People Missing, 
Found, or Seen and Information Source [15]. The proposed 
method achieved up to 93% accuracy and 64.5% recall for 
some concepts. 

Fan and Zlatanova have used ontologies for semantic 
interoperability in disaster management [16]. The proposed 
methodology comprises two phases. In the first phase, 
ontologies are developed and evaluated for actors, static & 
dynamic data models, processes and task. In the second phase, 
several ontologies are matched together to identify and match 
common concepts in these ontologies. Ontologies are also 
updated if required. The authors have used a primitive case 
study to validate the proposed methodology. 

Haghighi et al. have proposed Domain Ontology for Mass 
Gatherings (DO4MG); an ontology for intelligent decision 
support in medical emergency management for mass 
gatherings [17]. The top level concepts in the ontology include 
Environmental Factors, Mass Gathering Plan, Gathering 
Type, Crowd Features and Event Venue. Two evaluation 
approaches, namely   criteria-based evaluation and application-
based evaluation are used to evaluate the developed ontology. 
A prototype system is developed for application-based 
evaluation. The results are encouraging and prove that 

DO4MG ontology can be used effectively to support the 
decision making process in mass gatherings. Amailef  Lu have 
proposed a similar system and proved its effectiveness to 
support case-based reasoning in m-government emergency 
response services [18]. 

Chen et al. have proposed an ontology based decision 
support system for disaster management in typhoons [19]. The 
proposed system comprises three phases including feature 
extraction, damage prediction and risk analysis. An ontology is 
used to support these phases. The authors argue that the 
performance of the system depends on accuracy and 
completeness of the  knowledge captured by ontologies. 

Cabacas  et al. have proposed an ontology-based messaging 
system to utilize social relations as a service [20]. The user 
query is analyzed by the system to “understand” the user’s 
social and physical environment.  A service matching 
component finds the most suitable service based on several 
criteria such as location, time and situation. Finally, service 
messenger component broadcasts the message to the concerned 
stakeholders. 

Hristoskova  et al. have used a set of generic as well as 
domain specific ontologies to support the reasoning process in 
disaster management [21]. A data aggregator component 
collects data from various devices and sensors. This data is 
passed on to context engine which updates/queries a semantic 
model composed of ontologies. The context engine also 
interacts with a decision engine for updating, querying and 
evaluating the rules. The proposed approach is validated 
through implementation in two scenarios. A critical analysis of 
the related work strengthens the case and need of developing 
an ontology-based document classification method for disaster 
management system that can be used to categorize various kind 
of documents from World Wide Web. 

III. PROPOSED METHODOLOGY 
The proposed approach attempts to categorize a document 

with a target concept in the domain of disaster management. 
The process is divided into three phases, namely link 
relevance, page relevance and ontology relevance. Finally, 
these scores are combined into an overall document relevance 
score. The details of these three phases are as follows. 

A. Link relevance computations 
Link relevance is based on the measures commonly used in 

classical clustering methods. These include anchor text, URL 
text, and link popularity. A page will be assigned a higher 
relevance score if the target concept appears in the anchor text 
and URL text. Also, the relevance score will be higher for a 
popular page i.e., a page having more number of inbound links 
from external documents. 

B. Page rlevance computations 
The structure and content of a document/webpage play 

important role in computing its relevance with a particular 
concept. Page computation is further divided into the following 
measures: 
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1) Term frequency-Inverse document frequency (TF-IDF) 
TF-IDF score is a classical method of assigning more 

weight to a more frequent term in a document and a lower 
weight to unimportant terms in the entire document collection. 
Several variations exist and one of them is given below [22]: 

Ptf = log (ft,d) +1 if  ft,d >0; 0 otherwise (1) 

Where ft,d represents frequency of term t in document d. 

A commonly used formula for calculating inverse 
document frequency is: 

Pidf = log (N/Nt) (2) 

Where N is the total number of documents in the collection 
and Nt is the number of documents in which term t appears. 

Finally, Ptf-idf can be calculated by simply multiplying Ptf 
and Pidf. 

Ptf-idf = Ptf * Pidf (3) 

2) Attribute relevance 
The position of a term appearing in a document plays an 

important role in classifying a document. If a term appears in 
title, first or second level heading, then the document is more 
relevant to that term as compared to another document in 
which the same term appears in a paragraph. 

3) URL depth 
URL depth refers to how deep a web page lies in a website. 

The closer a webpage is to site root; the more it is considered 
to be relevant to the target concept. A webpage located deeper 
in a site hierarchy is considered to be less important. 

C. Ontology relevance computation 
As mentioned above, Ontologies are an excellent source of 
document classification because they are formal bodies of 
knowledge developed for specific domains. In this work, the 
base level disaster ontology developed by Afzal et al. is used 
[2]. The top level concepts in the ontology include Disaster, 
Disaster Location, Disaster Date, Losses, Services, Service 
Providers, and Relief Items. A partial hierarchy 
of Services concept in the ontology is given in Fig. 1. Fig. 2 
shows a detailed description of Transportation Hazard concept 
in the ontology The details of ontology relevance computations 
are given below: 

1) Ontology concepts 
A positive match between concepts in a document with the 

ontological concept to be classified may serve as an important 
document classification measure. This measure is given the 
highest weight in our classification process because of the 
formal semantics captured in an ontology. 

 

 
Fig. 1. A subconcept hierarchy of Service concept in the disaster 
management ontology 
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Fig. 2. A detailed visual description of Transporation Hazard concept in the 
disaster management ontology 
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2) Ontology properties 
Ontology properties are used to define relationships of 

concepts with literals only such as OccurredOn is a property of 
Disaster concept to describe date and time of occurrence of 
disaster. Ontology properties can play an important role in 
document classification as they are used to define the concept 
unambiguously. Two cases may arise in this case. First, if an 
ontology concept is matched in a document and the properties 
are also similar, then the confidence of relevance is very high. 
On the other hand, if concepts are different but there is high 
similarity between the properties, then there are high chances 
of similarity and it is assumed that different synonyms are used 
for the same concept. 

3) Ontology relationships 
While ontology properties establish a link between 

ontology concepts and literals, ontology relationships are used 
to relate concepts with other concepts. Ontology relationships 
can give contextual and domain information such as 
hasLocation relates the Disaster concept with the Location 
concept. Relationships are important measure for document 
classification as they can help in reducing ambiguity with 
contextual information. 

4) Ontology annotations 
An ontology may have a number of annotation properties 

such as SeeAlso can be used to point to another source 
describing the same concept. Other examples include Label, 
Comment, SeeAlso and IsDefinedBy. These annotations may 
use used to give synonyms of a term, refer to some other 
resources for further description or give human-readable labels. 

5) Ontology instances 
Instances relate concrete things to general class of concepts 

e.g., Katrina3  is an instance of Hurricane disaster. A document 
containing instance of the target concept is assigned a higher 
weight. 

D. Proposed Algorithms 
The algorithms for the three computational components 

mentioned above i.e., link relevance, page relevance and 
ontology relevance, are given below. 

Algorithm LinkToConceptRelevance 
Inputs: Source document, Target concept, Set of concepts 
from ontoloty, Weight of anchor text, Weight of URL text and 
Weight of link popularity  
Output: Link relevance score 
Let 
Concept=Target concept in disaster domain 
NumLinks = Total number of links in Page 
Anchor= Anchor text of a link 
Sa , Su , Slp = Temporary variables to store relevance scores 
for anchor text, URL and link popularity respectively 
Rela, Relu , Rellp , RelL =Relevance for anchor text, URL, 
link popularity and total link relevance with the target concept 
respectively 
Wa, Wu , Wlp = Weight assigned to anchor text, URL and link 
popularity respectively 

3 http://www.history.com/topics/hurricane-katrina 

Sa ,  Su, Slp  ⃪ 0 
Rela, Relu , Rellp , RelL  ⃪ 0 
For all Links in the page 
 If target of Link is a valid page or an OWL/RDF file 
  Store Link in database 

End if 
 For all Tokens in the Anchor 
  If  Token contains Concept 
   Sa ⃪ Sa +1 
  End if 
 End for  
 For all Tokens in the URL 
  If Token contains Concept 
   Su ⃪ Su +1 
  End if 
 End for  
End for  
Get Slp using Google API 
Normalize Sa and Su by length of document 
Rela  ⃪ Sa * Wa 
Relu ⃪ Su * Wu 
Rellp  ⃪ Slp * Wlp 
RelL=Rela + Relu + Rellp 

The algorithm for computing page relevance is given 
below. 

Algorithm PageToConceptRelevance 
Inputs:  Source document, Target concept, Set of concepts 
from ontoloty, Weight of title tag, Weight of heading tag and 
Weight of TF-IDF 
Output: Page relevance score 
Let  
Concept=Target concept in disaster domain 
Title=Title of the page 
TF=Term frequency 
N=Total number of documents  
Nt=Number of documents in which term t appears 
Wt, Wh, Wtf-idf = Weight assigned to title, heading and tf-idf 
respectively 
St, Sh, Stf, Sidf, Stf-idf = Temporary variables to store relevance 
scores for title, heading, tf, idf and tf-idf respectively 
Relt, Relh,  , Reltf-idf, Relp  = Relevance score for title, 
heading, tf-idf, and total relevance for document with the 
target concept respectively  
St, TF, Sh, Stf, Sidf, Stf-idf, ⃪ 0  
Relt , Relh , Reltf , Relidf , Reltf-idf , Relp ⃪ 0  
For all Tokens in Title Do 
 If Title contains Concept 
   St ⃪  St+1 
 End if  
End For  
For all Tokens in document Do 
 If Token contains Concept 
  TF ⃪  TF+1 
  If Token is in Heading 1 
   Sh ⃪ Sh+ log (TF)  
  End if 
  If Token is Heading 2 
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   Sh ⃪ Sh+ log (log (TF)) 
  End if 
 End if 
End For  
If TF > 0 
 Stf ⃪ log (TF) 
End if 
Sidf ⃪  log (N/Nt) 
Stf-idf ⃪ Stf * Sidf 
Normalize St and Sh by length of document 
Relt ⃪ St * Wt 
Reltf-idf ⃪ Stf-idf * Wtf-idf 
Relh ⃪ Sh * Wh 
Relp ⃪ Relt +Reltf-idf+ Relh 

The algorithm for ontology relevance computation is given 
below. 

Algorithm OntologyToConceptRelevance 
Inputs: Word vector of document, Word vectors of  ontology 
concepts, properties, annotations and instances, Weight 
assigned to concepts, properties, relations, annotations, 
instances and cosine similarity  
Output: Ontology relevance score 
Let  
Concept=Target concept in disaster domain 
Sc, Sp, Sr, Sa, Si, S0 = Temporary variables to store relevance 
scores for ontology concepts, properties, relations annotations, 
instances and ontology respectively 
Relc, Relp, Relr, Rela, Reli, Rel0 = Relevance of ontology 
concepts, properties, relations, assertions, instances and 
ontology with the target concept respectively  
CS=Cosine similarity measure of the document 
CSc, CSp, CSr, CSa, CSi = Cosine similarity measures for 
concepts, properties, relations, annotations and instances 
respectively 
Wc, Wp, Wr, Wa, Wi = Cosine similarity measure weights for 
concepts, properties, relations, annotations and instances 
respectively 

D
→ = Word vector of document 

C
→ ,

P
→ ,

R
→ ,

A
→ ,

I
→ = Word vector of concepts, properties, 

relations, annotations, and instances in the ontology 
respectively 
Wc, Wp, Wr, Wa, Wi, WCS = Weight assigned to concepts, 
properties, relations, annotations, instances and cosine 
similarity respectively 
Si, Sp, Sr, Sa, Si,S0 ← 0 
Relc, Relp, Relr, Rela, Reli, Rel0 ← 0 
For all Tokens in document Do 
 For all Concepts in ontology Do 
  If Token contains Concept 
   Sc ← Sc + 1 
  End if 
 End For  
 For all Properties in ontology Do 
  If Token contains Property 
   Sp ← Sp + 1 
  End if 

 End For  
 For all Relations in ontology Do 
  If Token contains Relation 
   Sr ← Sr + 1 
  End if 
 End For  
 For all Annotations in ontology Do 
  If  Token contains Annotation 
   Sa ← Sa + 1 
  End if 
 End For  
 For all Instances in ontology Do 
  If  Token contains Instance 
   Si ← S i + 1 
  End if 
 End For  
End For  

CSc ⃪ D
→

�
D
→�

 . C
→

�
C
→�

 

CSp ⃪ D
→

�
D
→�

 . P
→

�
P
→�

 

CSr ⃪ D
→
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D
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 . R
→
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R
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CSa ⃪ D
→

�
D
→�

 . A
→

�
A
→�

 

CSi ⃪ D
→

�
D
→�

 . I
→

�
I
→�

 

CS ⃪ ( CSc+CSp+CSr+CSa+CSi ) * Wcs 
Normalize Sc, Sp, Sr, Sa, Si and S0  by length of document 
Relc ⃪ Sc * Wc 
Relp ⃪  Sp * Wp 
Relr ⃪  Sr * Wr 
Rela ⃪ Sa * Wa 
Reli ⃪ Si * Wi 
Rel0 ← Relc + Relp + Relr + Rela + Reli +  CS 

Finally, the three algorithms given above are combined to 
compute the final relevance score of the document being 
processed. 

Algorithm DocumentClassification 
Input: Domain ontology of disaster, Set of documents, 
Weight assigned to link relevance, page relevance and 
ontology relevance  
Output: Final relevance of a document with the target 
concept 
Let 
d=Document being processed 
c= A concept in the ontology 
W=Weight of a measure 
WL, WP, WO  ⃪ 0 
Extract Concepts from disaster ontology 
For all Concepts Do 
For all Documents Do 

RelevanceL ⃪ LinkToConceptRelevance (dm, cm, 
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{c1, c2, …. cn}, Wa, Wl, Wlp)  
RelevanceP ⃪ PageToConceptRelevance (dm, cm, 

{c1, c2, …. cn}, Wt, Wh, Wtf-edf) 
RelevanceO ⃪ OntologyToConceptRelevance ( 

C  
→ ,

P
→ ,

R
→ ,

A
→ ,

I
→, Wc, Wp, Wr, Wa, Wi) 

RelevanceTotal ⃪ RelevanceL* WL+ RelevanceP * 
WP+ RelevanceO * WO 

End For  
End For 

 
Fig. 3. A comparison of precision of conventional and ontology-based  
classification approaches 

IV. RESULTS AND DISCUSSION 
The proposed algorithm is tested on eighteen sets of 

documents related to various concepts in disaster management 
domain. These documents are categorized by human reviewers 
for their relevance with the target concepts. Then the results of 
conventional and ontology based classification are compared. 
Fig. 3 shows results of proposed algorithm on 18 sets of 
documents, each set consisting of  20 documents and the 
results are averaged for each set. The first six sets of 
documents (Set1 – Set6) were highly relevant to the target 
concept. The next six document sets (Set7 – Set12) were 
moderately related with the target concept. The last six sets 
(Set13 – Set18) were unrelated with the target concept. The 
results show that the ontology based classification performed 
better both for highly relevant and irrelevant documents. The 
proposed algorithm ranked relevant document higher than the 
conventional technique. The overall average gain achieved was 
11%. For moderately relevant documents, the difference 
between proposed and traditional algorithm was marginal i.e., 
3%. In case of unrelated documents, the proposed algorithm 
ranked the documents lower than the traditional algorithms. In 
this case, the average difference was 9%. Hence, the proposed 
algorithm achieved an overall improvement of about 10%  
because of use of ontologies. 

V. CONCLUSION AND FUTURE WORK 
The proposed ontology-based document classification 

technique outperforms the conventional methods because of 
formal semantics provided by the ontology. The initial 
evaluation on a selected set of documents showed up to 10% 
overall improvement in the precision of classification. 
However, the proposed techniques has some limitations. First, 
it depends on availability of ontologies. As there are no 
standard disaster ontologies available, the performance of a 
typical system depends on the quality and accuracy of 

ontologies used. Another limitation is a lack of availability of 
instance data. Also, the ontological processing is 
computationally expensive as compared to traditional 
approaches. 

The future work involves evaluation of the proposed 
technique in a distributed environment like World Wide Web. 
A real life implementation in a particular disaster situation is 
also required to evaluate the proposed methodology. Moreover, 
in this work, a general ontology of disaster management is used 
that covers several kinds of disasters. One may also consider 
using a specific ontology targeted to  a particular kind of 
disaster to improve the effectiveness of the proposed approach, 
e.g., an earthquake ontology for classifying earthquake-related 
documents and an tsunami ontology for tsunami-related 
documents. More specific ontologies may also have added 
advantage of improved efficiency because of narrower 
coverage of domain. Another future direction may focus on the 
selection of ontologies in real time. In this case, the system is 
not given an initial ontology as input but the most suitable 
ontology is selected based on the first few documents. A 
system may also be designed to use different ontologies for 
different set of documents. The criteria might include level of 
granularity or specificity of the concepts in the documents 
being processed. 
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Abstract—The security of wireless sensor networks is a topic 

that has been studied extensively in the literature. The intrusion 

detection system is used to detect various attacks occurring on 

sensor nodes of Wireless Sensor Networks that are placed in 

various hostile environments. As many innovative and efficient 

models have emerged in the last decade in this area, we mainly 

focus our work on Intrusion detection Systems. This paper 

reviews various intrusion detection systems which can be broadly 

classified based on certain traditional techniques, namely 

signature based, anomaly based and hybrid based. The models 

proposed by various researchers have been critically examined 

based on certain classification parameters, such as detection rate, 

false alarm, algorithms used, etc. This work contains a 

summarization study of various intrusion detection systems used 

particularly in Wireless Sensor Networks, and also highlights 

their distinct features. 

Keywords—Wireless sensor networks; Intrusion Detction 

System; Signature based IDS; Anomaly based IDS; Hybrid based 

IDS; Algorithms 

I. INTRODUCTION 

Wireless Sensor Networks (WSN) are used for monitoring 
the environment or a given area by collection of data, such as 
temperature, sound, pressure, light, etc from various Sensor 
Nodes (SNs) and analyzing them at a Base Station [1, 2]. The 
WSN consists of hundreds of sensor nodes that are basically 
small sensors used for monitoring the environment. The 
advantage of these sensors is that they can be placed in any 
location where surveillance by humans is not possible, 
including harsh climatic conditions or underwater surveillance 
[3]. The WSNs are used in a variety of fields ranging from 
healthcare and area monitoring to environmental and 
industrial monitoring systems. 

This paper focuses on one of the applications of Wireless 
Sensor Networks namely Intrusion Detection Systems (IDS) 
[5, 6]. Intrusion detection systems are used to detect intrusions 
in a certain network or an area under surveillance. Intrusion is 
defined as an unauthorized (unwanted) activity in a network. 
In [4], an efficient IDS has been proposed in the field of 
healthcare for prevention against intrusions. On the basis of 
detection methodology, IDS are traditionally classified into 3 
models: Anomaly based, Signature based and Hybrid Based 
IDS. The signature based IDS have predefined set of rules that 
are designed on the basis of previously known security attacks 

and the signatures of the attacks are stored in a database. The 
signature is a kind of pattern that describes a known attack. 
The incoming information is compared and checked with the 
previously identified signatures and hence protect against well 
known attacks and also have the advantage of low false alarm 
rate (FAR). A preliminary rule based approach to detect 
intrusions is developed in [7] that is based on comparison of 
the incoming packets with known signatures. On the other 
hand as it has been pointed out in [8, 9], the signature based 
model is similar to an anti-virus system that has a database 
and can detect known attacks but has problems when 
unknown attacks whose signatures are unknown are to be 
detected. To eliminate this particular drawback, the anomaly 
based IDS are used which works on the basis of a threshold 
[10]. This type of IDS defines what is called as a normal 
behaviour and an abnormal behaviour. Any new inbound 
information packet is verified against this normal behaviour 
and determined if it is an intrusion or not. As the detection 
mechanism is based on a threshold for normal traffic pattern, 
it has the capability to detect new intrusions, but on the other 
hand, it has a major disadvantage of missing out on well 
known attacks. The anomaly based model has a high detection 
rate and seldom classifies an actual intrusion as a normal 
packet, but it has a large false positive rate (FPR) i.e normal 
packets are defined as abnormal. Also as suggested in [11], 
there could be attacks due to hybrid anomaly which consists of 
multiple anomaly attacks, for which he proposes a model 
which has a detection technique based on K-means clustering. 
To improve on the disadvantages of these two conventional 
methods, a hybrid of the two IDS is usually incorporated 
known as a Hybrid Intrusion Detection System (HIDS). In this 
system, both the IDS are present, with the anomaly based IDS 
usually functioning as a filter and the signature based IDS as a 
second level of intrusion detection as it has low false positives 
and can accurately detect the intrusions. For example, [12] has 
proposed a hybrid intrusion detection model that integrates 
anomaly based IDS based on support vector mechanism 
(SVM) with a misuse detection based IDS to achieve a high 
detection rate of 98% and a low false positive rate. Apart from 
these, a developing area of intrusion detection is the cross 
layered IDS that can detect attacks on different OSI layers. A 
cross layer based IDS that integrates the Mac and Physical 
layer has been proposed by [13]. However in this paper, we 
focus only on the signature, anomaly and hybrid based IDS. 
This paper attempts to review the work carried out by various 
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researchers in the broad area of intrusion detection systems, 
which are traditionally classified as signature, anomaly and 
hybrid based IDS. It is of interest to see how various models 
perform with respect to certain critical parameters that help us 
in understanding the robustness and effectiveness of these 
models against various security threats. This will also help in 
drawing certain important insights about the algorithms used 
and the preferred detection techniques incorporated in 
different conditions. 

In Section 2, various models of Signature, Anomaly and 
Hybrid based IDS proposed by various researchers has been 

discussed. The subsequent section is on the analysis of these 
models based on eight parameters, namely the model used, 
algorithms used, the data set used for experiments and 
simulation, detection rate, false detection rate, attacks against 
which the IDS protects, adaptive/ learning nature of IDS and 
the distinct feature of the model. The last section is the 
conclusion. 

II. LITERATURE SURVEY 

A. Anomaly based Intrusion Detection System:

Fig. 1. Anomaly Based IDS 

First the anomaly based intrusion detection systems have 
been discussed in detail. Chong eik loo et.al. [14] has designed 
an anomaly based IDS that collects information of normal 
traffic pattern which is then used to detect abnormal traffic 
patterns. In this technique no information is to be shared 
between the nodes and every node is equipped with an IDS 
which works independently without information from 
neighbouring nodes so as to conserve maximum energy. The 
anomaly based approach is based on a fixed width clustering 
algorithm which is used to model the distribution of training 
points. Using this model, 95% detection rate for a 5% false 
positive rate was achieved for periodic route attack. For 
passive sinkhole attack, the detection rate is 70% for a 5% 
false positive rate. For the active sinkhole (the most effective 
attack), detection rate is 100% with a 5% false positive rate. 
But in this method it is assumed that each node has sufficient 
power and resources so as to perform the computation 
required for proper functioning of the IDS. An anomaly based 
model incorporating Hierarchical Gaussian Mixture Model 
(HGMM) that classifies network attacks based on statistical 
pre-processing classification has been proposed in [15]. The 
normal and intrusive behaviours are learnt by Gaussian 
probability distribution functions and are used to classify 
observed system activities. The HGMM model proposed has 
also been compared with six other techniques: Gaussian 
Mixture, Radial Basis Function, Binary Tree Classifier, SOM, 
ART and LAMASTAR [34], and the results indicate that the 
proposed HGMM is able to achieve high accuracy, detection 
rate and low false positives. A major problem in WSNs is the 
availability of resources; hence the IDS must be resource 
efficient. The IDS presented in [16] uses mobile agents to 
collect data from the system and the classification of normal 

behaviour of the nodes is based on a SVM classifier. The 
mobile agent gathers information from the local agents before 
allowing the system to send data. Whenever information is 
sent in the network to any another system, the mobile agent 
gathers information from the neighbouring node and then calls 
the SVM to detect if an attack has occurred. If no suspicious 
behaviour is encountered, the information is then sent on the 
network. 

This type of model is able to stop intrusion in the network 
level, and promises high levels of detection rate compared to 
traditional security measures. Another IDS using the 
information shared between neighbouring nodes is developed 
in [17], which is based on a simple and resource constrained 
WSN. This WSN consists of various static sensor nodes which 
create a statistical model of normal behaviour of their 
neighbouring nodes. Once this statistical model is created for 
each node, then the neighbouring nodes analyze the incoming 
packets on various layers and classifies whether an intrusion 
has occurred or not. The statistical model of the neighbouring 
nodes is used to determine a maximum and minimum 
threshold of the power consumption per packet, so that 
incoming packets having a receive power less than or greater 
than the minimum and maximum thresholds respectively, are 
classified as abnormal packets. The use of the low complexity 
algorithm improves the detection and containment process. 
Bao et. al [19] proposes a cluster based hierarchical trust 
management protocol for wireless sensor networks(WSNs). 
This IDS based on trust management protocol [35, 36] detects 
selfish or malicious sensor nodes for intrusion tolerance and 
can dynamically learn from the past experiences and adapt to 
the environment. It maintains two levels of trust management: 
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at the sensor level and other at the cluster head. The false 
positive and negative probabilities are dependent on the trust 
threshold and weight of social trust. A variety of methods 
exist for classification of intrusions, such as statistical 
techniques, which we have already observed in the two initial 
papers, data mining methods, etc. A method that is widely 
used for intrusion detection is based on fuzzy rules, as 
proposed by [18] which uses fuzzy controller to increase 
system performance and accuracy based on Adaptive 
anomaly. Here detection model generator is used for 
generating a detection model while IDS engine classifies test 
records and stores them in Buffer which are monitored and 
reports it to Fuzzy model tuner which updates the confidence 
prediction ratio. The proposed model gives accuracy of 15% 
higher than other machine learning methods and static models. 
Using the fuzzy rules, a density based fuzzy imperialist 
competitive clustering algorithm for intrusion detection in 
wireless sensor networks is proposed by [21]. It consists of the 
imperialist competitive algorithm (ICA) integrated with a 
density based algorithm and fuzzy logic for optimum 

clustering in WSNs. This proposed model increases the 
accuracy of security attack detection compared with KMICA, 
Kmean, and DBSCAN. The results demonstrate that the 
proposed framework achieves higher detection accuracy of 
87% and clustering quality 0.99 compared to existing 
approaches. There have also been innovative algorithms and 
methods to reduce the energy consumption in WSNs such as 
the model used by Rassam et. al.[20]. This paper introduces a 
distributed anomaly detection model based on one class 
Principal component classifier (OCPCC) that uses the candid 
covariance free incremental principal component analysis 
(CCIPCA) algorithm so as to detect the intrusions as they 
occur. The sensor nodes classify every packet as either normal 
or abnormal according to the threshold specified in global 
normal model (GNM) that is formed during the training phase 
of the IDS. Various papers on anomaly based IDS that have 
been considered in this study are indicated in Fig I along with 
the respective algorithms used by each author. 

B. Signature based Intrusion Detection System: 

Fig. 2. Signature based IDS 

The signature based IDS or misuse based IDS works on 
various set of rules and compares new information packets 
with already known signatures to detect intrusions. Abrahama 
et. al. [22] compared three fuzzy rule based approaches 
namely: 1:Rule generation based on the histogram of attribute 
values (FR1) 2:Rule generation based on partition of 
overlapping areas (FR2) 3:Neural learning of fuzzy rules 
(FR3). Since none of these approaches were able to single 
handedly get accurate results for all classes they proposed a 
new model which is a combination of different classifiers. The 
proposed heavy weight model was able to get 100% accuracy 
for all attacks and lightweight was able to get minimum 
accuracy of 94% for all attacks. A famous algorithm based on 
signature matching is the Adaboost algorithm and this 
algorithm has been incorporated in a network based IDS by 
[23]. The AdaBoost algorithm is a machine learning algorithm 
which corrects the misclassifications made by weak 
classifiers, which in this case are decision stumps [37].The 
decision rules are provided for both continuous and 
categorical features. Recognition performances of the 
AdaBoost based classifiers are fast and are generally 
encouraging. The following algorithm is compared against 
other algorithms such as SVM, SOM, RSSDSS, etc based on 
detection rate and false alarm rate. A simple overfitting 

handling is used to improve the learning results. But the 
following adaboost algorithm cannot be applied for 
incremental learning and does not support offline learning. 
Using the concept of adaboost and neural network method, an 
innovative design has been proposed by [24] to lower 
computational complexity by incorporating rules learnt from 
the behaviour of the network. The rules have been made 
according to the data set of KDD99, which is analysed in this 
case. The proposed IDS has been compared with the adaboost 
and neural network method. Even though classification by 
adaboost is better than neural network method, the proposed 
rule based method provides higher classification rate and 
lower computational time and also has the capability to learn 
rules from the behaviour of the network. Statistical methods 
such as KNN, are being widely used to improve the 
performance and speed of the signature matching. W. Meng 
et. al. [25] has used the concept of enhanced filter mechanism 
(EFM) on a network based IDS which improves the 
performance of a signature based IDS such as Snort [44] and 
consists of a context-aware blacklist-based packet filter, an 
exclusive signature matching component and a KNN-based 
false alarm filter. The blacklist based packet filter reduces the 
work of NIDS as it filters out intrusions based on IP address. 
The signature matching performs the important function of 
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identifying the intrusion based on signatures and the KNN- 
based filter is used to reduce the false positives i.e false 
alarms. The average detection accuracy of this IDS is about 
86%, but this is based on the training set, with appropriate 
training a detection accuracy of over 90% is possible. Also it 
promises a great reduction in the false alarms. Fig II contains 

information about the various signature based IDS and 
algorithms which have been studied in this survey. 

C. Hybrid based Intrusion Detection System: 

Fig. 3. Hybrid based IDS 

The hybrid based IDS is a combination of both the 
signature based and anomaly based IDS and capitalizes on 
their advantages and results in a higher detection rate, false 
alarm, etc. Various data mining techniques like Association 
Based Classification (ABC) as incorporated by [27] are used 
to combine the two traditional detection methods. This paper 
was one of the early attempts that uses fuzzy association 
rulesets as descriptive models of different classes and 
combines anomaly based and signature based IDS using 
Association Based Classification (ABC) technique which is 
one of the well known approaches of data mining techniques. 
The fuzzy association rules are utilized to improve the time 
utilization of data mining technique. The performance of 
anomaly and misuse based IDS are evaluated separately and 
the proposed algorithm is shown to have a better performance 
than the two models independently. By combining the 
anomaly detection method with misuse detection method, the 
false positive error rate is very low and it also promises a good 
detection rate. Attacks on a WSN are usually on the Cluster 
Head (CH) as it collects data from different sensor nodes in a 
particular sensor and hence proper protection needs to be 
provided.  K.Q. Yan [26] has proposed a hybrid based IDS for 
intrusion detection at the CH of a CWSN. The anomaly based 
model is used as a filter and a signature based IDS is used to 
detect the intrusion. It additionally consists of a decision 
making module that decides if an intrusion has occurred. The 
output of which is given to the administrator for the follow up 
work. In this model, the training sample must be sufficient to 
ensure high detection rates. A major difficulty in using Hybrid 
based models is the high consumption of resources and energy 
as indicated by Alrajeh [38]. To improve the energy 
efficiency, [28] has proposed a cluster based WSN (CWSN) 
so as to reduce communication costs and computational 
energy. CWSN helps to reduce the energy consumption and 

increase the lifetime of the model. The following eHIDS has 
been compared with HIDS and eHIP.  In this scheme, each 
node of eHIP consumes on an average 2,91J and HIDS 
consumes 2,58J for the total packet transmission process, 
whereas eHIDS uses only 1,93J. This model achieves high 
accuracy, high detection rates, low energy consumption and 
low computational costs. The intrusive attacks in a network 
may be unknown to the IDS many a times and using a learning 
mechanism will help in storing a signature of the particular 
attack for future prevention, as is the case in the model 
incorporated by [29]. In this paper a model is proposed which 
has 3 separate IDS for sink, cluster head (CH) and Sensor 
node. The model is a cluster based WSN (CWSN). The 3 
proposed IDS are: Intelligent Hybrid Intrusion Detection 
System (IHIDS) for the sink that has learning ability, Hybrid 
Intrusion Detection System (HIDS) for the cluster Head (CH) 
and a misuse based IDS for the sensor nodes. The first level of 
filter is done by anomaly detection and the identified 
intrusions are sent to misuse detection for further analysis. If 
the intrusions are not identified by the misuse detection then it 
is sent to the learning mechanism of IHIDS. IHIDS decreases 
the energy consumption and also reduces the information 
efficiently. The proposed IHIDS can achieve a high detection 
rate and low false positive rate and it also learns about new 
attacks on the IDS using ART [39]. Based on incorporating 
the learning mechanism in IDS, [31] has also proposed a new 
model that uses Markovian IDS to protect sensor nodes from 
attack. It integrates Anomaly based, Misuse based and game 
theory to prevent malicious attacks. The Markov decision 
process is used in the self learning process of the IDS and 
determines the weakest nodes to be protected. The system is 
able to reveal the patterns from which it predicts future points 
of attack and devises appropriate defence strategies, and also 
has a high detection rate. 
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TABLE I.  ANOMALY BASED IDS

Authors 
 Algorithms  

Used 

Data Set 

Source 
Adaptive 

Detection Accuracy 

(DA) and False 
Detection Rate (FDR) 

Protection against 

Attacks 
Distinct Features and type of WSN 

[14] 

Loo et al. 

(2006) 
 

Fixed-width clustering 

algorithm 

1. NRL 

2. NS-2 

 

 No 

 DA= 

1. 95% for routing 

attacks. 

 2. 100% for active 

sinkhole attack. 

FDR=5% (FN) 

Periodic route error 

attack, Active 

sinkhole attacks 

Routing protocol is AODV. 

No information exchange between 

neighbouring nodes. 

Ad hoc placement of sensors. 

[15] 

Behrololum and 

Khalegi  
(2008) 

1. GMM 

2. K-Means  

Algorithm 

3. Maximum 

likelihood 

MIT’s 

Lincoln 

Lab[42] 

 No 
DA=88.14% 

FDR=4.70 

 Probe,  

 Dos, 

 R2L, 

 U2R 

Uses statistical preprocessing 

classification. 

Classifies based on Gaussian probability 

distribution functions. 

[16] 

Renjit and 
Shunmuganathan  

(2010) 

1. SVM. 

2. LDA. 

3. PCA. 

4. BCP 

NA  Yes 

DA=89%-98%. 

FDR= 5-9%(False 

Positive) 

NA 

Differentiates congestive packet loss from 

malicious packet loss. 
Anomaly detection result of neighbouring 

node is used. 

[17] 

Wang et al.  

(2009) 

 1. SWP 

 2. Low- 

 complexity 

cooperation algorithm 

NA  No 

DA > 90% 

FDR=Decreases with 

increase in intrusion 

buffer lengths. 

Node 

Impersonation, 

Resource 

Depletion 

Checks for anomalous packets from 

neighbouring nodes.  

Develops a statistical model of normal 

behaviour of these nodes. 

[18] 

Abbaspour et al. (2012) 

Genetic algorithm, 

Fuzzy rule  based 

modeling 

KDD 

Cup99 
 Yes 

DA=86.71(TN) 

FDR= 13.29 (FN) 

57.71(FP) 

NA 

Accuracy 78.6. 

Online Adaptation. 

CWSN 

[19] 
Bao et al.  

(2012) 

1.Hierarchical  trust 

management 

2. SPN 

Self made  Yes 

DA>90% when FP  

approaches zero 

FDR= Limited to 5% 

BH,SH, Slandering 

attacks, Flooding-

Based Routing 

Hierarchical trust based IDS based on 

social trust and QoS trust. 

Learns from its past experiences and 

adapts to changes in network. 

CWSN 

[20] 

Rassam et al. (2013) 

1. OCPCC 

2. CCIPCA 
GSB No 

DA=96% 

FDR=7.2% 

 

NA 

High detection effectiveness. 

Utilizes network resources efficiently. 

Distributed online IDS. 

[21] 

Shamshirband      et al.  

(2014) 

1. ICA 

2. Density based 

algorithm. 

3. Fuzzy logic. 

1.IRL[41] 

2.ARC[40] 
  Yes 

 DA> 87% 

FDR=15 
DoS 

Reinforces detection function against 

incoming DDoS attacks.   

Continuous self-learning from prior 

attacks. 

CWSN. 

There have been IDS which are developed for protection 
against a specific attack, usually used for application specific 
IDS. One such model based on protection against sync flood 
attacks has been proposed by [30]. They propose a Hybrid 
Intrusion Detection System that works on Stream flow and 
state transition analysis by which the malicious nodes are 
effectively shut down. The main attack on which the model 
focusses is Sync Flood attack that establishes a number of 
TCP connections to use a large amount of resources on the 
affected nodes. The proposed hybrid detection approach is 
faster and effective in case of densely deployed sensor 
network and alarming the base station about the infected or 
abnormal behavior in the flow of the traffic. 

To further improve on the range of attacks against which 
protection is provided and to enhance the detection rate 
considerably, Simenthy et.al. [32] proposes a new advanced 
intrusion detection system that consists of Hybrid Intrusion 
detection system(HIDS), Energy Prediction based Intrusion 
Detection System(EPIDS) and cross layer detection system in 
different stages to ensure maximum security. The Advanced 
intrusion Detection System has been compared with Energy 

Prediction Model, HIDS and Cross Layer Model, and it was 
analyzed that the proposed model gave better attack detection, 
less false positives and better detection probability compared 
to the other 3 models. Also in this system, the energy 
efficiency and lifetime of the system increases. A recent 
model that works on the principle of Clustering based on Self 
Organized Ant Colony Network (CSOACN) and SVM has 
been proposed by [33] to develop a hybrid based IDS. The 
SVM is used to find support vectors and to generate 
hyperplane that separates normal and abnormal data while a 
CSOACN is used to find data added to active SVM training 
set and to finally generate models for normal data as well as 
for each class of abnormal data. An important aspect of this 
paper is that the processes of training and testing are done 
parallelly. The detection rate of this model is 94.86%, False 
positive is 6.01% and False negative is 1.00%. The paper 
highlights that the proposed CSVAC (Combining Support 
Vectors with Ant Colony) performs better than SVM and 
CSOACN applied independently. Hybrid based IDS which 
have been studied in this survey are depicted in Fig III along 
with the algorithms used in each study. 
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This paper attempts to review these three important 
techniques, namely anomaly, signature and hybrid based IDS. 
The need of such a research is to provide an insight into the 
recent developments in the area of intrusion detection and 
provide details about the different types of IDS required 
according to varying requirements of the wireless sensor 
network. 

III. COMPARISON 

Various papers of anomaly, signature and hybrid have 
been analyzed in this survey. Certain parameters, such as, 
algorithms used, detection accuracy, false alarm rate (Both FN 
and FP), protection against attacks, adaptive/ learning and the 
distinct feature of each model have been investigated. A 
number of algorithms are incorporated which can be classified 
based on three traditional methods, namely statistical methods, 
machine learning and optimization techniques. Some 
algorithms have been tailor made for particular applications 
and have been classified as ad-hoc procedures. The models 
have also been classified based on whether the IDS is adaptive 
or not. Adaptive signifies that the proposed model is capable 
of learning from previous attacks that have already occurred, 
and hence can detect it the next time it occurs. 

The most important aspect being considered is the attacks 
against which considerable protection is provided by the 
proposed IDS, as the work of an IDS is to eliminate security 
threats in the network. We have also touched upon the distinct 
features in each model and also included any other 
miscellaneous parameter that may prove useful. 

The surveyed anomaly based IDS’s indicate that it has a 
detection rate of >87% largely and can reach a high detection 
rate of about 95%-96% in certain cases. But the false alarms 
generated in the IDS are large, i.e about 4-6%. Whereas the 
false alarms in a signature based IDS are very less, generally 

around <1%. The hybrid based IDS ensures a high detection 
rate of  >88%, and also has the advantage of low false alarms.  

This indicates that the hybrid based IDS truly provides an 
improvement in terms of detection rate and false alarm 
reduction, than using signature and anomaly based IDS 
independently.  A closer look on the various models proposed 
also suggests that the denial of service (DoS) attack is the 
most frequently detected intrusion, whereas the probe, U2R 
and R2L attacks have a lower detection rate. Hence there 
needs to be an improvement in detection of specifically the 
probe, R2L and U2R attacks. 

A careful study of the comparison tables show that for the 
case of anomaly based IDS, statistical methods are preferred 
over the other algorithms. The statistical algorithms are being 
used in [14-16], [18-21], indicating that they are widely used 
in applications where a threshold has to be formed for the 
detection of intrusions in a network. The statistical algorithms 
used in various IDS include the fixed width clustering 
algorithm in [14], GMM, K-means and maximum likelihood 
algorithms in [15], Hierarchical trust management and SPN 
applied in [19] and OCPCC, CCIPCA incorporated in [20]. 

In [16], a mixture of both statistical and machine learning 
algorithms is incorporated that include SVM, LDA, PCA and 
BCP. The models proposed in [18, 21] incorporate statistical, 
machine learning and optimization algorithms simultaneously. 
They include genetic algorithms, fuzzy rule modeling, ICA 
and density based algorithm. The machine learning algorithm 
used in [17] includes SWP and low complexity cooperation 
algorithm. In the hybrid based IDS, a different scenario exists 
as the machine learning algorithms are the widely preferred 
methods, which includes ART, Q-learning, SVM, SLIPPER, 
CSOACN, etc. 

TABLE II.  SIGNATURE BASED IDS 

Authors Algorithms used 
Data Set 

Source 
Adaptive 

Detection accuracy 
(DA) and False 

detection rate (FDR) 

Protection 

against attacks 
Distinct feature and types of WSN 

[22] 

Abrahama   et al.  
(2007) 

Fuzzy logic,  

Neural network learning 
algorithms 

DARPA, 

1998 
Yes 

DA= >94.11% 

FDR=NA 

DoS, Probe, 

U2R, 
R2L 

The detection accuracy can reach about 

99.98 for R2L attack. 
Distributed IDS (DIDS). 

[23] 
Hu et al. (2008) 

Adaboost, Over fitting 
Handling 

KDDCup99 Yes 
DA= 90.04%-91%. 
FDR= 0.31%-1.79% 

DoS,  

U2R,  
R2L,  

Probe 

1.Decision stumps are used as weak 

classifiers, 
2. Simple overfitting handling is used to 

improve the learning. 

[24] 

Gowrisona  et al.  
(2013) 

Adaboost [43],  

Neural networks 

KDDCup99 

 
Yes 

DA= >99% 

FDR=0.1% 

DoS, Probe, 

U2R, R2L 

Can learn from network behaviour. High 

detection rate. 

[25] 

Meng et al. 
(2014) 

KNN clustering 

algorithm, 

Enhanced filter 
mechanism 

 

1. DARPA, 
1999 [49] 

2.Real data set 

 

No 
DA= 86% - >90%. 

FDR= 85% less than snort. 

IP Spoofing, 

Snort, 
algorithmic 

complexity 

attack 
 

3 components: a context-aware blacklist-

based packet filter, exclusive signature 

matching component and a KNN-based 
false alarm filter. 

Network based IDS 
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TABLE III.  HYBRID BASED IDS

Authors Algorithms used 
Data Set 

Source 
Adaptive 

Detection accuracy (DR) 

and False detection rate 

(FDR) 

Protection against 

attacks 

Distinct Features and Type of 

WSN 

[26] 
Yan et al.  

SVM KDDCup99 No 
DA=99.81% 

FDR= 0.57% (FP) 
DoS, U2R, R2L, Probe 

High Accuracy of 99.75%. 

CWSN 

[27] 
Tajbakhsh   et al. 

 (2009) 

1.Apriori algorithm 

2.Boolean association rule 

induction[9]. 

3.Association Based 

Classification(ABC) 

KDDCup99 No 
DA= 88.5% 

FDR=6.9% (FP) 

DoS, Probe, U2R, 

R2L. 

1. Handling symbolic 

(categorical) attributes. 
2. Efficient classification of large 

datasets. 

 

[28] 
Abduvaliyey et 

al.  

(2010) 

1. SLIPPER [48]. 

2. PCR based arbitral strategy. 
Self made No 

DA= 96% 

FDR=0.05%  

NA 

 

 

Low energy consumption: 

1.93J/node, 

Low computational costs. 

CWSN 

[29] 

Wang et al. 

(2011) 

ART 
KDDCup99 
 

Yes 
DA=90.96% 

FDR= 2.06% (FP) 

Spoofed/Altered/ 

Replayed Routing 

Information, SF, SH, 

SY, WH, DoS, 

1. Three IDS for Sink, CH and SN 
are proposed. 

2. Learning mechanism. 

3. Accuracy of 99.75%. 
CWSN 

[30] 

Bhatnagar and  

Shankar (2012) 

1. MLE. 

2. Neyman-Pearson test. 

Self made 

 
No 

DA= NA 

FDR= NA 

 

DoS 

1. Effective against SYNC flood 

attack. 

2. Detection is faster & effective 

for densely deployed networks. 

[31] 

Huang et al. 

(2013) 

1. Game theory  

[45, 46, 47] 

2. MDP. 

3. Q-learning Algorithm. 

4. Attack-pattern-mining 

algorithm. 

Real world Yes 

DA= 

1. 96.34% for high regularity 

attacks. 

2. 79.75% for low regularity 

attacks. 

FDR= NA 

Jamming, 

Blackhole, 

Flooding, 

De-synchronization 

capture attack 

Reveals the patterns to predict 
future points of attack and devises 

defence strategies. 

 
Hierarchical clustered IDS. 

 

[32] 

Simenthy  
et al.  

(2014) 

Algorithms previously used in 

HIDS, EPIDS and cross layer 

based IDS. 

Self made Yes 
DA >90% 

FP <0.175% 

SF,WH,SY,SH,HF, 

DoS 

 

Applicable to Small, medium and 

large sized networks.  
Integrates 3 types of IDS. 

CWSN. 

[33] 

Feng et al. 
(2014) 

1. SVM 

2. CSOACN 
KDDCup99 Yes 

DA= 94.86% 

FDR= 6.01% (FP) 

1.00% (FN) 

DoS,U2R,R2L, 

Probe 

1. The process of training & 

testing are done parallely. 

2. Combines both SVM    and 

CSOACN. 

CWSN. 

The proposed models incorporating machine learning 
methods are [26, 28, 29, 31] and [33]. In papers [26, 33], SVM 
is used for detecting intrusions and in [33], CSOACN is used 
along with SVM to provide a dual layer of intrusion detection. 
Whereas in [29], adaptive resonance theory is used 
extensively. In [28], both machine learning algorithms such as 
SLIPPER and optimization algorithms such as PCR based 
arbitral strategy are incorporated. 

A combination of all the 3 techniques is used in [31] which 
comprises of statistical machine learning and optimization 
algorithms. In the hybrid based IDS, purely statistical based 
algorithms such as MLE and Neyman Pearson test are applied 
by [30]. The model [27] uses an ad-hoc methodology for 
efficient performance. 

From tables [1, 2 and 3] it is clear that the data set used for 
experimentation is mainly based on KDDCup-99 data set. In 
the anomaly based models a wide variety of data sets are used. 
A couple of models [18, 15] are based on KDDCup-99 set, 
whereas GSB, IRL, ARC NRL data sets have been scarcely 

used. The hybrid based IDS which have been reviewed in this 
paper, have majorly used only KDDCup-99. Four hybrid 
based models use KDDCup-99 and four hybrid models use the 
real data samples. On analyzing signature based IDS the 
KDDCup-99 is found to be the most widely used data set for 
training the sensor nodes. 

A study of the literature reveals that the computation 
involved generally in an anomaly or signature based IDS is 
usually lower when compared to a hybrid based IDS. Also the 
energy consumption is higher in a hybrid based model than the 
signature or anomaly. But the higher consumption of 
resources by hybrid based IDS also ensures that the detection 
rate and protection against the attacks is enhanced and also the 
false alarms are greatly reduced in comparison to signature or 
anomaly based models. 

This research provides an insight into the various recent 
developments in intrusion detection systems along with the 
types of algorithms which have been incorporated. It also 
provides the various merits and demerits of the models which 
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have been researched in this area by comparing them in a 
tabular format. 

IV. CONCLUSION 

This paper conclusively analyzes signature, anomaly and 
hybrid based intrusion detection systems. The models which 
have been proposed by various researchers, roughly in the past 
decade, have been reviewed on the basis of certain parameters. 
It indicates that the performance of IDS in detection of the 
attacks has been increasing consistently with time. There is an 
improvement in the detection rate, lesser false alarms 
generated and a considerable increase in the range of attacks 
being detected. It can be inferred from the analysis that the 
statistical algorithms are frequently used in anomaly based 
detection models and the machine learning algorithms are 
common in the hybrid based IDS. We have also observed that 
hybrid based models have a higher detection rate and lower 
false alarms compared to the two traditional methods namely, 
signature based and anomaly based IDS.  

The protection against certain attacks such as R2L and 
U2R is usually low, and can be due to the skewed training 
data sets used, which contain fairly low number of data sets 
belonging to these attacks. Hence such attacks pose security 
concerns in some of the intrusion detection models. The 
presented information constitutes an important point for 
addressing future Research & Development in the field of 
IDS. As this paper essentially focuses on the traditional 
methods such as anomaly and signature based IDS, future 
work could include analysis of models based on cross layer or 
stack based IDS technologies. Techniques providing higher 
detection rate but utilising fewer resources are required so as 
to enhance WSNs. Countermeasures which are faster and 
more effective are needed to cope up with the ever-growing 
attacks to improve the protection of the networks under 
surveillance. 

TABLE IV.  ABBREVIATIONS 

Name Abbrevation Name Abbrevation 

Cluster based WSN CWSN Adaptive Resistance Theory ART 

Imperialist competitive algorithm ICA  Markov Decision Process MDP 

Intel Research Laboratories IRL Energy prediction based IDS EPIDS 

The Australian Research Council’s research network ARC Clustering based on Self-Organised Ant Colony Network CSOACN 

Denial of Service DoS Maximum Likelihood Estimation MLE 

Stochastic Petri Net SPN Prediction Confidence Ratio PCR 

Support Vector Mechanism SVM Distributed Denial of Service DDoS 

Ad-hoc on demand distance vector AODV Black Hole BH 

Network Simulator-2 NS-2 Selective Forwarding Attack SF 

Naval Research Laboratories NRL Sink Hole Attack SH 

False Negative FN Sybil Attack SY 

False Positive FP Worm Hole Attack WH 

Gaussian  Mixture Model GMM Hello Flood Attack HF 

Sliding window protocol SWP Linear discriminant analysis LDA 

Bayesian classifier program BCP Principal component analysis PCA 
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Abstract—The Internet of Things (IoT) is a concept and a 
paradigm that considers the pervasive presence in the 
environment of a variety of things/objects through wired or 
wireless that  are uniquely addressed and are able to interact 
with each other and cooperate with other things/objects in order 
to create new applications/services and to achieve common 
objectives. IoT defines a new world where the real, the digital 
and the  virtual converge to create an environment that makes 
the energy, transport, city, and many other areas to become more 
intelligent. The IoT purposed is to validate the connection type: 
anytime, anywhere, and everything and everyone.  IoT may be 
considered as a network of physical objects with embedded 
communication technologies that 'feel' or interact with internal 
or external environment. This paper presents a survey on the 
Internet of Things software architectures that meets the 
requirements listed above. 

Keywords—middleware; Internet of Things; things; software 
architecture 

I. INTRODUCTION 
The Internet of Things is a paradigm that is included in the 

Internet of the Future. According to the International 
Telecommunication Union (ITU) [1], the Internet of Things 
will connect the world’s objects, both in sensory and intelligent 
way. The ITU proposed an Internet of Things ecosystem that 
included all things from everyday live. 

The Ecosystem proposed by ITU [1] can be represented 
according to the Fig. 1 [2].  The scanners are used to identify 
the things (by labels or RFID tags). These scanners can 
transmit the locations of the things to the others systems (upper 
layer). Middleware systems and development tools can be used 
to design applications and services that use the information 
from the things. This information can be stored in the cloud 
and can be accessed through the Internet providing greater 
flexibility of the services. 

Currently, there is no definition for the Internet of things 
[3] accepted by the scientists. Because the terms Internet of 
Things is widely and increasingly used, in the specialized 
literature can be found several definitions of the IoT. A 
definition of the IoT is the following [4]: "global network of 
interconnected objects that are unique addressable based on the 
standard communication protocols." Another definition is 
provided by Atzori et al [5] that included the services provided 
by the things with virtual identity and the capability to 
communicate in the virtual environment. Other definitions and 
models can be found in [6]-[10].  

The Internet of things includes the existing technologies 
such as Machine-to-Machine (M2M) [11], [12], wireless sensor 
networks (WSN), RFID, embedded systems, etc. The 
challenges of the Internet of Things are [6]-[10]: data 
confidentiality and encryption, security, safety, information 
privacy, standardization, naming, and identity. 

The paper is organized as follows: Section II presents the 
IoT architectures presented in the specialized literature, and the 
conclusions are drawn in section III. 

II. THE IOT ARCHITECTURES 
This section will be an overview of the variously proposed 

architectures for IoT. Fig. 2 presents an IoT model which can 
have up to five layers and different names of the layers. 

 
Fig. 1. The Internet of Things Ecosystem [1] 

The perception layer (Layer 1) [14] represents the sense 
organs of the IoT and deals, mainly, with objects identification 
and data collection. The perception layer includes 2-D 
barcodes tag readers, RFID tags and appropriate 
readers/inscriptions, cameras, GPSs, sensors, terminals, sensor 
networks, etc. Its main task is to identify the object and collect 
information. In [15], Layer 1 is called the sensing layer and is 
similar to the perception layer in [14] but it is proposed as an 
innovative fusion between RFID and wireless sensor networks 
(WSN) called EPC sensor networks. It has the same meaning 
and name as the sensor layer in [16], indicating that it defines 
an additional base station. Another name for Layer 1 is given 
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in [19], namely the device layer with the two basic elements: 
gateway and device. 

The next layer is Layer 2 called transport layer in [14]. Its 
main function is the transmission and processing of end-to-end 
information in a reliable or unreliable way. Another name 
given to this layer [14] is the network layer. The authors define 
this layer as a neural network that represents the brain of the 
IoT and includes a network convergence for communication, 
the Internet, a network management center, an information 
center and an intelligent processing, etc. Layer 2 is called the 
core layer in [16] which mainly includes the network access 
and the Internet. Another name of this layer can be found in 
[17] as the gateway layer. This layer establishes a 
communication channel for heterogeneous sensors and RFIDs, 
which is the next layer, namely the middleware. 

The next layer, Layer 3, has been called the processing 
layer in [14] and, mainly, it stores, analyses and processes the 
information related to items received from Layer 2. In [17], 
Layer 3 is called the middleware layer. This is the layer where 
the IoT systems run. In order to modularize the physical 
objects, a proxy can map the messages of the objects to their 
logical components from the middleware. 

Software components in execution are virtual 
representations of services and physical objects. The proxy is 
connected to servers for applications, ontology, lookup, 
database and management. A very similar model to the one 
proposed in [14] is proposed in [18]. This has all five layers, 
but the process layer is changed with the middleware layer. 

Another name for Layer 3 is given in [19] where this layer 
is called the service support and application support layer that 
provides generic capabilities for all IoT applications (e.g. 
processing and data storage) and capabilities specific to various 
applications. 

 
Fig. 2. Layered architecture of IoT [14] 

Layer 4, the application layer, contains IoT applications 
[19]. Layer 5 is the business layer. As it is well known, the 
success of a technology depends not only on the priority of 
technology, but also on reasonable innovation in the business 
model [14]. The models presented so far are a little vague and 
do not yet provide a complete standardization (concrete 
implementations are not shown). The architecture presented in 

Fig. 2 can be a starting point for the standardization process. 
Below, we make a brief presentation of other approaches 
related to the IoT architecture. 

In [20], the authors highlight the need for a transparent and 
standardized end-to-end architecture in order to replace 
proprietary approaches. Thus, for the physical layer, they opted 
for IEEE 802.15.4-2006 PHY. From the MAC perspective, for 
the MAC layer, the IEEE 802.15.4 was used. 

The MAC protocol of this new family is tailored for 
multihop/mesh industrial applications under extreme 
interference and attenuation (fading). From the network 
perspective, the introduction of the IETF 6LoWPAN family of 
protocols has an essential role in connecting low-power radio 
devices to the Internet and the working group from IETF 
ROLL introduced appropriate routing protocols to achieve 
universal connectivity. 

Indeed, the two working groups worked for IPv6 
connectivity, which is a great advantage in ensuring worldwide 
accessibility, true scalability and reliable security. From an 
application perspective, the introduction of the CoAP IETF 
protocols family had an essential role in ensuring that the 
application layer and the applications themselves must be 
redesigned to run on networks with low power consumption. A 
similar architecture to that described in [20] (that is based on 
WSN - Wireless Sensor Network, CoAP and REST) is found 
in [21]. Here, the authors implement and evaluate the model, 
which includes Linux, Contiki, as well as Linux service to 
integrate with the Hadoop HBAs data store. 

In the vision of IoT-A project [22], the Internet of Things is 
based on the fact that the interoperability of the solutions for 
both the communication and the services must be provided on 
various platforms. This justifies, firstly, the creation of a 
reference model for the IoT domain, in order to promote a 
common approach. Secondly, companies that want to create 
their own IoT compatible solutions must be sustained by a 
reference architecture that describes the essential constituents 
and the choices related to designing support in order to meet 
contradictory requirements in terms of functionality, 
performance and security implementation. The central choice 
for the IoT-A project was to base the work on actual "state of 
art" techniques, rather than on the use of new technologies. In 
[23] the authors provide a brief description throughout the state 
of art in IoT, with a special focus on the concepts and 
technologies related to mobility, communication and wireless 
networking. The authors concluded that although the concept 
of IoT has some years, there are still many technical problems 
that were not solved such as heterogeneity, scalability, security, 
connectivity, energy, management, naming and identification. 
The complexity of these issues, especially concerning the 
nature of resource constraints in most IoT components and the 
use of wireless communication requires a unified architectural 
vision able to be solved in a consistent manner. In the article, 
the authors describe briefly a recent case study of architecture 
and protocol suite that were used to implement the IoT. In their 
vision, the basic elements of the architecture are the Wireless 
Sensors Networks (WSN) and 6LoWPAN [24] used to connect 
to the Internet by IPv6 that has enough Internet addresses and 
web services. The article refers to the model proposed in the 
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IoT-A project, but it is not supported by substantial discussion 
in relation to this model. 

An effective IoT implementation used to monitor normal 
domestic conditions through a pervasive (ubiquitous) system of 
low-cost sensors is presented in [25]. The proposed model is 
based on a wireless sensor network based on the ZigBee 
protocol. End devices collect and send data on a ZigBee 
coordinator, after which the specific data of the ZigBee 
protocol format are translated for the Internet IPv6 protocol 
implemented on a gateway layer. In conclusion, there could be 
highlighted three layers, namely: smart metering devices, IoT 
gateways and Internet servers. The domestic application seems 
to be exciting, but it is interoperable with other IoT models. It 
looks more like a silage model type or an Intranet of Things. 

A more sustained architecture with implementation and a 
practice test is presented in [26]. In this article, the authors 
present a new architecture called Sensor Networks for an All-
IP World (SNAIL). This architecture includes four major 
technologies - mobility, web, time synchronization and security 
in architecture for adaptation to IP. Afterwards, the authors 
describe how they have verified the feasibility and 
interoperability of the architecture by implementing a SNAIL 
platform and testing it on a Korea Advanced Research Network 
(Koren) national model. The model is more complete but the 
research continues. 

An interesting new concept was introduced in [27]. It was 
called the Social Internet of Things (SIoT) and it is based on a 
type of relationships between objects, similar to the 
relationships between human beings. The authors analyzed 
statistically the SIoT network structure through simulations 
that modeled the mobility of objects and the relations between 
them. Preliminary results have shown that most SIoT features 
are these observed in social networks of people. Based on the 
results of these analyses, the authors investigated whether the 
navigability can be reached in SIoT and identified techniques 
in setting the social networking that can improve the 
navigability. The proposed model has three layers: the base 
layer that contains a database for storing and managing data 
with relevant descriptors, a database of ontology and engines 
for semantics and communications. Another approach of the 
SIoT is presented in [28] and an original way to approach the 
future IoT is presented in [29] and [30]. The authors introduce 
two aspects: Unit IoT and Ubiquitous IoT. Unit IoT refers to 
the basic IoT unit that focuses on providing solutions for 
special applications and the architecture is the man-like 
nervous (MLN) model type. At the same time, their vision of 
the future Internet and especially the global IoT is about 
ubiquity in the sense that “everything must be connected, 
intelligently controlled and covered from everywhere." The 
model was called Ubiquitous IoT which refers to the global, 
national, industrial or local IoT and represents the integration 
of multiple IoT units (Unit IoT) with a "ubiquitous" character. 
The Ubiquitous IoT architecture looks like the social 
organization framework (SOF) model. 

The architecture proposed in [31] starts from the open 
EPCglobal Network architecture. The authors emphasize that 
there are many approaches regarding the IoT; they claim to be 
followers of the architectural approach based on the EPCglobal 

Network. However, the IoT requires a more holistic 
architecture. It can be built on design principles such as the 
EPCglobal Architecture Framework [32]. 

An interesting architecture that is based on the EPCglobal 
architecture and the IEEE 1451 is presented in [33]. Both are 
integrated into the IoT architecture framework and the 
EPCglobal and IEEE 1451 standard framework, in order to 
form an open environment. It simulated a scenario after which, 
finally, the authors conclude that the proposed IoT is feasible. 

The industrial environment is made explicit in [34]. It 
proposed an architecture called IoT@Work whose main 
component is ENS (Event Notification Server) which aims to 
collect, organize and deliver, in a controlled way, the 
production data from the shop floor. The ENS middleware 
provides a communication model based on events like 
publish/subscribe communication to support templates such as 
one-to-many and many-to-many and the dynamic coupling of 
the services, processes and devices. The model uses the AMQP 
(Advanced Message Queuing Protocol) protocol and 
architecture [35]. 

In order to address to the specific challenges of the IoT, in 
[36] both the VIRTUS architecture (as an event-driven 
middleware built on existing standards such as XMPP and 
OSGi) and security issues are discussed. The VIRTUS 
architecture is a middleware solution for the management of 
IoT applications. Using the paradigm of "publish&subscribe" 
and XMPP native security facilities, VIRTUS simplifies the 
IoT application development. 

III. CONCLUSIONS 
In this paper, we were presented the main IoT architecture 

presented in the literature. From these architectures can see that 
the most include a middleware level to distribute the data in the 
Internet. However, at this time there is not a middleware 
standard that is accepted by all in the deployment of IoT 
systems. In fact, the most IoT architectures include existing 
technologies that are used in order to meet the requirements for 
the IoT systems in terms of the interaction of things via the 
Internet. Furthermore, the majority of the IoT architectures are 
organized on five layers, according with Fig. 2. 

ACKNOWLEDGMENT 
This paper was supported by the project "Increasing the 

competitiveness of the EURONEST ICT&Hub Regional 
Innovation Cluster and stimulating interactions between 
members to develop high tech products and services” - 
Contract no.: 1CLT/800.020/19.05.2014, project co-funded 
from European Social Fund through Sectorial Operational 
Program Increase of Economic Competitiveness 2007-2013. 

REFERENCES 
[1] International Telecommunications Union, ITU Internet Reports 2005: 

The Internet of Things. Executive Summary, Geneva: ITU, 2005. 
[2] Louis COETZEE, Johan EKSTEEN, The Internet of Things – Promise 

for the Future? An Introduction, IST-Africa 2011 Conference 
Proceedings Paul Cunningham and Miriam Cunningham (Eds) IIMC 
International Information Management Corporation, 2011 ISBN: 978-1-
905824-26-7. 

142 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 6, No. 12, 2015 

[3] Y. Huang and G. Li. Descriptive Models for Internet of Things. In Proc. 
of Int. Conf. on Intelligent Control anf Information Processing (ICICIP), 
Dalian, China, Aug. 2010. 

[4] INFSO D.4 Networked Enterprise RFID INFSO G.2 Micro 
Nanosystems in Co-operationwith the Working Group RFID of the ETP 
EPOSS. Internet of Things in 2020, Roadmap for the Future, Version 
1.1. Technical report, 27 May 2008. 

[5] L. Atzoria, A. Ierab, and G. Morabito. The Internet of Things: A survey. 
Computer Networks, 54(15):2787–2805, Oct. 2010. 

[6] M. Zorzi, A. Gluhak, S. Lange, and A. Bassi. From Todays’s INTRAnet 
of Things to a Future INTERnet of Things: A Wireless- and Mobility-
Related View. IEEE Wireless Communications, 17(6):44 – 51, Dec. 
2010. 

[7] E. Fleisch. What is the Internet of Things? - An Economic Perspective. 
Auto-ID Labs, 2010. 

[8] European Research Cluster on Internet of Things (IERC). Internet of 
Things - Pan European Research and Innovation Vision. IERC, 
Available online: http://www.internet-of-
thingsresearch.eu/documents.htm, Oct. 2011. 

[9] L. Mainetti, L. Patrono, and A. Vilei. Evolution of Wireless Sensor 
Networks towards the Internet of Things: A survey. In Proc. of 19th Int. 
Conf. on Software, Telecommunications and Computer Networks 
(SoftCOM), Split, Dubrovnik, Sept. 2011. 

[10] O. Hersent, D. Boswarthick, and O. Elloumi. The Internet of Things: 
Key Applications and Protocols. Wiley, 2012. 

[11] G. Lawton. Machine-to-Machine Technology Gears up for growth. 
Computer, 37(9):12 – 15, 2004. 

[12] ETSI TS 102 689 v1.1.1. Machine-to-Machine communications (M2M): 
M2M service requirements, Aug. 2010. 

[13] Li, S.; Xu, L.; Wang, X., "Compressed Sensing Signal and Data 
Acquisition in Wireless Sensor Networks and Internet of Things," 
/Industrial Informatics, IEEE Transactions on/ , vol.PP, no.99, pp.1,1, 
doi: 10.1109/TII.2012.2189222 

[14] Miao Wu; Ting-Jie Lu; Fei-Yang Ling; Jing Sun; Hui-Ying Du, 
"Research on the architecture of Internet of Things," Advanced 
Computer Theory and Engineering (ICACTE), 2010 3rd International 
Conference on , vol.5, no., pp.V5-484,V5-487, 20-22 Aug. 2010, doi: 
10.1109/ICACTE.2010.5579493. 

[15] Handong Zhang; Lin Zhu, "Internet of Things: Key technology, 
architecture and challenging problems," Computer Science and 
Automation Engineering (CSAE), 2011 IEEE International Conference 
on, vol.4, no., pp.507-512, 10-12 June 2011, doi: 
10.1109/CSAE.2011.5952899. 

[16] Jing Pei Wang, Sun Bin, Yang Yu, Xin Xin Niu, Distributed Trust 
Management Mechanism for the Internet of Things, Applied Mechanics 
and Materials (Volumes 347 - 350), Instruments, Measurement, 
Electronics and Information Engineering, pp. 2463-2467, doi: 10.4028/ 
www.scientific.net/ AMM.347-350.2463. 

[17] Wei Wang; Lee, K.; Murray, D., "Building a generic architecture for the 
Internet of Things," Intelligent Sensors, Sensor Networks and 
Information Processing, 2013 IEEE Eighth International Conference on, 
vol., no., pp.333,338, 2-5 April 2013, doi: 
10.1109/ISSNIP.2013.6529812. 

[18] Khan, R.; Khan, S.U.; Zaheer, R.; Khan, S., "Future Internet: The 
Internet of Things Architecture, Possible Applications and Key 
Challenges," Frontiers of Information Technology (FIT), 2012 10th 
International Conference on , vol., no., pp.257,260, 17-19 Dec. 2012, 
doi: 10.1109/FIT.2012.53.K. Ashton, “Internet of Things,” RFID 
Journal, June 22 2009. 

[19] International Telecommunications Union, ITU-T Y.2060, Overview of 
the Internet of things, 2012. 

[20] Palattella, M.R.; Accettura, N.; Vilajosana, X.; Watteyne, T.; Grieco, 
L.A.; Boggia, G.; Dohler, M., "Standardized Protocol Stack for the 
Internet of (Important) Things," Communications Surveys & Tutorials, 

IEEE , vol.15, no.3, pp.1389,1406, Third Quarter 2013, doi: 
10.1109/SURV.2012.111412.00158. 

[21] Tracey, D.; Sreenan, C., "A Holistic Architecture for the Internet of 
Things, Sensing Services and Big Data," Cluster, Cloud and Grid 
Computing (CCGrid), 2013 13th IEEE/ACM International Symposium 
on , vol., no., pp.546,553, 13-16 May 2013. doi: 
10.1109/CCGrid.2013.100. 

[22] http://www.iot-a.eu/public/public-documents/copy_of_d1.2, 
Introduction to Architectural Reference Model for the Internet of 
Things. 

[23] Zorzi, M.; Gluhak, A.; Lange, S.; Bassi, A., "From today's INTRAnet of 
things to a future INTERnet of things: a wireless- and mobility-related 
view," Wireless Communications, IEEE , vol.17, no.6, pp.44,51, 
December 2010, doi: 10.1109/MWC.2010.5675777. 

[24] Z. Shelby and C. Borman, 6LoWPAN: The Wireless Embedded 
Internet, Wiley, 2009, ISBN: 978-0-470-74799-5. 

[25] Kelly, S.D.T.; Suryadevara, N.K.; Mukhopadhyay, S.C., "Towards the 
Implementation of IoT for Environmental Condition Monitoring in 
Homes," Sensors Journal, IEEE , vol.13, no.10, pp.3846,3853, Oct. 
2013, doi: 10.1109/JSEN.2013.2263379. 

[26] Sungmin Hong; Daeyoung Kim; Minkeun Ha; Sungho Bae; Sang Jun 
Park; Wooyoung Jung; Jae-Eon Kim, "SNAIL: an IP-based wireless 
sensor network approach to the internet of things," Wireless 
Communications, IEEE , vol.17, no.6, pp.34,42, December 2010 doi: 
10.1109/MWC.2010.5675776 

[27] Atzori, L.; Iera, A.; Morabito, G., "SIoT: Giving a Social Structure to 
the Internet of Things," Communications Letters, IEEE , vol.15, no.11, 
pp.1193,1195, November 2011, doi: 
10.1109/LCOMM.2011.090911.111340. 

[28] Turcu, C.; Turcu, C., "The Social Internet of Things and the RFID-based 
robots," /Ultra Modern Telecommunications and Control Systems and 
Workshops (ICUMT), 2012 4th International Congress on/ , vol., no., 
pp.77,83, 3-5 Oct. 2012 

[29] Huansheng Ning; Ziou Wang, "Future Internet of Things Architecture: 
Like Mankind Neural System or Social Organization Framework?," 
Communications Letters, IEEE , vol.15, no.4, pp.461,463, April 2011, 
doi: 10.1109/LCOMM.2011.022411.110120 

[30] Huansheng Ning; Hong Liu; Yang, L.T., "Cyberentity Security in the 
Internet of Things," Computer , vol.46, no.4, pp.46,53, April 2013, doi: 
10.1109/MC.2013.74. 

[31] Dieter Uckelmann, Mark Harrison, Florian Michahelles, book chapter - 
An Architectural Approach Towards the Future Internet of Things, 
Architecting the Internet of Things, pp 1-24, ISBN 978-3-642-19156-5, 
Springer 2011. 

[32] EPCglobal (2007) The EPCglobal Architecture Framework, Standard 
Specification.www.epcglobalinc.org/standards/architecture/architecture_
1_2-framework-20070910.pdf. 

[33] Chao-Wen Tseng; Chih-Ming Chang; Chua-Huang Huang, "Complex 
sensing event process of IoT application based on epcglobal architecture 
and IEEE 1451," Internet of Things (IOT), 2012 3rd International 
Conference on the , vol., no., pp.92,98, 24-26 Oct. 2012, doi: 
10.1109/IOT.2012.6402309. 

[34] Gusmeroli, S.; Piccione, S.; Rotondi, D., "IoT@Work automation 
middleware system design and architecture," Emerging Technologies & 
Factory Automation (ETFA), 2012 IEEE 17th Conference on , vol., no., 
pp.1,8, 17-21 Sept. 2012, doi: 10.1109/ETFA.2012.6489652. 

[35] AMQP Working Group, “Advanced Message Queuing Protocol – 
Protocol Specification”. Available: 
http://www.amqp.org/confluence/download/attachments/720900/amqp.p
df?version=1&modificationDate=131801 1006000  

[36] Conzon, D.; Bolognesi, T.; Brizzi, P.; Lotito, A.; Tomasi, R.; Spirito, 
M.A., "The VIRTUS Middleware: An XMPP Based Architecture for 
Secure IoT Communications," Computer Communications and 
Networks (ICCCN), 2012 21st International Conference on , vol., no., 
pp.1,6, July 30 2012-Aug. 2 2012, doi: 10.1109/ICCCN.2012.6289309. 

 

143 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 6, No. 12, 2015 

A Carrier Signal Approach for Intermittent Fault 
Detection and Health Monitoring for Electronics 

Interconnections System
Syed Wakil Ahmad 

EPSRC Centre for Innovative Manufacturing in Through-
life Engineering Services, Cranfield University, MK 43 

0AL, UK 

Dr. Suresh Perinpanayagam 
Integrated Vehicle Health Management Centre, Cranfield 

University, MK43 0QF,UK 

Prof. Ian Jennions 
Integrated Vehicle Health Management Centre, Cranfield 

University, MK43 0QF, UK 

Dr. Mohammad Samie 
Integrated Vehicle Health Management Centre, Cranfield 

University, MK43 0QF, UK 
 
 

Abstract—Intermittent faults are completely missed out by 
traditional monitoring and detection techniques due to non-
stationary nature of signals. These are the incipient events of a 
precursor of permanent faults to come. Intermittent faults in 
electrical interconnection are short duration transients which 
could be detected by some specific techniques but these do not 
provide enough information to understand the root cause of it. 
Due to random and non-predictable nature, the intermittent 
faults are the most frustrating, elusive, and expensive faults to 
detect in interconnection system. The novel approach of the 
author injects a fixed frequency sinusoidal signal into electronics 
interconnection system that modulates intermittent fault if 
persist. Intermittent faults and other channel effects are 
computed from received signal by demodulation and spectrum 
analysis. This paper describes technology for intermittent fault 
detection, and classification of intermittent fault, and channel 
characterization. The paper also reports the functionally tests of 
computational system of the proposed methods. This algorithm 
has been tested using experimental setup. It generate an 
intermittent signal by external vibration stress on connector and 
intermittency is detected by acquiring and processing 
propagating signal. The results demonstrate to detect and classify 
intermittent interconnection and noise variations due to 
intermittency. Monitoring the channel in-situ with low 
amplitude, and narrow band signal over electronics 
interconnection between a transmitter and a receiver provides 
the most effective tool for continuously watching the wire system 
for the random, unpredictable intermittent faults, the precursor 
of failure. 

Keywords—NFF; Intermittent; Intermittency; Fault detection; 
Health Monitoring 

I. INTRODUCTION 
An intermittent fault (IF) is an electrical spike that 

develops from ageing of electric interconnects, cuts, rubs, or 
loose contacts, and manifests itself intermittently in an 
unpredictable manner. If these are not detected on time or at 
the early stage, it would gradually lead to permanent fault and 
are also safety critical [1]. This also lead to, many other 
problems for example delayed or cancellation of flights, 

electrical arc or spark that could lead disaster that progressed 
from IFs. 

Manufacturing imperfections, poor design and system 
degradations are main causes of intermittent faults [2] 
Although Sheng et al are disagree that intermittent faults are 
precursor of permanent failure [3] but S. Bryan et al says that 
intermittent faults are precursor of hard failure [4]. These both 
statements could be true, depends upon causes of 
intermittence. IF due to system/component degradation are 
precursor of permanent faults but marginal design or 
manufacturing imperfection are not signs of hard failure. 
Irrespective of causes; IFs are random and non-reproducible 
incidents, and are most frustrating, elusive, and expensive 
faults to detect and locate in wiring / interconnection systems. 

IFs are identified by visual or traditional instruments for 
electronic/electrical interconnects. It has also been reported 
that conventional test equipment, which is required to carry 
out the fault investigation, are not always successful. This can 
be due to the fact that the necessary levels of confidence and 
efficiency are inappropriate in the many industries which are 
suffering No Fault Found (NFF) failures [5]. If testability as a 
design characteristic was successful, perhaps NFF would not 
be so problematic. This is particularly evident in the case of 
attempting to detect and isolate intermittent faults at a test 
station the ability to test for short duration non-stationary 
intermittency at the very moment that it re-occurs using 
conventional methods is so remote that it will almost certainly 
result in a NFF.  The one major issue with designing 
component testability is that the focus is on functionality and 
integrity of the system. 

There are many test equipment that are used to detected 
anomalies in electrical interconnection systems. The more 
common ones include multi-meters that detect steady or 
invariant signals. On the other hand, digital oscilloscopes, and 
spectrum analyzers are used to monitor time domain and 
frequency domain time invariant signals. Problem with an 
intermittent fault is that it occurs for only a short duration and 
it is time variant, making it difficult to detect unless a very 
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high sample rate it used. This goes beyond the capabilities of 
typical test equipment. The current state-of the-art in 
intermittent fault detection during maintenance testing 
includes latching continuity testing, analogue neural network 
technology and time domain reflectometry. 

There are various disadvantages of these techniques: to 
halt operation for inspection, hard to capture or watch on 
oscilloscope or voltmeter as well as ineffectiveness due to 
many inspection points and some time being in the location 
frequently hard to reach or observe. These are unable to detect 
the fault in many cases since the duration of the fault was 
often short and not consistent. System would behave normally 
and it would find the interconnection/wire system normal or 
NFF status. Therefore, it is easy for the observer or instrument 
to miss the occurrence of intermittent fault. 

Much research has been done on reflectometry wiring fault 
detection and that is used for high power electrical wirings and 
could not be used for interfaces and lose solder joints or for 
other electronics circuits. The concept of reflectometry relies 
on transmitting electromagnetic waves across the wire and 
observe the reflections. These reflections depends upon the 
variation of impedance in the wire system as𝑍1−𝑍2

𝑍1+𝑍2
, where 𝑍1 

and 𝑍2  are impedances of two electrical mediums [6] Time 
between the incident and the reflected wave is used to locate 
the fault. Magnitude of reflections are used to determine if it is 
a potential fault or not. These techniques have drawbacks for 
modern electronics / electrical system that any change in the 
wire material (e.g., connection in circuit) reflects the incident 
waves resulting in incorrect fault determination. These 
techniques usually requires high voltage pulses. 

Recently, direct-sequence spread-spectrum (DS-SS) 
signals are used instead of high voltage signals employing 
digital signal processing techniques to find and locate 
electrical faults [7]. Taylor and Faulkner proposed direct-
sequence spread spectrum modulation on power line carrier, 
and outlined optimal signal processing techniques and 
frequency domain correlation techniques for the on-line test in 
high voltage line [8]. Lately, slightly different use of spread 
spectrum was reported from the research result of on detecting 
live wire problems [9]. These techniques work on 
reflectometry, and it solves the need to use low voltage signal, 
that does not interfere with online signals and could be used 
in-situ, but still there is a problem of reflection occurring at all 
points of interconnections in the circuit. So this technique is 
inadequate for interconnecting system, where there are many 
interfaces and connectors. This is also not suitable to use for 
electronic circuits i.e. for PCBs, solder joints, interfaces, and 
similar interconnecting systems. Otherwise, the injected signal 
would be reflected from both ends and result in a combined, 
distorted, and reflected false signal due to impedance 
mismatch. 

The novel approach of IF detecting and characterization 
has been developed by the author to overcome above 
mentioned issues and it is very different from traditional 
diagnostic methods. Novelty of the proposed new technique is 
the fact that signs of IF intrinsically modulated on a carrier 
signal, in compare with healthy wired communication channel 

and interconnection system. In healthy communication link 
carrier signal propagates without any changes that affect 
amplitude/phase/frequency of signal but with Additive White 
Gaussian Noise (AWGN). The proposed technique aims to 
look at signature of intermittency as a modulated message on 
carrier, and employ demodulation techniques to explore 
behavior of aged channel/interconnections. 

The new approaches of the author send a sinusoidal carrier 
to interconnecting system and demodulate the received signal 
from interconnection channel for IF detection and feature 
extraction to find the root cause of problem. This could be 
used for multipoint of electrical/ electronic interconnection 
system and diagnose the health status of the wire after de-
demodulation to retrieve an intermittent signature of channel. 
The essence of this approach is using communication 
modulation techniques to detect and electrical interconnection 
system. The transient caused by the intermittent fault in the 
wire would disrupt the signal sent over interconnection from a 
transmitter, and thus arriving signal at the receiver would 
contain intermittent signal information. When intermittent 
signals are found it will extract IF information by de-
modulation algorithms. The features of amplitude, phase, and 
frequency are computed by AM (Amplitude Modulation), PM 
(Phase Modulation) and FM (Frequency Modulation) 
demodulation schemes. The benefits of computing phase, 
amplitude, and frequency of IF could be used to classify 
intermittent signal for root cause analysis, and degradation 
monitor. 

In the next section, we describe the communication 
technology and its devised method for detection and 
computation of fault's information in terms of duration, 
occurrence frequency, and channel noise. Then, third section 
describes, devised communication approach for IF detection 
using demodulation computations. Fourth section describes 
the test rig and application. Following section describes the 
results and validations of algorithm then last section concludes 
this paper. 

II. COMMUNICATION APPROACH FOR INTERMITTENT 
FAULT DETECTION 

Related to fault detection, author has used radar 
communication approach where it sends blank carrier signal 
and extras desire information from received signal. 
Intermittent characteristics of channel will change the 
propagating signal and these intermittent signature could be 
computed by removing original signal. Carrier modulation / 
demodulation concept is being used to as sounding techniques 
to extract IF signature. 

There are many carrier modulation schemes but 
fundamentally there are three modulations schemes called 
amplitude modulation (AM), frequency modulation (FM) and 
phase modulation (PM). In AM, the amplitude of carrier 
signal changes according to input signal and this concept is 
being used that if there is an intermittent open/close it changes 
the amplitude of carrier signal.  Similarly phase and frequency 
changes could be computed by using PM and FM 
demodulation concept. 
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A. Theory and formulation 
Any AM, PM or FM signal 𝑥(𝑡)can be written as shown in 

equation 1 

𝑥(𝑡) = 𝑅(𝑡)cos (𝜔𝑡 + 𝜑(𝑡)) .... (1) 
In equation (1) R(t) is the envelope of signal (amplitude of 

signal as function of time), 𝜔  is angular frequency, and 𝜑(𝑡) 
is a phase of signal at t time. 

For AM 𝜑(𝑡), and 𝜔  are constant only envelope 𝑅(𝑡) is 
time variant, thus equation (1) can be written as below 

𝑥(𝑡) = (𝐶 + 𝑚(𝑡))cos (𝜔𝑡)..(2) 
In equation (2) 𝑅(𝑡)  envelope is replaced to 𝐶 + 𝑚(𝑡) 

where 𝑚(𝑡) is amplitude of base signal, in our case this is an 
IF signal, and " 𝐶 " is carrier amplitude. 

The IF signal 𝑚(𝑡)  could be extracted by simple diode 
rectification and low or band pass filtration for analogue 
circuits and could be compute digital filtering / modulation 
algorithms. Filter band must be according to the band range of 
IF signal else information of IF will be lost. 

For PM and FM the amplitude envelope will remain 
constant but it varies the phase/frequency. For FM/PM 
demodulation, the signal is fed into a Phase Loop Lock (PLL) 
and the error signal is used as the demodulated signal. 

III. NOVEL FAULT DECTION ALGORITHM 
In wireless communication, to model channel behavior 

they measure its propertied by sending and receiving wireless 
signal, are called channel sounding techniques [10]. Author 

has adapter similar method to measure an intermittency in 
electric/electronics interconnection systems. To measure IF 
and its properties it sends and receives suitable signal through 
interconnection system. A novel algorithm has been developed 
to compute intermittency for IF detection and classification. 
Its features of amplitude, frequency, and phase are computed 
using AM, PM, and FM demodulation algorithms while Fast 
Fourier Transform (FFT) computes its spectrum. This 
algorithm has been shown in Fig. 1, it consists of signal source 
(carrier frequency), intermittent channel (test rig), 
demodulating unit, digital filter, IF detection using AM, FM 
and PM algorithms. It counts an intermittency and IF fault 
detection turn on. Each fault duration and frequency of 
occurrence are stored in output buffer. 

 
Fig. 1. Block Diagram of IF detection Algorithm 

Channel

FM 
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Disable 
Processing
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Start

End

Fig. 2. Intermittent Fault Detection Algorithm 

Figure 2 shows the flow diagram of this algorithm. It starts 
with suitable selected carrier signal that fulfil the required 
resolution; 1 k Hz sine wave is selected to give one 
millisecond resolution that is suitable for our repetitively 
producing IFs test rig. The advantage of using one millimetre 
resolution, is that it will eliminate debouching harmonics but 

if high resolution is required for less frequent IF, carrier 
frequency could be increased accordingly i.e. resolution is 
inversely proportional to carrier frequency. Carrier signal 
propagates through interconnection system to terminating 
point to complete a circuit. IF detection unit constantly 
process carrier signal to compute IF and dynamics. Processing 

146 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 6, No. 12, 2015 

unit demodulates using amplitude, frequency, and phase 
demodulation schemes. The spectrogram is also computed to 
check the bandwidth and noise level. Frequency, amplitude 
and bandwidth information are used to detect IF.  

To make  IF detection decision AM and FM demodulation 
techniques are used, if there is not any IF then it will disable 
the feature extraction and memory but if IF is detected it 
latches the signal and extracts its feature.  

This also save computation power and memory. It also 
computes the amplitude, bandwidth, noise level, and time 
information of signal when decision flag is on. 

IV. APPLICATION & CASE STUDY 
RJ45 Ethernet socket with Ethernet cable/plug under 

external vibration is used to generate intermittence in the 
connection. A Female RJ45 Ethernet socket is used to hold it 
with assembly on shaker that Connector can vibrate as shown 
in Fig. 3. The grid has been installed on the shaker by screws 
and a metal plate as shown Fig. 3.This Ethernet connection 
assembly is used to produce the intermittent fault under 
vibration. Other ends of Ethernet cable are connected to a 
circuit and data acquisition system. A complete circuit setup is 
shown in Fig. 4. It consists of a test rig, oscilloscope, and data 
acquisition system. 

 
Fig. 3. Ethernet Male and Female Socket with Cable Connection as an Intermittent Test Rig 

 

Fig. 4. Experimental Setup for Intermittent Fault Detection  
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This oscilloscope has four channels, 4 G bits/second 
sample rate, 200MHz bandwidth and built-in function 
generator that can output variety of signals but we used 1.00K 
Hz 3v peak to peak sinusoidal signal as voltage source to 
voltage divider circuit. The NI-6363 data acquisition card can 
acquire up to 2 mega samples per second. 

The input sine wave of one kilo hertz is propagates 
through test rig to receiver. To detect an IF and other 
information, the data is acquired using NI data acquisition 
card. Received data is being processed using FFT, AM, FM 
and PM demodulation algorithms. The decision has been 
taken if there is an IF fault or not; if there is an IF then its 
noise level, duration and frequency is calculated for IF 
classification or analysis. 

V. SIMULATION AND VALIDATION 
The algorithm has been validated by acquiring data from 

above mention experimental setup and processed in matlab 
using algorithm described in section 2. 

Input carrier signal at 1 k Hz frequency, to electronic 
interconnection system is shown in 5. This propagated through 
a test rig under vibration as shown in Fig. 4 

 
Fig. 5. Input sine wave to unit under test 

Shaking test rig adds an intermittency and other noises to a 
carrier signal due to lose electrical / electronic circuit. 
Received signal is shown in Fig. 6. This shows that how IF 
effect on propagating signal. This is output of channel as 
described in Figure 4. 

To detect IF and to extract its feature, it has been 
demodulated with respect to amplitude, frequency and phase. 
Amplitude demodulation gives information where amplitude 
of signal drops due to intermittent discontinuity while change 
in frequency can be calculated using frequency demodulation. 
Intermittent fault also changes the phase of signal due to 
nonlinear discontinuities and could be calculated using phase 
demodulation. 

Fig. 7 shows AM demodulated signal that gives an 
intermittent signal with twenty spikes of an intermittent fault 
of a connection shaking at 20 Hz. The amplitude of these 
spikes shows the change in the amplitude with respect to 
carrier signal at that instant. 

 
Fig. 6. Received noisy signal with IF information 

 
Fig. 7. AM Demodulated Signal  

Fig. 8 shows frequency changes with respect to carrier 
signal. The magnitude indicates changes in the frequency at 
that instant. The feature of change in frequency are used to 
calculate the duration of an intermittent interval by subtracting 
it from carrier frequency and taking inverse. The IF detection 
decisions are made by comparing both AM and FM 
demodulated signals and these are also used to calculate its 
duration and frequency of intermittent fault. It only enable 
processing unit then there is an intermittent interval as 
described in Figure 2. The phase change is calculated by phase 
demodulation as shown in Fig. 9. It gives an information that 
how phase of intermittent signal has changed. This could be 
used to study that how an IF effect the signal and change the 
phase of transmission and adds noise to signal. 

The power spectrum of IF signal is shown in Fig. 10. The 
carrier frequency and intermittent signal are shown in this 
figure at different frequencies. The normalized frequency has 
peaks at 0.05 and 0.001; these corresponds 1000 Hz and 20 Hz 
frequencies when samples at 20k sample/second sampling 
frequencies.  This power spectrum shows the power spectrum 
of its signals at carrier and around 20Hz intermittent signal's 
spectrum. 
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Fig. 8. Frequency Demodulated Signal with 20 Hz Shaking Connector 

 
Fig. 9. Phase Demodulated Signal with shaking 20 Hz External Vibration to a connector 

 
Fig. 10. Spectrum of Intermittent signal 
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The algorithm described in section 3 has been verified and 
it gives IF detection and its feature. In this experiment IF 
correlates with external vibration as we have seen that at 20 
hertz shaking lose connection gives us 20 hertz intermittency 
but the duration and magnitude of IF are not identical for all 
faults. 

VI. CONCLUSION 
NFF can be overcome by using in-situ health monitoring 

algorithm to check it for abnormalities in the interconnection 
system. An intermittent signal can be detected and classified 
by using classical demodulation schemes. Amplitude, 
frequency, and phase variation has been extracted by AM, FM 
and PM modulation schemes, which gives intermittent channel 
information.  

We have seen that amplitude and frequency variations are 
very useful for root cause analysis. It also highlights that 
phase information are not very helpful to understand the exact 
cause. This algorithm also gives IF signal's characteristics of 
amplitude, and frequency variation that could help to 
understand its effects on the system performance. Power 
spectrum is a very useful tool and that could be used to 
determine the frequency of intermittency as in experiment IF 
could be seen at 20 Hz because test rig was shaken at this 
frequency. Although it is not necessary that spectrum exactly 
relates to external vibration but could be used to understand 
the root cause; if it is due to vibration or due to other noise. 

Further work could be carried out using filter banks to 
segment different possible bands of spectrum and this could 
be used to detect intermittence, and to find root cause. 
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Abstract—In this paper, we propose a new synchronous 

stream cipher called SSCQF whose secret-key is 

 N1,...zzSK  where iz  is a positive integer. Let 

Nddd ,...,, 21   be N    positive integers in  12,...,1,0 m
 

such that ii zd   mod 
m2  with m  and 8m . Our 

purpose is to combine a linear feedback shift registers LFSRs, 

the arithmetic of quadratic fields: more precisely the unit group 

of quadratic fields, and Boolean functions [14]. Encryption and 

decryption are done by XRO'ing the output pseudorandom 

number generator with the plaintext and ciphertext respectively. 

The basic ingredients of this proposal stream generator SSCQF 

rely on the three following processes: 

In process I , we constructed the initial vectors 

 N1 X,...,XIV  from the secret-key  N1,...zzSK  by 

using the fundamental unit of ℚ  id  if id  is a square free 

integer  otherwise by splitting id , and in process II , we 

regenerate, from the vectors iX , the vectors iY  having the same 

length L, that is divisible by 8 (equations  2  and  3 ). In 

process III , for each iY , we assign 8/L  linear feedback shift 

registers, each of length eight. We then obtain / 8N L  linear 

feedback shift registers that are initialized by the binary 

sequence regenerated by process II , filtered by primitive 

polynomials, and the combine the binary sequence output with 

8/L  Boolean functions. The keystream generator, denoted K , 

is a concatenation of the output binary sequences of all Boolean 

functions. 

Keywords—Synchronous stream cipher SSCQF; linear 

feedback shift registers LFSRs; arithmetic of quadratic fields; 

Boolean functions; pseudorandom number generator and 

keystream generator 

I. INTRODUCTION 

The proposed stream cipher SSCQF is a binary addition 
stream cipher [14]. In a binary addition stream cipher, the 

plaintext is given as a string ,..., 21 mm  of elements of the 

finite field  1,0 2 k . The keystream ,..., 21 zz  is a binary 

pseudorandom sequence [13]. The sender encrypts the 

plaintext message according to the rule tt zmc  1  for all 

0t . The ciphertext ,..., 21 cc  is decrypted by the receiver 

by adding bitwise the keystream ,..., 21 zz  to the received 

ciphertext sequence ,..., 21 cc . Sender and receiver produce 

the keystream ,..., 21 zz  via identical copies of the stream 

generator. 

Let Nzzz ,...,, 21   be N    positive integers, 

Nddd ,...,, 21   be N    positive integers in  12,...,1,0 m
 

such that ii zd   mod 
m2  with m  and 8m ,  and i  

be a fundamental unit of a quadratic field ℚ  id , if id  is a 

square free integer. 

In this paper, we propose a new synchronous stream cipher 

called SSCQF whose secret-key is  NS zzK ,...,1  where 

iz  are positive integers, based upon the combination of a 

linear feedback shift registers LFSRs [14], the congruence 

modulo 
m2  with m ℕ  and 8m , the arithmetic of 

quadratic fields: more precisely the unit group of quadratic 

fields, and the 8/L  combining functions. The basic 

ingredients of this proposal stream cipher generator SSCQF 
rely on the following three processes: 

      In process I , we construct the initial vectors 

 NXXIV ,...,1  from the secret-key SK  by using the 

fundamental unit of ℚ  id  if id  is a square free integer 

otherwise by splitting id , and in process II , we regenerate, 

from the vectors iX , the vectors iY  having the same length 

L , more precisely the length L  must be divisible by eight 

(Equations  2  and  3 ). In process III , for each iY , we 

assign 8/L  linear feedback shift registers of length eight 

filtered by primitive polynomials of degree eight. They are 

 
25

8

128


   primitive polynomials [12]. We then obtain 

8/LN   linear feedback shift registers that are initialized by 

the binary sequence regenerated by process II . And we 
combine the output binary sequence of all linear feedback 
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shift registers, namely, ijLFSR  with 8/L  Booleans 

functions 8/1 R ...,  ,R L . The Boolean function jR  

combines the output bits of ijLFSR  for all  Ni ,...,1 . 

The keystream generator denoted K , is a concatenation of the 

output binary sequences of all Boolean functions jR . 

The output function of our stream cipher is parameterized 

only by the secret-key SK . As the keystream bits are 

produced independently of the plaintext, the proposed stream 
cipher SSCQF belongs to the category of synchronous stream 
ciphers. 

In this section, we introduce the notations that will be used 
throughout this paper in TABLE 1. 

TABLE I.  NOTATIONS 

sK  :  Input secret-key. 

keystream :  Output secret-key. 

 :  XOR operation. 

|| :  Concatenation. 

ijLFSR  :  Linear feedback shift registers. 

jR  :  Boolean functions. 

F  :  Feedback function. 

2

x    
: Binary sequence of any integer x. 

IV  :  Initial Vector. 

2k  :  Binary finite field of characteristic two. 

2
 m

k  : 2k -vector space of dimension m . 

( , ')Lmc k k  
: Lowest common multiple of positive integers

;  'k k . 

  
: Set of periodic binary functions not necessarily the 

same period. 

 :  Set of natural numbers. 

 :  Square root. 

LBi :  Length of ith binary sequence. 

L1/2Bi :  Half-length of ith binary sequence. 

II. PRELIMINARY 

Stream cipher [14] is a secret-key cryptosystem 
constructed for improve secrecy of transmitted data. It is a 
lightweight and efficient cryptographic primitive for ensure 
confidentiality of transmitted data between two communicated 
pairs. It proves its robustness by its ability to resist against 
attacks [3][4] [7][14]. It has a wide application area especially 
in mobile devices and embedded systems. In this section we 
introduce the notation and terminology that will be used 

throughout the proposal. We use the symbol  1,0 2 k  to 

denote the binary finite field of characteristic two,   to 

denote logical XOR (OR exclusive),  
2
 0,1

mm k  to denote 

the 2k -vector space of dimension m , 
2

n    to denote the 

binary sequence of any integer  
*n  and  ||  denotes 

concatenation of two bits sequences. Bit sequence means a 

sequence built from 0  and 1 . 

Definition 2.1: Let  nxxX ,...,1  and 

 nyyY ,...,1  be two vectors of   
2
 0,1

nn k . 

1) YX   if only if  ii yx   for all  ni ,...,1 . 

2)  nn yxyxYX  ,...,11 . 

Theorem 2.1: Let X , Y  and Z  be three vectors of   

 n
1,0 

n

2 k . 

YX   if and only if ZYZX  . 

Proof :  Let  nxxX ,...,1 ,   nyyY ,...,1   and 

 nzzZ ,...,1  be three vectors of   
2
 0,1

nn k . 

ZYZX   if and only if iiii zyzx   for all 

 ni ,...,1   

(Definition 2.1), if and only if  

    iiiiii zzyzzx   if and only if  

   iiiiii zzyzzx   if and only if  

00  ii yx  if and only if  ii yx   if and only if 

YX  . 

Let m  be a positive integer. A binary feedback shift 

register (FSR) of length m  is uniquely determined by its 

feedback function    1,01,0  :  
m

F . 

Definition 2.2 (see [20]): A feedback function  

   1,01,0  :  
m

F  is nonsingular if and only if the 

algebraic normal form of  F  has the form 

   11010 ,...,,...,   mm xxGxxxF , where 

   1,01,0  :  
1


m
G  is a polynomial in the variables 

11,..., mxx . 

If the feedback function F  of an m -stage feedback shift 

register is linear, one speaks of a linear feedback shift registers 
(LFSR). Otherwise one speaks of a nonlinear feedback shift 
register (NLFSR). All feedback shift registers used in this 
paper are nonsingular and linear. In this case, 

  1111010 ...,...,   mmm xaxaxxxF  modulo 2  

where the ia ’s are either 0  or 1  for all  1,...,1  mi  and 

its linear recursion is of the form: 

1

1

i m

n m n i n i

i

x x a x
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modulo 2  for all 0n  [6][11][17]. An alternative way to 

describe this recursion is to specify the 
thm  degree binary 

characteristic polynomial [16]:   1
1

1

 




mi

i

i

i

m xaxxf . 

To obtain the maximal period of 12 m
, a sufficient 

condition is that  xf  be a primitive  
thm  degree 

polynomial modulo two. 

Definition 2.3 (see [12]): Let    xxf 2k  be a 

polynomial of degree at least l . Then  xf  is said to be 

irreducible over 2k  if it cannot be written as a product of two 

polynomials in  x2k , each of positive degree. 

Definition 2.4 (see [12]): Let    xxf 2k  be an 

irreducible polynomial of degree N . Then     xfx /2k ; 

the set of polynomials in  x2k  of degree less than N , is a 

field of order 
N2 . Addition and multiplication are performed 

modulo  xf . Therefore     xfxN /22
kk  . In this 

case, N2
k  is called the splitting field of  xf . 

Definition 2.5 (see [12]): A polynomial    xxf 2k  of 

degree N  is called a primitive polynomial over 2k  if it is the 

minimal polynomial over 2k  of a primitive element of N2
k . 

Definition 2.6 : We call a Boolean function upon  N
1,0 , 

all function defined from  N
1,0  into  1,0 . They are 

N22  

Boolean functions upon  N
1,0 . 

III. A BRIEF DESCRIPTION OF SSCQF ALGORITHM 

Stream cipher encrypts the plaintext by using a key stream 

generator. The latter can be a synchronous or an 

asynchronous stream cipher. This property is related to 
regenerate a nature of secret-key. A generator is qualified as a 
synchronous stream cipher if the regeneration of the secret-
keys carries out independently of the plaintext and ciphertext 
messages. By contrast, an asynchronous stream cipher 
products the keystreams as a function of the input secret-key 
and previous ciphertexts [14]. Our synchronous algorithm 
SSCQF can briefly be described as follows: 

It takes a secret-key constructed by a sequence of positive 

integers Nzz ,...,1  and let ii zd   mod 
m2  with m ℕ and 

8m . 

For each id  we assign them only two positive integers in  

and im  as follows: 

 If  iii rsd
2

  where 1ir  or ir  is a square free 

integer, then ii rn   and 
2

iim s . 

 If  id  is a square free integer, then we assign only one 

fundamental unit i  of the quadratic field  

ℚ  id  [2] [5] where  

                                    















4 mod 1 if         

2

4 mod  3or  2 if          

d
dmn

ddmn

iii

iii

i                    (1 ) 

We then construct the initial vectors   NXXIV ,...,1  

where 
2 2 2

|| ||i i i iX n d m  for all  Ni ,...,1 . Since the 

vectors iX  do not have the same length, then we regenerate 

the vectors iY , from the vectors iX , having the same length 

L . The number L  is divisible by eight via equations

2  and  3 . Each binary standard sequence is subdivided into 

8/L  binary sequences of length eight, each of them 

initializes one linear feedback shift register of length eight. 

We then obtain 8/L  LFSRs for each iY , namely, 

iL/81 LFSR ..., ,LFSR i  filtering by primitive polynomials of 

degree eight. And we combine the output binary sequence of 

all ijLFSR  with 8/L  Boolean functions 

   1,0    0,1  : R ...,  ,R 8/1 
N

L  defined as follows: For 

each  8/,...,1 Lj , the Boolean function jR  combines the 

output bits of ijLFSR  for all  Ni ,...,1 . The keystream 

digit is obtained by concatenation of the output binary 

sequences of all Boolean functions jR . 

IV. DETAILED DESCRIPTION OF SSCQF ALGORITHM 

The overall structure of the keystream generator SSCQF 

is depicted in the following figure. 
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Fig. 1. Detailed description of ASCGQF algorithm 

The basic ingredients of the keystream generator SSCQF 
rely on the following three processes: 

A. Process I 

The main goal of this process is to generate the initial 

vectors  NXXIV ,...,1  from a secret-key 

 NiS zzK ,...,   where iz  are positive integers for all 

 Ni ,...,1 . We then proceed as follows: 

 We compute the positive integers  id  such that 

ii zd   mod 
m2  with m  and 8m  for all 

 Ni ,...,1 . 

 For each id  we assign only two positive integers in  

and im : 

    Assume that  iii rsd
2

  where 1ir  or ir  is a 

square free integer, we then get  ii rn   and 

2

iim s . 

  Assume that id  is a square free integer, we assign 

only one fundamental unit i  of the quadratic field ℚ

 id  [2] [5] together with 















4 mod 1 if         

2

4 mod  3or  2 if          

d
dmn

ddmn

iii

iii

i  

 For all  Ni ,...,1 ,  
2 2 2

|| ||i i i iX n d m . 
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B. Process II 

The vectors iX  for all  Ni ,...,1  are not necessarily 

of the same length. The goal of this process is to balancing 
those vectors. For that, we then choose a vector of a maximal 

length, for example kX  of length 'kl L , and we proceed as 

follows : 

For each vector  
iilii xxX ,...,1  one assigns the only 

vector  iLii yyY ,...,1  defined as follows: 

If 0L  mod 8 , 'L L ,  we get: 

   









 iktli modt ili

i

l-Lt0  allfor  xx

l0    allfor                          

i t

ijij

y

jxy
       2  

Otherwise, ' (8 '  mod  8)L L L   , we get: 

   

   

i

i

kt ii l i t  mod  l

it ks'
0

                            for  all    0 l

x x   for  all  0 t L'-l

  x x        for  all  0 s 8 L'  mod 8

ij ij

t i

s

i L s
t

y x j

y

y









  



   

     




    3  

C. Process III 

The vectors iY  for all  Ni ,...,1  generated in the 

process II , are of the same length L  divisible by eight. We 

subdivide it into 8/L  binary sequences of length eight; each 

initializes a linear feedback shift register filtered by the 
primitive polynomial of degree eight. We then obtain, for each 

iY ,  8/L  linear feedback shift registers, namely, 

iL/81 LFSR ..., ,LFSR i . And we combine the output binary 

sequence of all ijLFSR  with 8/L  Boolean functions 

   1,0    0,1  : R ...,  ,R 8/1 
N

L  defined as follows: For 

each  8/,...,1 Lj , the Boolean function jR  combines 

the output bits of ijLFSR  for all  Ni ,...,1 , together with  

   
NjjNj xxxxRxxR ,...,,1,,...,,..., 1111   and  

  2   mod    ,...,
11

1 







N

ji

ji

Ni

i

iN xxxxxR . The keystream 

is obtained by concatenation of the output binary sequences of 
all Boolean functions. 

V. BEHAVIORAL STUDY 

After presenting and explaining the principle components 
of our SSCQF algorithm, in this section, we focus a behavioral 
study for all elements constituting our regenerator in order to 
highlight its internal characteristics.  We begin by studying the 
complexity of the output binary sequences of all Boolean 

functions jR  related to their lengths for a given password. 

Effectively, our goal, in this subsection, is to appear the 
cryptographic nature of the internal states of our regenerator of 
binary sequences. Then, we pass to analysis the keystream 
regenerated by our system after the minimal perturbations on 
the initial condition. Finally, we present an analytical study 
simulating the human system. 

A. Correlation and normalized distance of periodic binary 

strings 

For the binary sequences, we must exploit the Hamming 
principle to make sure their nature distribution. It aids in 
estimating the complexity of binary strings that have the same 
period. However, the testing of the keystreams regenerated by 
our regenerator show that not necessarily of the same period. 
Hence, we should use an extension of a Hamming distance as 
we defined in [1] [21]: 

Let S and S’ be two elements of  of periods k and k' 

respectively and ( , ')K Lmc k k . 

The function 'D  :  0,1 defined by: 

 
  

1

0

( ) '( ) %2

' , '

K

i

S i S i

D S S
K










           (4)  

is a normalized distance of  . 

Also in [21], we defined another interesting property 
allowing to more ensure the nature of binary sequences: 
uncorrelation of the binary strings. Thus, for all  and 'S S  in 

 , we say that two binary strings are weakly correlated if: 

   '( , ') 0.5D S S                                 (5)  

This property allows us to prove the complexity of the 
binary sequences not necessarily of the same period. More 
precisely, the obtained values of a normalized distance are 
used to make sure about the uncorrelation or the correlation of 
the sets of periodic binary strings. 

B. Impact of the lengths on the output binary sequences of all 

Boolean functions 

Firstly, we propose an analysis study of each output binary 

sequences of all Boolean functions jR  related to their lengths 

for a given password. In this case, we change the length of 

output binary sequences of all Boolean functions jR in order 

to ensure the internal nature of our regenerator. For this object, 

we propose a fixed secret-key  NiS zzK ,...,  where iz  

are positive integers and N equal to 50 as follows: 

Ks={12, 3, 6, 77, 80, 81, 90, 95, 44, 54, 56, 47, 2, 8, 10, 15, 18, 

16, 28, 99, 29, 55, 60, 67, 86, 84, 26, 37, 35, 34, 311, 57, 41, 5, 

13, 11, 512, 73, 92, 40, 42, 47, 19, 388, 39, 71, 73, 79, 

188, 115} 
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For each case, for same secret-key sK , we adapt our 

program to regenerate the primitive signals not have the same 
length. Then, we obtain: 

 In first case (Fig.2), the length of a binary sequence is: 
LB1=2005 bits. 

 In second case (Fig. 3), the length of a binary sequence 
is: LB2=4005 bits. 

 In third case (Fig.4), the length of a binary sequence is: 
LB3=6005 bits. 

From [14], we say the binary sequences 1,..., NX X  of 

same lengths are independent if each taking on the values 0 or 

1 with probability 1
2

. Then, we talk about the unpredictable 

and uncorrelated primitive signals if the distribution of 
hamming distance accumulates near to half-length (L1/2Bi) of 
this binary sequence. This means that almost half the bits in 
same position of two set of the binary sequence are different. 

 L1/2B11002 bits. 

 L1/2B22002 bits. 

 L1/2B33002 bits. 

 
Fig. 2. The distribution of hamming distances for LB1=2005 bits 

 
Fig. 3. The distribution of hamming distances for LB2= 4005 bits 

 
Fig. 4. The distribution of hamming distances for LB3= 6005 bits 

From these histograms, we notice, for a same secret-key, 
the distribution of hamming distances in these three cases 
accumulates in the vicinity of half-length of each output binary 
sequences of all Boolean functions. In addition, the obtain 
results are almost identical in all three histograms. In two first 
cases, we have three accumulations regions nearest to half-
length. But, in third case, we have only a peak nearest to half-
length. Accordingly, the cryptographic nature of each 
primitive signal in any internal state is not only related to the 
length of the regenerated a binary sequence. Effectively, these 
results are strongly linked to Boolean Functions and linear 
feedback shift registers filtered by the primitive polynomials 
of degree eight integrated in our system. Hence, our purpose 
has unpredictable internal characteristics [1][21], which is 
recommended in order to resist against attack periodic 
sequences [5][10]. This enables us to ensure the cryptographic 
nature of SSCQF algorithm. Finally, for each internal state, we 
can summarize these features as follows: 

 The length of each block regenerated has a positive 
effect on the cryptographic quality of the regenerated 
primitive signals. 

 The distribution of lengths and periods are random. 

 The primitive signals are unpredictable or 
cryptographically strong. 

 When we increase the period length of the internal 
states, their regenerated the primitive signals became 
more uncorrelated. Then, long period has a positive 
impact on the cryptographic nature of internal primitive 
signs. This property is more desirable for an efficient 
stream cipher generator. 

 The cryptographic quality of each regenerated primitive 
signals is strongly related to Boolean Functions and 
linear feedback shift registers filtered by the primitive 
polynomials of degree eight integrated in our system. 

C. Impact of Minimal Perturbations 

After introducing an analytical study of the internal states 
of our system, in this subsection, we concentrate to the 
behavioral study of external states Keystream of our system. 
The benefit is to interpret the responses of our proposed 
system in the minimal conditions. Objectively, for each 
iterations, we choose the secret-keys the same length

 NiS zzK ,...,  where iz  are a positive integer in an 

interval [2,…,50], N equal to 6, the first secret-key is 

 2,2,2,2,2,2SK   and the last secret-key is

 50,50,50,50,50,50SK  . Also, we perform the minimal 

perturbations on the input secret-key in order to examine their 
impact on the lengths and the nature of primitive signals of the 
associated keystreams. We increment, in each iteration, an 

integer number iz  of input secret-key in a given position 

progressively. The importance is to show if the linearity of 
input secret keys has an effect on the cryptographic quality of 
output secret-keys. 
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Fig. 5. The lengths distribution of primitive signals 

From this histogram (Fig.5), we observe, for the minimal 
perturbations, that the lengths distribution of primitive signals 
does not admit a probabilistic law. That means, it hard to an 
attack to infer the input length according to the lengths of 
output secret-keys. Its period represents an important benefit 
to distinguish a good stream cipher regenerator. This dynamite 
confirms another robustness factor of our regenerator of binary 
sequences. 

 
Fig. 6. The distribution of normalized distances 

In this histogram (Fig.6), it appears clearly the 
accumulation of normalized distances nearest to 0.5 followed 
by small peaks and a large peak exactly in 0.5. This result of 
normalized distances reassures another significant property 
filled by our proposed system: unpredictable of each binary 
sequence. Therefore, we confirm the uncorrelation of 
generated primitive signals able to withstand the collision and 
correlation attacks [5][8] [9][10][14][18] [19] [21]. 

D. Simulating a human system 

In reality, Man has a chaotic mind. It is hard to control an 

user during the choice its input secret-key sK . But, we can - 

 
Fig. 7. The lengths distribution of primitive signals 

simulate a human system for regenerate the inputs secret-keys 
the same length (N=6). For this work, we adapt a Rand 

function in order to product the integer numbers iz  in interval 

[1,…, 200] randomly. The aim, in this emulation, is to study 
the dynamic nature and the cryptographic quality of 
regenerated primitive signals in the real situations. 

This dynamite (Fig.7) reconfirms the random nature of the 
lengths distribution of regenerated primitive signals for the 
inputs secret-keys of same length. It is random and 
unpredictable over time. This result is highly dependent on 

calculated positive integers id  such that ii zd   mod 
m2  

with m ℕ and 8m . More specifically, it depends on the 

quadratic structure (square-free integer or integer with square 

factor) of the calculated positive integers id . Because, the 

binary representations of positive integers id , in and im , 

have an impact on the balancing results. Wherefore, our 
system inspires its robustness. 

 
Fig. 8. The distribution of normalized distances 

This outcome (Fig.8) is identical to the result obtained in 
figure 6. It proves, in the minimal conditions, the 
cryptographic nature of SSCQF algorithm [21]. In effect, our 
algorithm is efficient and able to resist against attack periodic 
sequences [5][10]. Likewise, the keystreams are 
cryptographically strong. This stream ciphers design generate 
the keystream digits pseudo-randomly from smaller inputs 
secret-keys without lessening security. They are also able to 
withstand against to correlation, collision and exhaustive 
search attacks on stream ciphers 
[3][4][7][8][9][14][15][18][19][21]. We aim, by this work, to 
evolve and improve at the symmetric-key encryption scheme. 

VI. IMPLEMENTATION 

This SSCQF regenerator of binary sequences can be 
executed in different types of symmetric cryptosystem. We 
aim, in this work, to evolve the cryptographic quality secret-
keys against various types of attacks [3][4][7][9][10][14][18] 
[19]. Thus, according to behavioral study, this property of the 
primitive signals regenerated is assured. In this section, we 
itemize practically different execution stages of our proposed 
system. 

A. Implementation of process I 

The first aim of this process is to generate the integer 

numbers id , in and im for each element iz of a secret-key 
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sK , then, their binary representations. In each iteration, the 

binary representations of id , in and im  will be combined in 

order to create an initial vector as follows
2 2 2

|| ||i i i iX n d m . 

 

Fig. 9. Regeneration of the id
, in

and im
for a secret-key 

From this figure (Fig.9), we show that the values of in and 

im don’t depend on the values of id , but, these are strongly 

related to its quadratic structure. In reality, it gives more 
complexity and dynamite of our proposed system. It suffices 
to behold here that any added bit has an impact on the 

balancing results of initial binary vectors iX . 

 

Fig. 10. Binary representation of each initial vector iX  

From this outcome (Fig.10), the binary representations of 

each initial vector iX don’t have the same length. But, in our 

proposal, we want to get the binary sequences which have the 

same length L  divisible by eight. This is the object of the 
following process. 

B. Implementation of process II 

As we have previously explained, we dedicate this process 
to balancing the binary sequences generated in previous 

process. The aim is to obtain initial binary vectors iX  that 

have a length multiple to eight. Because, in these situation, we 
use a linear feedback shift register filtered by the primitive 
polynomial of degree eight. So, if we change the degree of 
primitive polynomial, in this case, we should adapt this 
process to regenerate the initial vectors that have a length of its 
degree. The results of this process are presented in following 
figure (Fig.11). 

 

Fig. 11. Balancing of each iX
 

C. Implementation of process III 

After balancing each initial vectors comes this important 
process. We implement this process for create an output 

Keystream digit specific to each input secret-key sK . In first 

time, for each iY ,  we construct 8/L  linear feedback shift 

registers, namely, iL/81 LFSR ..., ,LFSR i . Then, we exercise 

the Boolean functions jR  on all ijLFSR  as defined in 

process III. The output keystream is obtained by concatenation 
of the output binary sequences of all Boolean functions. This 
following figure presents an embodiment of this process 
(Fig.12).



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 6, No. 12, 2015 

159 | P a g e  

www.ijacsa.thesai.org 

Binary sequence (1) Binary sequence (2) 

Binary sequence (3) Binary sequence (4) 

Fig. 12. Binary sequence of Keystream digit 

Note: The Keystream is obtained by concatenation of all 
binary sequences (1, 2, 3, 4). 

In this work, we innovate a quick, dynamic and complex 
generator of the binary sequences. We are combined a large 
theory concept for product a pseudorandom stream cipher. It 
will be used as a symmetric key cipher for avoid the serious 
security problems. This synchronous generator products 
primitive signals uncorrelated, unpredictable and independents 
of the same input secret-keys lengths. Moreover, it ensures the 
cryptographic quality of internals states in order to avoid 
correlation attacks [9][14][18] [19]. 

VII. CONCLUSION 

We introduced, in this paper, a new synchronous stream 
generator cipher named SSCQF. Our proposed symmetric key 
system is founded on quadratic fields. We aim by this work to 

improve the confidentiality of transmitted data between two 
communicated pairs. A behavioral study, in the minimal 
conditions, appears the cryptographic nature of our 
construction. It also confirms the concrete security of the 
internal and external states, more, its ability to conserve the 
unpredictable nature of each regenerated primitive signals. In 
addition, the output secret-key length is not related to the input 
secret-key length, but, is strongly linked to quadratic nature of 
each element constructing an input secret-key. Idem, these 
dynamite and robustness are clearly proved in implementation 
section. 
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Abstract—Sensor nodes (SNs) are small sized, low cost devices 
used to facilitate automation, remote controlling and monitoring. 
Wireless sensor network (WSN) is an environment monitoring 
network formed by the number of SNs connected by a wireless 
medium. Deployment of SNs is an essential phase in the life of a 
WSN as all the other performance matrices such as connectivity, 
life and coverage directly depends on it. Moreover, the task of 
deployment becomes challenging when the WSN is to be 
established in a large scale candidate region within a limited time 
interval in order to deal with emergency conditions. In this paper 
a model for time efficient and precise placement of SNs in large-
scale candidate region has been proposed. It constitute of two sets 
of pneumatic launchers (PLs), one on either side of a deployment 
helicopter. Each PL is governed by software which determines 
the launch time and velocity of a SN for its precise placement on 
the predetermined positions. Simulation results show that the 
proposed scheme is more time efficient, feasible and cost effective 
in comparison to the existing state of art models of deployment 
and can be opted as an effective alternative to deal with 
emergency conditions. 

Keywords—WSN; deployment; placement; aerial; coverage 

I. INTRODUCTION 
Sensors are being used over the years to facilitate 

automation and remote monitoring [1]. Wireless sensors have 
relieved from the mesh of connecting wires used so far and 
significantly extended the application domain of sensors. 
WSNs are widely used for the purpose of disaster 
management, military, health care, industrial and agricultural 
monitoring and automation [2][3][4][5]. Deployment is a 
prime phase in the life of any wireless sensor network (WSN) 
and the performance of any WSN largely depends on it. It 
becomes more challenging and difficult when the candidate 
region is extremely large and unreachable. The matter 
becomes even more sensitive when it is all about disaster 
management and life rescue. In such cases a quick, effective 
and generic technique is required to optimally place the SNs 
within a candidate region in order to handle the situation. 

Deployment can be broadly classified as indoor or open 
area which is further classified as blanket type, border type 
and point of interest type [6] [7]. There are scenarios where 
entire candidate region need to be monitored such as forest 
fire detection, in such cases SNs are positioned such that 
complete candidate region is covered and this type of 
deployment is called blanket type. In many cases particular 
region need to be isolated from intruders, thus a boundary is 
made around it by placing the SNs, which detects the 
movement of intruders, such a  deployment is called border 
type. Even there are cases where only few point within a 
candidate region need to be monitored such a deployment is 
called point of interest based deployment. 

Various researchers suggested the techniques for the 
uniform distribution of SNs within a candidate region but 
none of them considered the emergency conditions raised by 
natural calamity. In such cases the size of a candidate region is 
generally large and time is the major constraint to deal with a 
situation. 

In this paper a model for precise and time efficient 
placement of SNs has been proposed. It is a pneumatic 
launcher based precise placement model (PLM) which uses a 
number of SN-launchers powered by the pressure of air. It is a 
generic model and can be used for the deployment of mobile 
or static SNs and can be used to effectively deploy SNs for 
any kind of deployment, such as barrier, blanket or point of 
interest based. 

Rest of the paper is organized as follows. Section II 
outlines the related work. Preliminary is described in Section 
III. Section IV constitute of the proposed model. Simulation 
results are discussed in Section V followed by a conclusion in 
Section VI. 

II. RELATED WORK 
A lot has been done in the field of deployment of SNs. 

Initially, Andrew et al. [8] proposed a potential field based 

161 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 6, No. 12, 2015 

method of uniform distribution of SNs which assumes that 
each SNs and obstacles possess a charge due to which they 
exert a repulsive force on each other. Thus the SNs relocate 
themselves in order to balance the force exerted by their 
neighbors thereby distributing themselves uniformly within a 
candidate region. A Virtual force driven deployment model 
was proposed by  Zou et al. [9], which considers that both 
repulsive and attractive forces exist between the SNs, If the 
distance is less than the threshold then there exists a repulsive 
force if the distance is greater than the threshold then there 
exists an attractive force. Thus to balance the forces exerted 
by the neighbors the SNs relocate thereby distributing 
themselves uniformly within a candidate region. Both the 
schemes use mobile SNs (MSNs) and focuses on the uniform 
distribution of the SNs but least concern was given to the 
connectivity with the base station (BS). Connectivity 
Preserved virtual force (CPVF) and FLOOR based schemes 
were proposed by Guang et al. [10] to deal with the BS 
connectivity issues. 

Corke et al. [11][12] proposed deployment model which 
uses a robot helicopter equipped with screw groove assembly 
to carry and precisely drop the SNs to predefined locations. 
Although, the model precisely deploys the SNs within a 
candidate region, it is not feasible to be used for large scale 
deployments, due to limited battery life and carrying capacity 
of the robot helicopter. Yoshiaki et al.[13], proposed a 
uniform aerial deployment (UAD) model to deploy SNs from 
air in large scale candidate region. It uses special parachute to 
carry a SN. The Parachutes are assumed to have a capability to 
switch between “gliding” and “falling” states in order to 
achieve the required density level. Although, UAD is an 
improved mechanism for aerial scattering, but it can only 
work for the SNs falling at the same level (altitude) and the 
design of a parachute is also not defined. 

In [14] authors proposed a Centrifugal Cannon based 
Sprinkler (CCS) to randomly scatter the SNs within a 
candidate region. CCS is an assembly of variable sized 
cannons rotated by a motor at specified RPM. It alone cannot 
yield the coverage equivalent to optimal, as it is a random 
scattering model, but it provides an effective and time efficient 
method for random scattering of SNs over large unreachable 
regions. 

In order to achieve the blanket coverage over a large-scale 
candidate region, most of the previously proposed state of art 
models either randomly scatters the SNs from the air or use 
MSNs, which are programmed to relocate to the optimal 
locations after random dropping. While, other uses robot 
helicopter to precisely place the SNs on the pre-computed, 
optimal locations within a candidate region. Among these 
models, although the random scattering model of SN 
deployment is the simplest, but it cannot yield optimal 

coverage. Usage of MSNs In place of static SNs emerged as 
an effective solution for the optimal deployment problem of 
randomly scattered SNs but, MSNs are relatively costlier and 
have their own limitations of mobility in uneven and diverse 
terrain. 

III. PRELIMINARY 

A. Deployment helicopter 
It traverses the entire candidate region in order to aerially 

deploy the SNs. 

B. Deployment path 
It is a virtual track on which the deployment helicopter 

moves while traversing the candidate region. 

C. Path width 
It is width of a strip on the candidate region covered by 

ECCS. It is equal to the twice of the horizontal distance 
covered by a SN launched from the longest cannon. 

D. Base line 
It is a virtual path above which the deployment helicopter 

moves, while traversing the candidate region. 

E. Optimal deployment 
Motivated from the cellular architecture of mobile 

networks, the entire candidate region is divided into hexagonal 
cells and center of these cells forms the optimal deployment 
locations (shown in Fig. 1). 

 
Fig. 1. Optimal deployment pattern 

IV. PROPOSED MODEL 

A. Model Assumptions 
It is assumed that SNs are encapsulated within a spherical 

casing, in order to ensure the evenness in shape and to protect 
them from any kind of physical damage while landing. The 
deployment helicopter is equipped with precise positioning 
system. The density of air ρ is assumed to be constant, i.e., 
1.255 Kg/m3. Mass, M of SNs is 0.250 Kg. 

Prior information such as buildings, water bodies or any 
other structure where deployment is not required is available 
either in the form of digital map or satellite image. 
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Fig. 2. Centrifugal  cannon based sprinkler (CCS) 

B. Centrifugal Cannon based Sprinkler (CCS) 
CCS was designed as a time efficient and effective method 

to randomly scatter the SNs within a large scale candidate 
region. It constitute of assembly of variable sized cannons 
rotated by a motor to sprinkle the SNs within a candidate 
region (see Fig. 2). CCS is mounted on a deployment 
helicopter, which traverses the entire candidate region while 
following a predefined scan-path. 

C. Pneumatic launcher based model  (PLM) 

 
Fig. 3. Pneumatic launcher 

Following are the prime components of a pneumatic 
launcher: 

• Hopper: SNs are collectively held inside the hopper, 
from where they are sequentially loaded into the 
launching chamber. 

• Air pump: It is a centrifugal pump, driven by a high 
speed DC motor. It blows the air through the launching 
chamber. 

• Launching chamber: It is a pipe, connected to the 
hopper and air pump as shown in Fig. 3. It launched 
the SNs with the thrust of air pumped by the air pump. 

• Air speed regulator: It controls the flow of air through 
the launching chamber, so as to ascertain the required 
launch velocity of a SN. 

• SN loader: Loads the SN into the launching chamber. 

• SN capsule: The SN is placed within a spherical shell, 
so as to ensure the evenness and alike shape of each 
SN. It is made up of two concentric spheres. The inner 
part is made up of shock absorbing material (e.g. 
sponge or thermocol) in order to cushion the SN and 
absorb the shocks generated while landing. The outer 
part is made up of a thin layer of hard and brittle 
material. The capsule is divided into two hemispheres 
(i.e., upper and lower), both containing a groove to 
pack a SN within. Bottom of a lower-half is filled with 
a sticky gel, in order to keep the bottom heavy for 
ensuring the landing position, absorb the landing shock 
and minimize the post landing movements of SN. 

 
Fig. 4. SN capsule 

1) Pre-deployment configuration and computation: The 
Entire candidate region is divided into hexagonal cells (regular 
hexagons with each side equal to rs) to achieve the optimal 
coverage and center of these hexagons form the DLs for the 
placement of SNs. The cellular division of candidate region is 
motivated from cellular networks [15]. The relation between 
rc and rs is given by equation (1). 
 𝑟𝑐 = √3 ∗  𝑟𝑠 (1) 

The helicopter follows a pre-defined path in order to 
traverse the entire candidate region. The candidate region is 
marked by the master grid consisting of vertical and horizontal 
lines formed by joining the adjacent DLs as shown in Fig 5. 

The horizontal lines are labeled as: 

𝐻𝐵−𝑛0 , 𝐻𝐵−𝑛+10 , 𝐻𝐵−𝑛+20 , …, 𝐻𝐵00, 𝐻𝐵10, 𝐻𝐵20, …, 𝐻𝐵𝑛0, 
𝐻𝐵−𝑛1 , 𝐻𝐵−𝑛+11 , 𝐻𝐵−𝑛+21 , …, 𝐻𝐵01, 𝐻𝐵11, 𝐻𝐵21, …, 𝐻𝐵𝑛1, 
…, 
𝐻𝐵−𝑛𝑘 , 𝐻𝐵−𝑛+1𝑘 , 𝐻𝐵−𝑛+2𝑘 , …, 𝐻𝐵0𝑘, 𝐻𝐵1𝑘 , 𝐻𝐵2𝑘 , …, 𝐻𝐵𝑛𝑘 , 

where n is the number of PLs in each set of PLM and k is 
the total number of parallel scan lines. The distance between 
adjacent horizontal lines dh and adjacent parallel scan path dp 
is given by equation (2) and (3) respectively. However, the 
total number of parallel-line scan paths is given by equation 
(4). 
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𝑑ℎ =
3𝑟𝑠
2

 (2) 

 
 

𝑑𝑝 = 2 ∗ 𝑛 ∗
3𝑟𝑠
2

 
(3) 

 
 𝑘 =

𝑤
𝑑𝑠

 (4) 

where w is the width of a candidate region. 

The helicopter moves above the parallel-line scan path 
labeled as 𝐻𝐵0𝑋. Vertical lines are labeled as B1, B2, …, Bm, 
where m is the total number of vertical lines and its value 
depends on the width of a candidate region. The distance dv 
between adjacent vertical lines is given by equation (5). 

𝑑𝑣 =
√3𝑟𝑠

2
 (5) 

 
Fig. 5. Logical division of a candidate region 

 
Fig. 6. Sets of PLs used in PLM 

PLM consist of two sets of pneumatic launchers, PL = 
{PL1, PL2, PL3, ..., PLn}, one on each side of a helicopter, all 
the pneumatic launchers are of equal lengths l but have 
variable range of launch velocities. Launch velocities VLi of 

any pneumatic launcher PLi is given by the corresponding 
elements set VL. 

𝑉𝐿 = {𝑉𝐿1,𝑉𝐿2,𝑉𝐿3, … ,𝑉𝐿𝑛} , such that, 𝑉𝐿1 <  𝑉𝐿2 <
𝑉𝐿3 <  … < 𝑉𝐿𝑛. 

The computation of value of VLi is further discussed in 
this section. 

2) Without air resistance: The time of flight, t of SN fired 
from PLi is given by equation (2). 

 𝑡 = �
2𝐻
𝑔

 (6) 

Where, H is a dropping height and g is the acceleration due 
to gravity (g = 9.8). Horizontal distance Dh covered by SN 
fired from PLi is given by equation (3) 

 𝐷ℎ = 𝑉𝐿𝑖 ∗ �
2𝐻
𝑔

 (7) 

3) With air resistance: In real scenarios, the air plays an 
important role in determining the trajectory of a launched SN. 
The launched SN stops accelerating vertically after achieving 
its terminal velocity vt, due to the resistance offered by the air. 
Terminal velocity is a function of weight, radius of spherical 
SN and density of air (given in equation (8)).The relation 
between weight, radius and terminal velocity of a spherical SN 
is shown in shown in Fig. 7. 

 𝑣𝑡 = �
2𝑀𝑔
𝐶𝑑𝜌𝐴

 (8) 

 
Fig. 7. Relation between radius, weight and terminal velocity of SN 

Resistive force Fd is exerted by air on every SN fired from 
PLM, which reduces the horizontal distance covered by it. The 
value of Fd is given by equation (9). 

 𝐹𝑑 =  
1
2

 𝑣2 𝜌 𝐴 𝐶𝑑 (9) 

Where, v is the current speed of SN, A is the area of cross-
section of SN’s capsule, 𝜌  is the density of air (i.e., 1.255 
Kg/m3) and Cd is a drag-coefficient for sphere (0.5).  Fig. 8 (a) 
and (b) represents the trajectory formed by the SNs fired from 
PLM (with and without air resistance, respectively). 
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Fig. 8. (a). Trajectory formed by SN fired from PLM (With air). (b). 
Trajectory formed by SN fired from PLM (Without air) 

Algorithm 1: Computation of launch distance of SNs (with air 
resistance). 
getDistWithAir(H, M, A, vinit ) 
While H>=vdist 

Fv ← (𝜌 ∗ 𝐴 ∗ 𝐶𝑑 ∗ 𝑣𝑣2) 2⁄  
av ← 𝐹𝑣 𝑀⁄  
vv ← 𝑣𝑣 + (𝑔 − 𝑎𝑣) ∗ 𝑑𝑡 
vdist ←𝑣𝑑𝑖𝑠𝑡 + 𝑑𝑡 ∗ 𝑣𝑣 
 
Fh ← (𝜌 ∗ 𝐴 ∗ 𝐶𝑑 ∗ 𝑣𝑖𝑛𝑖𝑡)/2 
ah ← 𝐹ℎ/𝑀 
vinit ← 𝑣𝑖𝑛𝑖𝑡 − 𝑎ℎ ∗ 𝑑𝑡 
hdist ← ℎ𝑑𝑖𝑠𝑡 +  𝑣𝑖𝑛𝑖𝑡 ∗ 𝑑𝑡 

End 
Return hdist 
End 

4) Computation of launch velocity: Launch velocity is a 
speed with which the SN is launched from the PL. Each PL in 
a set is assigned different magnitude of launch velocity. It is 
adjusted such that the projectile formed by the launch from 
each PL ends on the corresponding HB. 

 
Fig. 9. Relation between VL and horizontal distance covered 

Graph in Fig. 9 represents the relation between VL and 
horizontal distance covered by a SN. The deployment height 
considered to be 200 m. VLi for particular PLi is adjusted such 
that the SN launched by PLi covers the horizontal distance Di 
before hitting the ground. Di is the distance between baseline 
and the horizontal line HBi. 

 
Fig. 10. (a) Scan path for circular candidate region. (b) Scan path for 
rectangular candidate region 

5) Scan Path: It is a path defined for a deployment 
helicopter to traverse the candidate region while deploying the 
SNs [14]. In this paper we have considered the scan path in 
the form of horizontal parallel lines (see Fig. 10). SNs are 
precisely launched by the PLM while moving in the scan path. 
Operation of PLM is given by Algorithm 2. 

6) SN horizontal-launch regulation: Launch regulation is 
an important task performed by PLM. It depends on the length 
of the PLi and its VLi . Each loaded SN passes through the 
PLi in time interval 

Each PLi consumes a specific time Ti to launch a SN, 
called dispense time (given in equation (10)). 

𝑇𝑖 = 𝑇𝐿 + 𝑡𝑖 (10) 

where TL is the time taken by the actuator to load the SN 
into the cannon and ti (given in equation (11)) is the time 
taken by the SN to pass through PLi. 

𝑡𝑖 =  
2𝑙
𝑉𝐿𝑖

 (11) 

Vertical lines are categorized as real-vertical lines (RBj) 
and virtual-vertical lines (VBj). RBj constitutes of actual lines 
which are plotted on the ground on the basis of computed 
DLs, while the VBj is the copy of RBj above the ground at 
height H, with a shift of distance Ds. The shift is opposite to 
the direction of movement of the helicopter as shown in Fig. 
11 and its value is given by equation (12). It is done in order to 
compensate the displacement caused due inertia induced in the 
SN by the movement of the helicopter. 

𝐷𝑠 =  getDistWithAir(H, M, A, VH ) (12) 

where H is the altitude of a deployment helicopter, M is 
the mass of SNs, A is the cross-sectional area of the SN and 
VH is the velocity with which the helicopter. 

The errors are introduced while deployment of SNs due to 
various unavoidable factors such as environmental winds, 
humidity and temperature. These errors are called uncertainty 
errors Eu and their magnitude largely depends on the height of 
deployment. In this paper the value of Eu is considered as 
7.5% of H. 
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Fig. 11. (a). Vertical line-shift on left to right movement of deployment 
helicopter. (b). Vertical line-shift on right to left movement of deployment 
helicopter 

7) Exception handling: Exceptions are the selected 
regions within a candidate region where deployment is not 
required these may include water bodies, buildings or any 
other structure or selected region. The DLs overlapping these 
regions are located on the digital map of a candidate region 
and removed from the set of DLs before feeding DLs to the 
PLM. 
Algorithm 2: PLM operation 

• moveOnPath(speed, altitude): Moves the deployment 
helicopter above the scan path �HP0X�  at specific 
altitude with specific speed.  

• getNextVPOnPath(): Returns the next vertical line 
(VPX) on the scan path. 

• getVPNumber(): Returns the reference number of a 
vertical line. 

• dropSN(): Simply drops the SN vertically without using 
the cannons. 

• loadEvenCannons(): Loads cannons labeled with even 
number. 

• loadOddCannons(): Loads cannons labeled with even 
number. 

• currentX: X-coordinate at current position of 
deployment helicopter. 

Thread 1 
1. startMovingOnPath(speed, altitude); 
2. setRPM(rpm); 

 
Thread 2 
Till endOfPath do 

If VP != getNextVPOnPath() Then 
VP ← getNextVPOnPath(); 

If |𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑋 − 𝑉𝑃.𝑋| = 𝑠𝑝𝑒𝑒𝑑 ∗ 𝑇𝑖 Then 
If  VP .getVPNumber%2=0 Then 

loadEvenCannons(VP); 
dropSNonPath(); 

Else 
loadOddCannons(); 

End 
End 

End 
End 
 
dropSNonPath(VP) 

While currentX != VP.X do 
Wait(); 

End 
dropSN(); 

End 

V. SIMULATION RESULTS AND DISCUSSION 
The simulation of the proposed model has been performed 

Quorum Comm (our own simulator developed in java). 
Simulation is repeated 500 times and the average values are 
presented as the results. The values of variables used while 
simulation is given in TABLE I. Since this model is a unique 
of its kind, not much is available for comparison 

Fig. 12 represents the coverage pattern of PLM as well as 
CCS. It is observed that the coverage achieved by PLM is very 
close to that of optimal. It uniformly covers the maximum part 
of a candidate region (see Fig. 12 (a)). However the coverage 
pattern achieved by CCS comparatively non-uniform (see Fig. 
12 (b)). 

TABLE I.  SIMULATION PARAMETERS 

Parameter Value 
Communication range (rc) 70m 
Sensing range (rs) 40m 
Sprinkler RPM 1000  
Height of deployment (H) 200m 
SN radius 0.05m 
SN weight 0.25Kg 
Helicopter speed (VH) 27.7 m/s (100 Km/h) 
Uncertainty error (eu) 7.5 % of H 
Area of candidate region 1000 m X 1000 m 
Number of SNs 250 
Number of PLs in a set 5 

 
Fig. 12. (a) Coverage by PLM (b) Coverage by CCS 

 
Fig. 13. Enhanced perfomance of SEEDS with PLM 

Fig. 13 demonstrates the impact of PLM on SEEDS. 
SEEDS is a relocation based deployment scheme which uses 
MSNs to facilitate mobility. The average movement of MSNs 
in SEEDS is reduced from 95 m to 9.5 m when PLM is used 
to scatter the MSNs. 
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Fig. 14. Coverage achieved by various deployment models 

The coverage achieved by PLM is very close to the 
optimal. Comparison of coverage achieved by various aerial 
deployment schemes is shown in Fig. 14. 

Fig. 15 represents the comparison between the time taken 
by PTP and PLM to deploy the SNs. It is observed that PLM 
is 5.2 (approx) times faster than PTP deployment model and 
yields approximately same coverage. It is due to the fact that 
PLM covers the wide band on the candidate region in a single 
scan, thus minimizing the number of scans to deploy the SNs. 

 
Fig. 15. Comparison between deployment time taken by PTP and PLM 

VI. CONCLUSION 
In this paper a model for time efficient and precise 

placement of SNs in large-scale candidate region has been 
proposed. It constitute of two sets of PLs, one on either side of 
a deployment helicopter. SNs are launched from these PLs 
with controlled velocity and time such that they land on the 
pre-computed locations.  Each PL is governed by software 
which determines the launch time and velocity of a SN for its 
precise placement. Simulation results show that the proposed 
scheme is more time efficient, feasible and cost effective in 

comparison to the existing state of art models of deployment. 
We are designing a hardware model of PLM for its hardware 
level testing and implementation. Moreover, the future 
enhancements of PLM include its generalization for all types 
of terrain. 
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Abstract—For meeting the requirements of the high-speed 
Internet and satisfying the Internet users, building fast routers 
with high-speed IP address lookup engine is inevitable. 
Regarding the unpredictable variations occurred in the 
forwarding information during the time and space, the IP lookup 
algorithm should be able to customize itself with temporal and 
spatial conditions. This paper proposes a new dynamic data 
structure for fast IP address lookup. This novel data structure is 
a dynamic mixture of trees and tries which is called Tree-
Combined Trie or simply TC-Trie. Binary sorted trees are more 
advantageous than tries for representing a sparse population 
while multibit tries have better performance than trees when a 
population is dense. TC-trie combines advantages of binary 
sorted trees and multibit tries to achieve maximum compression 
of the forwarding information. Dynamic reconfiguration of TC-
trie, made it capable of customizing itself along the time and 
scaling to support more prefixes or longer IPv6 prefixes. TC-trie 
provides a smooth transition from current large IPv4 databases 
to the large IPv6 databases of the future Internet. 

Keywords—IP address lookup; compression; dynamic data 
structure; IPv6 

I. INTRODUCTION 
Improvement of Internet-base multimedia applications in 

recent years drives new demands for high-speed Internet. It 
seems that the demand for achieving higher bit-rates never 
saturates. Having the fast optical fiber technology for data 
transmission, data processing elements, i.e. routers, became 
main bottleneck of the current Internet speed. Inside a router, 
components that limit its speed are IP address lookup and 
classification engines. The main role of router is to forward 
millions of packets per second on each of its destination by 
finding address of next-hop router or the egress port through 
which packet should be forwarded. This forwarding decision 
is limiting the speed as there are millions of addresses and 
finding destination IP from millions of IPs is not an easy task. 
There is a need to have an algorithm for efficient IP lookup. 
Before we go to details, let’s see how IP addressing 
architecture works and evolving. Reviewing it will help us to 
understand the address lookup problem. IP addressing 
architecture can be divided into two schemes; classful IP 
addressing scheme and classless IP addressing scheme 
Classful IP scheme has two main issues; first, large number of 
IP addresses is wasted because of using IP address classes, 
second, the routing tables become very large. The growth of 
the forwarding tables resulted in higher lookup times and 
higher memory requirements in the routers and threatened to 

impact their forwarding capacity. In order to resolve two main 
issues there are two possible solutions one is IPv6 IP 
addressing scheme and second is Classless Inter-domain 
Routing or CIDR. 

Finding a high-speed, memory-efficient and scalable IP 
address lookup method has been a great challenge especially 
in the last decade (i.e. after introducing Classless Inter-
Domain Routing, CIDR, in 1994). In this paper, we will 
discuss only CIDR. In addition to these desirable features, 
reconfigurability is also of great importance; true because 
different points of this huge heterogeneous structure of 
Internet have different traffic shapes and network topology 
changes along the time at each point as well. 

This paper proposes a new cost-efficient data structure for 
fast IP address lookup that dynamically reconfigures itself. 
This novel data structure combines binary sorted trees with 
variable-stride multibit tries and put advantages of them all 
together in itself. 

A. Paper Organization 
Section 1 explains importance and related work. Section 2 

explores the idea of TC-trie by examples and explains how to 
build TC-trie from a binary trie. Section 3 shows the 
experimental results of the TC-trie implementation and finally 
Section 4 concludes the paper and reveals our future works. 

B. IP Address Lookup & Forwarding Tables 
IP address lookup is a special search problem in a database 

of hundreds thousands of network addresses. Routers keep 
network addresses in their forwarding tables. For each 
incoming packet, the router finds a network address inside its 
table that matches with the destination IP address of that 
packet. Joint with each network address, there is a result field. 
The result could be simply an egress port of the router that 
packet should be exited from router via it to reach its 
destination network. Actually more information than an out 
port is required for forwarding a packet properly. This 
information includes next-hop layer-2 address, next hop layer-
2 MTU (Maximum Transfer Unit), out port and so on. This 
information is kept in another table. This table can be called 
NHT (Next-Hop Table). Having the NHT, the result of the 
lookup could be a short length pointer to an entry of NHT. 
Fig. 1 shows an example of a forwarding table and an NHT. 
As this figure depicts, the forwarding table holds an 8-bit 
pointer corresponding to each network address. 
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A network address is a prefix of the 32-bit IP address. 
After introduction of CIDR (Classless Inter-Domain Routing) 
in 1994, network prefixes can be of any arbitrary length. In the 
classless routing, more than one network prefix may match 
with the destination IP address; in this case, the router must 

choose the longest prefix that matches; so the IP lookup 
problem is known as a Longest Prefix Match (LPM) problem. 

C. Trees & Tries 
During the last ten years, many solutions have been 

proposed that issue the LPM problem. Simply, the IP 

Fig. 1. simple forwarding table pointing to a Next-Hop Table (NHT) 

lookup solutions can be categorized as trie-based and tree-
based methods. Fig. 2 shows trie and tree representations of a 
forwarding table in a supposedly 4-bit address space. In trees, 
information are hold explicitly in the nodes; so number of 
nodes is equal to the number of the network prefixes. If the 
binary tree to be balanced, its depth is ceiling [log2N] while N 
is the number of prefixes. In the opposite case, in tries, 
information are distributed on the edges. In a binary trie, each 
edge implicitly holds one bit of information. Left edges mean 
a zero bit and right edges mean a one bit. A path from the root 
to each node is a bit-string that corresponds to a network 
prefix. If this prefix exists in the table, the node should be 
labeled with corresponding result. Depth of a trie is equal to 
the length of the longest prefix that exists in the table. 

Latency of a lookup algorithm typically measured in the 
number of memory accesses that is equal to the depth of the 
data structure. Since depth of binary trees is less than depth of 

binary tries, they are faster than binary tries but they suffer 
from rebalancing overhead. 

Memory consumption of trees and tries can be calculated 
by considering number of nodes in the data structure and size 
of each node. Number of nodes in tries is more than it in trees, 
because some nodes of the tries do not correspond to any valid 
prefix while in trees each node exactly keeps one prefix. The 
situation is different when considering the size of nodes. Since 
in the trees, prefixes are explicitly kept in the nodes,tree nodes 
are bigger than trie ones. Suppose that trie nodes are 32-bit 
while tree nodes are 64-bit. In the example of Fig. 2, memory 
consumption of the trie is 68 bytes while the memory 
consumption of the tree is 48 bytes; this means that in this 
example the tree is not only faster but also more compact than 
the trie. Fig. 3 shows another example for comparing trees 
with tries. In this example, the memory consumption of the 
trie is less than the one of the tree. 

Fig. 2. Trie and tree representations of a forwarding table. In this example, memory consumption of tree is less than trie 
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Fig. 3. Trie and tree representations of a forwarding table. In this example, memory consumption of tree is more than trie 

When number of nodes in a trie is less than twice of 
number of tree nodes, trie consumes less memory than tree; in 
the other case, tree is more memory-efficient. As a rule of 
thumb, it can be concluded that trees are more compact than 
tries for sparse population of prefixes while when the prefixes 
are dense, tries are more compact. 

D. Binary tries & Multibit Tries 
Since a binary trie needs 32 memory accesses at the worst 

case for each address lookup, many solutions use multibit trie 
concept to accelerate the lookup search. In multibit tries, 
degree of nodes may be more than two. It means that an edge 
can hold more than one bit of information implicitly. 
Obviously, depths of multibit tries are less than binary tries 
and hence they are faster than binary tries. In fact, in multibit 
tries, the IP address segments into some strides. For example, 
the 32 bit IPv4 address can be segmented as 16-4-4-8. This 
segmentation corresponds to a four strides (or four levels) 
multibit trie with strides of length 16, 4, 4 and 8. The depth of 
a multibit trie is equal to the number of its strides. The 
memory consumption of a multibit trie depends to the number 
of strides and the length of each stride. Fig. 4 shows tree 
examples for comparing a tree, a binary trie and a one level 
multibit trie in a 4-bit address space. In the first example, the 
tree, in the second example, the trie, and in the third example, 
the multibit  trie is the most memory efficient data structure. 
These examples demonstrate that the proper data structure 
should be chosen regarding the sparseness and the distribution 
shape of the prefixes in the address space. In general, it could 
not be said that trees are always more compact than tries or 
multibit tries consumes more memory than binary tries; the 
memory consumptions of trees, tries and multibit tries vary 
case by case. TC-trie is a dynamic mixture of trees, tries and 
multibit tries. Suppose a large 32-bit IP address space in your 
mind; in each part of this space, the TC-trie acts in a way that 
the data structure reaches the maximum compression ratio. It 
means that in a situation like  

Fig. 4-A, the TC-trie would be a tree and in situations like 
Fig. 4-B and 4-C, the TC-tire would be a trie and a multibit 
trie respectively. Table 1 summarizes the results of the speed 
and memory-consumption comparison between trees, binary 
tries, and multibit tries of Fig. 4. 

For a moment, forget combination of trees with tries and 
just consider the combination of tries with different multibit 
tries. This structure is a variable stride multibit trie. A variable 
stride multibit trie is a multibit trie that the number of strides 
and length of each stride vary in different paths from the root 
to the nodes. It could be said that the TC-trie is a variable 
stride multibit trie that its sparse parts are dynamically 
represented by binary sorted tree structures. 

E. Related Works 
Several IP address lookup solutions have been proposed 

previously which are based on tries. Some of them compress 
the trie for decreasing the memory consumption and 
improving the speed [1-2], [19-21]. Since a binary trie needs 
lots of comparisons and memory accesses, many solutions use 
multibit trie concept to accelerate the lookup search [3-13]; 
however, using a multi-bit trie instead of binary trie normally 
increases the memory consumption. Some papers have 
proposed compression methods for solving this problem [8]-
[13].Compression methods usually suffer from update 
overhead. Besides methods that work based on trie, other 
methods are also proposed that some of them use hash tables 
[14] while some others use CAMs (Content Addressable 
Memories) or TCAMs (Tertiary CAMs) for solving the LPM 
problem [15-17]. Some of these methods are not fast enough 
and some others consume lots of memory and those ones 
which have good speed and memory consumption suffer from 
heavy update overhead. A comparison between some of these 
methods comes in [18]. It seems that finding a method that 
meets all of the requirements of high-speed search, low 
memory consumption, and high-speed update is an endless 
challenge.
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Fig. 4. Comparing the memory consumption of trees, binary tries and multibit tries in a 4-bit address space. A. Tree consumes less memory than trie and multibit 
trie. B. Binary trie consumes less memory than tree and multibit trie. C. Multibit trie consumes less memory than tree and binary trie 

TABLE I.  SPEED AND MEMORY CONSUMPTION COMPARISON BETWEEN TREES, BINARY TRIES AND MULTIBIT TRIES OF FIG. 4
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II. TREE-COMBINED TRIE (TC-TRIE) 
TC-trie is a flexible data structure that combines multibit 

tries with trees. Fig. 5 shows a binary trie representing the 
network prefixes in the 6-bit address space.We want to 
convert this structure to the TC-trie of Fig. 6. This conversion 
should be done in order to reduce the depth and memory 
consumption. 

In our implementation for 32-bit IPv4 address space, the 
TC-trie starts with a stride of length 16-bit. Doing this, most 
significant 16 bits of address are considered at the first step 
and hence the depth of the structure never exceeds 17. Since 
16 bits of each prefix are implicitly encoded in the first stride, 
all tree nodes should keep just the remaining 16 bits for each 
prefix. Therefore 16 bits from the prefix and 1 bit from the 
prefix length field will be saved. 

A. Trie & Tree Nodes 
For measuring the memory consumption, size of trie and 

tree nodes are required. Fig. 7 illustrates the trie and tree 
nodes. As this figure demonstrates a tree node in our 
architecture is exactly two times bigger than a trie node. 

A trie node is composed of the following fields: Pointer: a 
pointer to a table in the next level that contains its children 

nodes. Len: a value between 0 and 15 that shows the length of 
stride minus one. For a binary node, len equals to 0 and for a 
node with degree 16 (a node at the head of a stride with length 
4), len equals to 3. 

Result: for the nodes that contain a valid prefix, result is a 
pointer to the NHT (Next-Hop Table); for other nodes, it has 
the reserved value of “11111111”2 that means no network 
prefix exists for this node. 

The following fields consist in a tree node: Trie Pointer / 
Result: if a tree node to be at the head of a multibit trie cone, 
this field is a pointer to a table in the next level that contains 
its trie children. Otherwise, eight least significant bits of this 
field compose a pointer to the NHT (Next-Hop Table) while 
all the other bits are set to one.  Len: if a tree node to be at the 
head of a multibit trie cone, this field shows the length of 
stride minus one. Tree Pointer:  a pointer to a two-entry table 
in the next level that contains its tree children nodes.  Prefix: 
the remaining least significant16 bits of the prefix that 
corresponds to the tree node.  Plen: length of the remaining 
part of the prefix minus one. 

The following sub-sections explain how to build TC-trie 
from a binary trie and how to search it. The explanations about 
the incremental update and IPv6 implementation are ignored 
due to the lack of space. 

Fig. 5. A binary trie representing the network prefixes in a 6-bit address space 

 
Fig. 6. A TC-trie equivalent to the binary trie of Fig. 5 
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Fig. 7. Trie and tree nodes 

B. Building TC-trie 
For building a TC-trie, the starting point is a binary trie 

which is kept in the control unit of the router. The control unit 
(sometimes called slow path) of a router usually is a GPP 
(General Purpose Processor) that runs a routing protocol like 
RIP, OSPF or BGP. The control unit is responsible for 
updating the forwarding table of the lookup engine. Since CPE 
(Controlled Prefix Expansion) [6] in multibit tries and many 
compression techniques used in other IP lookup methods 
removes parts of information, the control unit must have an 
original copy of information inside itself to do the update 
operation properly. The control unit uses DRAM and update 
doesn’t occur very frequently, so the size and speed of the 
original structure in the control unit is not critical. In our 
implementation, the control unit keeps a binary trie that 
contains the original non-scratched information. For building a 
TC-trie at the first time or for incrementally updating it, the 
control unit uses its binary trie structure. 

To build a TC-trie from a binary trie, two main steps 
should be followed. The first step is finding dense regions and 
representing them with multibit tries. In the second step, 
prefixes which are not covered by multibit tries must be 
represented by binary sorted trees. When searching for dense 
regions, two issues should be considered. The first issue is the 
search resolution. Resolution equal to one means the 
maximum resolution that yields the most accurate results. 
Resolution equal to two means that searching the binary trie is 
being done with step size two. So the resulting multibit tries 
would be of depth 2, 4, 6 and etc. In general, if resolution 
equals to r, the depth of all multibit tries which are obtained 
would be a multiple of r. 

The second issue is the threshold between denseness and 
sparseness concepts. How many prefixes have to be in a 
region of a trie to call it a dense region? To answer this 
question both memory consumption and lookup speed should 
be considered. Suppose that the resolution is four and we want 
to find out whether a cone with depth four in the original 
binary trie has the essential condition for being a stride of 
depth four or not. A stride of depth four needs 16 trie nodes 
that consumes 16*4=64 bytes of memory. On the other hand, 
64 bytes is equal to 8 tree nodes. So, if the number of prefixes 
is less than eight, tree representation is more compact; 
otherwise, a stride of depth four is better. Therefore, by 
considering only the memory constraint,it could be said that a 
binary trie of depth d is dense if it contains at least 2 d-1 
prefixes. We refer to this threshold as 50% threshold. 

It’s clear that a single stride is faster than any tree 
structures. So, if speed to be considered in addition to the 
memory consumption, the threshold should be less than 50%. 
Since compressing the higher parts of the trie improves the 
lookup speed of more prefixes, it’s wise to apply different 
threshold for different heights of the trie. In other words, it’s 
reasonable to increase the threshold from top to the bottom of 
the trie up to 50%. 

C. Lookup Search 
Fig. 8 illustrates an example of a lookup search on a TC-

trie in a 6-bit memory space. This TC-trie is the one that was 
shown in Fig. 6. Notice how tree and trie nodes filled the 
memory space. Each word of the memory can be filled with 
one tree node or two trie nodes. Since each stride of multibit 
trie always has even number of nodes, no part of the memory 
space would be dissipated. 
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Fig. 8. An example of a lookup search in the memory architecture of a TC-trie structure 

TABLE II.  MEMORY CONSUMPTION, AVERAGE DEPTH, AND MAXIMUM DEPTH OF FIVE DIFFERENT FORWARDING TABLES 1.  THESE RESULTS ARE OBTAINED 
WITH RESOLUTION 2  AND 50% THRESHOLD VALUE

Table  
Name 

Table 
Size 

Memory  
Consumption 
(Byte) 

Maximum 
Depth 

Average 
Depth 

AS1221 156535 1303024 11 3.98 

AS267 134024 1136144 8 3.50 

AS286 134236 1137232 8 3.49 

AS3333 139033 1170904 10 3.53 

AS3549 133869 1135136 8 3.51 

TABLE III.  MEMORY CONSUMPTION, AVERAGE DEPTH, AND MAXIMUM 
DEPTH OF AS1221 1 FOR RESOLUTIONS. THESE RESULTS ARE  OBTAINED WITH 

50% THRESHOLD  VALUE 

TABLE IV.  MEMORY CONSUMPTION, AVERAGE DEPTH, AND MAXIMUM 
DEPTH OF AS12211 FOR DIFFERENT THRESHOLD VALUES.  THESE   RESULTS 

ARE OBTAINED  WITH  RESOLUTION 2 

In this example, the query address is "010101". Fig. 6 shows 
how trie and tree nodes must be traversed for searching this 
address. In Fig. 8, nodes that must be read are highlighted. 
The final result is the value p2. 

III. EXPERIMENTAL RESULTS 
Different experiments have been done based on different 

forwarding tables, different resolutions, and different 
threshold values. Table 2 shows the memory consumption, 
average depth, and maximum depth of TC-trie structure 
achieved for five forwarding tables. These forwarding tables 
are obtained via potaroo website [22]. 

Table 3 shows the effect of changing the resolution in the 
memory consumption and depth of the forwarding table 1 
BGP routing table analysis reports: http://bgp.potaroo.net/, 
retrieved on January 2000 & December 2014. AS1221 [22].  

Table 3 shows the effect of changing the resolution in the 
memory consumption and depth of the forwarding table 
AS1221 [22]. 

In Table 4, the effects of changing the tree-trie threshold 

Resolution  
Step 

Memory  
Consumption 
(Byte) 

Maximum  
Depth 

Average 
Depth 

2 1303024 11 3.98 

4 1357288 11 3.92 

6 1392992 8 3.95 

Threshold 
value 

Memory 
Consumption 
(Byte) 

Maximum 
Depth 

Average 
Depth 

50% 1303024 11 3.98 

25% 1969456 11 3.27 

Variable 1890496 12 3.32 
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are illustrated. This table shows that higher threshold (up to 50 
%) yields lower memory consumption, while lower threshold 
yields smaller depth. In this table the last row stands for a 
variable threshold. This variable threshold increases from the 
root of the trie (original binary trie) to the leaves. The variable 
threshold causes higher parts of the trie have more chance of 
being compressed. 

IV. CONCLUSION AND FUTURE WORKS 
A new data structure for fast and memory-efficient IP 

address lookup was presented. This structure, which  is a 
variable stride multibit trie combined with binary sorted tree 
was called Tree-Combined Trie (TC-trie).TC-trie collects 
benefits of multibit tries and binary sorted trees in itself. 
Dynamic reconfigurability of TC-trie made it a very flexible 
data structure that is scalable to the number of prefix, prefix 
distribution and prefix length. The proposed data structure 
prepares a smooth transition from IPv4 toward IPv6. Different 
aspects of this new data structure were considered and the 
building procedure and lookup search in this structure were 
explained. Examples and experiments demonstrated that our 
method consumes less memory than trie-based methods and is 
faster than tree-based methods. The flexibility of TC-trie is 
more than other methods and it better fulfills the requirements 
of current unsteady Internet. Our future work can be outlines 
as follows: 

• Finding a better tree structure for combining with 
multibit tries by considering the following issues: 

i. Multiway trees 

ii. The sorting mechanism of the tree nodes 

• Doing more theoretical and experimental studies about 
a threshold point between trees and tries. 

i. Best static threshold conditions regarding the memory 
consumption and speed 

ii. Dynamic threshold conditions 

• Adding more intelligent to the system during the TC-
trie build up. 

i. How to assign priorities to the tree nodes to sort them 
in a way that the average TC-trie depth to be minimum. 

• Simulating a scenario of growing IPv6 tables in an 
actual condition that may occur in the future. 
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Abstract—This paper presents Evaluation K-mean and Fuzzy 

c-mean image segmentation based Clustering classifier. It is 

followed by thresholding and level set segmentation stages to 

provide an accurate region segment. The proposed stay can get 

benefits of the K-means clustering 

The performance and Evaluation of the proposed image 

segmentation approach was evaluated by comparing   K-mean 

and Fuzzy c-mean algorithms in case of accuracy, processing 

time, Clustering classifier, and Features and accurate results 

performance. 

The database consists of 40 images executed by K-mean and 

Fuzzy c-mean image segmentation based Clustering classifier. 

The experimental results confirm the effectiveness of the 

proposed Fuzzy c-mean image segmentation based Clustering 

classifier. The statistical significance Measures of mean values of 

Peak signal-to-noise ratio (PSNR) and Mean Square error (MSE) 

and discrepancy used to Performance Evaluation of  K-mean and 

Fuzzy c-mean image segmentation. 

The algorithm higher accuracy can be found by increasing 

number of Clustering classifier   and with Fuzzy c-mean image 

segmentation. 

Keywords—Segmentation; image segmentation; Evaluation 

image Segmentation; K-means clustering; Fuzzy C-means 

I. INTRODUCTION 

Segmentation plays an integral part in partitioning an 
image into sub regions with respect to a particular application. 
The image might be having certain characteristics like gray 
level gray level, color intensity, texture information, depth or 
motion based on the measurement. The traditional methods 
used for the medical image segmentation are Clustering, 
threshold, region based Segmentation, edge based methods 
and ANN image Segmentation [1]. 

Image segmentation methods can be classified into three 
categories: edge based methods, region based methods and 
pixel based methods .K-Means clustering is a key technique in 
pixel based methods [2]. 

Fuzzy K-Means (also called Fuzzy C-Means) is an 
extension of K-Means , the popular simple clustering 
technique. While K-Means discovers hard clusters (a point 
belong to only one cluster), Fuzzy K-Means is a more 

statistically formalized method and discovers soft clusters 
where a particular point can belong to more than one cluster 
with certain probability[3]. 

The goal of image segmentation is to cluster pixels into 
salient image regions such as individual surfaces, objects, 
natural parts of objects. Clustering technique can be used for 
image segmentation. Clustering in image segmentation is the 
process of identifying groups of related images. To achieve 
the super pixel formation, many clustering techniques can be 
classified. The purpose of using clustering technique is to get 
proper result with high efficiency effective storage image [4]. 

The paper is organized as follows; Section 2 deals with K-
Means and Fuzzy C-Means, section3 the proposed method 
with results is introduced, in section4 Experimental Results, 
and the conclusion of this study is given in section 5. 

II. K-MEANS AND FUZZY C-MEANS [5,6,7,8] 

The clustering Algorithms groups a sample set of feature 
vectors into K clusters via an appropriate similarity or 
dissimilarity criterion. 

The k-means algorithm assigns feature vectors to clusters 
by the minimum distance assignment principle, which assigns 
a new feature vector x

(n) to the cluster c
(k) such that the 

distance from x(n) to the center of c(k) is the minimum over all 
K clusters. The basic k-means algorithm is as follows: 

 Put the first K feature vectors as initial centers 

 Assign each sample vector to the cluster with minimum 
distance assignment principle. 

 Compute new average as new center for each cluster 

 If any center has changed, then go to step 2, else 
terminate. 

Fuzzy clustering plays an important role in solving 
problems in the areas of pattern recognition and fuzzy model 
identification. A variety of fuzzy clustering methods have 
been proposed and most of them are based upon distance 
criteria. One widely used algorithm is the fuzzy c-means 
(FCM) algorithm. It uses reciprocal distance to compute fuzzy 
weights. 

http://mahout.apache.org/users/clustering/k-means-clustering.html
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Fuzzy C-means Clustering (FCM) is an clustering method 
which is separated from k-means that employs hard 
partitioning (FCM is an iterative algorithm). The FCM 
employs fuzzy partitioning such that a data point can belong to 
all groups with different membership grades between 0 and 1. 
The aim of FCM is to find cluster centers that minimize a 
dissimilarity function. 

To accommodate the introduction of fuzzy partitioning, the 
membership matrix(U) is randomly initialized according to   
Equation (1) 
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The dissimilarity function which is used in FCM is given 

Equation (2) 
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uij is between 0 and 1 

ci is the centroid of cluster i; 

dij is the Euclidian distance between ith centroid(ci) and jth 

data point; 

m є [1,∞] is a weighting exponent. 
To reach a minimum of dissimilarity function must find 

two conditions These are given in Equation (3) and Equation 

(4)  
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Detailed algorithm of fuzzy c-means proposed by Bezek in 
1973[5]. This algorithm determines the following steps: 

Step 1. Randomly initialize the membership matrix (U) 
that has constraints in Equation (1). 

Step 2. Calculate centroids(ci)  by using Equation (3). 

Step 3. Compute dissimilarity between centroids and data 
points using   equation (2). Stop if its improvement over 
previous iteration is   below a threshold. 

Step 4. Compute a new U using Equation (4). Go to Step 
2. 

Performance depends on initial centroids Because of 
cluster centers (centroids) are initialize using U that randomly 
initialized.(Equation 3) the FCM does not ensure that it 
converges to an optimal solution. 

III. THE PROPOSED METHOD 

The proposed method has been applied using gray scale 
images size (256*256) ,format are(.tiff and.png) a detailed 
experimental comparison of the above stated study has been 
presented. We have used gray image databases. Figure (1) 
shows sample data base for astronomical images, which are 
used in this paper. 

Data base for paper contain 40 brain images applied for all 
the K-mean and Fuzzy c-mean image segmentation based 
Clustering classifier. 

 
(a) 

 
(b) 

Fig. 1. Sample Data Base for brain Images (b) image with its number 

Appling in paper 

The flowchart for system show in figure (2) 

The following flowchart showed the sub-key work 
processes through which they are determined to best work 
distinctive characteristics and the way. 

In end of flowchart Analysis of the results and determine 
the best algorithm and ask if there is another image to testing. 
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Fig. 2. flowchart for system 

IV. EXPERIMENTAL RESULTS 

In this section, the results are presented which are obtained 
by applying and evaluation K-mean and Fuzzy c-mean image 
segmentation. 

The statistical significance Measures of mean values of 
Peak signal-to-noise ratio (PSNR) and Mean Square error 
(MSE) and discrepancy use to  Performance Evaluation of K-
mean and Fuzzy c-mean image segmentation based Clustering 
classifier 

Peak signal-to-noise ratio, often abbreviated PSNR, is an 
engineering term for the ratio between the maximum possible 
power of a signal and the power of corrupting noise that 
affects the fidelity of its representation. Because many signals 
have a very wide dynamic range, PSNR is usually expressed 
in terms of the logarithmic decibel scale. 















1

0

1

0

2*

2

2

10

)],(),([
1

)1(
log 10 PSNR

N

x

N

y

yxfyxf
N

L
 (5) 

where L is the number of gray levels(e.g., for 8 bits 
L=256). 

),( yxf : the original image, ),(* yxf : the 

decompressed image, x  , y : row and column[10] . 

Mean Squared Error (MSE) of an estimator measures the 
average of the squares of the "errors", that is, the difference 
between the estimator and what is estimated. MSE is a risk 
function, corresponding to the expected value of the squared 
error loss or quadratic loss[11]. 

suppose that we measure the quality of t, as a measure of 
the center of the distribution, in terms of the mean square 
error 

 (6) 

MSE(t) is a weighted average of the squares of the 
distances between t and the class marks with the relative 
frequencies as the weight factors. Thus, the best measure of 
the center, relative to this measure of error, is the value of t 
that minimizes MSE[10]. 

Calculate Discrepancy by Equation (7) 

             ∑ ∑         )       ))
  
 

  
         (7) 

Where Cgi(I,j) is the gray level  value of pixel p(I,j) on 
original image and L(I,j) is the gray level  value of pixel on 
the image after thresholding[13]. 

       
∑      
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   )          )   

  
 

Where   
   ) and   

   ) are pixel feature value(color 
components in CIEL*a*b space ) for pixel p on original and 
segmented image respectivily , TH is the threshold to judge 
significn diffrence , and p(t) = 1 when t>0 , otherwise 
   )      

From the experiments results, which they illustrated in 
table (1) showed MSE & PSNR with K-Means Clustering for 
five images, 

TABLE I.  SHOWED MSE & PSNR FOR K-MEANS CLUSTERING 

IMAGE MSE PSNR 

010 21.1371 29.5471 

012 13.4794 33.0530 

014 33.2907 26.4325 

018 23.8972 27.2781 

020 17.6975 26.3113 

060 33.1643 30.4140 

No 

Start 

Read  image file 

Converting image to gray image size(256*256) ,format 

are(.tiff and.png) 

 

Apply K-mean algorithm  for image 

 

Apply  Fuzzy c-mean algorithm  for  image 

 

Apply Clustering classifier with different size for 

algorithms     

Comparison between algorithms to determine the best way 

to adopt a work Clustering classifier 

Calculate performance Evaluation operators   

MSE, PSNR, discrepancy  

 

Analysis of the results and determine the best algorithm 
 

 End 

 

Test new      

image 

Yes 
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Figure(3) showed Recurring planned rates for MSE & 
PSNR with K-Means Clustering for five images, 

 
Fig. 3. Recurring planned rates for MSE & PSNR with K-Means Clustering 

table (2) showed MSE & PSNR with Fuzzy C-Means for 
five images, 

TABLE II.  SHOWED MSE & PSNR FOR  FUZZY C-MEANS 

IMAGE MSE PSNR 

010 0.7151 1.4564 

012 59.5771 1.295 

014 63.3936 1.6431 

018 0.6960 1.5740 

020 0.7174 1.4426 

060 0.6441 1.9105 

Figure(4) showed Recurring planned rates for MSE & 
PSNR with Fuzzy C-Means for five images. 

 
Fig. 4. Recurring planned rates for MSE & PSNR with Fuzzy C-Means for 

five images 

Table (3) showed Discrepancy with K-Means Clustering 
for five images, 

TABLE III.  DISCREPANCY WITH K-MEANS CLUSTERING 

Image Disc 

010 24980 

012 -61750 

014 -23515 

018 13958 

020 3495 

060 18242 

Figure (5) showed Recurring planned rates Discrepancy K-
Means Clustering algorithm 

 
Fig. 5. Recurring planned rates Discrepancy K-Means Clustering algorithm 

Table (4) showed Discrepancy with Fuzzy C-Means for 
five images. 

TABLE IV.  DISCREPANCY WITH FUZZY C-MEANS 

Image Disc 

010 -4.4481 

012 -1.9027 

014 -4.2590 

018 -4.3668 

020 -4.5621 

060 -3.8431 

Figure (6) showed Recurring planned rates Discrepancy 
Fuzzy C-Means algorithm 

 
Fig. 6. Recurring planned rates Discrepancy Fuzzy C-Means algorithm 
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Table(5) showed rate of E-Intra and Threshold for K-
Means Clustering to five images. 

TABLE V.  E-INTRA AND THRESHOLD FOR K-MEANS CLUSTERING TO 

FIVE IMAGES 

Image  E-Intra Thresholding  

010 69.5432 69.7977 

012 59.2619 58.8513 

014  66.7928 62.7437 

018 59.3109 57.9370 

020 46.2355 44.8562 

060 102.2822 102.5606 

Figure (7): show Recurring planned rates E-Intra and 
Threshold for K-Means Clustering 

 
Fig. 7. E-Intra and Threshold for Fuzzy C-Means to five images 

TABLE VI.  E-INTRA AND THRESHOLD FOR FUZZY C-MEANS TO FIVE 

IMAGES 

Image Disc 

010 24980 

012 -61750 

014 -23515 

018 13958 

020 3495 

060 18242 

Figure (8) showed Recurring planned rates Discrepancy K-
Means Clustering 

 
Fig. 8. showed Recurring planned rates Discrepancy K-Means Clustering 

TABLE VII.  FUZZY C-MEANS WITH DIFFERENT CLASSES

Original Image C=2 C=3 C=8 C=16 

 
Dis =-4.94 
E = 70.4764 

MSE =0.7151 
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MSE = 0.1234 

PSNR =9.0866 

 

 

 

 

 

 

 

Dis = -4730 

E = 59.0982 

MSE = 0.3387 

PSNR =4.7014 

Dis =2.1765 

E = 58.7683 

MSE = 0.2029 

PSNR = -8.4644 
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Dis =-4.2590 

E = 63.3936 

MSE = 0.6850 

PSNR =1.6431 

Dis = -8.7354 

E = 62.8770 

MSE = 0.4466 

PSNR = 3.5008 

 
Dis =-1.3892 

E =62.9557 

MSE =0.2989 

PSNR = 5.2454 

Dis = 1.1933 

E = 62.5616 

MSE = 0.3282 

PSNR = -10.5519 

 

Dis =-4.3668 

E = 58.6033 

MSE = 0.6960 

PSNR = 1.5740 

 

 

 

 

 

 

Dis =5.1774 

E = 57.8580 

MSE = 0.1958 

PSNR =7.0829 

Dis = -1.3290 

E = 58.1398 

MSE = 0.2732 

PSNR = 5.6347 

 

 

 

 

 

 

Dis = 1.1523 

E = 57.7612 

MSE = 0.3206 

PSNR = -10.4503 

 

Dis =-4.5621 

E = 45.5523 

MSE = 0.7174 

PSNR =1.4426 

 

 

 

 

 

 

Dis = -4.6756 

E = 44.9275 

MSE = 0.3306 

PSNR = 4.8068 

Dis = -1.4209 

E = 45.0730 

MSE = 0.2830 

PSNR = 5.4827 

 

 

 

 

 

 

 

Dis = 8.4146 

E =44.7278 

MSE = 0.2586 

PSNR = -9.5166 

 

Dis = -3.8431 

E = 103.1470 

MSE = 0.6441 

PSNR =1.9105 

 

 

 

 

 

 

Dis = -611.0118 

E = 102.5699 

MSE = 0.2164 

PSNR = 6.6479 

 

 

 

 

 

 

Dis=-.1890 

E =102.7008 

MSE = 0.2958 

PSNR = 5.2899 

 

 

 

 

 

 

Dis =   1.5681 

E =102.3213 

MSE = 0.3870 

PSNR = -11.2686 

TABLE VIII.  K-MEANS CLUSTERING WITH DIFFERENT NUMBER OF CLUSTER

Original Image C=2 C=3 C=8 C=16 

 

 
Dis =24980 

E = 69.5432 

MSE = 21.1371 

PSNR =29.5471  

 
Dis =-15254 

E =70.0316 

MSE =10.8361 

PSNR =34.8048 

 
Dis =9470 

E =69.6532 

MSE =4.5071 

PSNR = 40.1501 

 
Dis =2747 

E =69.7558 

MSE = 2.5187 

PSNR=43.5198 

 

 
Dis = -61750 

E = 59.2619 

MSE = 13.4794 

PSNR =33.0530 

 
Dis =74161 

E = 58.5684 

MSE = 6.1268 

PSNR =39.9464 

 
Dis =-945 

E = 44.8598 

MSE = 5.2216 

PSNR =39.8656 

 
Dis =66273 

E =58.5985 

MSE =4.0058 

PSNR=42.0355 
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Dis = -23515 

E = 66.7928 

MSE = 33.2907 

PSNR = 26.4325 

 
Dis =4921 

E =62.6686 

MSE=16.0652 

PSNR =33.6072 

 
Dis = 15225 

E =62.5114 

MSE = 8.0751 

PSNR =37.657 

 
Dis = -12705 

E = 62.9376 

MSE =3.5400 

PSNR = 42.1142 

 

 
Dis =13958 

E = 59.3109 

MSE = 23.8972 

PSNR =27.2781 

 
Dis =14657 

E =57.7159 

MSE =13.5720 

PSNR =33.0232 

 
Dis = 14773 

E = 57.7116 

MSE = 5.1849 

PSNR =38.8732 

 
Dis = 19544 

E =57.6388 

MSE =3.8630 

PSNR = 41.5521 

 

 
Dis =3495 

E =46.2355 

MSE = 17.6975 

PSNR =26.3113 

 
Dis =7725 

E =44.8649 

MSE =11.5880 

PSNR =32.0943 

 
Dis = -8302 

E = 44.9829 

MSE = 5.0357 

PSNR =38.9565 

 
Dis = 8054 

E =44.7333 

MSE = 3.0978 

PSNR =42.4738 

 

  

 
Dis =18242 

E =102.2822 

MSE =33.1643 

PSNR =30.4140 

 
Dis = -13292 

E =102.7634 

MSE =20.3983 

PSNR =33.5528 

 
Dis = -11439 

E = 102.7351 

MSE = 8.4418 

PSNR =38.2672 

 
Dis = 6936 

E =102.4548 

MSE =4.5379 

PSNR = 41.4939 

From above experiments we notes the characteristic of K-
means clustering changed depend on number of clusters, this 
proved when analysis results of experiments as bellow. 

1) Whenever number of clusters increased the 

discrepancy will be reduced, if see when Cluster number = 2 , 

discrepancy= 24980 
and discrepancy= 2747 

2) From another side high percentage for number of 

generated regions refer to bad segmentation for original 

image and low value for regions means suffusion 

segmentation. 
About fuzzy C-means we see different characteristic as 

follow 

1) Discrepancy gradually will be increase with increase 

number of clusters, moreover this create vast differences 

between original image and segmented image. 

2) Also Fuzzy C-means dell with K-means clustering on 

measurement 
E intra region 

It is worth mentioning the means square error increased 
when there is difference among original image and segmented 
image, this means whenever original image dramatically 
segmented, MSE became high.  

While peak signal to noise rate measure the quality of 
segmented image then if its high this means the segmented 
image nearly to original image and this Insufficient 
segmentation , and if PSNR value is low then the original 
image segmented In order to be sufficiently clear vision. 

As seen before the PSNR depend on cluster numbers in K-
means clustering, also this with Fuzzy c-means. 
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V. CONCLUSION 

We propose an algorithm to Performance Evaluation of K-
mean and Fuzzy c-mean image segmentation based Clustering 
classifier.  

The  concluded  that all of K-means and Fuzzy C-means 
approximately generate same number of regions in all selected 
cluster, from another side we note K-means generate a large 
proportion of error (MSE ) with high PSNR Compared with 
the Fuzzy C-means generate low small percentage of error 
with low PSNR. 

The algorithm higher accuracy can be found by increasing 
number of Clustering classifier   and with Fuzzy c-mean 
image segmentation. 
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Abstract—Big data are giving new research challenges in the 
life sciences domain because of their variety, volume, veracity, 
velocity, and value.  Predicting gene biomarkers is one of the 
vital research issues in bioinformatics field, where microarray 
gene expression and network based methods can be used.  These 
datasets suffer from the huge data voluminous, causing main 
memory problems.  In this paper, a Random Committee Node 
Classifier algorithm (RCNC) is proposed for identifying cancer 
biomarkers, which is based on microarray gene expression data 
and Protein-Protein Interaction (PPI) data.  Data are enriched 
from other public databases, such as IntACT1 and UniProt2 and 
Gene Ontology3 (GO). Cancer Biomarkers are identified when 
applied to different datasets with an accuracy rate an accuracy 
rate 99.16%, 99.96% precision, 99.24% recall, 99.16% F1-
measure and 99.6 ROC.   To speed up the performance, it is run 
within a MapReduce framework, where RCNC MapReduce 
algorithm is much faster than RCNC sequential algorithm when 
having large datasets. 

Keywords—Big data; cancer biomarkers; MapReduce; node 
classification 

I. INTRODUCTION 
Bioinformatics is one of the main applications that adopt 

big data through microarray gene expression analysis, next 
generation sequencing, text mining of literature publications, 
and large graph analysis of biological networks, such as 
metabolic networks, signal pathways, and protein- protein 
interaction networks.  Bioinformatics researchers have an 
excellent opportunity to achieve scalable efficient and reliable 
computing performance on Linux clusters and within cloud 
computing environment [1]. However, scalable and efficient 
data mining algorithms are needed to perform different tasks in 
bioinformatics. Biomarkers play an important role in 
diagnosing, assessing prognosis and directing treatment of 
cancer. A cancer biomarker refers to a substance or process 
that is indicative of the presence of cancer in the body. 
A biomarker may be a molecule secreted by a tumor or a 
specific response of the body to the presence of 
cancer. Genetic, epigenetic, proteomic, glycomic, and imaging 
biomarkers can be used for cancer diagnosis, prognosis, and 
epidemiology4. Biologists can now quickly identify hundreds, 
and even thousands of candidate genes associated with a target 
disease or functionality. One of the main traditional techniques 
to find interactions and similar structure is applying text 
mining techniques to literature abstracts, i.e. through PubMed5 
[2,3].  However, this is a very time consuming issue because of 

the tremendous high volume of current literature reviews. 

Other techniques fall into two main categories: Mircoarray 
gene expression analysis and biological networks.  Microarray 
gene expression analysis can measure thousands of gene 
expressions which make it a good chance to identify 
biomarkers through microarray technology [4-6].  However, 
better prediction accuracy is required since the accuracy of 
applying network techniques is relatively low. Identifying 
significant gene sets or pathways involved in diseases or 
biological processes by incorporating some prior biological 
knowledge, such as gene set enrichment analysis or pathway 
enrichment analysis are proposed via several methods [7-9].  In 
addition, PPIs, protein-DNA interactions, or regulatory 
pathways algorithms are developed. For instance, Chuang et al. 
[10] identified biomarkers of metastasis using breast cancer 
gene expression data, based on protein-protein interaction 
networks. Li et al. [11] introduced a network-constrained term 
based on L1-norm of regression coefficients of microarray 
data. Jahid and Ruan [12] identified a small number of 
intermediate genes containing important information about the 
pathways involved in metastasis genes, using a randomized 
steiner tree.  Zhu et al. [13] recently built binary classifiers as 
prediction models, using support vector machines.  In addition, 
Wei and Li [14] developed a Markov Random Field Model for 
network-based Analysis. Furthermore, Chen et al. [15] 
developed network-constrained Support Vector Machine 
(netSVM) for cancer biomarker identification with an 
improved prediction performance. Hwang et al. [16] applied 
the network propagation algorithm to study three large-scale 
breast cancer datasets, achieving competitive classification 
performance. Xia et al [17] have developed Network Analyst, 
enabling high performance network analysis with rich user 
experience in order to identify genes/ proteins of interest in 
biological networks. 

One of the main computational challenges have become 
increasingly important is using High Performance Computing 
(HPC) in bioinformatics data analysis [18]. Another computer 
architecture / service model is cloud computing [19-21], where 
it is used to scale up the performance of the required service. 
Recently, biomarker prediction based on large-scale feature 
selection and MapReduce has been discussed in [22], where 
Kmeans clustering and Signal to Noise Ratio have been 
combined with optimization technique as Binary Particle 
Swarm Optimization. A key problem arises when using hybrid 
approaches of microarray gene expression and network-based 
methods is handling very large networks which require high 
performance time. 1http://www.ebi.ac.uk/intact/            

2http://www.uniprot.org/, 3http://geneontology.org/ ,    
4 https://en.wikipedia.org5 http://www.ncbi.nlm.nih.gov/ 
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In this paper, a node classification algorithm is suggested in 
order to identify biomarkers, which is considered one of the 
main problems in the bioinformatics domain. This algorithm is 
applied and compared to other machine learning algorithms, 
such as naïve bayes and random forest.  In addition, the RCNC 
algorithm is applied within MapReduce framework, as one of 
the open source Apache Hadoop project. Node classification 
has been previously introduced in dynamic content-based 
networks [23].   The main contributions of this paper are: 

1) A hybrid approach of microarray gene expression and 
PPI networks is proposed to predict protein biomarkers via 
Random Committee Node Classifier algorithm (RCNC). 

2) Speeding up the performance of the algorithm via 
MapReduce. 

3) Developing an information topological PPI network 
The organization of this paper as follows: section two 

explains materials and methods and section three illustrates 
results and discussion.  Finally, section four concludes the 
work and gives insights into future work. 

II. MATERIALS AND METHODS 
In this section, identifying biomarkers based on node 

classification within a MapReduce framework is proposed, as 
illustrated in Fig. 1.  This framework depends on a hybrid 
approach of microarray gene expression data and PPI network.  
The framework consists of two main phases: data 
preprocessing and biomarker identification, which will be 
discussed in details in the following subsections. Data 
preprocessing phase has two main goals, which are 1) 
Computing Differentially Expressed Genes (DEGs) and 2) 
Integrating data.  The goal of biomarker identification phase is 
to identify biomarkers for different types of cancer (Breast, 
colon, ovarian and hepatocellular carcinoma), using the 
proposed RCNC algorithm. 

A. Phase i: data preprocessing 
The objectives of this phase are to a) Compute 

Differentially Expressed Genes (DEGs) and b) Integrate Data. 

1) Computing deg: 
Microarray technologies now enable the simultaneous 

interrogation of the expression level of thousands of genes to 
obtain a quantitative assessment of their differential activity in 
a given tissue or cell. Microarray analysis has enabled the 
identification of gene signatures for diagnosis, molecular 
characterization, prognosis and treatment prediction.       
Microarray gene expressions data are obtained from GEO4 
database for Breast, colon, liver (hepatocellular carcinoma), 
and ovarian cancer. For each type of cancer, five series are 
used, which are illustrated in Table I, where both healthy and 
unhealthy microarray gene expression series are downloaded 
(Affymetrix experiments). Differentially Expressed Genes 
(DEGs) are computed for all downloaded samples, using R 
statistical language 4; in addition, p value < 0.05 is set as the 
threshold for DEGs and t-test [23] is applied. 

2) Integrating data 
Data integration is one of the vital tasks in bioinformatics, 

where many diverse public databases' formats exist, such as 

 
Fig. 1. Biomarker Identification Framework using RCNC Algorithm 

TABLE I.  GEO CANCER SERIES 

Cancer Type Series (Samples) # of Gene Instances 

 
 
Breast 

GSE44024 (4) 22,278 

GSE53394 (8) 22,278 

GSE38376 (18) 48,804 

GSE45804 (12) 33,298 

GSE41816 (36) 33,298 

Liver 
(Hepatocellular 
carcinoma) 

GSE41804 (40) 54,676 

GSE49515 (26) 54,676 

GSE21955 (22) 24,527 

GSE29084 (4) 54,676 

GSE32474 (174) 54,676 

Ovarian 

GSE31432 (23) 48,804 

GSE51373 (28) 54,676 

GSE22600 (15) 54,676 

GSE23616 (15) 20,603 

GSE13525 (12) 54,589 

Colon 

GSE14773 (4) 

 
54,676 

GSE34299 (4) 

GSE18088 (53) 
 
GSE18560 (12) 

XML, csv, and RDF. PPI data sometimes are not enough to 
identify biomarkers.  As a result, in this approach data are 
integrated from heterogeneous resources: IntAct (release 2.5) 
and UniProt (August 2015) in addition to the DEGS results of 
micorrary gene expressions, computed at step 2.1.a. 
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In this work, cancer interaction datasets are downloaded 
from IntAct, which contain the target types of cancer discussed 
here: breast cancer, ovarian cancer, hepatocellular carcinoma, 
and colon cancer.  The following preprocessing steps are 
accomplished for IntAct and UniProt data: 

1) Removing missing values 
2) Deleting irrelevant attributes 
3) Extracting data 
4) Mapping attributes 
To illustrate the idea, downloaded cancer interaction data 

contain UniProtkb identifiers of interacting proteins, alternative 
identifiers for each protein at IntAct database European 
Bioinformatics Institute identifier, aliases, interaction detection 
method (two hybrid, pull down, etc), publication date of each, 
taxonomy identifier, interaction type (physical association, 
colocalization, direct interaction, and association), database 
source, interaction identifier, and confidence.  Some of the GO 
ontologies are missing so the corresponding values are deleted.  
In addition, irrelevant attributes (attributes not used as 
parameters for determining biomarkers) are deleted: the 
publication date, taxonomy identifier, interaction detection 
method, interaction identifier and source database. 

Gene name is extracted from attribute (Alias), and mapped 
to the DEGs found in microarray experiments.  For example 
protein A: uniprotkb: P35125-3 Ubiquitin carboxyl-terminal 
hydrolase 6 (alternative identifier: intact:EBI-954590), 
interacts with protein B uniprotkb:P10916 (alternative 
identifier: intact:EBI-725770|uniprotkb:Q16123).  In addition, 
alias of P35125-3 is  psi-mi:p35125-
3(display_long)|uniprotkb:"210(ORF1)"(isoform synonym)| 
uniprotkb: oncTre210p (isoform synonym)| uniprotkb: 
USP6(gene name)|psi-mi: USP6 (display_short)|  
uniprotkb:HRP1 (gene name synonym)|uniprotkb:TRE2(gene 
name synonym) |uniprotkb: Deubiquitinating enzyme 6(gene 
name synonym) |uniprotkb: Proto-oncogene TRE-2(gene name 
synonym)| uniprotkb:  Ubiquitin-specific- processing protease 
6 (gene name synonym)| uniprotkb:Ubiquitin thioesterase 6 
(gene name synonym), alias of protein B is psi-mi:mlrv_human 
(display_long) |uniprotkb: MYL2(gene name)|psi-
mi:MYL2(display_short).  In addition, other attributes are 
interaction detection method (psi-mi:"MI:0018"(two hybrid)), 
publication 1st author (Dechamps et al. (2006)), publication 
identifier (pubmed:16555005), Taxid interactorA 
(taxid:9606(human)|taxid:9606(Homo sapiens), Taxid 
interactorB (taxid: 9606 (human) | taxid:9606(Homo sapiens)), 
interaction type (psi-mi:"MI:0915"(physical association)), 
source database(s) (psi-mi:"MI:0469"(IntAct)), interaction 
identifier (intact:EBI-1225898), and confidence value (intact-
miscore:0.61). 

For each protein, each UniProtkb identifier is mapped into 
its corresponding Uniprotkb identifier in UniProtkb database.  
Other included information from UniProtkb is protein function, 
Gene Ontology (GO) molecular function, biological process, 
and cellular component.  In addition, DisGeNet database has 
been used as for validation of biomarkers' prediction results. 

B. Phase II: Biomarker Identification 
To identify biomarkers, RCNC algorithm is proposed, 

which depends on topological node classification algorithm in 

an ensemble learning manner. The problem of node 
classification has been addressed in a number of applications, 
such as social network analysis [25].  In this section, RCNC 
algorithm of biomarkers identification is explained in details.  
RCNC uses a random committee technique, which is an 
ensemble tree classifiers based.  Ensemble methods like 
combine the decisions of multiple hypotheses are some of the 
strongest existing machine learning methods [26-28]. 
Ensemble classifiers gather randomizable base classifiers, 
where each base classifier is built using a different random 
number seed.  A random committee algorithm is an ensemble 
of random tree classifiers, where it predicts a class label by 
averaging probability estimates over these classification trees.  
This algorithm produces better overall accuracy for all testing 
cases than any individual committee member.  In this paper, a 
random committee technique is used to handle: 1) too large 
data volume, 2) inadequate data, and 3) complexity of decision 
boundary.  The learning procedure for ensemble algorithms can 
be divided into the following two parts: 

1) Constructing base classifiers/base models: In this part, 
data preprocessing is performed first where noisy data are 
removed then base classifier are constructed.  Data 
preprocessing step is already at the data integration phase, as 
previously explained. 

2) Voting: The main objective of this part is to combine 
the base classifiers models built in the previous step into the 
final ensemble model.  There are several kinds of voting but 
the most used ones are the weighted and un-weighted voting.  
Voting includes the weighted average (of each base classifier 
holds) when using regression problem and majority voting 
when doing classification and the weighted-majority output is 
given by, which is used in this paper: 

Argmax �∑ pi(x), wi
k
i=1 �    (1) 

Pi(x) is the results of the prediction of ith prediction model 
and Pi(x, w) is indicator function defined as: 

pi(x,w) = � 1     x = w 
    0  otherwise         (2) 

Problem Definition: given a graph, which is represented 
as G= {V, E, W}, where V is a set of nodes, E is the set of 
Edges, and W is the edge weight matrix n x n; W = [wij] and n 
= |V|. L is the set of labels L= {l1, l2, …, lq} for the set of q 
attributes associated with each node V. 

Homophily: is a term used in social networks and defined 
as a link between individuals (i.e. friendship or other social 
connection) when they are being similar in nature. When 
applying "homophily" to PPI information network, two protein 
nodes are connected based on "homophily"  property if they 
interact with each other and have similar characteristics.  These 
characteristics include: 

• Sequence similarity scores. 

• GO relations where two nodes are GO related if there 
is a semantic relation holding between those proteins.  
This semantic relation between two proteins is divided 
into the following: 
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• If functions are connected through ontology 
• If cellular components relations exist. 
• If Biological process relations exist. 

For example, for the protein P35125 which is a biomarker 
for ovarian cancer interacts with protein Q8N8A2.  P35125 has 
gene molecular functions: calmodulin binding, cysteine-type 
endopeptidase activity, nucleic acid binding, ubiquitin-specific 
protease activity.  Q8N8NA2 has a protein binding molecular 
function, where calmodulin binding is a protein binding type. 
P35125 and Q8N8A2 proteins have 84.3% sequence similarity.  
Sequence similarity scores are taken into consideration when 
>70%, as shown in Fig. 2.   Table II explains the steps of graph 
construction algorithm.  

 
 
 
 
 
 

 
 
 
 

Fig. 2. An example of Breast Cancer PPI Information Network 

TABLE II.  GRAPH CONSTRUCTION ALGORITHM 

Algorithm 1: Graph Construction  

map(key, value):  
  begin  
     edge = 1;        
     Node V(edge); 
     If homophily exists  
        Emit(V.id, V); 
   end  
reduce(key, values): 
   begin  
      Emit(key, serialize(values));  
   End 

Machine learning algorithms have the advantage of making 
use of Hadoop distributed computing platform and the 
MapReduce programming model to process data in parallel. 
Many machine learning algorithms have been investigated to 
be transformed into the MapReduce paradigm in order to make 
use of the Hadoop Distributed File System (HDFS). In the 
current work, RCNC is run under the MapReduce framework 
and is evaluated on four datasets in order to evaluate scalability 
comparisons of using RCNC sequentially and RCNC under the 
MapReduce environment (RCNC MapReduce). The proposed 
MapReduce architecture used for this classifier is clarified in 
Fig. 3. 

Fig. 3. Workflow of the proposed MapReduce framework for RCNC Node Classifier 

Through this architecture, the number of occurrences of an 
attribute with a specific value given a certain class is obtained. 
The Hadoop uses Input Data Format to divide the big file into 
small input files which record Key and Value. In this case, the 
key will be the feature of the data (i.e. interaction type). Then, 
the Map process defines the data structure (key, value) on the 
Map operation. The Map process is applied to each input 

dataset in parallel.  With the result from the MapReduce task, 
one can assign the instance to a class after training each 
segment via a random committee algorithm. Finally, the 
ensemble of classifiers is computed via equation (2).  Table III 
illustrates the steps of RCNC MapReduce algorithm. RCNC 
sequential is the same idea but without dividing the algorithm 
into Map & Reduce functions. 

P35125 Q8N8A2 

Protein binding 
Seqsimilarity= 84.3% 

Calmodulin binding 
Nucleic acid binding  
Cysteine-type activity 
Seqsimilarity = 84.3%  
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TABLE III.  MAPREDUCE RCNC ALGORITHM 

 Algorithm 2: Random Committee Node 
Classifier  (RCNC) MapReduce 

Input Graph G=(V, E,W),  T= ensemble size; 
Max= Maximum number of nodes 

Output f = (f(1) … f(T))   (ensemble of classifiers)   
Process  Map(Vertexid V.id, Vertex V)  

Begin  
   For E ɛ n.adjancylist  do  
       emit(E.neighbor, <V.label, 
E.EdgeWeight>) 
   End  
      Emit(Vertexid V.id, Vertex V) 
End  
Reduce(V.id, W) 
Begin  
   For i = 1 to Max do 
   Begin  
         f(i) <-  ( 𝑝𝑖(V.id, W) ) 
    End    
   V.label  (f(1) … f(T))   
   Emit(Vertexid V.id, Vertex V) 
 End 

III. RESULTS 
In this paper, four kinds of cancer are used: breast, colon, 

liver (hepatocellular carcinoma) and ovarian interaction 
datasets.  Data are split into 66% for training and the rest for 
testing within a 10-Fold validation on the training dataset to 
select the optimal value of parameters. Experiments have been 
performed using Java JDK version 1.7 and for MapReduce 
implementation Hadoop version 2.4.1.  MapReduce 
implementation is tested in a cluster of 4 data nodes running 
Linux.  Each node is an Intel ® Core TM i7-3770 CPU @3.4 
GHZ, and 32GB RAM.  Several comparisons are performed: 
1) the proposed RCNC algorithm for node classification in a 
sequential manner versus naïve bayes, random forest 
classifiers, proposed method in [22], and [29], as shown in 
Table IV.   In [29], an approach based on Neighborhood Rough 
Set and Probabilistic Neural Networks Ensemble is proposed 
for the classification of Gene Expression Profiles.  Comparison 
contains the precision, recall, F1-measure, and ROC. 

As summarized in Table IV, RCNC is always higher than 
Random Forest and naïve bayes classifiers when for all 
datasets.  For example, for breast cancer dataset, RCNC has 
shown an accuracy of 99.72% , a recall of 99.7%, ROC of 
100%, where the True positive rate is 99.7% and False Positive 
rate is 0.05% with F1-measure 99.7% for breast cancer 
datasets.  For ovarian datasets, both datasets 15,154 and 54,675 
are tested for all algorithms: RCNC, Random Forest, naïve 
bayes, BSMO, and [34].  In the first case, RCNC is higher than 
BSPO and [34], where in the second case RCNC and BSMO 
give the same accuracy rate.  However, RCNC gives more 
information regarding related biomarkers from the PPI 
information network.   Furthermore, datasets are enlarged to 
4GB each synthetically and the accuracy is the same but 
performance time is very fast. 

The second testing of RCNC MapReduce is its time 
performance versus RCNC MapReduce, as illustrated in Fig. 6, 
where the time of RCNC MapReduce is faster than RCNC 
sequential. 

TABLE IV.  COMPARISONS OF RCNC WITH OTHER CLASSIFIERS 

Finally, Fig. 7 clarifies the runtime of RCNC MapReduce 
having one, two, and four nodes for each dataset.  Experiments 
for different size of data chunk and different number of maps 
are performed to evaluate impact of MapReduce parallelism.  
One can notice that having two nodes, the time performance is 
reduced to near half of the time required when having one node 
only.  In addition, having four nodes, the runtime of the 
algorithm is reduced.  The accuracy rate of RCNC sequential 
versus RCNC MapReduce is also tested when having four 
nodes, where the accuracy remains the same. 

 
Fig. 4. Comparison of RCNC Sequential and RCNC MapReduce 
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% 
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% 

F1- 
 

Acc. 
% 

 
Breast  
22,278 

RCNC  99.7 99.7 100 99.7 99.7 

Random 
Forest  98.9 98.9 99.9 98.7 98.8 

Naïve 
Bayes  98.3 98.3 100 98.2 98.3 

Colon 
 
15,154 

RCNC 96 97.4 98 97 97 
Random 
Forest  83 84 84 95 84.1 

Naïve 
Bayes  81.8 82.8 81.8 95 82 

Hepato 
 
24,527 

RCNC 99.7 99.7 100 99.7 99.7 
Random 
Forest  80.1 38.8 83.6 88.6 75.7 

Naïve 
Bayes  76 76.4 76.1 81.6 75.7 

 
 
Ovarian 
 
15,154 

RCNC 99.7 99.7 100 99.7 99.7 
Random 
Forest  81.5 79.1 90.6 81.5 81.4 

Naïve 
Bayes  96 97.4 98 97.1 97 

BSPO[23]     99 
[34]      96 

 
Ovarian 
 
 
54,675 

RCNC 99.7 99.7 100 99.7 99.7 
Random 
Forest  81.5 79.1 90.6 81.5 81.4 

Naïve 
Bayes  96 97.4 98 97.1 97 

BSPO[23]     100 
[34]      96 
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Fig. 5. Time Comparisons of RCNC MapReduce for Different Number of 
Nodes 

Identified genes are evaluated against the DisGeNet 
database, where the relation between genes as biomarkers can 
be downloaded for cancer datasets. Examples of cancer 
detected biomarkers are: HSP60 (ovaries), HSPD1 (ovaries), 
FANCD2 (breast), FANCD3 (breast), FANCD4 (breast), 
MYL2 (breast), FANCD1 (ovaries), FACD (ovaries), XRCC9 
(breast), DGKI (breast), APCS (colon), STK11 (colon), PTEN 
(colon), MLH1 (colon), MLH6 (colon), POLE (colon), 
EPCAM (colon), and MYH (colon) 

IV. CONCLUSIONS 
In this paper, a Random Committee Node Classifier 

algorithm (RCNC) was proposed to predict cancer biomarkers, 
where microarray gene expression and network based methods 
were used.  These datasets had a very large volume, which 
caused main memory problems.  Compared with other 
classifiers, RCNC had proven high accuracy.    Biomarker 
genes were identified when applied to different datasets with 
an accuracy rate 99.16%, 99.96% precision, 99.24% recall, 
99.16% F1-measure and 99.6 ROC.  To speed up the 
performance, it was run within a MapReduce framework, 
where RCNC MapReduce were much more faster than RCNC 
sequential when having large datasets.  Future work includes 
taking RNAseq data into consideration and enlarging the 
datasets into multiple types of cancer. In addition, more 
ontologies will be added as ChEBI and disease ontologies.  
Furthermore, more enhancements can be performed to RCNC 
for covering multi-dimensional graphs. 
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Abstract—Growing consumer demands for access of 
communication services in a ubiquitous environment is a driving 
force behind the development of new technologies. The rapid 
development in communication technology permits the end users 
to access heterogeneous wireless networks to utilize the swerve 
range of data rate service “anywhere any time”. These forces to 
technology developers to integrate different wireless access 
technologies which is known as fourth generation (4G). It is 
become possible to reduce the size of mobile nodes (MNs) with 
manifold network interfaces and development in IP-based 
applications. 4G mobile/wireless computing and communication 
heterogeneous environment consist of various access technologies 
that differ in bandwidth, network conditions, service type, 
latency and cost. A major challenge of the 4G wireless network is 
seamless vertical handoff across the heterogeneous wireless 
access network as the users are roaming in the heterogeneous 
wireless network environment. Today communication devices are 
portable and equipped with manifold interfaces and are capable 
to roam seamlessly among the various access technology 
networks for maintaining the network connectivity, since no 
single-interface technology provides ubiquitous coverage and 
quality-of-service (QoS). 

This paper reports a mobile agent based heterogeneous 
wireless network management system. In this system agent’s 
decision focuses on multi parameter system (MPS). This system 
works on the parameters- network delay, received signal 
strength, network latency and study of the collected information 
about adjoining network cells viz., accessible channel. System is 
simulated and a comparative study is also made. From results it 
is observed that system improves the performance of wireless 
network. 

Keywords—FNS; MNS; MN; WLAN; Mobile Agent 

I. INTRODUCTION 
The adoption of wireless technology is increasing rapidly 

from few decades and has become popular means for 
computing and communication to access the information even 
the users are away from their home network. The driving force 
behind this development is basically portability of hand held 
devices viz., Smart mobile phones, tablets, Laptops and 
Personal Digital Assistances (PDA), etc. These devices are 
equipped with multiple interfaces due to availability of several 
wireless technologies and mobile applications. To meet the 
increasing demand of computing and communication services 
in ubiquitous environment there is need to integrate different 
emerging wireless access technologies together which is 

known as Fourth Generation (4G) wireless computing and 
communication system [1, 12]. This wireless system is 
popular due to its heterogeneity.  A heterogeneous wireless 
network generally is an integration of fixed backbone network 
and wireless networks. Mainly three distinct sets of entities 
play key role in the system, viz., mobile nodes (MNs), Mobile 
Network Stations (MNSs) and fixed network stations (FNSs). 
A moving network station (NS) which retains its network 
connection is called a MNS. A fixed network consists of FNSs 
and communication links among FNSs and none moving 
nodes or devices. Some of the FNSs are designated as base 
stations (BSs). A BS is augmented with wireless interfaces 
and works as a gateway for communication among the fixed 
and wireless networks. Communication range of wireless 
transreceivers limits the MNS/MN to communicate with a BS. 
The average covering area of a region is of the order of 1KM 
in radius [2]. 

A handoff management is required when a user moves 
from one wireless cell to another, abandoning the connection 
with one point of attachment to another [15]. When a handoff 
occurs within the domain of a homogeneous wireless access 
technology occurring event is known as horizontal handoff 
and when this event occurs among heterogeneous wireless 
access network technologies is known vertical handoff. 
Horizontal handoff occurs when the MNs are moving far from 
point of attachment and enter into the low signal strength area 
in a homogeneous wireless network. In a heterogeneous 
environment, users have an opportunity to access the different 
technologies networks. A user may be benefited from different 
network characteristics (coverage, bandwidth, latency, power 
consumption, cost, etc.) which are not comparable directly 
[18]. MN mobility is supported by vertical handoff as the 
communication technology and access supporting 
infrastructure change. Sometime vertical handoff takes place 
due to user’s convenience rather than unavailability of 
connection [17][24]. The handoff process becomes more 
complex in such an environment compared to the 
homogeneous one. 

Vertical handoff event comprises three handoff steps: 1) 
initiation 2) decision 3) execution. Network and user related 
information are collected during the handoff initiation, this 
step is also known as system discovery, system detection, 
handover information gathering, and handoff initiation. 
Handoff decision stage plays an important role and is one of 
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critical process of handoff. It is also known as network 
selection or system selection. Handoff execution is either hard 
handoff or soft handoff. 

The constantly changing environment is demanding for 
more and more services. In such a condition to maintain the 
required grade of services in a region is a driving force for the 
technology developer to split a region for handling the traffic 
increased without increasing the bandwidth of the system [3]. 
A BS is accountable for forwarding information and voice 
packets among a MNS/MN and a fixed network. To achieve 
the required goal a MNS/MN may cross the boundary among 
two regions while it is in conversation. The job of forwarding 
information/voice packets among the fixed network and the 
MNS/MN may be routed through the new regions for 
facilitating the end-to-end links in the dynamically network 
topological changing environment. Heterogeneous wireless 
network facilitates users to access the diverse range of access 
network technologies which are differing in coverage range, 
bandwidth, throughput, latency and cost [14]. To provide a 
seamless connectivity among these heterogeneous 
technologies an efficient mobility management framework is 
needed that facilitates roaming to users from one network to 
another [4][5][6][7]. 

Thus, researchers are continuously making their efforts for 
developing a common platform for the heterogeneous wireless 
computing and communication networks to offer secure, 
seamless, and required bandwidth connectivity to users 
[8][9][11][16].  The rest of this paper is organized as follows. 
In the section II system architecture is described. Registration 
management protocol and handoff management protocol are 
presented in the section III and IV respectively. simulation and 
performance study is presented in section V. Finally, 
conclusion and future work is described in the section VI. 

II. SYSTEM ARCHITECTURE 
It is assumed that global wireless mobile communication 

network is divided into network domains (mobile switching 
centre-MSC), regions (sub-networks, i.e., base switching 
centre (BSC) controlled network) and Mobile Network 
Stations (MNSs) as shown in Figure 1. A MSC works as a 
network management server (NMS) in each network domain 
and keeps information other existing NMSs in the global 
wireless mobile communication system. A NMS behaves like 
a Home Subscriber Server (HSS) which houses subscribers 
profiles. It is also known as subscriber profile repository and 
formally known as home location register (HLR). It maintains 
the current position of all the MNs which are registered in that 
network domain or transited through. This component work as 
a carried forward for UMTS and GSM and is a central 
database which is consisting of information regarding all the 
available MSCs (network operator's subscribers). Other 
component of a NMS is Packet Data Network Gateway 
(PDNG) which communicates with the outside world, it works 
similar to packet data networks (PDNs), using SGi interface 
[10]. Each data packet network is identified by BS and MAC 
address of the MN. The PDNG act as a GPRS support node 
(GGSN) and providing GPRS support node (SGSN) for 
UMTS and GSM. A BSC is also known as serving gateway 
(SGW) and play similar role as a router, and forwards 

information packets among a BS and a PDNG. The function 
of mobility management entity (MME) is to control the 
sophisticated process of the mobility using signalling 
messages and HSS. NMS also implements the Policy Control 
and Charging Rules (PCRs) and is accountable for policy 
control and management. It implements flow-based charging 
functionalities. 

NMS is also equipped with Policy Traffic Switch (PTS) 
for identifying the location at which it intersects the traffic. It 
embeds a subscriber policy broker (SPB) and a service 
delivery engine (SDE) in the data plane of any network. It 
may be physical or virtual, with any combination of access 
technologies. Embedded within the PTS, the SDE makes 
policy decisions locally and prevents unnecessary signalling, 
reduces the load on NMS, and delivers faster decisions. SPB 
works like as single data warehouse for subscriber’s 
information. SDE makes system to operate in heterogeneous 
environment. 

A NMS also maintains information about all the available 
BSCs. A BSC defines a boundary of a region. It maintains 
unique name of each BSCs (regions). It identifies the 
region/BSC in/under which a MNS/MN is currently available. 

A region (BSC) maintains information about all the 
available BSs/MNSs in a region. A MN may be a member of 
an available MSC/BSC covered area/region or may register in 
a new region (MSC/BSC). In a region, an authentication 
authorization access server (AAAS) is used to maintain 
database of users presently available at a BS. It works like a 
gateway (BSC) of a subnetwork. It contains information of 
location of each MNS/MN which are registered in that region 
or transited through it. It works like a visitor location register 
(VLR). This network station (NS) also acts as the Mobile 
Node Name Server (MN2S). It maintains unique name of all 
MNSs/MNs, registered in a particular region. When a new 
MNS/MN is registered it details are registered in the AAAS of 
its birth region. 

III. REGISTRATION MANAGEMENT PROTOCOL 
HSS uses a tuple of three attributes in the format 

( )rFDMN ,,  to stores the information in its database. In this 
tuple FD  stands for foreign network domain and r  stands 
for a region. It signifies that a MN may be present in the r  
of the FD or transited through it. A tuple of three attributes 
( )NilrMN ,,  entered in AAAS shows that MN  is available 
in region r or transited through it.  A tuple in form 
( )MNSNilMN ,,  signifies that a MN exists in that region 
and is at a particular BS/MNS. The name/id of MN is used as 
a primary key for NMS and MN2S. 

A MN movement among network domains is always 
achieved through the NMS. An inter domain movement of a 
MN updates location in HSS of the current network domain 
and registers in the HSS of the destination network domain. 

In intra region movement, a MN updates its current 
position in the AAAS of the region which is called as an Intra 
Region Location Update. When inter region movement takes 
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place. A MN updates the position information in the AAAS of 
current region and registers in AAAS of the destination 
region. It specifies a BS/MNS in that region to which it is 
travelling. This protocol uses three processes to deal with 
MNs: Identification (Id) attachment, movement and location 
update in the lifetime of a MN. In total this operation is called 
a particular phase for a MN movement. The protocol defines 
four atomic operations on home location register SPR (HSPR) 
and visitor location register SPR (VSPR). (a) Id attachment 
process is executed for naming a newly registered MN, whose 
birth location is also stored. This process signifies the 
insertion of a new tuple in the database. This process fails if a 
tuple with the same Id already exists in the database. (b) 
newloc process is executed when a MN changes its position, 
by moving to a new location. It updates the tuple already 
available in the database. (c) Find process is executed when 
interaction with a MN is required. For a given MN name, it 
returns the current location of the MN. (d) Id detachment 
process is executed when a MN id is no longer used (i.e., the 
MN has been disposed off). This process deletes the related 
tuple from the database. 

Each NMS, BSC, BS and MNS are equipped an intelligent 
agent and a mobile agent (MA)[25] for maintaining network 
topology and current status of its neighbouring BSs. Normally 
agents observe technique for order preference by similarity   to  
the  ideal  solution (TOPSIS)  for    getting  the 
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Fig. 1. Heterogeneous Wireless Network Environment Distribution Policy 

services and network path from one point to another. In 
TOPSIS the best alternative is a shortest distance from the 
positive ideal key and the farthest distance from the negative 
ideal key. A matrix is constructed on the basis of set of 
alternative and corresponding attributes (criteria). In this 
method it is assumed that there are Am alternatives and Cm 
criteria [23]. 

IV. HANDOFF MANAGEMENT PROTOCOL 
In a heterogeneous wireless networks there are diverse 

access technology and each have different transmission power, 
bandwidth, security and cost. Thus, a single attribute is not 
sufficient to take handoff decision to provide a desired QoS. 
In heterogeneous wireless network environment, a dynamic 
negotiation helps to improve its performance of the network 

for dynamic negotiation mobile agents technology play the 
key role. The goal of negotiation is to  maximize the utility 
of a future decision. Each cell acquires a free channel for 
establishing a connection. In a given limit it requires to achieve 
a target. Negotiation stops as soon as defined limit is 
attained. A cell goes through this stage, when all channels are 
occupied except reserved channels. During this stage a mobile 
agent uses message exchange protocol for gathering the 
information about the channels status. In this stage it 
concludes for avoiding the handoff call blocking probability. 
In decision agent focuses on multi parameter systems (MPS). 
This system works on the parameters- network delay, 
received signal strength, and study of the collected 
information about adjoining network cells viz., accessible 
channel. Mobile agent sitting on the MSC/BSC/BS/MNS 
executes the following algorithm to update the candidate’s 
network in database. 

if (RSScurrent   - RSSTh )  <0 
  search for another network 

endif 
 if  (RSSnew - RSSTh) >0 

   update the network database  
endif    

A mobile execute the algorithm shown in Figure 2. After 
certain interval a MN reads the available network database in 
the area. If a network is there in the area then MN stay 
connected with available network and it checks regularly the 
network database within coverage area. If a network is not 
available in the coverage area then it terminates the process. If 
there is more than one available network then TOPSIS is used 
to arrange the network in an order. If the application priority is 
higher and bandwidth requirement is higher and low cost 
network is required then a MN chooses handoff to the 
alternative-1. If application priority is low and bandwidth 
requirement is higher and low cost network is required the 
MN goes handoff to the alternative-2. And if low bandwidth 
or low cost is required then the MN selects handoff to the 
alternative-3. 

V. SIMULATION AND PERFORMANCE STUDY 
For the deployment of agents in the presented model, a 

MATLAB and its Java features, MAC-SF [23] and PMADE 
agent framework [25][26] are used to study the agent 
migration under different network load conditions. To study 
the agent migration, three networks each having twenty one 
nodes are used. These networks are connected through one 
gateway. Main control frames are modified for simulating the 
essential measurement techniques and included the suitable 
information. The parameters communication cost, network 
bandwidth requirement of each MN, etc. are taken into 
consideration. This alteration does not modify the functioning 
of the system. A heterogeneous wireless network environment 
setup is created using the following technologies- WLAN, 
WiMAX [13], and GSM. Figure 3 shows the simulation 
scenario of the network used to simulate the agent guided 
distance based scheme and RSS scheme. The simulation 
network consists of minimum of 4 BS (GSM), 3 MNSs, 21 
WLAN APs and 1 WiMAX point against 1 BS/1 MNS and 3 
APs. A minimum number of 200 MNs are considered. This 
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number may increase or decrease because of the dynamic 
nature of the MNs. BS's/MNSs signals will be in overlapping 
fashion. In simulation cell radius is fixed to 1 KM. It is 
assumed that cells have equal bandwidth capacity and it is 10 
MHz.  
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Fig. 3. Simulation Scenario 

To avoid the boundary effect of a network size a wraparound 
edge cells are used. This ensures that the number of adjoining 
cells for a cell varies between three and six. This guarantees 
that there is always a network available for the 
communication. In the system there may be some areas which 
will be accessible by two or more networks. This covering 
helps the user to understand the network choice procedure in 
the presence of customer preferences. 

The parameters given in Table 1 are used in the 
simulation. It is assumed that only an authenticated MN in the 
foreign networks (FNs) has a free access. it is also not taken 
into account authorization authentication and access (A3) and 
admission control mechanisms. A MN is moving with a fixed 
speed of 1.5 m/s. In simulation it is assumed that MN is 
executing real-time as well as and non-real time applications, 
viz., audio/video as well as textual data. A priority is set as per 
the importance of applications to allow system to create 
single/multiple sessions. 

Throughput of a network is directly related to the number 
of customers utilizing the link. Data transfer rates may differ 
upon accessible access network category, configuration, and 
load. A successful handoff decreases the number of conflicts 
on heavily loaded network. A conflict always regenerates the 
network traffic. Because packets are retransmitted and if this 
retransmission of packets reaches to the threshold value then 
packets are be discarded. Figure 4 presents throughput in 
handoff mechanism for four systems. One is the conventional 
handoff system [19], second is cost based system in 3rd 
system [20] author is using intelligent agent and 4th is using 
intelligent stationary and mobile agents. In the past research 
algorithm when a MN is moving and a new network is 
detected who's RSS is higher and MN switched to higher RSS 
network. In MPS algorithm unnecessary handoffs are avoided 
and selection of network is not only based on the RSS but also 
on considered the application types, cost and peak-hour time. 
Agents (stationary intelligent and mobile agents) play the key 
role in successful handoff process when MNs are interested in 
priority based services. It decreases the number of conflicts at 
peak hour use of system and in heavy traffic load. The 
probability of loss of packets increases when the conflicts 
occur. To avoid such situation agent technology is used and 
better result is observed as shown in Figure 4. 

A MN requirement always depends on its capability to 
process the received information. Power of a MN is measured 
in terms of communication & computing speed, memory, and 
power consumption against the throughput. Based on these 
parameters a node is being in the position to compute the 
requirement of the resources for the completion of the task 
which it wants to initiation in a network after the handoff. 
Further the same MN may change its expectation depending 
on the present context, or eventually as the network bandwidth 
improves and become available and/or access cost decreases. 
A network always announces about its usage and the available 
bandwidth. This information is intelligently maintained in the 
form of intelligent clustered database. System throughput is 
observed at a MN after the handoff completion.  
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TABLE I.  ASSUMPTION AND VALUES OF PARAMETERS 

Figure 4 gives a comparative study of different 
approaches. After the handoff execution classic and cost based 
approaches are showing the average throughput for 
transferring 1 MB of data. This handoff takes place between 
GSM and WiMAX networks. The result also shows that the 
presented schemes alter the networks between 1 and 6 
seconds. Further, it is also observed that handoff period varies 
between 1 to 3 seconds. The professed throughput of MPS 
approach is steady till the completion of the task. The 
intelligent clustered database is key factor behind a handoff 
toward the best available network. MPS is an intelligent 
choice method gives the priority to network bandwidth, 
communication cost and continued with its activity till the end 
of the initiated task. Mobile agents working in the network are 
periodically updating the database for the selected network 
parameters. Thus, every network is always being with the 

updated and above the threshold value of the RSS.  Further 
this property of the system removes RSS issue of connectivity. 
MPS improves the system throughput in comparison to cost 
based, classic handoff and approach given in [20]. A MN 
moves arbitrarily and channel fading is a function of distance. 
It may vary with the changes in distance among the MN and 
BS. It also showed that the RSS of two BS change up and 
down. 

 
Fig. 4. Average Throughput 

Figure 5 shows that the average handoffs delay for voice 
packet transmission while performing handoff. Handoff delay 
depends on the routing delay. And same is considered in the 
simulation while switching from one network to another. The 
make before-break scheme helps MPS to achieve low handoff 
delay. MPS improves network performance approximately by 
6%, 13% and 21% in comparison to approach given in [20], 
cost-based and classic handoff schemes, respectively. 

Another parameter which is important in handoff process 
is to compute the handoff blocking rate. It is percentage of 
calls which are not able finish their services. It may be due 
selection of an un-appropriate wireless access network or due 
to unavailability of the list of available wireless access 
networks. When a BS fails to assign a free channel an 
incoming call process is automatically blocked. The overall 
system service stability always depends on blocking rate. If a 
system is reflecting low blocking rate means system is 
efficient. TOPSIS method is used for selection of the target 
network which reduces the probability of   blocking of 
mobility management protocols. This model takes into 
consideration updated database maintained by the mobile 
agents. The network topology parameter plays major role in 
the analysis because it gives the mobility patterns of a MN. 
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Classic Hanover
Cost base
Ahmed Schem
MPS

Parameter Values 

Agent Platform  PMADE 1.1 and MAC-SF 

Simulator MLAB 15a 
Simulation Area 1000x1000 m2 

Simulation time  200 seconds 

Mobile Nodes 200  
Access Points 21  
BS   4 
MNS 3 
Number of WiMax 3 
Users 128 
Threshold(WLAN to cellular network) -85 dBm 
WLAN range 200 m 
Access Point Transmitter Power (min) 30 dBm 
Access Point Transmitter Power (max) 100 dBm 
BS Transmitter Power 33 dBm 
Cable loss 1.7 dB 
Threshold (cellular network to WLAN) -80 dBm 
Channel gain power 33 dBm 
Antenna height of BS 30 m 
BS Operating Frequency 894 MHz 
Bandwidth for GSM 10 MHz 
Maximum output power of GSM 39dBm 
Data rate 2 Mbps 
Communication Channels 16 
Traffic type Audio/Video/Text 
Transmit power 5 mW 
AP capacity  40 sessions 
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Fig. 5. Average end-to-end transmission delay 

Figure 6 shows that MPS decreases handoff blocking rate 
in comparison to [20], classic scheme [22] and cost-based 
scheme [21]. In simulation it is assumed that 64 MNs are 
working simultaneously. It is seen that when the number of 
MN are less than 25–27, all the systems behave similarly. But 
when this active number of MNs increases, MPS approach 
outperforms in comparison to classic and cost- based systems 
but it performs much better with [20]. There may be reason 
that the handoff resources, in these two (classic and cost- 
based) systems are not adequate to satisfy all the handoff 
processes and better list of resources available in case of [20] 
to satisfy all the handoff requests. MPS steadies even after the 
access of more MNs. 

 
Fig. 6. Handoff blocking rate comparison 

VI. CONCLUSION AND FUTURE WORK 
In this paper a mobile agent based heterogeneous wireless 

network environment distribution policy is presented for 4G 

networks. This is MPS based system in which handoff 
initiations and decisions are delegated by intelligent mobile 
agents. A clone of agent is required to serve a MN. A handoff 
is initiated by a client agent which is executed either in a MN 
or at the network side, depending on the basis of handoff 
generating actions. Normally it is observed that MN devices 
having limited battery power, computing power so, it is useful if a 
handoff decision takes place at the network side. MPS permits 
both type of access facility and core carrier services for 
handoff decision for better adjustment to client and demand 
requirements. Proposed system maintains an intelligent 
clustered of database of carrier service and agent for carrier 
selection. The system is evaluated through a simulation is 
carried out focusing on its impact on handoff. The results are 
satisfactory for the feasibility of the presented system. Future 
work will be focused on mobility management for  high speed 
users. 
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Abstract—In general, the learning process is done 
conventionally, where the learning process is done face to face 
between teachers with learners in the classroom. Teachers have a 
very important role in determining the quantity and quality of 
the implementation study. Therefore, teachers must think and 
plan carefully to improve learning opportunities for learners and 
improve the quality of teaching. Along with the development of 
mobile technology and communication is rapidly increasing, 
enabling the learning process is not only done in the classroom, 
but can be done anywhere and anytime. Based on the analysis of 
the results of observations in the class conducted by a researcher 
and as a teacher in the learning courses of Information Systems, 
found some obstacles encountered during the learning process 

This research is to develop an Adaptive Mobile Learning on 
Information Systems courses. The method used in this research is 
the development of research methods (research and development), 
which selected the design development using System Development 
Life Cycle model. Adaptive Mobile Learning will be validated and 
tested through three phases of testing are: (1) Product technical 
test as a software. (2) Testing of the product as a medium of 
learning, through expert review by a media expert, (3) Field test 
to evaluate the response of the students that learned Adaptive 
Mobile Learning.  

The results show that Adaptive Mobile Learning software is 
can present the material in the course of Information Systems. 
Media Adaptive Mobile Learning can be used as an alternative 
medium (supplement) of learning Information Systems courses. 
The response of students to the development and use of software 
for Adaptive Mobile Learning Information Systems courses is 
likely to very positive, which is at 67.7% very positive and 32.3% 
is positive. 

Keywords—Mobile Learning; Information System Course; 
Learning Media; Adaptive Learning; Learners Response; Research 
and Development 

I. INTRODUCTION 
In general, the learning process is done conventionally, 

where the learning process is done face to face between 
teachers with learners in the classroom. Teachers have a very 
important role in determining the quantity and quality of the 
implementation study. Therefore, teachers must think and plan 
carefully to improve learning opportunities for learners and 
improve the quality of teaching. Along with the development 
of mobile technology and communication is rapidly 
increasing, enabling the learning process is not only done in 
the classroom, but can be done anywhere and anytime. 

Based on the analysis of the results of observations in the 

class conducted by a researcher and as a teacher in the 
learning courses of Information Systems, found some 
obstacles encountered during the learning process, such: 1) 
Students are less active in taking the time to learn the material 
outside of class Information Systems. That is because the 
learning tools that are used less flexible. 2) The less effective 
learning process in the Department of Informatics Technology 
Education especially on Information System course, caused by 
some national holidays and religious holidays. 3) The learning 
process is given by the lecturer in the classroom of a general 
nature, which is considered the same level of students ability 
by lecturers. E-Learning can be viewed as an innovative 
approach for delivering well-designed, learner-centered, 
interactive, and facilitated learning environment to anyone, 
anyplace, anytime by utilizing the attributes and resources of 
various digital technologies along with other forms of learning 
materials suited for open, flexible, and distributed learning 
environment” [1]. However, eLearning courses have 
witnessed high drop out rates as learners become increasingly 
dissatisfied with courses that do not engage them [2]; [3]. 

Each student has a different cognitive abilities [4]. In [5]; 
[6]; [7]; [8]; [9] those problems can be overcome with the use 
of adaptive learning system. Many studies have been 
conducted on adaptive learning. Among them, studies that 
provide the most universal method of adaptability offer 
courseware by considering learner styles [10]; [11]; [12]; [13]; 
[14]; [15]; [16]. However, there are also theories that assert 
that a learning strategy created according to either a task or 
content is much more effective than the learning style [17]; 
[18]; [19]. It is thus necessary to provide adaptability 
according to the learning content along with the learning style. 

In [20] the previous study researchers have developed a 
smartphone application on the SQL Advanced Database for 
the same student. This material is still static, and the system 
was not able to present the material by the ability level of each 
learner. 

Based on the description of the problem and the other 
researches, researchers looked at the need for the development 
of Adaptive Mobile Learning (AML) to support the learning 
process of Information Systems. This research is the 
development of technology-based adaptive learning media on 
Information Systems material. Application of this smartphone 
can be used as a supplement in the learning process of 
Information System. 
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II. LITERATURE REVIEW 

A. Introduction of Adaptive Learning 
Adaptive Learning based on constructivist theory and the 

theory of cognitive flexibility. Adaptive learning is a specific 
way of learning in the process of solving a particular problem, 
learners acquire knowledge and skills through positive 
thinking and operating. Adaptive learning is active learning. 
Learners can monitor their own learning process, and choose 
the most appropriate learning content to their actual needs 
[21]. 

B. Features of Adaptive Learning 
The rapid development of the Internet and new 

technologies, which are related to the distance learning system 
in the network environment has been greatly advanced. 
Adaptive learning system emerged in response to the 
characteristics of learners. The above systems have common 
features as follows [21]: 

1) A personalized learning system with the learner as the 
main body. In accordance with the learning needs, abilities 
and learning styles of learners. The system actively adjusts the 
learning content, learning styles, learning strategies, learning 
flow and learning support, and present learning materials in 
accordance with the level of ability of learners, whole learning 
process centered on the learner to meet the learning process of 
students, in which the dominant position of learners if fully 
realized. 

2) The self-construction of knowledge. Learners are 
actively interacting with adaptive learning system and 
analyzing feedback information, which aims to build up their 
knowledge. By recording system adaptive learning of the 
learning process, learners can control with timely and adjust 
their own learning process to achieve the learning objectives 
required. 

3) The adaptive learning system is intelligent. Intelligence 
is a basic guarantee for the adaptation of the system to realize 
independently. This allows the system comprehensively in 
diagnosing the extent and actual psychological condition of 
students. So that the learning content is presented and learning 
support in accordance with the pretest and tracking the 
learning process. 

C. Learner Profile 
In adaptive system, learner profile components use to 

obtain student information. This information is stored without 
making changes, and does not close the possibility of 
changing information. Changes occur because learner profiles 
information such as: level of motivation, learning style, and 
others also change. The learner profile has four categories of 
information that can be used as benchmarks, namely: [15]. 

1) Studen’s behavior, consists of information: level of 
motivation, learning style and learning materials. 

2) Student’s knowledge, the information about the 
knowledge levels of students. There are two approaches that 
can be used, namely: the test automatically (auto-evaluation) 
by an adaptive system and the test manual (manual- 

evaluation) by a teacher. Levels of knowledge students can be 
categories: new, beginner, medium, advance and expert. 

3) Student’s achievement, the information relate to 
student achievement results. 

4) Student's preferences, which explain the concept of 
information preferences, such as: cognitive preferences: 
(introduction, content, exercise, etc.), preferences physical 
support (text, video, images, etc.). 

III. METHODOLOGY 

A. Research setting and procedures 
The method used in this research is the development of 

research methods (research and development. Because the 
media developed in the research development will produce the 
final product in software simulation program, then software 
development method used is the System Development Life 
Cycle (SDLC) Model. SDLC method is a method of software 
development is structured. 

B. Adaptive Mobile Learning Concept 
Functional design/learning process flow of Adaptive 

Mobile Learning in this study looks at the figure 1. 

 
Fig. 1. Flow chart of Adaptive Mobile Learning [9] 

The stages of the learning process adaptive mobile 
learning, as follows: 

1) Perform pre-test trials on learners before doing the 
learning of a chapter (courses), learners will acquire a pre-test 
with the following provisions. 
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a) Questions were taken representing each chapter. 
b) Teachers determine the questions selected for the 

pre-test. 
c) The results passed or not passed are determined by 

the percentage of the chapter of correct answers to the 
questions in each chapter, where the teacher determines the 
percentage of pass for each chap Questions are taken that 
represent each chapter. 

d) The selection of question is determined through the 
analysis of test item such as content validity, item analysis and 
internal consistency of item and test. 

e) Teacher determines number of questions for pre test. 
f) Results of pass or not are determined by the 

percentage of chapter number of correct answers on the 
questions in each chapter, wherein teachers determine the 
percentage of pass for each chapter. 

2) The purpose of the pre-test is to determine the ability of 
early learners. After testing the pre-test, the system will 
provide a chapter that can be accessed in accordance with the 
level of understanding of learners. Some possible after pre-
tests conducted. 

a) There is no chapter that pass  
If all chapters do not pass, the learners may only access the 

lowest chapter that has not been passed. 

b) Some or all of the chapters pass 
If there are several chapters that pass, then only chapter 

passed that can be accessed.  If all the chapters pass then all 
the chapters can be accessed. 

3) Taking a chapter. There are two conditions in taking 
the matter: 

a) The conditions in which learners are free to choose 
the material. 

b) The conditions in which learners must take the 
material determined by the system. This happens because 
there are chapters that do not pass the pre-test. 

4) Taking the test session. After the learning process, 
learners are required to take a test session. Provisions in the 
test session is as follows: 

a) Questions used from chapters that have been taken. 
b) Standard passing score is determined by the teacher 
c) If learners do not take the test session, learners are 

not able to continue the learning process. 
d) The results obtained are passed or not passed on each 

chapter. 
There are several possibilities in this test session: 

1) If learners do not pass the test session, the learners will 
repeat the learning process for the chapters that did not pass. 
Repetition of the learning process will be stored by the system 
as a learning session. 

2) If learners pass, then learners can continue to the next 
chapter. 

3) If all the chapters have been completed, learners can 
complete the learning process. 

C. Research Location 
The location study was conducted in the Department of 

Informatics Technology Education, Faculty of Engineering 
and Vocational, Ganesha Education of University. 

D. Variables 
The independent variable in this study is the tool of 

learning interaction on subjects Information Systems are used, 
namely by Adaptive Mobile Learning that was developed in 
this study. The dependent variable were measured in the study 
is a learners response in the Department of Informatics 
Technology Education are use of Adaptive Mobile Learning 
as a tool for learning interaction on subjects Information 
Systems. 

E. Samples/Subject of research 
This research was conducted at the Department of 

Informatics Technology Education. Which will be 
samples/subjects in this study were learners at the Department 
of Informatics Technology Education who took a course of 
Information Systems In the odd semester of academic year 
2014/2015. 

F. Sampling Techniques 
In the odd semester of academic year 2014/2015, the 

number of learners that as many as 31 people (1 class) and 
own a smartphone. The data taken from this research is 
learners response using the Adaptive Mobile Learning as a 
tool (supplement) in the learning process in the subject of 
Information Systems. 

G. Data Analysis 
Learners responses were analyzed using a questionnaire 

with Likert scales of 5 (the value of 1 to 5) were analyzed 
descriptively. Conversion learners response rates can be seen 
in Table I below: 

TABLE I.  CONVERSION TABLES LIKERT SCALE LEARNERS RESPONSE 
[22] 

The range of values Response categories 
Mi + 1,5 Si ≤ x Very Positively 
Mi + 0,5 Si ≤ x < M i  + 1,5 Si Positive 
Mi – 0,5 Si ≤ x < M i  + 0,5 Si Hesitant 
Mi – 1,5 Si ≤ x < M i  - 0,5 Si Negative 
                     X < Mi - 1,5 Si very negative 

Mi =1/2 (highest score ideal + lowest score ideal) 
Si = 1/6 (highest score ideal - lowest score ideal) 

H. Criteria for the success of this research 
Development and the use of Adaptive Mobile Learning as 

interaction tools Information Systems course is considered 
successful if it meets the criteria of the research are: 1) The 
presence of Adaptive Mobile Learning as a tool in teaching 
Information Systems. 2) Learners response in the Department 
of Informatics Technology Education to use of Adaptive 
Mobile Learning as a tool for learning interaction Information 
Systems achieve positive category or more 

199 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 6, No. 12, 2015 

IV. RESULTS 

A. System Implementation 
This research is the development of Adaptive Mobile 

Learning is applied to the Information Systems course. This 
research was conducted for 8 months starting from March to 
October. Here are excerpts of the program that has been 
developed. 

 
Fig. 2. Login form 

This form is used by the learner to the login process. Login 
process using username (Student ID Number) and password. 

 
Fig. 3. Main form 

The main form displays information of learners who 
successfully login. Information such as identification numbers, 
names and addresses. In the main form, learners can perform 
the logout process or Test. Test button was used to measure 
the ability of learners before the learning process begins. 

 
Fig. 4. Pre test form 

Form pre-test is used to measure the initial capabilities of 
learners. There are several provisions in the pre-test processes 
such as: 

1) The questions are presented is the early material of 
each chapter. 

2) The teacher can determine the number or type of 
questions selected for the pre-test. 

3) The results passed or not is determined by the 
percentage of the number of chapters of the correct answers to 
the questions in each chapter, where the teacher determines 
the percentage of pass for each chapter. 

 
Fig. 5. Chapter form 

This form is used to display the chapter material that pass 
or not pass from the pre test. This form is used to display the 
chapter material that pass or not pass from the pretest. There 
are two conditions in the learning process: 
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1) The learner can access  the chapter  that has passed 
freely 

2) learners can access the chapter which does not pass 
(pre-test) in accordance with the directives of the system. 

 
Fig. 6. Content form 

This form are used to display the detail of material of each 
chapter. 

 
Fig. 7. Test session form 

This form is used to display the questions of the test 
session 

B. System testing process 
In this study conducted three testing phases, namely: 

1) Technical testing, the test was conducted by 
researchers themselves to functional test of software (Black 
box testing) and examine the structure of software algorithms 
(White box testing). 

2) Software testing as a medium of learning, carried out 
through expert review content, and media experts. 

3) Field testing process, testing is given to learners in 
Department of Informatics Technology Education, who took a 
course on Information Systems. Results of learners response 
that consists of a 10-point declaration was measured with a 
Likert scale of 1-5. Ideal highest score and the lowest score is 
the ideal respectively 50 and 10. The calculation of the mean 
and standard deviation are as follows.: 

The mean of ideal = ½ (highest score ideal + lowest 
score ideal) 

    = ½ (50 + 10) 
    = 30 
Deviation standard of ideal  = 1/6 (highest score ideal - 

lowest score ideal) 
    = 1/6 (50 - 10) 
    = 6,7 

Response categories of students who use Adaptive Mobile 
Learning in Information Systems courses shows that students 
that learned responses Adaptive Mobile Learning in 
Information Systems course is very positive for 67.7% and 
32.3% positive. It can be concluded that the response of the 
learners tend to be very positive. 

C. Discussion 
At this stage of the software development using J2ME 

programming language and MySQL database. For the 
connection between mobile phone with a database requires 
server using the PHP language. Utilization of mobile devices 
on the learning process of Information Systems can be done 
anywhere and anytime. Besides, the process of learning can be 
adjust the level of ability of the students, this is because the 
concept of adaptive learning. 

At the time limited testing in a class, to determine the 
response of students to use the software in Information 
Systems course, visible a very positive response who use 
Adaptive Mobile Learning. With the very positive response 
from the students on the course Information System using 
Adaptive Mobile Learning software, it is hoped able to 
increase the level of student ability of Information Systems, 
and is expected to improve student-learning outcomes. For 
this year, the research was conducted only the software 
development and limited testing to determine the response of 
students using Adaptive Mobile Learning. 

V. CONCLUSIONS AND FUTURE WORK 
Based on this research, suggestions is can be presented as: 

1) The design of Adaptive Mobile Learning can model of 
Information System material. 
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2) Implementation of Adaptive Mobile Learning software 
can present material of information system and as an 
alternative media in the process of learning materials of 
information system anywhere and anytime. 

3) The student response to the development and use of 
Adaptive Mobile Learning software for learning Information 
System is very positive, with 67.7% is very positive, and 32.3% 
is positive. 

Based on this research, suggestions is can be presented as 
follows: 

1) Need more mobile learning media to help students in 
the learning process anywhere and anytime and supports the 
concept of go green campus. 

2) For further research can continue the experimental 
study of this study, so that the learning outcomes of the use of 
Adaptive Mobile Learning of Information Systems can be 
known. 

3) For further research can be combined with adaptive 
learning models so that the learning process will be more 
interactive. 
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Abstract—According to Pakistan Medical and Dental Council 
(PMDC), Pakistan is facing a shortage of approximately 182,000 
medical doctors. Due to the shortage of doctors; a large number 
of lives are in danger especially pregnant woman. A large 
number of pregnant women die every year due to pregnancy 
complications, and usually the reason behind their death is that 
the complications are not timely handled. In this paper, we 
proposed ontology-based clinical decision support system that 
diagnoses high-risk pregnant women and refer them to the 
qualified medical doctors for timely treatment. The Ontology of 
the proposed system is built automatically and enhanced 
afterward using doctor’s feedback. The proposed framework has 
been tested on a large number of test cases; experimental results 
are satisfactory and support the implementation of the solution. 

Keywords—High-risk patient; Pregnant woman; Ontology-
based CDSS; Clinical Decision Support System 

I. INTRODUCTION 
The world has a shortage of professional medical doctors; 

even in the most developed countries have inadequate position 
regarding the availability of medical doctors. According to 
Association of American Medical Colleges, U.S is facing a 
shortage of approximately 20,000 medical doctors [1]. In 
Pakistan, the situation is even much worse. According to 
Pakistan Medical and Dental Councils (PMDC), Pakistan is 
facing a shortage of approximately 182,000 medical doctors 
[2]. Because of this shortage, pregnant women are also affected 
due to lack of proper and timely treatment, which increased the 
mortality rate of pregnant women over the years. According to 
world health organization (WHO), almost 500,000 women die 
every year from pregnancy-related complications [3]. 
Especially focusing on Maternal Mortality Rate, it was 
observed that most of the deaths occur because of few basic 
complications. Moreover, these complications can be easily 
treated once the reasons are diagnosed; therefore, the major 
problem is the unavailability of proper diagnosis because of the 
shortage of medical doctors. 

The four high risk pregnancy complications handled in this 
work are Hypertension, Obstructed Labor, Septicemia and 
Hemorrhage. Increase in blood pressure during pregnancy 

indicates Hypertension, Obstructed Labor is an anomaly that 
may arise during the process of labor, Septicemia pollutes the 
patient’s blood and may occur due to infections caused by 
bacteria and Hemorrhage occurs due to excessive loss of blood 
from the patient’s body. 

To overcome this problem, we have proposed ontology-
based clinical decision support system which can partially 
work in place of doctors to diagnose high-risk pregnant woman 
and refer them to the qualified medical doctors for treatment. 
This way, the high-risk patients will get proper treatment well 
in time, and many lives can be saved. The main focus of this 
system is to build a diagnostic procedure which can work 
independently of qualified doctors and identify high risk 
patients; Once these patients are identified, they can be treated 
by medical doctors. So our system will help in reducing the 
workload of doctors as well as providing basic health care to 
more and more patients. The framework is composed of three 
components: 1) Automatic Ontology Construction, 2) 
Feedback System and 3) Ontology Enhancement Component. 

The rest of the paper is organized as follows. In section 2, 
existing work in ontology based clinical decision support 
system and automatic construction of ontology is discussed. In 
section 3, the proposed approach is discussed. Experimental 
results are presented in section 4. Finally, the conclusion is 
drawn in section 5. 

II. LITERATURE REVIEW 

A. Ontology Based CDSS 
There are many mistakes made on regular basis by humans 

in clinical environments. Hazmy Iman Abas et al in [16] have 
identified the three common mistakes made by clinicians that 
are; they failed to meet guidelines, they are not educated on 
regular basis and they are not aware of their responsibilities. 
According to the authors, these mistakes can easily be avoided 
by the use of ontology based clinical decision support system. 
The early detection of Alzheimer Disease is a challenging task 
in medical domain. Eider Sanchez et al in [17] proposed an 
ontological CDSS approach to detect Alzheimer in early 
stages. In this system multidisciplinary knowledge is used (i.e. 
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the system uses three ontologies that are SWAN, SNOMED 
CT and MIND). SWAN is used for the diagnosis of Alzheimer 
Disease, SNOMED CT’s purpose is standardization and MIND 
ontology is used to carry out patient tests. Farahidayah Bt. 
Mahmud et al in [15] designed a CDSS that finds the right time 
of weaning a patient from ventilator. According to the authors, 
the proposed Ontology based CDSS is very helpful because of 
the ontology’s ability of presenting complex concepts, 
reusability and specification of shared conceptualization. 
Similarly, Adnan et al in [18]  proposed  ontology based 
clinical  decision support  system  to  assist  electronic  
discharge summary  (EDS)  while  prescribing  the patient’s  
medications. Matt et al in [20] developed an ontology based 
CDSS for preoperative risk assessment. The proposed system 
takes the patient’s data as input, stores it in database and also 
passes it to Ontology Modeler for conversion into OWL format 
(i.e. the same record is stored in two different formats). 
Afterwards, inference is performed on both the database and 
ontology. Rule engine is used on the database to calculate the 
numeric scores (i.e. cardiac scores) whereas classification 
algorithm is run on the ontology to assign category to the 
patient, the results of both are then combined to calculate the 
patient preoperative risk assessment. 

B. Automatic Construction of Ontology 
Abd-Elrahman Elsayed et al in [19] used data mining 

technique (c4.5 decision tree) on structured data to construct 
ontology automatically. In this approach, the authors proposed 
decision tree to ontology mapping where the tree decision 
nodes are mapped to ontology classes and leaf nodes are 
mapped to individuals. The authors tested the proposed 
approach on the soybean disease dataset and showed the 
efficiency of the same. Seongwook Youn et al in [20] proposed 
architecture for the classification of emails as spam or 
legitimate using ontology based approach. The authors created 
a dataset D based on the features of the email (i.e. spam email) 
and used WEKA (J48 decision tree) to generate decision tree 
which afterwards is passed to JENA for conversion into RDF 
ontology format. Authors divided the original dataset into two 
parts (i.e. training and testing dataset) and tested the proposed 
approach on testing dataset; according to the authors the results 
are satisfactory. Amit Bhagat et al [21] used association rule 
mining to construct ontology from large transaction databases. 
In the proposed approach, multiple level association rule 
mining is used to extract more specific and relevant knowledge 
as compared to single level rule mining. Patrick Clerkin et al in 
[22] proposed automatic construction of ontology using the 
COBWEB algorithm. COBWEB is a clustering algorithm 
which creates different clusters of the data in a hierarchical 
manner. In the proposed technique, the hierarchy of the clusters 
given by COBWEB is mapped into ontology classes in such a 
way that parent cluster(s) is mapped as parent or super class(es) 
in the ontology whereas the sub or child cluster(s) is mapped as 
sub-class(es) in the ontology. Henrihs Gorskis et al in [23] 
reviewed 1) the work done in the field of ontology building 
using data mining techniques and 2) the potential of different 
techniques in the construction of ontology. According to the 
authors, the ontologies created with data mining technique(s) 
may be inferior to those constructed manually. 

III. PROPOSED TECHNIQUE 
In this paper, we have proposed a framework for predicting 

high risk woman using ontology based CDSS. The framework 
is composed of three main modules: 1) Automatic Ontology 
Construction 2) Feedback System 3) Ontology Enhancing 
Process. 

A. Automatic Ontology Construction 
This module automatically constructs the ontology of high 

risk pregnant woman using pregnant woman dataset and is 
composed of two sub-components namely Rules extractor and 
Rules to Ontology Mapper. Rules extractor extracts the rules 
from the pregnant woman dataset using WEKA and is 
developed in Java. WEKA API is used to call WEKA 
functions from the program. The dataset is given as input to 
this component which uses WEKA API to extract rules from 
the dataset. The dataset is given in the ARFF (Attribute-
Relation File Format) format which is compatible with WEKA. 
ARFF format has two sections, the first section is Header 
which contains the name of relation, the attributes of the 
relation and the attributes’ data types whereas the second 
section has Data which contains the real instances of the 
relations. Example of partial IRIS dataset in ARFF format is 
given below. 

Header Section: 
@RELATION iris 
   @ATTRIBUTE sepallength NUMERIC 
   @ATTRIBUTE sepalwidth NUMERIC 
   @ATTRIBUTE petallength  NUMERIC 
   @ATTRIBUTE petalwidth   NUMERIC 
   @ATTRIBUTE class        {Iris-setosa, 
Iris-versicolor, Iris-virginica} 
Data Section: 
@DATA 
   5.1, 3.5, 1.4, 0.2, Iris-setosa 
   4.9, 3.0, 1.4, 0.2, Iris-setosa 
   4.7, 3.2, 1.3, 0.2, Iris-setosa 
   4.6, 3.1, 1.5, 0.2, Iris-setosa 
   5.0, 3.6, 1.4, 0.2, Iris-setosa 

Once the dataset is loaded, attribute selection algorithm is 
called using WEKA API. We have used the genetic search for 
attribute selection and once the most relevant features are 
selected, JRIP algorithm is called to extract rules which later 
are used for the construction of ontology as summarized in 
figure 1. 

Rules to Ontology Mapper is responsible to construct 
ontology using the rules extracted in the first component as 
shown in figure 2. It first creates ontology classes for each 
dataset (i.e. hypertension, Obstructed labor, Hamorhage, 
Septicemia) then the properties are created based on the 
attributes found in the rules. Furthermore, the range and 
domain of each property is set based on the information 
provided by each dataset. Afterwards, for each class, its 
definition is created that reflects the classification criteria for 
that class. 
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Fig. 1. Rules Extractor 

 
Fig. 2. Rules to Ontology (R2O) Mapper 

Figure 3 shows the class definition (containing all attributes 
and their values) for Obstructed Labor in Protégé. 

 
Fig. 3. Obstructed Labor definition in Protege 

B. Feedback System 
Once a patient is predicted as high risk by our proposed 

system and recommended to the doctor for treatment, feedback 
is taken from the doctor whether the patient was correctly 
identified or not. If the doctor overrules the decision made by 
the system, the attributes which caused the decision are shown 
to the doctor. He can add / delete the attribute(s) or tune their 
parameters / range (i.e. change the values of an attribute to 
more suitable one). Afterwards, the overruled instance with 
tuned parameters or different attributes (if any) is added to 
overruled dataset. Once the number of instances in overruled 
dataset reaches β (configurable), this dataset is passed as input 
to Ontology Enhancing Process for updating the ontology. In 
this way, doctor’s knowledge is incorporated in the system and 
ontology is enhanced accordingly as shown in figure 4. 

C. Ontology Enhancing Process 
According to Gruber [23], ontology represents knowledge 

as a hierarchy of concepts and their relation for a specific 
domain. Furthermore, ontology knowledge representation is 
based on the concept of conceptualization which can be 
defined as the objects, the concepts and the relationship that 
hold among them [23]. New concepts, their properties and 
relationship can easily be incorporated in ontology knowledge 
base. Therefore, once the number of overruled instances 
reaches β, JRIP algorithm is executed on overruled dataset to 
extract new knowledge, and the same is updated in the 
ontology either by creating new concepts or by defining new 
relationship between the old concepts. The complete 
architecture of our proposed Ontology based Clinical Decision 
Support System for predicting high risk pregnant woman is 
shown in figure 4. 

IV. EXPERIMENTAL RESULTS 
A series of tests have been carried out in order to 

demonstrate that the proposed system is working properly. The 
tests have been subdivided in two classes: 1) Automatic 
construction of ontology, and 2) Ontology enhancement 
Process. Each of the experiment and its results are described in 
following: 

A. Automatic Construction of Ontology 
This experiment is designed to verify the automatic 

construction of ontology (i.e. how well the rules are mapped 
into ontology). For this purpose, the ontology and existing rule-
base system are tested on the same datasets with the same 
training and testing ratio. In this experiment, we used four 
dataset (for each output class i.e. Hypertension, Obstructed 
Labour, Hamorhage, Septicemia) where each dataset is divided 
into two parts (i.e. 70% and 30%) where 70% of data is used 
for training and 30% is used for testing. The experimentation 
result showed that ontology and rule based system have same 
accuracy which means the rules are transformed with 100% 
accuracy into the ontology as shown in figure 5. 

B. Ontology enhancement Process 
Enhancing the ontology is the most important aspect and 

has been deeply validated. In this activity, fifteen doctors from 
five different hospitals of Pakistan participated, whenever the  
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patient is identified as high risk by our system, the patient is 
referred to one of the fifteen doctors. If the doctor overruled the 
decision, feedback from the doctor is taken and the instance is 
added to overrule dataset (in this case the β value is 25). When 
the instances in the overruled dataset reach β, the new 

knowledge is incorporated in the ontology. We have observed 
that after two rounds of ontology updation the accuracy of the 
system increases and the false positives are decreased 
significantly as shown in figure 6. 

 

Fig. 4. System architecture of the proposed framework 

V. CONCLUSION 
According to world health organization (WHO), almost 

500,000 women die every year from pregnancy-related 
complications. Moreover, these complications can be easily 
treated once diagnosed; however, the major problem is 
unavailability of proper diagnosis because of shortage of 
medical doctors. In this paper, we have proposed an ontology-
based CDSS for diagnose high-risk pregnant woman and refer 
them to the qualified medical doctors for treatment. The 

proposed framework is tested on a large number of test cases, 
results are satisfactory and support the implementation of the 
same. The work can be extended in many directions; one 
possible direction is including more pregnancy-related disease 
in the ontology. Second direction is automatic ontology 
enhancement process, currently based on expert (doctor) 
feedback the ontology is enhanced, machine learning 
algorithms should be incorporated in the proposed system to 
enhance ontology automatically. 
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Fig. 5. Accuracy of Rule Based and Ontology Based system 

 
Fig. 6. Classification accuracy comparison before and after updating the ontology 
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Abstract—Automatic human iris verification is an active 
research area with numerous applications in security purposes. 
Unfortunately, most of feature extraction methods in human iris 
verification systems are sensitive to noise, scale and rotation. This 
paper proposes an integrated hybrid model among Discrete 
Wavelet Transform, Wavelet Neural Network and Genetic 
Algorithms for optimizing the feature extraction and verification 
methods. For any iris image, the wavelet features are extracted 
by Discrete Wavelet Transform without any dependency on scale 
and pixels' intensity. Besides, Wavelet Neural Network classifier 
is integrated as a local optimization method to solve the 
orientation problem and increase the intrinsic features. In 
solving the down sample process caused by DWT, each human 
iris should be characterized by a set of parameters of its optimal 
wavelet analysis function at a determined analysis level. Thus, 
distributed Genetic Algorithms, meta-heuristic algorithm, is 
introduced as a global optimization searching technique to 
discover the optimal parameter values. The details and limitation 
of this paper will be discussed where a comparative study should 
appear. Moreover, conclusions and future work are described. 

Keywords—Discrete Wavelet Transform (DWT); Wavelet 
Features; Wavelet Neural Network (WNN); Distributed Genetic 
Algorithms (GA); Human Iris Verification 

I. INTRODUCTION 
Since safety communication with others is a fundamental 

demand, verifying the direct measurements of some human 
parts, Biometrics, is the unique solution. In the field of human 
identification, iris verification is regarded as the most reliable 
and accurate biometric identification system [1]. The texture 
of the iris is relatively static and stable during the person’s 
lifetime. Thus, iris texture is uniquely identifying individuals. 
The human iris, the part between the pupil and the sclera, has 
an extraordinary structure and provides many interlacing 
minute characteristics. The process of iris recognition depends 
on  two consecutive  phases, localization of the iris domain, as 
depicted in Figure1[2],  and generation of the feature set of iris 
images. Hence, a convenient iris classifier should be used.  
Unfortunately, iris recognition suffers from the scale and 
rotation invariant problems, a certain fixed resolution, and 
non-regarding iris features during the stage of feature 
extraction. Moreover, the time complexity is taken in training 
by the iris classifier[2, 3, 4, 5]. 

(a)  

 (b)      (c)  
Fig. 1. Example of iris localization: (a) Original image. (b) Iris area 
localization. (c) Iris native area 

In the recent past, some iris verification and recognition 
techniques have been developed. Based on local feature 
extraction process, many papers appear.   Feng Hao et al. [6] 
proposed a practical and secure way to integrate the iris 
biometric into cryptographic applications. They represented 
the iris key as the repeatable binary string. Yaser Danial Khan 
et al. [7] extracted the iris feature based on the moments, and 
classified iris patterns based on k-means. Case-based 
Reasoning technique is combined in their classification 
technique.   Huaqing Liang et al [8] proposed an iris 
recognition method based on iris’s speckles characters. 
Mayank et al. [9] create a single high-quality iris image by 
enhancing the iris image globally. The iris image features are 
extracted based on 1-D log-polar Gabor transform and local 
topological using Euler numbers. Ma et al. [10] extracted the 
features of the iris by key local variations, spatial filter. 
Unfortunately, these techniques have unpromising results 
under intraclass variations ,different contrast and illumination 
settings, and miss the geometrical representation of the iris 
texture. Moreover, these techniques need much time to be 
processed and classified.  On the other hand, spectral methods 
aim at describing the multi-resolution and directionality of 
periodic  or almost periodic 2-D patterns in an image. Spectral 
methods refer to the frequency domain where feature are 
related to statistics of filter response [11].  K. Miyazawa [12] 
presented an efficient algorithm for iris recognition using 
phase-based image matching in 2D Discrete Fourier 
Transforms (DFTs). Unfortunately, DFTs perform poorly in 
practice, due to its lack of spatial localization.  Some papers 
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enhanced the extracted iris texture features based on Gabor [9, 
13] where better spatial localization is provided. 
Unfortunately, Gabor filter is limited because there is no 
single filter resolution at which one can localize a spatial 
structure in iris texture. Because of the wide range of wavelet 
functions, Wavelet Transforms (WTs) have various 
resolutions that allow researchers to represent iris texture at 
the most suitable scale[14, 15, 2, 16]. But WT is still non-
supportive to directionality and anisotropy [17]. As the result 
of the short in WT, each human iris should be characterized by 
a set of parameters of its optimal wavelet analysis function at 
a determined analysis level. Moreover, a suitable classifier 
should be combined to reduce the False Error Rate such as 
Backpropagation Neural Network (BPNN) and Support 
Vector Machines (SVM) with Radial Basis Function 
(RBF)..etc. [18,15]. 

In short, these analysis and classification methods 
achieved some accurate results, but these methods still have a 
lack of characterizing each human iris by a predefined 
analysis and classification parameters, the interclass similarity 
problem. Also, recognition performance of iris features still 
have many gaps to be improved, such as the intraclass 
variation, as well as the massive number of iris texture 
parameters [19]. Hence, several accurate iris recognition 
algorithms with multiscale analysis techniques in addition to a 
fast classifier are needed as a well-suited representation for 
iris verification. 

Wavelet Transform (WT) is especially suitable for 
processing an iris image that satisfy these requirements. Since 
most details could be hardly represented by one function, they 
could be matched by various versions of the mother wavelet 
with various translations and dilations [20, 21]. Three 
problems will face wavelet transform in human iris 
verification system. First problem is the process of segmenting 
and normalizing the iris parts from each eye images without 
any eyelid and eyelash noise. This paper proposes Hough 
Transform and Daugman’s rubber sheet model techniques in 
segmentation and normalization process [22]. Second, the 
feature extraction process are associated with the problems of 
interclass similarity, the down-sample process, and orientation 
invariant that make loss of some important extracted features 
from iris image. Thus, choosing the correct wavelet function 
at a determined level during feature extraction should help in 
solving this problem. Moreover, this paper proposes a Wavelet 
Neural Network (WNN) [ 23] technique as a local 
optimization method for iris verification to overcome these 
disadvantages and increase the intrinsic features. The third is 
the process of selecting the most effective and integrated 
parameters between DWT and WNN for optimal 
characterization to each human iris. In DWT the parameters 
are wavelet analysis function at effective analysis level. Also, 
WNN parameters are completely determined by wavelet 
activation function and learning rate value. Thus, choosing the 
parameters based on the correct wavelet function should affect 
the feasible domain of the wavelet activation function.  
Because of the lattice structure of WT Bank[24],  a non- 
specific domain  technique , independent from the specified 
problem, should serve in finding a general and global solution. 
Thus, a meta-heuristic based technique [25, 26] should be an 

effective searching strategy. Because of the slowness of GA 
and the population diversity problems, this paper introduces a 
distributed and meta-heuristic searching strategy based on 
GA[27, 28]. DGA is chosen as a global strategy searching 
technique to select the optimal integration between DWT and 
WNN parameters to characterize each human iris. DGA 
depends on interact among sub-population through the 
migration process, wherever each sub-population is addressed 
by a specific analysis level. By this paper, the migrated 
individuals are selected based on the wavelet entropy value. 

This paper proposed an integrated hybrid model among 
DWT, WNN and distributed GA (new searching strategy 
based on GA) techniques for optimizing feature extraction and 
verification method for the human iris verification system. 
DWT technique analysis iris images to extract wavelet detail 
coefficients. According to a huge number of coefficients, a 
statistical model is represented by wavelet energy and entropy 
values [14]. Because of the problems of interclass similarity 
and intraclass variation, WNN technique will be used as a 
suitable classifier and increase the characterization features. 
DGA try to find the most effective DWT and WNN 
parameters for optimal characterization to each human iris. A 
testing stage examines the verification rate to the unseen iris. 
Moreover, the result will be concluded. 

The rest of this paper is organized as; in Section 2, an 
abbreviation of Discrete Wavelet Transform (DWT), Wavelet 
Neural Network (WNN), and Genetic Algorithms (GA) are 
mentioned. Application of human iris verification using a 
proposed hybrid integrated system is described in Section 3. 
Section 4 declares the result of the proposed integration 
system. Moreover,  a comparative study determine the 
verification rate between both strategies for iris verification 
systems (Searching for suitable integration between DWT and 
WNN parameters using standard GA and  Distributed GA).  
Finally section 5 concludes the paper and give a 
recommendation for future work. 

II. PRELIMINARIES 

A. Wavelet Decomposition Analysis 
Wavelets are basis functions that satisfy certain 

mathematical requirements. They are used to cut up data into 
different frequency components. Then, a study on the behavior 
for each component with a resolution matched to its scale[14]. 
The basic idea of wavelet transform is to represent any 
arbitrary function as a superposition of wavelets. Any such 
superposition decomposes the proposed function into different 
scale levels where each level is further decomposed with a 
resolution adapted to the level [29]. Thus, Wavelet function is 
characterized by a varying window size, wide for slow 
frequencies and narrow for fast ones. Furthermore, wavelet 
windows are adapted to the transients of each scale, regardless 
wavelets lack the requirement of stationary. For example, the 
signal x(t) is characterized by; 

𝑥(𝑡𝑡) = ∑ 𝐵𝐵𝑗,𝑘𝜙𝑗,𝑘 +𝑘 ∑ 𝑑𝑗,𝑘𝜓𝑗,𝑘𝑘 + ∑ 𝑑−1,𝑘𝜓𝑗,𝑘𝑘 +. . +∑ 𝑑1,𝑘𝜓𝑗,𝑘𝑘

𝐵𝐵𝑗,𝑘 = ∫𝜙𝑗,𝑘 𝑥(𝑡𝑡)𝑑𝑡𝑡
𝑑𝑗,𝑘 = ∫𝜓𝑗,𝑘 𝑥(𝑡𝑡)𝑑𝑡𝑡

�  

      (1) 
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Where 𝜓𝑗,𝑘(𝑡𝑡)and 𝜙𝑗,𝑘(𝑡𝑡) are the mother wavelet 
functions which analogous corresponding to sinusoidal basis 
function in Fourier Analysis. sj,kand dj,kare wavelet transform 
coefficient that we call them wj

k. Also j = 1,2, . . J is the 
number of multi-resolution levels (or scale) and k is the 
translation parameter.   The Discrete wavelet transform, DWT, 
is selected to be dyadic scales and positions, i.e. the scales and 
shifts are based on power of two. Such analysis yielded from 
DWT is defined as; 

𝐷𝑊𝑊𝑇(𝑗, 𝑘) = wj
k = 1

�2𝑗
∫ 𝑚𝑚(𝑚𝑚)𝜓�𝑡−2

𝑗𝑡
2𝑗

�∞
−∞    (2) 

Where wj
k is translated as the local remaining error 

between two successive signal approximations at scales 𝑗 and 
𝑗 + 1. 

By implementing DWT on an image, it is actually 
decomposed into sub-bands and critically into sub-sampled. 
An efficient way for implementing this scheme is by passing 
the signal through a series of low pass and high pass filter 
pairs called as quadrature mirror filter as illustrated in Figure 2 
[24]. 1-D level decomposition of DWT arises four sub-bands 
from separable applications of vertical and horizontal filters 
where L and H denote the 1-D low pass and high pass filter 
respectively. Low pass image LL corresponds to the coarse 

level coefficients, approximation image. On the other hand, 
three detail images HL, LH, and HH represent the finest scale 
as shown in Figure 2a. The LH channel contains image 
information of low horizontal frequency and high vertical 
frequency and so on. To obtain the next coarse level of 
wavelet decomposition, the sub-band LL is further 
decomposed and 2-D level decomposition is resulted, Figure 
2b[29]. Repeatedly, this process is iterated until some final 
scale is reached, which is considered as one of the main goals 
in this paper. 

By DWT analysis technique, the wavelet coefficients that 
are gathered from each sub-band (LL,HL, LH, and HH) are 
very huge to be certified as discrimination features. To 
overcome this problem, wavelet coefficients can be 
represented by statistical functions such as mean, median, 
standard deviation, energy and entropy [30]. 

Wavelet energy is the measure that keep the main 
characteristic of the wavelet coefficients and produce the same 
images with different translation, rotation and scale, having 
the same wavelet energy values[31, 32]. Wavelet energy 
values are measured by analyzed iris image to its wavelet sub-
image coefficient (LLx, HLx, LHx, HHx) as defined in 
equations (3) [14] where wj

k is the wavelet coefficients to sub-
band 𝑗 at k-level. 

 
Fig. 2. A one-level wavelet analysis filter bank and Wavelet multi-level frequency decomposition 

𝐸𝐸𝑤(𝑘) =
1
J

 �(wj
k

J

j=0

)2 

Also, the energy at each resolution level 𝑗 = 1. . 𝐽 will be 
the energy of the detail signal 

𝐸𝐸𝑤𝑗 = ∑ wj
k

𝑘      (3) 

wavelet entropy : wavelet entropy is an estimated measure 
based on the wavelet coefficients to provide quantitative 
information about the order/complexity of iris image [31]. Its 
values should be computed after analysis image to its wavelet 
sub-image coefficient (LLx, HLx, LHx, HHx). There are 
various wavelet entropy measures. The definition of norm 
entropy and sure entropy are defined by equations (4) 
respectively where 𝑤𝑖𝑖  is the wavelet coefficients to sub-band 
𝑥 at k-level, Ɛ  is a positive threshold value. 

   𝐻𝑁(𝑤)(𝑘) = ∑ | 𝑤𝑖𝑖|p𝑀𝑀
𝑖𝑖=0     𝑓𝑓𝑡𝑡𝑡𝑡(1 ≤ 𝑡𝑡 < 2)

| 𝑤𝑖𝑖| ≤ Ɛ   →  𝐻𝑠(𝑤)(𝑘) = ∑ min(𝑤𝑖𝑖2, Ɛ  2)𝑀𝑀
𝑖𝑖=0

�     (4) 

 

B. Wavelet Neural Network 
When the sigmoid activation function is used in training 

the neural network(NN), it can recognize any deterministic 
nonlinear process. But, NN suffer from a series of drawbacks. 
Random initial weights  is generally associated with extended 
training times and NN may be trapped into local minima. 
Moreover, there is a shortage between the specific sigmoidal 
activation function and the admissible neural network 
architecture  [33]. On the opposite, Wavelet neuron solve 
these problems. WNN is a feedforward neural network that 
gather both characteristics of neural network and wavelet 
decomposition. It is a generalization of the Redial based 
Neural Network(RBNN) by using wavelet as an activation 
function [34, 33]. RBNN is a bell shaped activation function 
that scale variable nonlinearity whereas WN does not consider 
symmetry condition in activation function. The reason for the 
application of WNN in case of such a problem as 
classification is that the feature extraction and representation 
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properties of the wavelet transform are merged into the 
structure of the ANN to further extend the ability to 
approximate complicated patterns [35].  Moreover, WN is 
preserve in high compression ability and updating the function 
estimate from a new local measure, involves only a small 
subset of coefficients. The WN depends mainly on the bias 
that allows the sensitivity of the wavelet activation neuron to 
be adjusted. The architecture of WNN consists of three-layer 
structure with an input layer, a wavelet layer, and an output 
layer as shown in Figure 3. 

 
Fig. 3. The structure of the Wavelet Neural Network 

In WNN, both the position and dilation of the wavelets as 
well as the weights are optimized. The basic neuron of a WNN 
is a multidimensional wavelet in which the dilation and 
translation coefficients are considered as neuron parameters. 
The output of WNN is therefore a linear combination of 

several multidimensional wavelets [34]. In this WNN model, 
the hidden neurons have wavelet activation functions ψ  and 
have two parameter at, bt which represent dilation and 
translation parameter of wavelet function and V is the weight 
connecting the input layer and hidden layer and U  is the 
weight connecting the hidden layer and output layer. 

C. Genetic Algorithms 
Genetic Algorithm (GA), introduced by John Holland in 

1975, is a computing search technique used in finding a 
solution in optimization problems. GA applies the principles 
of evolution found in nature to the problem of finding an 
optimal solution [36, 25]. GA generates successive 
populations of alternate solutions that are represented by a 
chromosome, i.e. a solution to the problem, until acceptable 
results are obtained. Each chromosome, individual solution, 
consists of number of binary code called genes. A fitness 
function assesses the quality of a solution in the evaluation 
step [28, 37]. The evolution from one generation to the next is 
performed using three operations: reproduction, crossover and 
mutation. Chromosomes are selected for reproduction by 
evaluating the fitness value. The fitter chromosomes have 
higher priority to be selected into the recombination pool 
using the roulette wheel or the tournament selection methods. 
Crossover selects genes from two parent chromosomes using 
randomly chosen crossover point and creates two new off 
springs as in Figure 4 (a). Mutation process changes 
chromosome randomly by altering a single bit as in Figure 4 
(b). 

 
            

 
Fig. 4. Genetic algorithm operations 

The evolutionary process operates many generations until 
termination condition satisfy. The termination condition is 
either reaching the maximum number of generations or a 
predefined fitness is achieved. Associated with the 
characteristics of exploitation and exploration search, GA can 
deal with large search spaces efficiently, and hence has less 
chance to get local optimal solution than other algorithms. 

III. HUMAN IRIS VERIFICATION SYSTEM BASED ON WNN 
Human Iris Verification is considered as the most reliable 

and accurate biometric identification system [3, 38]. This 
paper presents an implementation for Human Iris Verification 
System using an integrated model among DWT in feature 
extraction phase, WNN in increasing the intrinsic features as 
well a fast classifier as local optimization method and 
Distributed GA (DGA) as an evolutionary searching strategy 
and a global optimization method. The proposed Human Iris 
verification system depends on several stages as depicted in 

Figure 5. First, segmenting and normalizing stage. The 
segmentation process isolates the iris part from an eye image 
without any eyelash and eyelid noise [4]. Then, normalizing 
the iris part process yields the corresponding texture based 
image [7, 22]. Second, extracting the intrinsic features for any 
iris texture image by discovering the optimal parameters 
between DWT and WNN. Since, iris texture is uniquely 
identifying each person based on its own characteristics; a 
stochastic searching strategy is needed to choose the optimal 
integration between DWT and WNN parameters. 
Unfortunately, conventional GA suffer from the premature 
convergence and the population diversity problems.  In this 
paper, Distributed GA, the best large searching spaces 
strategy, is able to search for the optimal solution in adequate 
time[26, 37]. Finally, WNN verification rate, False Error rate, 
is measured for each human iris using the optimal parameters 
values.

 (a) Crossover  (b) Mutation  
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Fig. 5. Proposed Human Iris Verification System 

A. Segmenting and Normalizing Stage 
Each human eye image is segmented due to localizing the 

iris area. In this paper, Hough Transform [22] is used to 
localize the iris area from eye image, as shown in Figure 6. 
Units 

 
Fig. 6. Example of iris normalization: (a) The iris localized area. (b) The 
normalized iris area 

The Hough transform is a standard computer vision 
algorithm that can be used to determine the parameters of 
simple geometric objects, such as lines and circles, present in 
an image. An automatic segmentation algorithm based on the 
circular Hough transform can be employed to deduce the 
radius and center coordinates of the pupil and iris regions [3]. 
First, an edge map is generated by calculating the first 
derivatives of intensity values in an eye image and then 
thresholding the result. From the edge map, votes are cast in 
Hough space for the parameters of circles passing through 
each edge point. These parameters are the center coordinates  
𝑥𝑚𝑚 and  𝑡𝑡𝑚𝑚, and the radius  𝑡𝑡, which are able to define any 
circle according to the equation (5). 

x2
c + y2

c - r 2 =0    (5) 
Then, removing the eyelash from localized iris area is 

needed to get iris area pure from any noise as shown in Figure 
1. In this paper, linear Hough transform [7] remove eyelash 
from localized iris image by first fitting a line to the upper and 
lower eyelid. To detect the eyelids, approximating the upper 
and lower eyelids with parabolic arcs, which are represented 
by equation (6). 

(−(x − hj)sin θj + (y − kj)cos θj) =  aj ��x −

hj�cos θj + �y − kj�sin θj�    (6) 

where  aj controls the curvature, (hj, kj) is the peak of the 
parabola and  θjis the angle of rotation relative to the x-axis. 

Normalizing the pure iris localized areas is needed to 
convert these area from different size to the same size as 
shown in Figure 6. In this paper, Daugman’s rubber sheet 
model [22] is used to normalize iris for achieving more 
accurate verification system as in equation (7,8,9). 

I( x(r, θ) , y(r, θ) ) ⟶ I(r, θ)    (7) 

With respect to 

x (r, θ)  =  (1 − r)xp (θ) +  r x1 (θ)   (8) 
 y (r,θ)  =  (1 − r)yp (θ) +  r y1 (θ)             (9) 

where I(x, y) is the iris region image, (x, y) are the original 
Cartesian coordinates, (r, θ) are the corresponding normalised 
polar coordinates, and xp , yp  and x1 , y1  are the coordinates 
of the pupil and  iris boundaries along the θ direction. 

B. Optimizing the Extracted Features using DGA 
Because of the interclass similarity problem among iris 

textures,  increasing the intrinsic feature for each human iris is  
persistent need. Moreover, as the result of the problem of 
intraclass variation, discovering the own iris texture 
parameters is also needed.  Thus, a suitable integration 
between DWT and WNN parameters should serve in 
characterizing each human iris. Each iris texture should be 
characterized by its optimal wavelet analysis function at an 
optimal analysis level.  Also, WA parameters with 
multiresolution analysis should be integrated with an optimal 
wavelet activation function with an effective learning rate 
value.  

 
Testing WNN using suitable parameters to this iris 

Segmenting and 
Normalizing eye 
image 

 

          

 (a)   (b)  
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As a result a large feasible space of long string solutions is 
constructed. Thus a meta-heuristic search strategy is needed. 
Conventional GA (CGA) is an effective strategy for searching 
a large space although CGA schema is negatively affected by 
long defining chromosome. Wherever, schema with long 
chromosome length are more likely to be disrupted by single 
point crossover and fall in population diversity problem or 
premature convergence. Hence, a new searching strategy 
based on GA, distributed genetic algorithms, is introduced as 
an effective searching strategy that can deal with large space. 
The idea of DGA[28, 26] is to divide the large searching space 
into multiple small searching spaces. These sub-spaces 
interact together based mainly on the island or fusion models.  
In island model, Conventional GA is used as an effective 
searching strategy to search for the effective individuals in 
each sub-space. Then, a migration for optimal individuals  
among sub-spaces  is run at a predefined number of 
generation. Since the synthesized wavelet composes much 
energy into low pass coefficients than the other does, then 
applying the proposed DWT to many levels should collect 
more energy in the same number of wavelet coefficients [32]. 
This paper implement DGA as a global optimization method 
to run on two consecutive processes. The first process is the 
division process of the large searching space based on the 
wavelet analysis level, multiresolution analysis. The 
individuals in each sub-space with maximum energy are 
chosen to migrate among the subpopulation at the migration 
step. This process tries to find the best individuals in each sub-
space. Whereas, the second process search for the optimal 
solution from the best individuals resulting from the last one. 

In the first process, Each sub-population is constructed 
based on  the number of  DWT analysis level. For each sub-
population, the individual chromosome is represented as a 
combination of WNN parameters and DWT parameters at a 
predefined analysis level as depicted in Figure 7. 

 
Fig. 7. The DGA level of sub-populations 

Since each individual chromosome in the same sub-
population have the same analysis level (N constant parameter 
value in each sub-population), GA schema length should be 
reduced. So, the searching space will be decreased as an 
effective way to standard GA in searching space. 

a) Chromosome Representation 
For each sub-population, GA chromosome is represented 

as a set of binary bits. These chromosomes should  exactly 
contain six segments. The first segment of an individual 
chromosome represents the analysis level in DWT. Since 
different 8 wavelet analysis levels are ranged from N=3 To 
N=10, three bits are enough for representing this segment. The 
second segment of an individual chromosome represents the 
wavelet analysis function in DWT technique at Nth level. 
According to [3]five bits are enough for representing this 
segment (ranged from 00000 to 11111) however different 32 
wavelet analysis function (db2, db3, db4, db5, db6, db7,db8, 
db9, db10, db12, db20, bior1.1, bior1.3, bior1.5, bior2.2, 
bior2.4, bior2.6, bior2.8, bior3.1, bior3.3, bior3.5, bior3.7, 
bior3.9, bior4.4, bior5.5, bior6.8,coif1, coif2, coif3, coif4, 
coif5, sym5) have the ability to analysis iris image and 
extracting wavelet detail features. The third segment of an 
individual represents the p-parameter value of the norm 
entropy , equation 3. In norm entropy, p values should be 
ranged in [1, 2) [14]. Sensitive p-parameter is considered to be 
1/7, though p-parameter is represented by three bits for each 
individual chromosome (ranged from 000 to 111). Thus, the p-
parameter gets one of the values: 1,1.142, 1.285, 1.426, 1.568, 
1.71, 1.852 and 1.994.  The forth segment of an individual 
represents Ɛ- parameter value of the sure entropy which is 
mentioned in equation 4.  In sure entropy[ 14], the threshold Ɛ 
should be selected in [1, 8). Ɛ -parameter is represented by 
three bits for each individual chromosome. The Ɛ -parameter 
gets an integer value ranged from 1 to 8 .The fifth segment of 
an individual represents  the wavelet activation function in 
WNN technique. Three bits are enough for representing this 
segment since different 8 wavelet activation function 
(Morlet,RASP1, RASP2, RASP3,POLYWOG1, 
POLYWOG2, POLYWOG3, POLYWOG4) [33] can be 
represented  as a mathematical function. Finally the last 
segment of an individual represents the learning rate value in 
WNN technique. Learning rate value is selected in [0.1, 0.9) to 
decrease the time complexity for training WNN .  Learning 
rate value is represented by three bits for each individual 
chromosome . Thus, the learning rate value gets one of the 
values: 0.2,0.3, 0.4, 0.5, 0.6 ,0.7, 0.8 and 0.9. Thus, each 
individual chromosome should be 20 binary bits in length.  
such an example, the encoded chromosome 
(01000001010011100000) is illustrated in   Figure 8; 

 
Fig. 8. a random individual chromosome in sub-population of N=5 

Value of wavelet 

analysis Level N 
=2+3=5 

010 

Value of the Ɛ -
parameter         =4 

 

Wavelet analysis 
function                                               
(db3) 

Value of the p-
parameter =1.285 

 

Value of the 
learning rate 
parameter =0.2 

Wavelet activation 
function                                               
(POLYWOG1) 

100 000 011 00001 010 
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The initial individual chromosome values in each sub-
populations with size ζg0  of the first generation are initialized 
randomly, with different binary code. Each chromosome 
represents combination values among DWT and WNN 
parameters. The fitness value for each individual in each sub-
population is evaluated by: extracting the wavelet energy and 
entropy values from all trained normalized iris images. These 
wavelet features is extracted from wavelet detail coefficients 
according to the corresponding wavelet analysis function and 
analysis level. These wavelet detail energy and entropy values 
are taken as input to WNN. The wavelet energy and entropy 
feature vector which is taken as input to WNN is shown in 
Figure 9 for n=1,…,N  : n represent the level of wavelet 
decomposition. 

b) Fitness Evaluation 
Training the WNN with BP learning algorithm [34] 

compute the Mean Square Error (MSE) of the WNN at the last 
iteration as in equation 10. MSE is work as fitness function to 
each individual in each sub-population. The individual with 
the least MSE is the best individual in his sub-population.  In 
the next generation, each individual is produced by 
reproduction, cross-over and mutation process over the 
individuals in the previous generation [27] using tournament 
selection strategy. As the result, each individual fitness 
function is evaluated. This process continues for a fixed 
number of generations. The best -so-far individual (the 
individual that has the best fitness overall generations) is 
designated as the best result for his sub-population. 

MSE = 1
ZMAX

∑ (Yz−Dz)2ZMAX
z=1      (10) 

Where  z = 1, . . . . . . ZMAX , the number of input samples of 
WNN ; Yz, Dz represent the actual output of WNN and the 
expected output respectively for iris pattern z , D =(1|0). 
Dz =1 if the iris is the correct classified the human iris, and0 
elsewhere. 

c) Selection, Crossover, Mutation and Migration 
Process 

Since N, number of resolution levels, sub-population 
should be constructed, communicated and evolved  through 

Gmax generations, all sub-populations are assumed with an 
equal size ζg0 . The first generation is randomly constructed 
with a constraint on similar individuals to be denied. For each 
chromosome individual,  the WNN is trained with BP learning 
algorithm [34, 33], where the Mean Square Error (MSE), 
equation 10, represents each individual fitness value. In 
subsequent steps, each generation is evolved by constructing 
the pool mate with λ individuals from nth sub-population 
gn(t),  using the tournament selection method. A single point 
crossover method is used with probability pc to created two 
new individuals in the next generation. Also, a new individual 
is created based on the mutation process with varied 
probability pm at each generation ℊ[27]. 

pm = pm0 + 3pm0∗ℊ
Gmax

                                        (11) 

Gmax is the maximum number of generations and pm0  is 
the initial mutation probability. The best so far individuals are 
selected as a new members in the next generation. For a fixed 
number of generations, the best individual so far is the most 
effective combination parameters between DWT and WNN 
methods which characterize the texture of human iris. 

In the island model, the migration process from each sub-
population gn(t) execute a different evolutionary algorithm 
corresponding to a single decision variable. All the sub-
population interact with themselves through the static 
hypercube migration process. The best chromosome in each 
sub-population migrate to another specific sub-population 
after each generation as depicted in Figure (7).The migration 
process depending on choosing the minimum number of 
wavelet coefficients that gain the same energy as the original 
iris texture. In other words the mother wavelet function that 
have wavelet energy with maximum values will be taken as 
migrate individual. Since the number of coefficients produced 
from the discrete wavelet decomposition is relatively equal or 
greater than the number of time samples of the original signal  
[39], then complexity of the signal approximation is chosen to 
be constant. The complexity of the signal is the ration between 
number of signal coefficients and the total number of signal 
samples 𝑀𝑀 = 2𝑁 . 

𝐸𝐸𝐻𝐿(𝑀𝑀) 𝐸𝐸𝐿𝐻(𝑀𝑀) 𝐸𝐸𝐻𝐻(𝑀𝑀) 𝐻𝑁(𝐻𝐿)(𝑀𝑀) 𝐻𝑁(𝐿𝐻)(𝑀𝑀) 𝐻𝑁(𝐻𝐻)(𝑀𝑀) 𝐻𝑠(𝐻𝐿)(𝑀𝑀) 𝐻𝑠(𝐿𝐻)(𝑀𝑀) 𝐻𝑠(𝐻𝐻)(𝑀𝑀) 
Fig. 9. WNN input feature vector 

Since wavelet representation of an iris image signal is 
resolved in only one wavelet resolution level, then the relative 
wavelet energy at any wavelet resolution level should be zero 
except at the wavelet resolution level that include the 
representative signal frequency[40,41]. To choose the 
migrated individual, a comparison among relative wavelet 
energy values, the wavelet entropy is used to make significate 

values. Thus the wavelet entropy (WE), equation 12,should 
converge to zero or diverge to very low value. The migrated 
individual is chosen with WE, as illustrated in Figure 10. 

𝑊𝑊𝐸𝐸 = −∑𝜌𝑗 log𝜌𝑗
𝜌𝑗 =

𝑀𝑀𝑤𝑗
𝑀𝑀𝑡𝑜𝑡

𝐸𝐸𝑚𝑚𝑜𝑚𝑚 = ∑ ∑ 𝑤𝑗𝑘𝑘𝑗 ⎭
⎬

⎫
     (12) 
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Fig. 10. DGA sub-space 

In the last stage, the WNN input layer represents wavelet 
energy and entropy values feature vector to WNN. The output 
layer represents the verified human iris. The middle layer 
determined the ability to learn the human iris recognition. The 
result in the output layer is either match (0) or unmatched (1). 

IV. SIMULATED RESULTS 
This section summarizes the results of using the proposed 

hybrid integrated system among DWT as feature extraction 
technique, WNN as classifier technique and Distributed GA as 
a searching strategy to select the optimal characterization for 
each human iris texture. This paper uses nine person eye 
images from CASIA-IrisV3-Interval eyes database[42]. each 
person has twenty images of his right eye, ten for train stage 
and another ten for test stage. 

In Segmenting and Normalizing Stage, For the CASIA 
database, values of the iris radius range from 90 to 150 pixels, 
while the pupil radius ranges from 28 to 75 pixels [22]. In 
order to make the circle detection process more efficient and 

accurate, the Hough transform for the iris/sclera boundary was 
performed first, then the Hough transform for the iris/pupil 
boundary was performed within the iris region, instead of the 
whole eye region, since the pupil is always within the iris 
region. 

After this process was complete, six parameters are stored, 
the radius, and x and y center coordinates for both circles. 

In feature extraction and optimization method, 
Distributed GA with two levels searching strategy is used to 
select the most effective integration between DWT and WNN 
parameters to each person. The parameters GA, DWT and 
WNN for each individual in the integrated system are shown 
in Table1. 

TABLE I.  GA, DWT AND WNN PARAMETER FOR SELECTING THE MOST 
EFFECTIVE PARAMETERS TO EACH HUMAN IRIS 

GA parameters (First and Second searching Level) 
Sub- Population numbers 8 
Population Size 200 
Number of generation 100 
 Number of individual in each 
tournament selection 

5 

Reproduction percentage 14 % from population size 
Crossover percentage 85.5% from population size 
Mutation percentage 0.5% from population size 
Number of tries trails 10 
DWT analysis parameters 
Number of best analysis level 5 level 
WNN architecture and training parameters  
The number of layers 3 
The number of neuron on the 
layers 

Input:21 
Hidden:42 
Output:1 

The initial weights and biases Random values 
Learning rule Back-Propagation 
Number of epochs 500 

As a result from the integrated system, Table2 shows the 
most effective integration between DWT and WNN 
parameters to each human iris from different (32 wavelet 
analysis function , 8 p-parameter ,8 Ɛ-parameter, 8 wavelet 
activation function and 8 Learning rate values) all at analysis 
level N=5 as a result from Distributed GA. 

To evaluate our proposed system, a comparative study 
between two strategies for iris verification systems: 

1) Searching for suitable integration between DWT and 
WNN parameters using standard GA (DWT+WNN+GA). 

2) Searching for suitable integration between DWT and 
WNN parameters using planned GA (DWT+WNN+planned 
GA). 

Figure 11 represent the verification rate to each testing 
human iris data verification rate ranged from 100% to 98% to 
our proposed system.  Since our proposed system has training 
verification rate 100% to all training data. Figure 11 
concluded that our proposed system has the highest 
verification rate. 

Function Genetic_ Algorithms(sub_pop, Fitness_f  ) 

 Input : Chromosome Set (a1, … , a𝛇𝛇𝐠𝐠𝟎𝟎), specific scale j, crossover 
probability  pc mutate probability pm, the migration  

Output: Best match chromosome for specified iris (𝐵𝐵𝐵𝐵𝐵𝐵𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ) 

1. At a specific scale j, construct ζg0random individual, 𝑔𝑔 = 1, 
tempEntropy=Max_val 

2. While (𝑔𝑔 ≤ 𝐺𝐺𝑚𝑚𝑚𝑚𝑚𝑚 ) do (Monitor. Enter(obj)) 
a. Foreach (individual 𝑎𝑎𝑖𝑖 in 𝛇𝛇𝐠𝐠𝟎𝟎) 

i.  Extract wj
k for each translation parameter. Compute 

the wavelet energy Ewj (eq. 3)and wavelet norm 
and sure entropy with p and ε parameter (eq 4). 
Compute wavelet entropy WE(eq.12). Calculate 
fitness for each individual , eq. 10, inside the 
subpopulation in the corresponding client.  

ii. If (𝑓𝑓(𝑎𝑎𝑖𝑖) > 𝑓𝑓(𝐵𝐵𝐵𝐵𝐵𝐵𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ)) 
• 𝐵𝐵𝐵𝐵𝐵𝐵𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ=𝑎𝑎𝑖𝑖 

iii. If(𝑊𝑊𝐸𝐸𝑖𝑖 < 𝑡𝑡𝐵𝐵𝑡𝑡𝑡𝑡𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)  
• 𝑡𝑡𝐵𝐵𝑡𝑡𝑡𝑡𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑊𝑊𝐸𝐸𝑖𝑖  
• 𝑀𝑀𝑀𝑀𝑔𝑔𝑡𝑡𝑎𝑎𝑡𝑡𝐸𝐸𝑀𝑀𝐵𝐵𝑡𝑡𝐵𝐵𝑡𝑡𝑡𝑡 = 𝑀𝑀 

b. MigrateList.add(𝑎𝑎𝑀𝑀𝑖𝑖𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚𝑀𝑀𝑀𝑀𝑚𝑚) 
c. By tournament selection, construct pool mate with λ 

individuals, then combine two individuals with 
probability  pc and mutate individuals with probability 
pm , then change pm (Eq. 11) . 

d. Replace the worst individuals by the fittest in the current 
generation   

e. If (𝑔𝑔%𝑡𝑡𝑀𝑀𝑔𝑔𝑡𝑡𝑎𝑎𝑡𝑡𝐵𝐵𝑃𝑃𝑚𝑚𝑀𝑀𝑚𝑚! = 0) 
i. Monitor. Pulse(obj) 

ii. Else 
• Monitor. Wait (obj) 
• replace worst chromosomes by  MigrateList from 

another island. 
f. 𝑔𝑔 + + (Monitor. Exit(obj)) 

3. Return 𝐵𝐵𝐵𝐵𝐵𝐵𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ 
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TABLE II.  THE RESULT OF DISTRIBUTED GA SEARCHING PARAMETERS

 

 

 

 

 

 
Fig. 11. Comparative Study between two version of the proposed hybrid 
integration system using conventional GA and distributed GA in Human Iris 
Verification Systems 

Thus the performance of WNN is evaluated based on 
classification accuracy; 

𝐶𝑀𝑀𝑎𝑎𝐵𝐵𝐵𝐵𝑀𝑀𝑓𝑓𝑐𝑎𝑎𝑡𝑡𝑀𝑀𝑡𝑡𝑡𝑡 𝐴𝑐𝑐𝑢𝑡𝑡𝑎𝑎𝑐𝑡𝑡 = {𝑚𝑚𝑜𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚 𝑚𝑚𝑀𝑀𝑚𝑚𝑠𝑖𝑖𝑓𝑀𝑀𝑑 𝑝𝑚𝑚𝑚𝑚𝑚𝑚𝑀𝑀𝑀𝑀𝑀𝑀}
{𝑇𝑜𝑚𝑚𝑚𝑚𝑀𝑀 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑀𝑀𝑀𝑀𝑀𝑀𝑠}

  = 98.5 

V. CONCLUSIONS AND FUTURE WORK 
Human Iris verification plays an important role in the daily 

life especially for security purposes. Human iris verification 
system suffers from several drawbacks, such as the interclass 
similarity and intraclass variations. Moreover some additional 
difficulties arose during learning process such as discovering 
the optimal iris texture and increasing the intrinsic features for 
each iris image. This paper tries to overcome these problems 
by optimizing and integrating model of  DWT and WNN. The 
problems appeared by DWT, the down sampling process as  
well as the optimal wavelet analysis function associated with 
the most effective analysis level, are solved based on the 
global optimization method of Distributed GA. Besides WNN, 
a good and fast classifier, increases the intrinsic feature and 
works as a local optimization method.  Also, WNN overcome 
the problem of lost information during DWT down sampling 
process. Because of the large searching space that represents 
the optimal DWT and WNN parameters, Distributed GA , new 
searching strategy based on GA, is used to search for an 
optimal wavelet analysis function at the most effective 
analysis level. Moreover, Distributed GA search for the 
optimal WNN activation function and the learning rate value. 
The benefit of Distributed GA in dealing with large searching 
space is to avoid the problems of premature convergence and 
population diversity. By this work, the integration between 

DWT and WNN optimal parameters were able to introduce a 
new verification system that applied on CASIA database. The 
results demonstrate that this integration achieve good solution. 
Hence,  a comparative study of human iris verification 
systems is appeared.  The conclusion finds that our proposed 
system has high verification rate. 

Unfortunately, Iris recognition system still undesirably 
increase recall rate so, it is in a need of more and more work. 
In future work, a new hybrid data fusion classification system 
should achieve better recognition in the digital iris image. The 
proposed system as any classification system based on the 
quality of the set of features characterizes the pattern and the 
efficiency of the classifier. A data fusion system based on two 
methods for texture analysis and constructing the set of 
features characterizes iris texture image is proposed. The first 
method is a statistical method to analyze the spatial 
distribution of gray values using co-occurrence matrix. The 
second method is a filtering method to analyze the frequency 
content of the iris image using contour-let transform. The data 
fusion system combines the extracted features, though an 
augmented features database is constructed. 
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Abstract—The Communications-based train control(CBTC) 
system has gradually become the first choice for signal systems of 
urban mass transit. However, how to guarantee its safety has 
become a research hotspot in safety fields. The generic test 
system with high efficiency has become the main means to verify 
the function and performance of CBTC system. This paper 
discusses a composable modeling method for the generic test 
platform for CBTC system based on the port object. This method 
defines the port object(PO) model as the basic component for 
composable modeling, verifies its port behavior and generates its 
compositional properties. Based on the port description and the 
test environment description, it builds port sets and environment 
port cluster, respectively. Then it analyzes and extracts possible 
crosscutting concerns, and finally generates a variable PO 
component library. It takes the modeling of block port objects in 
line simulation of generic test platform for CBTC systems as an 
example to verify the feasibility of the method. 

Keywords—composable modeling; test platform; CBTC; port 
object; line simulation 

I. INTRODUCTION 
By allowing trains to operate safely at closer headways, 

CBTC system can permit more effective utilization of rail 
transit infrastructure. It has become the preferred standard of 
urban rail traffic signal system. As a kind of safety critical 
systems (SCS), however, CBTC system, with the highest 
safety requirements, is directly responsible for the train 
operation[1]. Once the system fails, it will lead to a great or 
even a catastrophic loss of lives, property, and environment. 

As one of the important means to improve the safety and 
assure the quality of the system, testing plays an important 
guiding role in the process of researching and developing the 
CBTC system. However, the key issue of the implementation 
of system testing is how to build a simulation and test 
environment in accordance with the real operational scenario 
of CBTC system under test(SUT)[2,3]. Hence, the more 
attention paid on establishing the test platform for CBTC 
system, the higher the requirement. The test platform for 
CBTC system is developing to the direction of network, 
intelligence and generalization. The test platform is a virtual 
environment which is used to verify the correctness and 
reliability of system design. It generally includes the input, 
processing, validation, and output of signal data, which can not 
only meet the needs of SUT for functional verification but also 
some non-functional verification, such as performance test, 

pressure test and safety test[4]. 

II. TEST PLATFORM FOR CBTC SYSTEM 
A perfect test platform for CBTC system is the combina-

tion of simulation technology and testing technology. The 
simulation activity builds up the desired external scenario and 
simulates the external environment for SUT. The key to the 
following testing process is whether the design of a simulation 
environment is successful or not. And the testing process is a 
continuation of the simulation activity and its sequential 
execution[5,6]. A full process of building the test platform for 
CBTC system is shown in Figure 1. 

Test 
Environments

Formal 
Model

Simulation 
Model

Simulation 
System Test Results

Modeling MethodModeling Method

Simulation TechnicalSimulation Technical

Simulation SoftwareSimulation Software

Testing MethodTesting Method

 
Fig. 1. The process of building the test platform for CBTC system 

So far, a widely used and generic test platform for CBTC 
system hasn’t been built. Besides the challenge of developing 
CBTC system, there are also some problems of building the 
test platform for CBTC system. One is the architecture of 
CBTC system differs between the vendors, requiring the test 
platform makes quick adjustment to adapt to the test of 
different venders; another is some of the CBTC interfaces 
differ between the vendors, requiring the test platform has 
variable interfaces and is easy to switch and roam seamlessly 
from interfaces to interfaces. 

By aiming at establishing a generic test platform for CBTC 
systems developed by multiple vendors, it focuses on how to 
build a generic test model for CBTC system, and how to design 
effective test platform architecture for CBTC system in this 
paper. Although [7], [8] and [9] have discussed the port-based 
approach to integrated modeling and simulation of SCS, 
respectively,  they consider the SUT more without the property 
to safety, real-time and was not suitable to build the test system 
for SCS. This paper further the evolution towards a seamless 
integration of simulation for SCS test platform with the idea of 
a PO. 

III. COMPOSABLE MODELING BASED ON THE PORT OBJECT 
Unlike traditional closed-loop system, the need for design-

ing and modeling generic test platform for CBTC system 
______________________________________________________________ 
This research was supported by the Shanghai Engineering Research Center of 
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comes from the external environment[10,11]. Furthermore, the 
system is designed and modeled merely based on external 
interface documents and its modeling method should both 
consider port evolvable and module replaceable, renewable and 
reusable, which pose a great challenge to the modeling method 
for the test platform. The concept of Port Object is given 
below, and a composable modeling method based on Port 
Object is proposed. 

A. Port Object 
The Port Object, PO is a kind of novel software abstract 

that is configurable and replaceable, and the basic unit that 
generates the system components. As is shown in figure 2, it 
incorporates the concept of objects and the port automata 
model used for concurrent processing, and meet the needs of 
the communication mechanisms in safety-critical areas[12]. 

Port Object

Configuration restraint

Port object input Port object Output
IP1

IPi

... ... OP1

OPi

IEOE

Output
Of 

External environment

Input
Of 

External environment

 
Fig. 2. Port Object 

Definition 3.1 (Port Object) is an eight-tuple: 0, ,=<P S S
, , , , ,τ >P P E EI O I O R , where S  is a set of states; 0S is an 

initial state and contains at most one state; PI is a set of inputs 

from other PO; PO  is a set of outputs to other PO; EI is the 
input event from external environment, which can be null, 
namely = ∅EI ; EO is the output event to external 

environment, which can be null, namely =EO φ ; 

τ ⊆ × × ×P PS I O ×E EI O is the transaction relationship; R
is the configuration constraints of PO. 

To better understand the PO, and further illustrate its 
properties, it defines the following relations. Defining that the 
Port Object P ; two states 1 2,s s S∈ ; P P PA I O= ∪ ,  where 

PA  is the set of events between POs; E E EA I O= ∪  , where 

EA  is the set of events between POs and the CBTC system; 

= ∪ ∪ ∪P P E EA I O I O  , where A  is the set of all events; if 

Pa A∈ , b A∈  , then two finite action sequences α =  

1 2 3 ( )n
n Pa a a a A⋅ ⋅ ⋅ ∈  and 1 2 3= ( )β ⋅⋅ ⋅ ∈n

nb b b b A . Under 
these conditions, it has: 

1) 1 2→
as s  , if and only if 1 2( , , )s a s τ∈ ; 

2) 1 2
τ

→s s  , if and only if there is an action b  which 
makes 1 2→

bs s  ; 

3) 1 2
α

→s s  , if and only if 1 2
1 → → →⋅⋅⋅ aa a ns p p  

2s , especially 1 1
ε→s s ; 

4) 1
α

→ ∗s p  , if and only if there is a state '
2s S∈  

which makes '
1 2

α
→s s ; 

5) 1 2
∗

→s s  , if and only if there is a finite action sequence 
Aγ ∈  which makes 1 2

γ
→s s  ; 

6) 1 2

b
s s⇒  , if and only if 1 2

ε ε
→⇒ ⇒bs p p s ; 

7) 1 2s s
ε
⇒  , if and only if 1 2( )τ

→ ∗s p s ; 

8) 2 2s s
β

⇒  , if and only if 
1 2

1 2

nbb b

s p p s⇒ ⇒ ⋅⋅⋅⇒ . 

Where ∗  is the reflexive transitive closure, and the union 
operation means the combination of two relations[13]. 

B. Ports’ Behavior Description of PO Model 
The ports’ behavior elements of PO model is described as 

below: : { }=M m  , where m  is the input identification, which 
means messages; : { }=R r  , where r  is the output identifica-
tion, which means responses; : { }=C c  , where c  is the 
Boolean expression. 

The internal port behavior of the PO has four different 
situations: 

1) Null output: : ε→f M  which denoted by 1m ε  ; 

2)Only one output: : →f M R  which denoted by 2 1m r  

; 

3)Sequential output: : ∗→f M R , 
0 1

{ , , |∗ = ⋅⋅⋅
n ik k k kR r r r r  

{ }R ε∈ ∪  which denoted by 3 2 3 4m r r r  , where ∈ik

{0,1, 2,3, }⋅ ⋅ ⋅  ;  

4)Branch output: : ∗→ f C M C R  or : ' →f C M
' ∗C R  , where ' : { }ε= ∪C C  
To ensure security and real-time communication for CBTC 

test system, it usually needs timeliness and order calibration. 
Here, it assumes that the PO model in simulation port as a 
receiver, and then it receives secure data sent by CBTC system 
periodically. After receiving the secure data, it will carry out a 
real-time inspection of the time sequence. If it isn’t 
synchronized, then returns the timeliness calibration request 
and waits to receive the response from timeliness calibration. If 
synchronized and passed validation, then it shall proceed with 
receiving secure data[14]. The internal port behavior of this PO 
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model is shown in Figure 3. The branch output expression is 
derived as : 1 4 1 5c m c r , 2 4 2 6c m c r . 

IP OP

(c1|c2)m4 [Condition1]

[Condition2]

c1r5

c1r6

 
Fig. 3. The internal port behavior of PO mode 

C. Configuration Constraint of PO Model 
The PO configuration constraint is one of the important 

parts of the PO model which describes the configuration 
instruction, external environment interfaces, internal interfaces 
between objects and properties of PO[15]. 

• Configuration Content 
The structure of PO configuration constraints is shown as 

Figure 4. 

Configuration restraint of PO

Configure description

PO configure
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Port type Interaction 
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Port 
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Port 
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{
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Input/Output

{
Interaction 
portocol

Property value Initiate state ...
 

Fig. 4. The structure of PO configuration constraints 

1) Configuration Description 
The Description of the current configuration constraints, 

describing the current configuration, such as version, release 
date and operating environment for PO, mainly facilitates the 
management of PO, avoids confusion version, as well as the 
combined behavior or debugging failure due to operating 
environment errors. Also, configuration description is the main 
information when components added into the component 
library. 

2) Interface Configuration 
Interface configuration comprises the interface configure-

tion with external environment and between POs. The external 
interface refers to the interfaces with the CBTC system and 
testers, which includes the interface type, interaction protocols, 
interface parameters and Input/Output(I/O) description, etc. 
Depending on its interface mode, the described interface 
properties shall be different with different modes. 

3) Object property table 
Object property table describes the relation between 

interface properties or between properties and values. There 

can also be a description of the objects’ initial states in the 
table. 

• Configuration Description Based on XML 
By nesting and referencing the hierarchical relations 

between the specific elements, the extensive markup language 
(XML) uses elements and properties to describe data. The 
XML configuration description is given below based on the 
structural characteristics of the configuration constraints in PO 
model[16]. The XML configuration template is described in 
Figure 5. 

 
Fig. 5. The XML configuration template 

D. Composability of PO Model 
Definition 3.3 (Composability of PO) The two PO models 

M and N, if the following conditions are met: 

, ,
M N M N M NP P P P P PA A I I O Oφ φ φ∩ = ∩ = ∩ =

 
Then M and N are called composable, and are defines as:

( , ) ( ) ( )= ∩ ∪ ∩
M N M NP P P PM N I O O Ishared . To give compati-

bility and replaceability of the PO model, the related definition 
is given below. 

Definition 3.4 (Product of PO) If PO models M and N are 
composable, and therefore their product M N⊗ is defined as: 

M N M NS S S⊗ = ×  ; 0 0 0M N M N
S S S

⊗
= × ;  
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\ ( , )
M N M NP P PI I I shared M N
⊗
= × ; 

\ ( , )
M N M NP P PO O O shared M N
⊗
= × ; 

\ ( , )
M N M NE E EI I I shared M N
⊗
= × ; 

\ ( , )
M N M NE E EO O O shared M N
⊗
= × ;  

{(( , ), , ( ', )) | ( , , ')τ τ⊗ = ∈ ∧ ∉M N Mv u a v u v a v a   

( , ) } {(( , ), , ( , ')) |∧ ∈ ∪Nshared M N u S v u a v u  

( , , ') ( , ) }τ∈ ∧ ∉ ∧ ∈ ∪N Mu a u a shared M N v S  

( , , ') ( , , ') ( , )}τ τ∈ ∧ ∈ ∧ ∈M Nv a v u a u a shared M N   
Definition 3.5 (Illegal State) If PO models M and N are 

composable, and therefore the illegal state set ( , )Illegal M N

( )×⊆ M NS S  in ⊗M N   is defined as: 

( , ) =Illegal M N  
( ) ( )

( , ) | ( , )
( ) ( )

∈ ∧ ∉

∈ × ∃ ∈ ∨

∈ ∧ ∉

  
  

  
  

  



M N

N M

P P

M N

P P

a O v a I u

v u S S a shared M N
a O u a I v

    Definition 3.6 (Environment of PO) The environment E  of 
the PO model M  shall meet the following conditions：1) E  

and M  is composable; 2) E  is non-null; 3)
E MP PI O= ; 4)

( , )Illegal M E φ= . 

Definition 3.7 (Legal Environment of PO) If PO models 
M  and N  are composable, E  is the environment of
M N⊗ , the state of ( , ) EIllegal M N S×  is unreachable in

( )P Q E⊗ ⊗ , and then E  is called a legal environment of
( , )M N , 

Definition 3.8 (Compatibility of PO) If PO models M  and 
N are non-null and composable, additionally, there is a legal 
environment ( , )M N , and then M  and N  are called 
compatible. 

Definition 3.9 (Replaceability of PO) N  is the PO model, 

NE  is the environment of N  in system S , I  is the bind 

action set of N and environment NE , ( , )C Replaced N S  is 
the replace action of N in system S , and therefore

( , ) ( / ) / /( )= ↓
MN EC Replaced N S P I P I . 

IV. COMPOSITE-ORIENTED MODELING PROCESS OF PO 
MODEL 

A. Acquisition of PO model 
There are three main sources of demands for the generic 

test platform for CBTC system: interface document, test 
environment description and test requirements. The interface 
document describes all the external interfaces of tested CBTC 

system, including the interface type, interface parameters and 
interaction protocols. The test environment description 
includes all the required external system, infrastructure and 
environmental constraints. The test requirement mainly 
describes the needed tests for CBTC system, including the 
functional test and performance test. The key to composable 
modeling a generic test platform for CBTC system is doing 
requirements analysis based on the interface document, test 
environment description and test requirements, acquiring the 
PO model and then generating the component library. 

The PO model mainly focuses on the port, so does 
acquiring the PO model. The acquisition process of PO model 
is described in Figure 6. 

Step1: Based on the interface document, the test system is 
divided into different ports, and generate port sets. 

Step2: Based on the test environment description, the 
environmental resources is it analyzed, then it is added to those 
covered by the interfaces to the appropriate port set, and the 
environment port cluster is generated. 

Step3: Based on the test requirements, the man-machine 
interface is extracted and it is added to the appropriate environ-
ment port cluster or as an independent environment port. 

Step4: After the environment port cluster is analyzed, and 
the possible crosscutting concerns is extracted, the problem of 
requirement distraction and requirement entanglement will be 
resolved. 

Step5: Based on the crosscutting concerns, the environment 
port cluster is divided into different PO. 

Interface 
documents

Test 
environment

Port sets

Environment 
port cluster

Test 
requirement Crosscutting 

concerns

PO model

Update

Communication 
port

Resources

Human interface 
device

Extraction

 
Fig. 6. Process of acquiring the PO model 

B. Generate Port Cluster 
Description of the test environment comprises all the 

resource sets needed by the test platform. These resource sets 
are the state-description objects in PO model. Resources’ 
dependency on the interface comprises. 

1) Call, resources call interface to communicate in 
operation. 

2) Interrupt, resources interrupt interface communication 
in operation due to state changes. 

3) Modify, resources (interfaces) modify resources (inter-
faces) parameters or states in initial start when it is needed. 

4) Update, resources update their states due to interaction 
information. 
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5) Mutually exclusion, this relationship is less likely to 
appear, which means the interface will not be activated if 
resources participated in operation at the very beginning. 

Define the resource set as ResourceSet, which comprises all 
the resources of the test system. Define the port set as PortSet, 
which comprise all the communication interfaces of the test 
system. Define the port cluster as PortCluster. Resources’ 
dependency on the interface denotes as r. The way of 
generating port clusters is given below, as shown in Figure 7. 

 
Fig. 7. The way of generating port clusters 

C. Extract Crosscutting Concern 
In the built environment port clusters, some resources will 

appear in different clusters, which are both related to one PO 
and another, in other words, exist in the intersection of 
different environment port clusters. 

The crosscutting concerns of a resource in two environment 
port clusters can be written as CC={Re|Re∈PortCluster1∧Re
∈PortCluster2}, where CC is the crosscutt-ing concern, Re is 
the resource and PortCluster is the environment port clusters. 

In an environment port cluster, if there is a resource which 
has dependency on several ports, then this crosscutting concern 
can be expressed as: CC = {Re | RerPortCluster1 ∧ Rer 
PortCluster2∧ ∙∙∙ ∧RerPortCluster}. 

Here an algorithm used seeking all the possible crosscutting 
concerns is introduced, where CS is the cluster set of all the 
possible crosscutting concerns, RS is the set of all resources, 
RRS is the resource relationship set. ExistR(Re, Po, r) is a 
boolean function, if there is a relationship r between the 
resource Re and the port cluster Po, then its value is true. If not, 
its value is false. The way of extracting crosscutting concerns 
is described in Figure 8. 

 
Fig. 8. The way of extracting crosscutting concerns 

D. Generate PO Model 
Once the environment port cluster is formed and the 

crosscutting concerns which causes distraction and entangle-
ment are extracted, the PO model can be generated based on 
environment port cluster and crosscutting concerns. Define the 
port object model set as POMS and CS is the cluster set of all 
the possible crosscutting concerns. The way of generating the 
PO model is described in Figure 9. 

 
Fig. 9. The way of generating the PO mode 

V. INSTANCE ANALYSIS 
An example of the PO in the line simulation of test 

platform for CBTC system is presented, and a detailed 
modeling process is introduced. Some of the descriptions of the 
three documents are tabulated in Table 1 for further illustration. 

Table 1 only tabulates some of the details about the feature 
points and appropriate PO models can be built based on these 
details. The modeling process is shown in Figure 10. 

1) First of all, the port set which obtained through the 
port description only describes the ports’ <type, constraint>, 
such as 24V, two relay states (0 and 1) and relay connection 
method.

InPut: ResourceSet,PortSet; 
OutPut: PortClusters; 
PortCluster= ; 
RS ResourceSet; 
Do 
{  

PortSet＇= PortSet; 
    Do 
    { RS＇ ResourceSet＇; 

PC  PortCluster; 
If (RS＇!=RS∨PCrRS=true) 

     PortCluster= PortCluster+{ RS＇}; 
Endif 

PortSet＇= PortSet＇- {RS}; 
Until {PortSet＇= }; 
ResourceSet=ResourceSet-{RS};} 
Until{ ResourceSet= } 

} 
} 

CS= ; 

RRS= ; 

For each RS ResourceSet and Po  PortClusters 
If Exist(Re,Po,r)=True 

        Then RRS={(Re,Po,r)}∨RRS; 
  Endif 

For each two (Re1,Po1,r1),(Re2,Po2,r2)  RRS 
If r1=r2& re1=re2 

        Then CS={Re1}∨CS 
Endif 

POMS= ； 
For each PortCluster 

 If PortCluster ∉ CS 
Then PortCluster PO 

Else  
 PortClust=PortCluster-{CC} 

      AddObjectPort(CC,PortCluster); 
PortCluster PO 

If CC ∉ POMS 
Then  
AddObjectPort(CC,PortCluster); 
CC PO 

 Endif 
POMS=POMS+{PO} 

Endif  
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TABLE I.  PORT DESCRIPTION, ENVIRONMENT DESCRIPTION AND TEST REQUIREMENTS 

Number Document Content description 

1 Port description Wayside signal system connected to the wayside equipment by 24V relay, 24V relay. 

2 Wayside description 

Wayside equipment including: section, switch, Signaling, platform screen door, platform 

emergency stop button, depot/park and drivers protect button, etc. 

Section includes two states, free and occupation. 

3 Test requirement 

When the train operation to a track section, CBTC wayside signal equipment should be able to 

collect this information. 

When a section is occupation because of a failure, CBTC wayside signal equipment should be 

able to collect the fault information. 

①

Set of 24V relay

Document

Port set

Model

Port 
description

Environment 
description ②

Block port 
cluster

Signal port 
cluster

…

③

Environment 
PO cluster

Test 
requirement

Track 
ClusterInterface

Signal port 
cluster

Man-machine 
Clusterinterface …

Environment 
PO cluster

The fault simulation of 
crosscutting concerns Crosscutting 

concerns

PO model 

…

 
Fig. 10. The modeling process of PO of line simulation 

2) After environment description is added, a connection 
object <port type, port constraint, resource description, 
dependency> of the 24V relay is generated, where the port 
type and the port constraints integrate the description of the 
port set. Resources description includes the section number, 
the section length and the starting point. Dependency is 
described as the following. Assume that one section connected 
with one relay (ignore reacquisition). When the section is 
occupied and the drive relay is energized, the output is 
“Occupy”, or the section is vacant and the drive relay de-
energized, output is “Idle”. 

3) After test requirements are added, the man-machine 
interface is added to the environment port cluster. The sector 
port cluster has two external inputs: the man-machine 
interface and the train motion simulation PO. Moreover, both 
of them are POs. The output of the sector port cluster is the 
environment port of 24V relay. 

4) With the further analysis on test requirements, the fault 
simulation will be appeared in many port clusters. Thus, they 
are extracted and are named as crosscutting concerns. All of 
them are POs, their inputs are man-machine port clusters and 
outputs are other environment port clusters. 

5) It is much easier to convert the section port cluster to 
the section port. Define that the PO’s state {0,1}=S  where 
“0” is “Occupied” and “1” is “Idle” and its initial state is 1. 
Each of the section ports 1, 2{ }=P P PI I I  has two POs 1 =PI
{ _ }Train Position , 2 { _ , _ }=PI Fault Occupy Fault Idle  and 
one environment port { , Idl }=EO Occupy e . 

The configuration constraints can be easily generated based 
on the port constraints, as shown in Figure 11. 
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Fig. 11. The configuration constraints 

VI. CONCLUSION 
The test and verification of CBTC system has become one 

of the important means of ensuring system security. While 
building the generic test platform for CBTC system is the 
prerequisite for test and verification. Nowadays, CBTC system 
having a more complex architecture, more diversified inter-
faces and more often upgrading, which poses a greater 
challenge to the modeling and simulation technology. In this 
paper, some preliminary study on how to build and realize the 
generic test platform for CBTC system will be done, a 
composable modeling method for CBTC simulation and test 
system based on the port object will be suggested, and integral 

composite-oriented modeling process as well as verify the 
feasibility of the method will be illustrated 

In this paper, a meaningful technology method are put 
forward for resolving the problems in the process of develop-
ment for test platform of CBTC system, but there are still many 
works to be further researches, such as another important 
aspects with the combination of system modeling, namely the 
assembly based on component technology. In view of the PO 
model based assembly technology, a best method of assembly 
needs further discussion and analysis. 
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Abstract—Aspect-Oriented Programming AOP extends 
object-oriented programming OOP with aspects to modularize 
crosscutting behavior on classes by means of aspects to advise 
base code in the occurrence of join points according to pointcut 
rules definition. However, join points introduce dependencies 
between aspects and base code, a great issue to achieve an 
effective independent development of software modules. Join 
Point Interfaces JPI represent join points using interfaces 
between classes and aspect, thus these modules do not depend of 
each other. Nevertheless, since like AOP, JPI is a programming 
methodology; thus, for a complete aspect-oriented software 
development process, it is necessary to define JPI requirements 
and JPI modeling phases. 

Towards previous goal, this article proposes JPI UML class 
and sequence diagrams for modeling JPI software solutions. A 
purpose of these diagrams is to facilitate understanding the 
structure and behavior of JPI programs. As an application 
example, this article applies the JPI UML diagrams proposal on 
a case study and analyzes the associated JPI code to prove their 
hegemony. 

Keywords—JPI; UML; AOP; JPI UML Class Diagram; JPI 
UML Sequence Diagram 

I. INTRODUCTION 
Aspect-Oriented Programming, AOP [4] [5] [6] [8] is an 

extension of Object-Oriented Programming OOP that 
introduces aspects, i.e., modules that advise classes’ behavior 
or add structural members to base classes.  Aspects are 
intended to isolate and modularize crosscutting concerns in 
classes and methods of software components. 

Even though AOP isolates crosscutting concerns, it also 
introduces implicit dependencies between advised classes and 
aspects. First, aspects define pointcut PC rules, which alter 
advised classes’ behavior; base classes are completely 

oblivious about changes to their behavior and structure during 
program execution. Second, changes in the signature of 
advised methods of target classes can produce ineffective or 
spurious aspects, i.e., occurrences of the fragile pointcut 
problem [1] [3]. Furthermore, [2] [3] [9] observe that 
dependencies between classes and aspects compromise 
independent development of base modules and aspects code. 
In classic AOP, developers of both, base code and aspects, 
need some knowledge about of all software modules, i.e., base 
classes and aspects that might advise them, rules and 
associated advice code. 

For isolating crosscutting concerns and getting modular 
AOP programs without the mentioned implicit dependencies, 
[1] proposed the concept of Join Point Interface JPI as new 
AOP programming methodology. Like classic AOP [4] [5] 
[6], aspects in JPI isolate crosscutting functionalities; but, 
unlike classic AOP, JPI aspects do not provide PC rules. 
Instead, aspects in JPI implement defined join point interfaces. 
In addition, in JPI, advised classes define like PC rules for the 
join point interfaces exhibition. 

Looking for a complete JPI software development process, 
this article proposes deploying two types of UML diagrams: 
class diagrams and sequence diagrams to model JPI programs, 
and presents a running example of a JPI program.  Thus, the 
main goal of this article is to present diagrams to understand 
the structure and behavior of JPI programs and apply them to 
a case study to analyze their hegemony with the associated JPI 
code for a complete JPI software development process. 
Clearly, this is basic for the goal of reaching a model-driven 
JPI development methodology in the future. 

This paper is organized as follows: Section II describes 
traditional UML class diagrams along with proposed 
extension to support JPI, JPI UML class diagrams. Section II 
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also describes the running JPI program example, and applies 
JPI UML class diagrams on it; Section III presents traditional 
UML sequence diagrams and their extension JPI UML 
sequence diagrams. Like Section II, Section III applies JPI 
sequence diagrams on the running example; Section IV 
presents, for the running example, a consistency analysis of 
JPI code and JPI UML diagrams; Section V describes related 
work; and, Section VI presents the conclusions and future 
work. 

II. UML CLASS DIAGRAMS 

A. Classic UML Class Diaggrams 
For object-oriented software modeling, UML class 

diagrams model the resources used to build and operate the 
system. Class diagrams model each resource in terms of its 
structure and relationships to other resources [7]. 

As an example, taking in account a Shopping Session 
System SSS that preserves a record of costumers, items in the 
stock, and transactions. The SSS also maintains information 
about each shopping session that a costumer initiates; a 
shopping session may include any number of transactions. 
Figure 1 shows an UML class diagram for the described 
structure of SSS in which classes include described attributes 
and methods. 

In general, new requirements for SSS will demand changes 
in the entire system. For example, let us consider the 
following new system requirements: 

1) Frequent customer should receive a discount, 
2) To log all transactions. 
For these requirements, a classic solution consists of 

adding new attributes and methods to either ShoppingSession 
or Transaction class. Hence, either the buying(..) method of 
class ShoppingSession or the constructor method of class 
Transaction would invoke new required methods; mentioned 
methods would include non-natural attributes and behavior no 
needed for their core purpose. Thus, these extensions represent 
clear examples of crosscutting concerns. 

B. JPI UML Class Diagrams 
This article follows ideas of [12] to propose and apply on 

the ShoppingSession system JPI class-based diagram to model 
JPI systems.  The stereotype <<jpi>> labels join point 
interfaces which may not contain attributes or methods. In 
addition, a class linked to a JPI exhibits that join point 
interface and possibly defines a pointcut PC rule for that 
exhibition, i.e., a rule that defines a design policy through 
aspects and thus precludes any design violation at the join 
point events. In our proposal, aspects are represented as 
normal classes that define attributes and methods, and 
stereotyped by <<aspect>>. Since aspects implement join 

point interfaces, they directly link to a join point interface 
class and define a kind of join point (before, around, and after) 
for the join point interface implementation. 

 
Fig. 1. UML class diagram of the system Shopping Session 

Figure 2 shows a JPI UML class diagram for the JPI SSS 
version. Note that there is a join point interface JPIPreBuying 
to link the ShoppingSession class and PreBuying aspect. In 
these associations, JPIPreBuying defines a method exhibited 
by class ShoppingSession and implemented by aspect 
PreBuying; class ShoppingSession defines a PC rule for the 
buying(..) method execution.  Furthermore, Figure 2 presents a 
join point interface JPIDiscount to link the ShoppingSession 
class and Discount aspect, as well as, a join point interface 
JPILogging to link the ShoppingSession class and Logger 
aspect. For the first mentioned association, ShoppingSession 
exhibits the method JPIDiscount(price, ss), a method defined 
by JPIDiscount and implemented by the Discount aspect, and 
defines a PC rule for the BuyTransaction  class invocation. In 
this case, price is an argument of the constructor whereas ss 
corresponds to the ShoppingSession instance that invokes for 
the execution of BuyTransaction class constructor. It is 
necessary to remark, each link from a class to a join point 
interface is stereotyped by the name <<exhibits>> to indicate 
the associated join point interface method and its arguments 
along with a PC rule to define the join points occurrence. 
Similarly, the implements signature labels links from aspects 
to join point interfaces. Thus, since JPI UML class diagrams 
only applies stereotypes for associations and JPI elements; 
therefore, usual UML tools seems able for JPI UML class 
modeling. 

Next section presents details about a proposal for the 
behavior modeling of a JPI system by JPI sequence diagrams, 
and presents example models for scenarios of the 
ShoppingSession system, as well. 
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Fig. 2. JPI UML class diagram of updated version of system ShoppingSession 

III. JPI UML SEQUENCE DIAGRAMS 
UML sequence diagrams model execution scenarios of 

object-oriented programs [7]. Hence, to model the interaction 
between participants in the execution of JPI systems, this 
article proposes the so-called JPI sequence diagram which 
considers aspects as a sort of participants stereotyped by 
<<aspect>> in diagrams, and interactions between participant 
objects and aspects at join points are denoted by advices. Our 
modeling hypothesis is that by means of JPI sequence 
diagrams, the associated behavior of JPI programs for model-
scenarios is deductible. 

According to JPI notation, join point interfaces act as a 
bridge to let in the UML class instance catches up the result of 
the defined aspect’s method [1] [2] [3]. Communication 
between aspects and classes instances is synchronous. Thus, 
when an instance of an aspect advises an object, i.e., it 
implements a join point interface for that class instance, the 
advised object, in order to continue its actions, waits for a 
message from the aspect to proceed. 

AOP languages like AspectJ as well as JPI only permit 
around advices to explicitly proceed. Therefore, in AspectJ 
and JPI, before and after advices implicitly proceed associated 
to the advised classes’ methods execution, i.e., before or after 
advices must execute and then the advised classes can 
continue their execution. Like for the around advices 
behavior, this proposal considers messages for an explicit 
activation from aspects to class instances to proceed. Given 

these ideas, rules to model JPI program-behavior execution 
scenarios by means of JPI sequence diagrams correctly are: 

I. Object and aspects in any execution scenario are 
participants. 

II. As usual, objects participants communicate by 
synchronous and asynchronous messages represented 
by  and , respectively. A participant that sends a 
synchronous message waits for a return message, 
represented by  , from the target object to continue 
its actions. 

III. A participant can create or delete an existent object. 
For objects creation, a box that represents an object 
participant is linked to the creation-sent message. An 
arrow like a return message represents a creation-sent 
message. Destruction messages, synchronous or 
asynchronous, imply that the affected object will 
definitely end its activities and a cross at the bottom of 
its lifeline after its destruction represents this situation. 

IV. When a participant receives a message, an activation 
gray line is created until it finishes its associated 
actions and returns. 

V. When a class B exhibits a join point interface with a 
pointcut PC, and a participant a’ of class A sends a 
message M to a participant b’ of class B asking for a 
method involved in the PC rule, there will be a 
synchronization point in b’ lifeline, if PC rule holds. A 
JPI message denotes the JPI method name and the 
values of its arguments. These values are usually 
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conformant with the advised method signature, i.e., 
matching the number and types of parameters. For 
example, message 3.0 of Figure 3 shows a JPI message 
<<around>> JPIPreBuying(it, qty = units), i.e., it and 
qty are arguments of the JPIPreBuying method call, 
and it takes the value of it from the source participant, 
in this case from sp1, and qty takes the value of units 
from that source as well. In addition, advice 
<<around>> stereotypes the JPI message. 

To preserve the UML sequence diagrams semantic, three 
important rules are proposed and applied here: 

• 1st, a JPI message from a participant object O to a 
participant aspect A always appears after the invocation 
message of the advised method. 

• 2nd, for any synchronized message M from a 
participant X1 to a participant X2, then M requires a 
return message from X2 to X1. 

• 3rd, for around advices, proceed calls are nested non-
return calls. 

In addition, for a JPI message from an object to an aspect, 
the message signature must be conformant to the JPI interface, 
which includes details for the advice execution by the aspect, 
i.e., kind of advice, parameters of the method in the JPI 
interface along with their values. Before performing any 
action, advised object waits for a proceed message from the 
aspect.  

Proceed messages associated to before and after advices 
are like return messages in OOP-languages, whereas around 
advices cause that proceed messages behave like nested calls 
in an imperative language.  

In general, proceed messages are more like the “pony 
express” in the Old West that delivers an important 
information (e.g. “paidPrice with discount” in the 1st proceed 
message of Figure 4) to the encamped (waiting) cavalry 
commander (the method) just before conducting the “correct” 
attack (method execution) to the enemy. 

Following preceding mentioned rules, since a JPI message 
is a synchronized message, for the previous described 
sequence of Figure 3, the first aspect-participant sends 
proceed message 3.1 to the participant object sp1, which then 
can perform its actions. A proceed message indicates the 
preserved and updated values of arguments important for the 
advised method to execute.  For example, message 3.1 of 
Figure 3 shows a proceed message, proceed(it = new 
Item(“null product”, 0, 0), units = 0), for the participant sp1, 
i.e., a new item instantiates the argument it of advised method 
whereas units has the value of 0. 

With these rules, it is possible to model behavior of JPI 
programs for particular scenarios. Since UML sequence 
diagrams allow modeling global scenarios and algorithmic 
behavior by means of combined fragments, thus this modeling 
proposal for JPI programs behavior would permit to 
understand JPI programs participants and their interactions for 
the reviewed scenarios, i.e., what a JPI program does, to 
obtain a semantics understanding about model JPI programs. 

Figure 3 shows a JPI UML sequence diagram for the 
scenario in which a frequent customer wants to buy a product 
not sold by the ShoppingSession system: action 1 shows a 
TestDriver object that obtains sp1, an instance of 
ShoppingSession, for a frequent Costumer c1 = {2, ‘Cristian’} 
who wants to buy 15 units of the item b1, a not in stock item, 
action 2.0 represented by the message buying(it = b1, units = 
15) from TestDriver to sp1. Next, action 3.0 represents the  
<<around>> advice JPIPreBuying(it, qty = units) activation 
for the PreBuying aspect, meanwhile the action 3.1 represents 
a proceed message from PreBuying aspect that changes values 
of arguments it and units of the sp1’s advised method, i.e., it = 
new item(“null product”, 0, 0), units =0. Action 4.0 takes into 
account the <<around>> advice in message 
JPIDiscount(paidPrice=it.getPrice(), ss=this) from sp1 to an 
instance of aspect Discount. By action 4.1, aspect Discount 
sends a message to one of its methods 
freqCustomer(ss.getCustomer()); and action 4.2 represents a 
proceed message from Discount aspect to sp1. The result of 
this proceed message is to update paidPrice to 0.9*paidPrice 
whereas the price of stocked item ss remains invariant. Action 
5.0 follows an <<around>> advice without arguments from 
sp1 to the aspect Logger. Action 5.1 is a proceed message 
from the aspect Logger to sp1. Action 6.0 is a message that 
creates a new Transaction instance t1 with arguments it, qty, 
and paidPrice; and action 6.1, return t1, is a message from the 
created Transaction object to sp1 that returns itself. After 
these actions, since proceed messages return in a LIFO order 
like nested procedure calls, and previous <<around>>  
messages  have not returned yet, action 5.2 returns t1 from sp1 
to the Logger aspect, and action 5.3, after transaction t1 gets in 
the log, returns t1 from Logger aspect to sp1. Likewise, action 
4.2 returns t1 from sp1 to aspect Discount, and action 4.3 
returns t1 from aspect Discount to sp1. Since the latter is a 
“null item”, the stock of item it does not change (decremented 
by 0). Likewise, action 3.2 is a return message, in this case, 
the message returns idTrans=t1.getIdTrans(), from sp1 to 
PreBuying aspect, and message 3.3 returns from PreBuying 
aspect to sp1 again. Finally, message 2.1 returns idTrans from  
sp1 to TestDriver instance which sends message 7.0 to method 
TranDetails(idTrans) of the Logger aspect. Message 7.1 gives 
back the execution control to instance of TestDriver and the 
execution scenario finishes. 
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Fig. 3. JPI UML sequence diagram for a frequent customer buying a product not sold by the ShoppingSession system 

Figures 4, 5, and 6 describe other execution scenarios for 
the ShoppingSession system, which semantic is similar to the 
Figure 3 described semantic. 

Next section presents part of the ShoppingSession system 
code, to review and verify its functioning according to the 
described modeled scenarios. 

IV. ANAYZING JPI CODE 
Figure 7 presents the code of class ShoppingSession that 

exhibits the join point interfaces JPIPreBuying, JPIDiscount, 
and JPILogger: execution of method buying(..) exhibits 
JPIPreBuying whereas  the call of constructor of class 
Transaction exhibits JPIDiscount and JPILogger. Figures 8, 
9, and 10 show the aspects PreBuying, Discount, and Logger 

to implement mentioned join point interfaces. In addition, 
Figure 11 presents the code for the join point interfaces 
definition. Clearly, this code solution structurally represents 
associations and components of JPI UML class diagram of 
Figure 2. 

In the functioning logic analysis of the code class 
ShoppingSession and its exhibited aspects, i.e., aspect 
PreBuying, Discount, and Logger,   a clear hegemony exists to  
the  functioning   logic   of  the sequence diagrams of Figures 
3, 4, 5, and 6. When a frequent costumer buys units of an item 
it,  Figure 3, 4, and 5 show the behavior of class 
ShoppingSession and its exhibited aspects when the item it 
represents a null item, item it is an item in stock, and item it is 
an item without enough units in stock, respectively. Figure 3 
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shows a sequence diagram that includes a UML 2.0 opt 
combined fragment, between class ShoppingSession and 
aspect PreBuying, with a constraint for item it, when it is a 
null item. For this scenario, aspect PreBuying instantiates item 
it to an item named “null item”, and proceeds with the new 
value of it and units = 0, i.e., buying 0 units of item it. Figure 
4 shows a sequence diagram that includes an opt combined 
fragment between class ShoppingSession and aspect 
PreBuying, with a constraint for item it that is fulfilled, i.e., 
item it !=null and it.getUnits() >= qty, qty represents the units 

argument in PreBuying aspect. For the latter scenario, aspect 
PreBuying proceeds with it and qty  actual values without 
changes. Figure 5 shows a sequence diagram that includes an 
opt combined fragment, between class ShoppingSession and 
aspect PreBuying, with a constraint for item it that is not 
fulfilled in that scenario, though there are enough units in 
stock, i.e., item it is not a null item, but it.getUnits() < qty. For 
this scenario, Figure 5 shows that aspect PreBuying proceeds 
with item it and units = 0. 

Fig. 4. JPI UML sequence diagram for a frequent customer buying a product in stock at the ShoppingSession system 
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When a non-frequent costumer buys qty units of an item it 
in stock, such as Figure 6 shows, aspect PreBuying proceeds 
without changing it and qty values. 

Concerning aspect Discount that receives paidPrice, i.e., 
the price for the new item,  and ss, the equivalent instance of 
ShoppingSession, such as Figures 3, 4, and 5 show, for a 
frequent costumer, the constraint of the second opt combined 
fragment of these figures is fulfilled, thus aspect Discount 
proceeds with price = paidPrice*0.9, and preserves the ss 
value. Thus, there is always a discount for transactions 
performed by a frequent costumer.  However, for a non-

frequent costumer, Figure 6 shows that a discount does not 
apply on the paid price. 

Regarding aspect Logger, for the mentioned scenarios, this 
aspect logs final values for each transaction, i.e., log of values 
of transactions after being updated by aspects PreBuying and 
Discount. Since each of these behaviors is modeled by JPI 
UML sequence diagrams, and they are consistent to the code 
of classes and aspects, the behavior of aspects PreBuying, 
Discount, and Logger is consistent with the functioning  logic 
of ShoppingSession system execution scenarios expressed in 
the JPI UML sequence diagrams of Figures 3, 4, 5, and 6. 

Fig. 5. JPI UML sequence diagram for a frequent customer buying a product without enough stock at the ShoppingSession system 
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V. RELATED WORK 
As was mentioned, AOP represents a software 

development paradigm to modularize crosscut behavior [5]. 
For modeling traditional AOP solutions, [10] presents an 
UML use case application and extension of the formal 
language AspectZ for the aspect-oriented software 
requirements specification and analysis. Likewise, [11] 
describes an aspect-oriented UML class diagram-based and 
the OOAspectZ formal language for the software structure and 
requirements specification. In general, [14] surveys UML-
based aspect-oriented design approach. Thus, mentioned 
research does not involve JPI ideas. 

For JPI UML-based modeling, [13] presents an AspectZ 
extension, JPIAspectZ, for the formal modeling of JPI 
software requirements. Thus, given the JPI benefits for the 

modular software production, this research is of a high value 
looking for a complete JPI software development process. 

VI. CONCLUSIONS 
JPI is a novel aspect-oriented programming methodology 

that permits solving classical issues of traditional aspect-
oriented programming, i.e., implicit dependencies among 
classes and aspects. Nevertheless, as traditional aspect-
oriented programming,  elements such as JPI UML or JPI 
formal languages like JPI AspectZ [10] [11] [13] do not exist  
to perform a complete software development process inspired 
by JPI methodological practices. To partially solve these 
issues, this article has proposed and applied as well, JPI UML 
diagrams, i.e., JPI UML class diagrams and JPI UML 
sequence diagrams, respectively, for modeling structure and 
behavior of software applications developed using JPI to ease 
aspect-based programming. 

Fig. 6. JPI UML sequence diagram for a non-frequent customer buying a product in stock at the ShoppingSession system 
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JPI UML class diagrams allow capturing main modules of 
JPI programs, i.e., classes and join point interfaces, and 
associations between them. The presented JPI UML proposal 
clearly established associations among classes and join point 
interfaces, such as direction, stereotypes for different kind of 
advices, and pointcut rules. By mean of JPI class diagrams, 
one can know and understand existing relationships among 
classes and join point interfaces. 

JPI UML sequence diagrams capture the functioning logic 
of modeled execution scenarios of a JPI program, and by 
means of these diagrams, we hypothesize that the functioning 
of a program can be deduced. Our proposal used opt combined 
fragments to zoom conditions and behavior for the functioning 
logic of aspects. After applying JPI UML sequence diagrams 
and analyzing the code of the modeled program for the 
ShoppingSession example, this article has shown consistency 
between models and the program code derived by means of 
our methodological approach. Clearly, using JPI UML 
diagrams, there is a functioning logic hegemony between 
modeled execution scenarios and code of main class and the 
exhibited aspects.  This issue permits continuing researching 
to look for a full JPI software development process. 
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Fig. 7. Class ShoppingSession code of the ShoppingSession system 

package classes;  
import java.util.*; import joinpointinterfaces.*; 
 
public class ShoppingSession { 
  private HashMap<Integer, Transaction> ShoppingSessionTrans;          
  private Customer cus; 
 
  exhibits Integer JPIPreBuying(Item it, int qty): execution(Integer buying(..)) && args(it, qty); 
  exhibits BuyTransaction JPIDiscount(double price, ShoppingSession ss): call(BuyTransaction.new(..)) &&   
                                                                         args(*, *, price) && this(ss);        
  exhibits BuyTransaction JPILoggingBuy(): call(BuyTransaction.new(..)); 
 
  public ShoppingSession(Customer acus){...}  
  public Customer getCustomer(){ return cus;} 
  public void closingSession(){ ...} 
   
  public Integer buying(Item it, int units){  
    BuyTransaction buyTrans; Integer key; 
    buyTrans = new BuyTransaction(it, units, it.getPrice()); 
    key = buyTrans.getIdTrans(); 
    ShoppingSessionTrans.put(key, buyTrans); 
    it.setUnits(it.getUnits()-units); 
 
    return key; 
   } 
 ...  
} 
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Fig. 8. Aspect PreBuying of the ShoppingSession system 

 
Fig. 9. Aspect Discount of the ShoppingSession system 

 
Fig. 10. Aspect Logger of the ShoppingSession system 

 
Fig. 11. JPI instances of the ShoppingSession system 

package aspects; 
import classes.*; import joinpointinterfaces.*; 
 

public aspect PreBuying{ 
  Integer around JPIPreBuying(Item it, int qty){ 
      if (it != null){ 
         if (qty <= it.getUnits())  
              return proceed(it, qty); 
         } 
      else 
         it = new Item("null product", 0, 0);      
      return proceed(it, 0); 
      } 
} 

package aspects; 
import classes.*; import joinpointinterfaces.*; 
 

public aspect Discount { 
  /*To estabish aspects precedence*/ 
  declare precedence: Discount, Logger; 
  final String freqCustomers[] = {"Laurie", "Cristian"}; 
  boolean frequentCostumer(String N){ 
    for(int i=0;i<freqCustomers.length; i++){ 
        if (freqCustomers[i].equals(N)) 
           return true; 
        } 
        return false; 
   } 
  BuyTransaction around JPIDiscount(double paidPrice, ShoppingSession ss){ 
    double factor = 1; 
    if (frequentCostumer(ss.getCustomer().getName())) 
        factor = 0.9; return proceed(paidPrice*factor, ss); 
  } 
} 
 

package aspects; 
import java.util.*; import classes.*; import joinpointinterfaces.*; 
 
public aspect Logger { 
  private static HashMap<Integer, Transaction> log = new HashMap<Integer, Transaction>();   
  BuyTransaction around JPILoggingBuy(){ 
    BuyTransaction BT = proceed();    
    if (BT.getQuantity()==0) 
       //Non-Successful Logging  
    else 
       //Successful Logging 
 
    log.put(BT.getIdTrans(), BT); 
         
    return BT; 
   }  
  public void ListLogger(){ ... //List of Transactions} 
  public static void TranDetails(Integer idTrans){ ... // Details of Transaction idTrans} 
} 

package joinpointinterfaces; 
import classes.*; 
 
jpi BuyTransaction JPIDiscount(double paidPrice, ShoppingSession SS); 
jpi BuyTransaction JPILoggingBuy(); 
jpi Integer JPIPreBuying(Item it, int qty); 
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Abstract—Association rule mining is an efficient data mining 
technique that recognizes the frequent items and associative rule 
based on a market basket data analysis for large set of 
transactional databases. The probability of most frequent data 
item occurrence of the transactional data items are calculated to 
present the associative rule that represents the habits of buying 
products of the customers in demand. Identifying associative 
rules of a transactional database in data mining may expose the 
confidentiality and privacy of an organization and individual. 
Privacy Preserving Data Mining (PPDM) is a solution for privacy 
threats in data mining. This issue is solved using Association Rule 
Hiding (ARH) techniques in Privacy Preserving Data Mining 
(PPDM). This research work on Association Rule Hiding 
technique in data mining performs the generation of sensitive 
association rules by the way of hiding based on the transactional 
data items. The property of hiding rules not the data makes the 
sensitive rule hiding process is a minimal side effects and higher 
data utility technique. 

Keywords—Association rule mining; transactional data; 
privacy preservation; Association Rule Hiding (ARH); Privacy 
Preserving Data Mining (PPDM) 

I. INTRODUCTION 
Data belongs to a person or an organization may have 

different sensitive levels. These data are made available only 
for authorized persons. So ensuring the protection of sensitive 
data by access restriction is not a complete method. This may 
affect the utility of the data mining result and with help of the 
knowledge the user may re-identify sensitive data items from 
non-sensitive data is known as Inference Problem. The 
privacy preserving data mining is to provide a solution for 
protecting sensitive information by developing a data mining 
techniques which could be applied on databases without 
affecting the accuracy of data mining result and without 
violating the privacy of individuals is the motivation for this 
research. 

Data mining is the method of determining patterns in large 
data sets with artificial intelligence, machine learning, 
statistics and database systems. The aim of data mining 
process is to extract information from a huge volume of data 
set to have logical structural representation of the data item in 
the transactional database. It is utilized to mine significant and 
useful information or knowledge from large database. 
Protected or private information extracted by data mining 
methods leads to the risk of threats to privacy. Association 

rule mining is a technique in data mining to recognize the 
regularities created in large volume of data. The method is 
cooperated by allowing third party to recognize and disclose 
hidden private information for an individual or organization. 

Privacy-preserving data mining with association rule 
denotes the area of data mining that looks to preserve sensitive 
information from unnecessary or unlawful disclosure. Privacy 
information comprises personal or confidential information in 
business like social security numbers, home address, credit 
card numbers, credit ratings, purchasing behavior, medical 
records and best-selling services. The privacy preservation 
data mining requires guarantee for hiding of sensitive 
information in efficient manner. The association rule hiding 
technique protects the sensitive data indirectly under the 
scanner. Also it fails to hide data items which are not 
sensitive. It affects the privacy of rules and the utility of the 
data mining results. 

This paper is organized as follows: Section 2 discusses 
survey with existing techniques of Association Rule Hiding 
(ARH) for Privacy Preserving Data Mining (PPDM), Section 
3 shows the Association Rule Hiding (ARH) for Privacy 
Preserving Data Mining (PPDM), Section 4 identifies the 
possible comparison between them, Section 5 discusses about 
the limitations of the existing techniques and Section 6 
concludes the paper, key areas of research is given for 
improving the selection of sensitive rules for enhancing the 
business transactions. It also preserves the association rules 
for maintaining the privacy in database. 

II. LITERATURE SURVEY 
Privacy-Preserving Data Mining of Association Rules 

from Outsourced Transaction Databases technique [3] is 
developed with an encryption scheme. Encryption/Decryption 
(E/D) model was used to change the client data before it is 
shipped to the server. But, the mined results are not intended 
for sharing and remain exposed. Attack able to identify the 
intricacies of the rule preservation and data item property 
supports are not true supports. To Secure Association Rules, 
Secure Multi-party Computation (SMC) algorithm [4] is 
introduced to hide the association rules in a horizontally 
distributed database. The combination of private item subsets 
is calculated using SMC algorithm. Though, secure protocol is 
not relying on the commutative encryption and transfer. The 
SMC algorithm fails to secure the transaction items. 
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A perturbation-based PPDM with Multilevel Trust (MLT-
PPDM) [5] is developed to preserve the privacy of data and 
association rules at different levels. This method preserved  
multiple perturbed copies, data miner perform resistance to 
diversity attacks and reconstruct the original data more 
accurately. MLT-PPDM permits the data owners for designs 
perturbed copies of data for different trust levels. However, 
the data set does not re-anonymize after it is updated with 
insertions and deletions. Efficiently Hiding Sensitive Item set 
with Transaction Deletion Based on Genetic Algorithms [2] is 
planned to enhance the chosen transactions deleted, so 
minimizing the side effects in Privacy-preserving data mining 
(PPDM) technique. But, predefined item set and a missing 
item set are non-sensitive item set that affect the rules being 
disclosed. 

A Hiding Sensitive Association Rules [1] with Limited 
Side Effects are designed for PPDM. Heuristic method is 
involved for raising the hidden sensitive rules quantity in 
hiding sensitive association rule. The side effects minimized 
are not taken for correlation among rules that wipes out the 
creativity of the association rule. Privacy preserving data 
mining attains data mining goals without showing the privacy 
information of the individuals to the public users. A novel 
Hiding-Missing-Artificial Utility (HMAU) algorithm [6] is 
designed for hiding the sensitive itemsets during the 
transaction deletion process. Privacy preserving data mining 
(PPDM) is presented to hide the sensitive information. HMAU 
algorithm reduces the side effects through transaction 
depletion and the transaction with minimal HMAU value 
removed from the database. But, the noise addition and data 
modification are the significant problems to hide the sensitive 
information in PPDM. 

III. ASSOCIATION RULE HIDING TECHNIQUES FOR PRIVACY 
PRESERVATION 

Privacy Preserving Data Mining (PPDM) is used to extract 
relevant knowledge from large amount of data and protects the 
sensitive information from the data miners simultaneously. 
Privacy preserving data mining is a hot spot in data mining. 
Privacy Preserving Data Mining (PPDM) solves the issues of 
designing accurate models about combined data without 
access to exact information in individual data record. 
Association Rule Hiding is a PPDM technique use with 
Association Rule Mining method in transactional database. 

An itemset is a set of products and transaction maintains 
simultaneously for a given set of items. The support of an 
itemset I in a transaction database is the percentage of 
transactions having I in the whole database. An itemset is 
frequent when the support is higher than a minimum support 
threshold (MST).  

For two itemsets X and Y where 𝑋 ∩ 𝑌 = ∅ .The 
confidence of an association rule 𝑋 → 𝑌is the probability that 
number of times Y occurs given that X occurs is equal to 
𝑆𝑢𝑝𝑋∪𝑌divided by𝑆𝑢𝑝𝑋. When 𝑋 → 𝑌 holds in the database if 
𝑋 ∪ 𝑌 is frequent and its confidence is higher than a minimum 
confidence threshold (MCT). This rule is called the strong 
association rule. Association rule mining is used to discover 
all strong rules in the database. 

A. Association Rule Mining using Selection Technique for 
Sensitive Rules 
Privacy-preserving data mining (PPDM) is designed to 

minimize the privacy threats. Privacy threats are decreased by 
sensitive information hiding process from databases. These 
types of data having the confidential information result in the 
privacy threats when the data gets misused. Heuristic methods 
are used to choose the suitable data for sanitization to hide the 
sensitive information. In hiding the sensitive information 
process, side effects of missing cost and artificial cost are 
created. The beneficial method is used to choose the hidden 
sensitive information based on the NP-hard problem in 
sanitization process. 

An extensive work on privacy-preserving data mining 
(PPDM) is carried out in various contexts. A general 
characteristic of frameworks is the patterns mined from the 
data that are planned to distribute with parties other than the 
data owner. The significant difference between the work and 
issues is: both the fundamental data and the mined results are 
not planned for sharing and stays private to the data owner. A 
conservative frequency-based attack model [3] is used where 
the server recognizes the correct set of items in the owner’s 
data. Furthermore, it recognizes the exact support for all items 
in the original data. 

Patterns with read/write Support Encrypted TDB B* 

User

Original TDB-D

Mining Query

Client / owner side

Encrypt / 
Decrypt module

Encrypted Patterns

Server

 

Fig. 1. Architecture of mining-as-service paradigm 

The client/owner encrypts the data using encrypt/decrypt 
(E/D) module which is considered as a black box from its 
viewpoint. Encrypt/decrypt (E/D) module is used for 
converting the input data into an encrypted database. On the 
other hand, the server performs data mining operations and 
transmitted the patterns in the encrypted form to the owner of 
the data. The encryption scheme contains property where the 
revisited supports are not true supports. The E/D module 
regains the true individuality of the returned patterns and the 
true supports. An encryption scheme is named as RobFrugal. 
It is used to change the client data before it send to the server. 

An alternative protocol is designed in [4] using simplicity, 
efficiency and privacy. Particularly, protocol fails in 
depending on commutative encryption and oblivious transfer. 
The solution is not completely secured. It gives large 
information to a small number of feasible combinations not 
same as protocol that discloses information. 
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B. Rule hiding for Privacy Preservation 
The association rule hiding technique is to remove the 

sensitive rules from the transactional database during 
association rule mining. ARH technique protects sensitive data 
items by concealing the sensitive rules from miners and 
discloses all the non-sensitive rules to the miners. Data 
perturbation is used by Privacy Preserving Data Mining 
(PPDM) approach takes single-level trust on data miners. The 
technique establishes the ambiguity regarding individual 
values than the data released to the third parties for data 
mining purposes. In single trust level assumption, a data 
owner creates disturbed copy of its data with an amount of 
uncertainty. This assumption is restricted in many functions 
where a data owner trusts the data miners at various levels. An 
innovative dimension of Multi-Level Trust (MLT) [5] 
contains new demands for perturbation based PPDM. In 
contradiction to the single-level trust situation where only one 
perturbed copy is released and several perturbed copies of the 
similar data is presented for the data miners at various trusted 
levels. 

The additional trust in data miner resulted in the less 
perturbed copy access. It also contains the access to the 
perturbed copies exist at lower trust levels. Additionally, data 
miners access multiple perturbed copies in forms. With 
diversity maintained across perturbed copies, the data miner 
on the other hand produced an exact reconstruction of the 
original data than permitted by the data owner. It is known as 
the diversity attack. It comprises the colluding attack situation 
where adversaries join their copies to increase an attack. It 
also incorporates the situation where an adversary uses public 
information to execute the attack by themselves. Preventing 
diversity attacks is the significant issue in solving the MLT-
PPDM problem. 

A compact prelarge GA-based (cpGA2DT) algorithm is 
designed in [2] to perform hiding operation of the sensitive 
itemsets while deleting transaction. The designed algorithm 
solves the issues of the evolutionary process by implementing 
both the compact GA-based (cGA) mechanism and the pre-
large concept. A fitness function that was flexible in nature 
was structured using three adjustable weights to identify 
suitable transactions deleted to securitize the sensitive itemsets 
with minimal side effects of hiding failure, missing cost and 
artificial cost. A GA algorithm minimizes the memory needs 
by not taking the crossover and mutation operations but mimic 
the performances of traditional GAs. 

C. Association Rule Hiding Techniques with Minimal Side 
Effects 
The common technique of PPDM is to sanitize the 

database for hiding the information that is sensitive. A novel 
hiding-missing-artificial utility (HMAU) algorithm is 
designed in [6] to hide sensitive itemsets during transaction 
deletion. The transaction through the higher ratio of sensitive 
to non-sensitive one is chosen to delete. 

In order to hide sensitive itemsets, three side effects were 
considered known as hiding failures, missing itemsets and 
artificial itemsets. Data sanitization is used to hide the 
sensitive knowledge from reveal in PPDM. To reduce the side 
effects, minimal distortion of the databases is required.  

The transactions with any of the sensitive itemset are 
designed to locate the minimal HMAU values between 
transactions. The transaction with minimal HMAU value is 
directly taken away from the database. The process gets 
iterated till all sensitive itemsets are hidden. To avoid 
exposing hidden sensitive itemsets, the minimum count is 
modernized in the deletion process. 

Original 
Database

Display the database 
containing sensitive 

itemsets

Calculate the 
dimensions of HFD, 

MID and AID

Compute HMAU

Delete the transaction 
with the minimal value 

of HMAU

Modernize the 
minimum Count

Modernize occurrence 
frequencies of Itemsets

|H|=0? No

Yes

Sanitized 
Database

 

Fig. 2. HMAU Algorithm 

A new heuristic method is designed in [1] that changes few 
transactions in the transaction database to reduce the supports 
or confidences of sensitive rules without any higher side 
effects. Connection between rules is not apparent to attain the 
goal. Heuristic methods are used for incrementing the hidden 
sensitive rules and minimize the number of modified entries. 
Rejected side effects are removed in the rule hiding process. 
The complete sensitive rules are hidden without unauthentic 
rules that are falsely created. 

IV. COMPARISON OF ASSOCIATION RULEHIDING 
TECHNIQUES FOR PRIVACY PRESERVATION & SUGGESTIONS 

In order to evaluate the privacy perseveration using 
association rule hiding, number of data is taken to execute the 
experiment. Various parameters are used to calculate the 
privacy preserving in association rule hiding of the data 
mining techniques. 

A. Privacy Preserving Level  
Privacy preserving level is described as the level at which 

the data is privately transacted to the corresponding user 
without showing to the public users. It also increases the 
information delivery to the private users. It is measured in 
terms of percentage (%). 
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TABLE I. TABULATION FOR PRIVACY PRESERVING LEVEL OF 
ASSOCIATION RULE HIDING TECHNIQUES FOR PRIVACY PRESERVATION 

 

Fig. 3. Privacy Preserving Level of Association Rule Hiding Techniques for 
Privacy Preservation 

Fig. 1 describes the privacy preserving level of association 
rule hiding techniques for privacy preservation.  The privacy 
preserving level comparison takes place on existingPrivacy-
Preserving Mining of Association Rules from Outsourced 
Transaction Databases (PPMAR-OTD)technique and Secure 
Multi-party Computation (SMC) algorithm. The experiment 
shows that SMC Algorithm has 9.37% higher privacy 
preserving levelthanPPMAR-OTD technique. 

B. Data Utility Rate 
Data utility rate is defined as the amount of data utilized 

for privacy preserving using association rule hiding 
techniques. It is measured in terms of percentage (%). 

𝐷𝑎𝑡𝑎 𝑈𝑡𝑖𝑙𝑖𝑡𝑦 𝑅𝑎𝑡𝑒

=
𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑢𝑡𝑖𝑙𝑖𝑧𝑒𝑑 𝑓𝑜𝑟 𝑝𝑟𝑒𝑠𝑒𝑟𝑣𝑖𝑛𝑔 𝑝𝑟𝑖𝑣𝑎𝑐𝑦

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 
 

TABLE II. TABULATION FOR DATA UTILITY RATE OF ASSOCIATION RULE 
HIDING TECHNIQUES FOR PRIVACY PRESERVATION 

Number of Data 
(Number) 

Data Utility Rate (%) 
PPMAR-OTD 
Techniques SMC Algorithm 

10 68 51 

20 72 54 

30 75 56 
40 78 58 

50 80 61 

60 81 64 

70 84 68 

The data utility rate comparison takes place on existing 
Privacy-Preserving Mining of Association Rules from 
Outsourced Transaction Databases (PPMAR-OTD) technique 
and Secure Multi-party Computation (SMC) algorithm. 

 

Fig. 4. Data Utility Rate of Association Rule Hiding Techniques for Privacy 
Preservation 

Fig. 2 explains the data utility rate of association rule 
hiding techniques for privacy preservation. The experiment 
shows that PPMAR-OTD technique has 23.53% higher data 
utility rate than SMC Algorithm. 

C. Efficiency (in terms of Side Effects) 
Efficiency is defined as the number of data hided without 

any side effects to the total number of data given. It is 
measured in terms of percentage. 

𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (%) =
𝐷𝑎𝑡𝑎 ℎ𝑖𝑑𝑒𝑛 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑎𝑛𝑦 𝑠𝑖𝑑𝑒 𝑒𝑓𝑓𝑒𝑐𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑔𝑖𝑣𝑒𝑛
 

TABLE III. TABULATION FOR EFFICIENCY OF ASSOCIATION RULE HIDING 
TECHNIQUES FOR PRIVACY PRESERVATION 

Number of Data  
(Number) 

Efficiency (%) 
MLT-PPDM cpGA2DT Algorithm 

10 75 65 
20 78 68 
30 81 71 
40 83 74 
50 85 77 
60 87 81 
70 89 83 

 

Fig. 5. Efficiency of Association Rule Hiding Technique for Privacy 
Preservation 

Number of Data 
(Number) 

Privacy Preserving Level (%) 

PPMAR-OTD 
Techniques SMC Algorithm 

10 61 69 
20 64 71 
30 68 74 
40 71 78 
50 74 82 
60 78 85 
70 80 88 
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Fig. 3 demonstrates the efficiency of association rule 
hiding techniques for privacy preservation. The efficiency 
comparison takes place on existing compact prelarge GA-
based (cpGA2DT) Algorithm and Multi-Level Trust Privacy 
Preserving Data Mining (MLT-PPDM).The experiment shows 
that MLT-PPDM is 10.34% higher efficient than 
cpGA2DTAlgorithm. 

D. Execution Time 
Execution time is defined as the time taken to hide the data 

with minimum side effects. Execution time is measured in 
terms of milliseconds (ms).  

Fig. 4 describes the execution time of association rule 
hiding techniques for privacy preservation. The execution time 
comparison takes place on existing compact prelarge GA-
based (cpGA2DT) Algorithm and Multi-Level Trust Privacy 
Preserving Data Mining (MLT-PPDM). The experiment 
shows that cpGA2DT Algorithm consumes 33.86% lesser 
time for execution than MLT-PPDM. 

TABLE IV. TABULATION FOR EXECUTION TIME OF ASSOCIATION RULE 
HIDING TECHNIQUES FOR PRIVACY PRESERVATION 

Number of Data 
(Number) 

Execution Time (ms) 

MLT-PPDM cpGA2DT 
Algorithm 

10 21 15 

20 25 18 

30 28 20 

40 31 23 
50 34 26 

60 37 29 

70 40 32 

 

Fig. 6. Execution Time of Association Rule Hiding Technique for Privacy 
Preservation 

E. Memory Requirement  
Memory requirement is defined as the amount of memory 

space required forhiding the data using the association rule 
hiding techniques.It is measured in terms of mega bytes (MB). 

TABLE V. TABULATION FOR MEMORY REQUIREMENT OF ASSOCIATION 
RULE HIDING TECHNIQUES FOR PRIVACY PRESERVATION 

Number of Data 
(Number) 

Memory Requirement (MB) 
HMAU Algorithm Heuristic Method 

10 12 17 

20 15 19 

30 18 21 

40 21 24 

50 24 28 

60 27 32 

70 30 35 

 

Fig. 7. Memory Requirement of Association Rule Hiding Technique for 
Privacy Preservation 

Fig. 5 illustrates the memory requirement of association 
rule hiding techniques for privacy preservation. The memory 
requirement comparison takes place on existing Heuristic 
Method and Hiding-Missing-Artificial Utility (HMAU) 
algorithm. The experiment shows that HMAU Algorithm 
takes 21.59% lesser memory space than Heuristic Method. 

F. Hiding Failure Rate (in terms of Side Effects) 
Hiding failure rate is defined as the ratio of number of 

sensitive itemsets before sanitization to the number of 
sensitive itemsets after sanitization. It is measured in terms of 
percentage (%). 

Fig. 6 shows the hiding failure rate of association rule 
hiding techniques for privacy preservation. The hiding failure 
rate comparison takes place on existing Heuristic Method and 
Hiding-Missing-Artificial Utility (HMAU) algorithm. 
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TABLE VI. TABULATION FOR HIDING FAILURE RATE OF ASSOCIATION 
RULE HIDING TECHNIQUES FOR PRIVACY PRESERVATION 

Number of 
Data(Number) 

Hiding Failure Rate (%) 
HMAU Algorithm Heuristic Method 

10 25 18 

20 28 21 

30 31 24 

40 35 27 

50 37 30 

60 39 33 

70 41 36 

The experiment shows that Heuristic Method has 26.63% 
lesser hiding failure rate than HMAU Algorithm. 

 

Fig. 8. Hiding Failure Rate of Association Rule Hiding Technique for 
Privacy Preservation 

V. DISCUSSION ON LIMITATION OF PRIVACY 
PRESERVATION IN TRANSACTIONAL DATABASE 

An encryption scheme designed with 
encryption/decryption module was used to transform client 
data before it send to the server. An attack model was 
designed to expose secret information and knowledge for 
privacy preserving mining. Usually, association rule mining 
task is performed in a shared privacy-preserving framework. 
In privacy preserving mining, the mined result is not aimed at 
sharing and stays as private. Attack model failed to know the 
details for encryption algorithms. Encryption scheme preserve 
the support item count values, attacker module can only work 
based on false support item counts. 

Heuristic methods are used to improve the level of hidden 
sensitive rules quantity. The modified database is used to hide 
sensitive rules with limited side effects. Efficient mechanisms 
are needed to increase the speed of the rule hiding process for 
large databases. The association rules generated from the 
modified database have item sets does not appear in original 
transaction database. The side effect minimization fails to 
retain the correlation among rules on the modified 
transactional database. Secure Multi-party Computation 
(SMC) algorithm computes the union of private subsets. 

Secure mining of association rules is located in distributed 
databases in horizontal manner. The leakage information 
delivers, the protocol of item sets exposed, were insecure. 
Secure protocol is not based on the commutative encryption 
and transfer. 

MLT-PPDM introduces the flexibility dimension that 
permits the data owners to make perturbed copies of data for 
various trust levels. In MLT-PPDM, data miners have an 
ability to approach several perturbed copies. Multiple 
perturbed copies and data miners achieves diversity attacks to 
modernize the original data more correctly. The department 
fails to have more power in reconstructing the original data 
with many copies. The data set does not re-anonymized after it 
is modified with insertions and deletions. Less perturbed 
copies are not used by data miners at lower trust levels. 

A. Related Works 
Direct and Indirect Discrimination Prevention method [9] 

was designed to evaluate the discriminatory frequent item sets 
between original and modified transactional database during 
data mining process. Discrimination-free data models are 
produced from transformed data set without damaging data 
quality and mining based on single measure. However, 
discrimination fails to include any measure to remove 
redundant information. To provide with a minimum extension 
to the original database, Border based approach with hiding 
algorithm [11] was designed to present the sensitive 
knowledge hiding. Border approach provides globally optimal 
solution for sensitive frequent item set hiding. However, the 
border approach fails to change the original data set properly, 
lead to information leakage and redundant frequent item sets. 
The regenerated frequent patterns were not present in the 
initial data set. 

Locality-Sensitive Hashing (LSH) based Blocking 
Approach with a Homomorphic Matching Technique [10] is 
designed for recognizing the candidate record pairs. The 
matching of pairs is designed using a basic protocol 
performing simple distance computations. Matching 
Technique is used for Privacy-Preserving Record Linkage. 
Though, it fails to create exact results because of the used 
anonymization format. Because of improper encoding, the 
initial distances fails to preserve.In order to obtain higher 
computational overhead, Local NN-search and Global data 
reorganization technique [8] is implemented for Sensitive 
Transactional Data. But, anonymization of personal data is not 
enough in various applications and the approach is not suitable 
because of the high dimensionality of the data.  

An improved Gaussian Function based Perturbation 
Technique [7] was designed for preserving privacy of 
association rules and private data of individuals in an 
outsourced business transaction database. Gaussian Function 
based perturbation technique [7] preserved the privacy of 
association rules generated from the dataset and the sensitive 
frequent item sets. However, it is highly complex for 
distributed high volume dataset in cloud environment. A 
group incremental feature selection algorithm [12] was 
developed to locate the new feature subset in a short interval 
of time, when multiple objects are added to a decision table. 
Incremental feature selection algorithm is derived from 
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information entropy and it manages an effectual as well as 
well-organized mechanism. Though, the time complexity does 
not include the computational time of entropies.  

B. Future Direction 
The future direction of the privacy preservation using 

association rule hiding techniques needs to handle the 
confidentiality of sensitive rules in terms of better data utility 
and optimal side effects on the modified transactional 
databases. As each user may have different concern over 
privacy, user-oriented privacy preserving techniques can be 
developed.  Parallel algorithms could be developed to prevent 
revealing of sensitive association between items and to 
improve the performance of the algorithm for large and 
dynamic datasets. Most of the proposed research works are 
concentrating on side effects and numbers of sensitive rules 
are hidden from sanitized database. Those are not clearly 
stated about number of rules are hidden in each iteration, 
number of levels in multi-level sensitive rule hiding, number 
of scan needed for the database, computational efficiency in 
terms of memory and CPU time. In future, these objectives are 
also being considered and new techniques are to be proposed 
for hiding the sensitive association rules in privacy preserving 
data mining. 

VI. CONCLUSION 
Based on the obtained nature of the survey, existing 

privacy preservation techniques in data mining using 
association rule hiding techniques has less privacy preserving 
level and also involves higher amount of side effects. At the 
same time, the utility of the data is also very low. As well, it 
takes higher execution time and so the efficiency gets 
decreased. The survey shows that while sending the data to the 
destination, the public user access the data and so the privacy 
is not maintained when it reaches to the destination. These 
types of issues decrease the effectiveness of the existing 
systems. The wide range of experiments on existing 
techniques calculates the relative performance of several 
privacy preserving techniques and its limitations. For this 
reason the new privacy preservation technique using 
association rules hiding techniques are planned to design. 
Finally from the result, the research work can be carried out in 

privacy preservation using association rule hiding techniques 
to attain minimal side effects with higher data utility. 
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Abstract—For monitoring public domains, surveillance 
camera systems are used. Reviewing and processing any 
subsequences from large amount of raw video streams is time 
and space consuming. Many efficient approaches of video 
summarization were proposed to reduce the amount of irrelevant 
information. Most of these approaches do not take into 
consideration the illumination or lighting changes that cause 
noise in video sequences. In this work, video summarization 
algorithm for video streams has been proposed using Histogram 
of Oriented Gradient and Correlation coefficients techniques. 
This algorithm has been applied on the proposed multi-model 
dataset which is created by combining the original data and the 
dynamic synthetic data. This dynamic data is proposed using 
Random Number Generator function. Experiments on this 
dataset showed the effectiveness of the proposed algorithm 
compared with traditional dataset. 

Keywords—Video summarization; Histogram of Oriented 
Gradient (HOG); Correlation coefficients (R); key frames; 
illumination changes; noise; Random Numbers Generator function 

I. INTRODUCTION 
Public places may contain many of stationary cameras 

(such as banks, transport, airports, etc.) for security 
requirements. This data has rich information; it should be 
analyzed in order to get the useful information. Processing and 
storing this huge data is very difficult. It is very important to 
summarize this data in order to facilitate many tasks such as 
data mining tasks. Summarization task is a basic key in data 
mining. Summarization techniques find a compact description 
of dataset transforming it to a smaller and suitable form for 
stream data analysis with the maximum information content 
[1], [2]. 

Video summary can take two forms: a static summary [3], 
[4], which is a set of selected key-frames, or a dynamic video 
which is a short video constructed by concatenating short 
video segments [5]. Several efficient video summarization 
approaches have been proposed for surveillance video stream 
such as [6]-[9]. For real-time, generally video summarization 
approaches utilized motion object detection and extraction as 
essential process to extract motion information from video 
sequence [10]-[12]. Many of summarization approaches 
generated a video synopsis or summary for a single video 
stream such as [13]-[15]. Summarization approaches for single 
camera do not give generalization to multiple cameras and 
they do not take into account the relationship between the 
different cameras. Thus, some recent approaches have been 
proposed to handle the problem of multiple stationary cameras 
to produce a video summary for related scenes. 

Xu et al. (2015) in [16] developed a new video 
summarization framework using clustering techniques that 
produces s video summary for multiple videos observing the 
same scene by computing a shared activity among all scenes. 
Gygli et al. (2015) in [17] proposed a new dynamic video 
skimming in which a supervised approach was used in order to 
learn the useful global information of a summary. The result 
of the proposed method is an optimal video summary that 
maintain the diversity of the original video. Kuanar et al. 
(2015) proposed a video summarization approach using a 
graph theoretic method. The steps can be summarized: Shot 
boundary detection is achieved depending on Bag of Visual 
Words and the global feature such as color, texture and shape 
to remove the redundant frames. The video summary is 
constructed using Gaussian entropy algorithm [18]. Sigari et 
al. (2015) proposed a fast video summarization using an on-
demand feature extraction and a fuzzy inference system. 
Based on an on-demand feature extraction, the input video is 
partitioning to highlight and analyze video content.  Each 
highlight is assigned a score using a Fuzzy Inference System. 
The score value indicates the importance of the events 
occurred in the highlight [19]. Bian et al., (2015) proposed a 
video event summarization method which comprised three 
stages: (1) noise removal. (2) Discovering sub events from 
multiple data types. (3) Generating visualized summary from 
the microblog streams of multiple data types [38].  Fu et al. 
proposed a summarization technique using the spatio-temporal 
shot graph, then the shot graph is divided and clusters of 
event-centered shots with similar contents are constructed. 
The video summary is produced by solving a multi-objective 
optimization problem by shot importance evaluated using a 
Gaussian entropy fusion technique [39]. Zheng et al. (2015) 
proposed a novel surveillance videos summarization. The 
motion feature is extracted using graphics processing units 
GPU to reduce running time. Then, the result of this step is 
smoothed to reduce noise, and finally, the video summary is 
created by selecting frames with local maxima of motion 
information [40]. 

Most of these approaches for video summarization do not 
take into account temporal noise which occurs in scenes under 
illumination changes or light changes. Noise is a common 
problem in digital cameras due to some of errors may occur in 
one of two sensor cameras, or ambiguity in some of the sensor 
data that is exposed to noise. The video summarization that 
based on motion detection with noisy video produces wrong 
motion object vectors. For real world applications, the feature 
extraction in computer vision and image processing should be 
robust to brightness or illumination changes or to frame 
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distortion such as noise or blur. The illumination or brightness 
changes of some points between consecutive frames in video 
frames sequence often occur due to variations in parameters of 
different video cameras, or moving of objects from one part to 
another part of the scene can be changed with different 
illuminations [20], [21]. Presence of these issues will cause an 
inaccurate processing of the video stream. Most of the video 
summarization methods for a single static camera or multi-
camera video do not take into account to illumination changes 
or to the existing noise signals which are occurred in some of 
video frames. They depended on the assumption that noise or 
illumination values are static along video frames. 

In this research, multi-sensor video summarization 
algorithm has been proposed based on Histogram of Oriented 
Gradient (HOG) procedure which is used as feature extraction 
and robust similarity or dissimilarity measure which is 
Correlation Coefficients approach. Unlike some video 
summarization approaches in the literature, the proposed 
algorithm framework is not operated directly on the raw 
pixels. The algorithm uses the feature vector for each frame in 
video sequence in order to improve the motion detection 
accuracy under illumination variance and shadowing. Thus, 
(HOG) is selected for this purpose. 

The availability of real or representative data is an 
important issue for evaluating data analysis algorithms. 
Because of some of real data are lack or difficult to obtain, 
synthetic data becomes alternative data. In many research 
areas such as data mining, image processing, computer vision, 
sensor networks, and artificial intelligence developed different 
synthetic data generation schemes for different applications 
[22], [23]. Corruption of data may come from noise or blur 
which sometimes comes from different atmospheric 
conditions. Many approaches used synthetic multi-temporal 
data generated by Gaussian noise in order to test and evaluate 
their proposed approaches such as [24]-[26]. These techniques 
produced the traditional Gaussian noise which is identically 
distributed noise. Meaning that, the noise values at all pixel 
locations in all sequenced data are generated from the 
probability density function with the static mean and the 
standard deviation values. In this work, the developed 
synthetic data generation has been proposed. The proposed 
synthetic data generation method generates sequenced frames 
using Random Number Generator (RNG) function in order to 
simulate the original video sequence containing variant noisy 
frames. 

The paper rest is organized as follows: in Section II, 
background theories that are related to this work are presented.  
The proposed methodology is provided in Section III. The 
experimental results and performance assessment are provided 
in Section IV and V. Finally, Section VI draws conclusions of 
this work. 

II. THEORY 

A. Histogram of Oriented Gradient 
Histogram of Oriented Gradient HOG is features 

extraction technique and the most successful used to extract 
low-level features for object detection and recognition. HOG, 
can be found in [27], and was originally designed for human 

detection [28], [29]. It has low and computational time [30] 
and robust against shadow and illumination changes [21], 
[31]. The HOG algorithm for an image can be implemented by 
four main steps [33]: 1) gradient computation, 2) orientation 
binning 3) descriptor blocks, and 4) block normalization. 

B. Correlation Coefficients 
The correlation coefficient which is a measure of the 

calculating the score of relationship similarity between two 
variables x and y can be defined as [32]: 

𝑅 = ∑(xi  −x)(yi  −x)
 �∑(xi  −x)2 �∑(yi  −y)2

                                       (1) 

Where 𝑥𝑖  and 𝑦𝑖  are gray level values of 𝑖-𝑡ℎ pixel in the 
first and second frames respectively and 𝑥 and 𝑦 are the means 
of gray level values of x and y. The values of 𝑅 always fall in 
[-1, +1]. When 𝑅 is near to 0 meaning that the relationship 
between the two variables is little and when 𝑅 is near to 1 the 
relationship is greater. 

C. Noise Modeling 
Real environments are often exposed to unexpected 

situations which are considered as noise. Gaussian noise is the 
most natural type of noise which is normally distributed. In 
MATLAB, noisy signal corrupted by Gaussian noise can be 
obtained by using the following: 

𝑔(𝑥,𝑦) = 𝑓(𝑥,𝑦) + 𝜎 ∗ 𝑟𝑎𝑛𝑑𝑛�𝑠𝑖𝑧𝑒(𝑓)� + 𝜇, 
 or 

(𝑥,𝑦) = 𝑓(𝑥,𝑦) + 𝑠𝑞𝑟𝑡(𝜎2) ∗ 𝑟𝑎𝑛𝑑𝑛�𝑠𝑖𝑧𝑒(𝑓)� + 𝜇    (2) 
Where 𝑔(𝑥,𝑦) is the signal with additive Gaussian noise; 

𝑓(𝑥,𝑦) is the original signal; 𝜎 is the standard deviation; 𝜎2 is 
the variance; and  𝜇 is the mean. 𝑟𝑎𝑛𝑑𝑛() is MALAB function 
for generating random numbers with a Gaussian normal 
distribution. The probability density function for a Gaussian 
distribution with mean 𝜇 and variance 𝜎2can be defined as: 

𝑓(𝑥) = 1
√2𝜋𝜎

𝑒−
(𝑥−𝜇)2

2𝜎2                                 (3) 

D. Performance Evalustion Metrics 
The performance evalustion of the proposed video 

summarization algorithm has been achieved using three types 
of metrics: (1) Data compression ratio (DCR) which is the 
ratio between number of frames in the original video and 
number of frames in the summary video [34], (2) Space 
savings (𝑆𝑠𝑎𝑣𝑖𝑛𝑔 = 1 − ( 1

𝐷𝐶𝑅
)) [35], and (3) Condensed Ratio 

(CR) which is the ratio between number of frames in the 
summary video and number of frames in the original video 
[36]. 

III. METHODOLOGY 

A. The Proposed Method for Synthetic Data Generation 
The standard deviation or the variance is the power of 

Gaussian noise signal. The classical Gaussian noise generator 
has the same approximated linear power for all given video 
frames. In dynamic environment, noise features are usually 
changed over time, it is necessary to use a simulation 
technique in order to adjust noise features. In this paper, the 
developed algorithm for generating synthetic video sequence 
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uses MATLAB random number generator function, the output 
of this function is added in (2) instead of the global 𝜎 values 
among frames. The new proposed equation can be defined as: 

𝑔(𝑥,𝑦) = 𝑓(𝑥,𝑦) + 𝑟𝑎𝑛𝑑𝑛 (𝑑) ∗ 𝑟𝑎𝑛𝑑𝑛�𝑠𝑖𝑧𝑒(𝑓)� + 𝜇         
(4) 

Where 𝑑 (d=1) for a single generated random number, 
𝑔(𝑥,𝑦) is noisy frame signal, 𝑓(𝑥,𝑦) is the original frame. 

Fig. 1 illustrates an example the visual comparison 
between the classical synthetic noisy data and the proposed 
synthetic noisy data. 

 
                                                                                            (a)  

 
                                                                                            (b)  

 
                                                                                            (c) 
Fig. 1. Comparison between the classical synthetic noisy data and the proposed synthetic noisy data  (a) The original video sequence, (b) The traditional noisy 
video sequence, (c) The proposed noisy video sequence 

At each iteration, 𝑟𝑎𝑛𝑑𝑛 (1) generates a new single 
random number which is considered as the value of standard 
deviation. The output of the algorithm is noisy video 
containing frames with non-linear or dynamic noise 
components. Mean Square Error (MSE) is used as an error 
measure between the original video signals and the noisy 
video signals. Table1 and Fig. 2 show the comparison between 
Mean MSE's of the classical synthetic noisy data and MSE's 
of the proposed synthetic noisy data for ten sequenced frames. 

TABLE I.  COMPARISON BETWEEN MSE'S OF THE CLASSICAL SYNTHETIC 
NOISY DATA AND MSE'S OF THE PROPOSED SYNTHETIC NOISY DATA 

MSE for traditional noisy sequenced 
frames 

MSE for developed noisy sequenced 
frames 

8 21.86 
7.94 23.31 
7.92 10.61 
7.87 18.83 
7.78 21.77 
7.76 17.91 
7.73 14.3 
7.88 6.29 
7.78 23.42 
7.76 22.9 

 
Fig. 2. Graph of comparison between MSE's of the classical synthetic noisy 
data and MSE's of the proposed synthetic noisy data 

From Fig. 2, notice that the MSE's of the proposed 
synthetic noisy video have nonlinear model, while MSE's of 
the proposed synthetic noisy video have approximately linear 
model. Multi-model dataset is constructed by using the 
original video dataset and the corresponding synthetic 
corrupted video dataset. In this research, this multi-model 
dataset is used for testing and evaluating the proposed 
summarization approach.  
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B. The Proposed Multi-Model Video Summarization 
Multi-model video summarization using Histogram 

Oriented Gradient (HOG) algorithm for features extraction 
and Correlation Coefficient as a measure that quantifies the 
dependency (independency) between two video sequences. 
This algorithm has been applied on the proposed multi-model 
video dataset (for two videos). The videos have equal length 
(n frames). To increase efficiency of the proposed algorithm, 
HOG is used, which is a faster process and has low small 
features space. HOG procedure is computed for the current 
frame 𝑓𝑖  ( 𝑖 = 1. .𝑛) from 𝑣𝑖𝑑1 (original video or reference 
video) and the current frame 𝑔𝑖( 𝑖 = 1. .𝑛) from 𝑣𝑖𝑑2 (the 
corresponding noisy video of the original video). The results 
are two feature vectors. Correlation Coefficients (R) is 
computed between these feature vectors. Algorithm (1) 
illustrates the proposed HOG-Correlation Coefficients 
algorithm. 

Algorithm (𝟏) ∶ HOG-Correlation based Summarization  
Input: Vid1 is the original video sequence 
           Vid2 is the noisy video sequence 
           n is the number of video frames. 
Output:  video summary 
Steps: 
1. Given two video streams, Vid1 and Vid2. 
2. For i = 1 to n 
3.      Read the current frame (fi) from the video stream (Vid1). 
4.      Read  the current frame (gi) from the video stream (Vid2).  
5.     Compute H1 = HOG(fi) and H2 = HOG(gi)  
6.     
Compute correlation coefficient R =
              correlation ( H1 and H2) 
7.     If R >=  0.9 then  
8.           Store the current original frame into summary file.  
9.     else go to step 2 (disregard the current frame ) 
10. end 

To detect redundancy (noisy) frames, we put a constraint 
on the correlation coefficients that are computed from the step 
3. If 𝑅 >=  0.9 then the current frame from the original video 
sequence is stored into a summary file, otherwise go to step 2 
(the current frames is dropped), and then continuously detect 
redundant frames for all frames. 

IV. EXPERIMENTAL RESULTS 
The original samples video datasets for metro and road 

scenes were selected from [37]. Using these videos, the 
synthetic data has been generated. The original and the 
synthetic video were used to construct the multi-model dataset 
for testing and evaluating the proposed summarization 
method. 

The results analysis of the comparison between the 
classical synthetic video generation algorithm and the 
proposed synthetic video generation algorithm can be 
illustrated as follows: 

1) The random noise is in normal distribution 
case 𝑁(0,1),  𝑚𝑒𝑎𝑛(µ)  =  0 and 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 (𝜎2) =1, the 
result contains high noise values (Mean Square Error (MSE) 
= 6.4784e+03). 

2) The random noise is in general distribution 
case 𝑁(𝑢,𝜎2), the result contains very high noise values. 

3) µ and 𝜎2 have values in the range [0, 1] , the result will 
contain lower noise values. The noise values close to zero 
when 𝜎2 is near or equal to zero and the result will become 
similar to the original signal (𝜎2 = 0.1, MSE= 923.0849 
and  𝜎2 = 0.1, MSE= 321.7665). 

4) Applying the proposed algorithm on the input video 
sequence is achieved, the result contains high noise 
components, but these noise components are variant among 
all frames. Randomly, some of the frames have high values 
and others have low values depending on the random values 
of the variance 

Fig. 3 and Fig. 4 show the curves of comparison between 
the original video (metro and road) signals and the 
corresponding synthetic noisy video with different noise 
levels. The x-axis represents the number of frames and the y-
axis represent the average signals of each frame in the 
sequence. 

 
 

a)( 

 

(b) 
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Fig. 3. Sequenced 300 frames from the metro video corrupted by Gaussian 
noise generated with 𝜇 = 0 and different standard deviation values  : (a) the 
original signals. (b) the noisy signals with 𝜎 = 1. (c) the noisy signals 
with  𝜎 = 0.1. (d) the noisy signals with  𝜎 = 0.01. (e) the noisy signals with 
 𝜎 = 𝑟𝑎𝑛𝑑𝑛(1) 

 

 
Fig. 4. Sequenced 300 frames from the road video corrupted by Gaussian 
noise generated with 𝜇 = 0 and different standard deviation values  : (a) the 
original signals. (b) the noisy signals with 𝜎 = 1. (c) the noisy signals 
with  𝜎 = 0.1. (d) the noisy signals with  𝜎 = 0.01. (e) the noisy signals with 
 𝜎 = 𝑟𝑎𝑛𝑑𝑛(1) 

(c) 

(d) 

(e) 

(b) 

a)( 

(d) 

(e) 

(c) 
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In Fig. 3, and Fig. 4, when the noise values are high, the 
summarization of the video streams is not occurred because 
the correlation coefficients are smaller than the threshold 
(𝑅 < 0.9) . When the noise values are small, all correlation 
coefficients will be greater than the threshold (𝑅 > 0.9) . In 
this case, the summarization of the video stream is also not 
occurred and the output video has redundant frames like the 
redundant frames in the original video frames. 

In order to generate a video sequence containing variant 
noisy pixels. The proposed algorithm for generating noisy 
video with dynamic and variant noise values has been applied 
to solve the above problem. The result of this algorithm is a 
noisy video which is used with the original (reference) video 
to form a multi-model dataset. The HOG-correlation based 
algorithm has been applied on this multi-model dataset. The 
correlation coefficients (𝑅) have different values. the values 
that are greater than threshold (𝑅 > 0.9) are saved, otherwise 
are removed. The output is a video summary containing 
important information without redundant and noisy frames. 

V. PERFORMANCE ASSESSMENT 
The HOG-correlation algorithm for video stream 

sumrization have been tested on the video sequence (metro 
scene). The size of short sample of the original metro video is 
equal to 46.9 MB of 3001 frames. The Table 2 shows the 
information details before and after applying the HOG-
correlation algorithm on the multi-model dataset (the original 
and the synthetic videos). As shown in Table2, V1 is the video 
output of HOG-correlation algorithm between the original 
metro video and the video generated using the traditional 
noise video generation algorithm, the size of V1 in the 
memory space is equal 44.9 MB because the original data 
which is 3D video is converted to 2D video. But the number 
of frames of V1 is still the same numbers of the original one. 

V2 is the output of HOG-correlation algorithm between 
the original metro video and video generated using  the 
proposed algorithm of dynamic noise generation with using 
random numbers. The size of V2 is equal to 1.09 MB and the 
number of frames is only 69 after applying the HOG-
correlation based algorithm. 

TABLE II.  THE INFORMATION DETAILS ( VIDEO SIZE AND NUMBER OF 
FRAMES) BEFORE AND AFTER APPLYING THE PROPOSED CORRELATION 
BASED METHOD ON THE ORIGINAL METRO VIDEO AND THE SYNTITHICS 

VIDEOS DATASETS 

Metro video 
sequence 

Video size 
befor 

Video size 
after 

Number of 
frames befor 

Number of 
frames after 

V1 101 MB 44.9 MB 3001 3001 
V2 200 MB 1.09 MB 3001 69 

From the experimental results, the HOG-correlation 
algorithm gives better results when it is applied on the original 
video and the video generated by the developed method of  
dynamic noise generation based on generated random 
numbers. As a result,  it has ability to reduce the size of input 
video sequence and extract important motion information. 

Depending on above information, the performance of 
HOG-correlation algorithm has been tested. Table3 ilustraites 
the performance evalustion of the proposed algorithm using 

three metrics: Data compression ratio (DCR), Space savings 
(𝑆𝑠𝑎𝑣𝑖𝑛𝑔), and Condensed Ratio (CR). 

TABLE III.   THE RESULTS OF THE PERFORMANCE EVALUATION OF 
CORRELATION BASED ALGORITHM FOR METRO VIDEO SEQUENCE 

Meto video 
sequence DCR 𝑆𝑠𝑎𝑣𝑖𝑛𝑔 CR 

V1 2.2494 55.54% 0% 
V2 183.4862 99.45% 97.70% 

As demonstrated in Table3 for the metro video sequence, 
DCR which is the ratio between the incompact size and 
compact size gives very good results for V2 against  the value 
of DCR for V1. The  𝑆𝑠𝑎𝑣𝑖𝑛𝑔, the compact in size relative to 
the incompact size,  for V2 gives better results against  the 
value of 𝑆𝑠𝑎𝑣𝑖𝑛𝑔 for V1. The CR, the ratio between the number 
of output frames and the number of input frames, also gives 
very good results (97.70%) for V2 against  the value of CR for 
V1. 

From the above performance evaluation results, the HOG-
correlation algorithm works better on the noisy video that is 
ctreated using random numbers. 

VI. CONCLUSION AND FUTURE WORK 
In real time applications such as surveillance applications, 

illumination changes or shadowing for motion objects may 
occur in surveillance video stream. Many video 
summarization methods that are trying to construct video 
summary depended on the assumption that noise or 
illumination values are static along video frames. This leading 
to the existing video summarization algorithms will stumble in 
understanding of scene under observation. In this paper, the 
synthetic noisy video generation algorithm has been 
developed for testing the proposed video summarization 
algorithm based on Histogram Oriented Gradient and 
Correlation Coefficient for multi-model video dataset. The 
experimental results on the proposed dataset showed good 
results compared with the classical dataset. For more efficient 
time and space computation, online video summarization 
using Histogram of Oriented Gradient and Correlation 
coefficients techniques will be generated as a future work. 
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Abstract—Software testing is a critical component of modern
software development. For this reason, it has been one of the
most active research topics for several years, resulting in many
different algorithms, methodologies and tools. Combinatorial
testing is one of the most important testing strategies. The test
generation problem for combinatorial testing can be modeled as
constructing a matrix which has certain properties, typically this
matrix is a covering array. The construction of covering arrays
with the fewest rows remains a challenging problem. This paper
proposes a post-processing technique that repeatedly adjusts the
covering array in an attempt to reduce its number of rows. In
the experiment, 85 covering arrays, created by a state-of-the-
art algorithm, were subject to the reduction process. The results
report a reduction in the size of 28 covering arrays (∼33%).

Keywords—Software testing; Combinatorial testing; Covering
arrays; Post-Processing

I. INTRODUCTION

The ever increasing complexity, ubiquity, and dynamism of
modern software systems demands new approaches to quality
assurance. Extensive testing is required to assure that software
works correctly, however, in many practical applications the
number of configurable parameters may be large, and testing
all possible configurations is not possible due to limited testing
resources. Combinatorial testing enables the tester to execute a
small set of test cases on the system, while achieving very high
fault coverage. The pairwise test is one of main approaches
in black-box testing. Several studies have demonstrated the
effectiveness of pairwise testing [1], [2]. By examining fault
reports for several systems [3] shown that ∼100% of faults
can be discovered with 4-wise to 6-wise interactions.

The first step to apply combinatorial testing is to construct
a parametrized model of the System Under Test (SUT). The
tester should first identify the input parameters related to the
test goal, i.e. parameters affecting the system behavior; they
may include but not limited to the following: (a) parameters
of method calls; (b) parameters in system settings; and (c) a
selection of replaceable system components installed in a test
environment, such as hardware devices, system libraries and
applications [4].

The key idea of combinatorial testing is that most of
the SUT faults can be detected by combinations of a small
number of factors. In combinatorial testing, a covering array
(CA) is usually used as test suite, which covers parameter
combinations involving t factors.

Covering Arrays (CA) are one of the most popular methods
for representing pseudo-exhaustive test suites, they are small
in comparison with an exhaustive approach but guarantee a
level of interaction coverage among the parameters involved.
They focus on having minimum cardinality (i.e. minimize
the number of test cases), and maximum coverage (i.e. they
guarantee to cover all combinations of certain size between
the input parameters). To address this problem it has been
proposed several methods (e.g., algebraic, exact, greedy and
metaheuristic); however, usually they produce quasi-optimal
covering arrays that contain combinations of symbols which
are covered more than once (redundant). Redundancy opens
the possibility for designing post-processing algorithms that
eliminate the redundant information in the existing covering
arrays with the aim of improve them.

This paper presents a new algorithm called Post-Procesing
Covering Arrays (PPCA) for eliminating redundant tests; it
receives a covering array as input, then it tries to reduce the
number of tests (rows).

The remainder of this paper is organized in four more
sections. Section II, presents a brief overview of the principal
techniques and tools for constructing covering arrays; Section
III presents the new algorithm for post-processing covering
arrays by deleting unnecessary tests. Section IV, shows the
complete results for post-processing a benchmark composed
by 85 covering arrays. Final remarks are presented in the
section V.

II. RELATED WORK

There are several methods for constructing covering arrays;
according to the strategy for generating covering arrays, they
can be classified into algebraic, exact, greedy and metaheuristic
approaches. Additionally, there are some useful operations that
can be applied to a covering array previously constructed.

Algebraic approaches use formulas or operations with
mathematical objects such as cyclic vectors [5], permutation
vectors (Zero-sum method [6]), groups [7], cover starter [8]
or covering arrays with small values of t, k, v (doubling [9]
and v-plication [10] Algebraic constructions often provide a
better bound in less computational time, but impose serious
restrictions on the system configurations to which they can
be applied. For example, many approaches for constructing
covering arrays require that the domain size be a prime number
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or a power of a prime number; this significantly limits the
applicability of algebraic approaches for testing.

Greedy approaches are more flexible than algebraic con-
structions. These methods can generate any covering array
using as input t, k, and v. The majority of commercial and
open source test data generating tools use greedy approaches
for covering arrays construction (TVG [11], ACTS [12],
Jenny [13] and T tuples tool [14]). The problem with these
approaches are the quality of results –greedy methods rarely
obtain optimal covering arrays–.

The exact approaches are exhaustive methods for the
construction of optimal covering arrays. Despite of the fact
that some approaches have techniques for accelerating the
search process, in general they require an exponential time
for completing the task, making them only practical for con-
structing small covering arrays. Some examples of this type of
construction were reported in [15], [16], [17].

Metaheuristic approaches do not guarantee the construc-
tion of the optimal covering array but in practice they give
good results in a reasonable amount of time. Among the most
used metaheuristics are simulated annealing [18], tabu search
[19], [20] and genetic algorithms [21].

III. METHODOLOGY

This section presents an algorithm for post-processing cov-
ering arrays; it starts with some basic definitions that introduce
the problem, and then the proposed algorithm is described.

A. Definitions and Preliminaries

Definition 1: Let N , t, k, and v be positive integers where
t ≤ k. A covering array CA(N ; t, k, v) is a matrix of size
N × k and strength t where each column has entries from
alphabet Σ of size v. In every N × t subarray, all possible vt

t-tuples of symbols occurs at least once. Then N is the number
of rows, t is the strength of the coverage of interactions, k is
the number of factors (also called the degree), and v is the
number of symbols for each factor (also called the order).

Definition 2: A t-way interaction is the assignment of
specific values to each factor from set of t factors. The array
is ‘covering’ in the sense that every t-way interaction is
represented by at least one experimental run. In any covering
array, the number of N × t subarrays is M =

(
k
t

)
, and the

number of t-way interactions to be covered is
(
k
t

)
vt.

Definition 3: The covering array number CAN(t, k, v) is
the smallest N for which a CA(N ; t, k, v) exists. The CAN
is defined according to

CAN(t, k, v) = min{N : ∃ CA(N ; t, k, v)};

evidently CAN(t, k, v) ≥ vt.

When a covering array is used as test suite:

• Each column represents a parameter of the software
under testing (SUT).

• The symbols in the column specify the values for such
parameter.

• Each row represents a test case to be performed.

(a)

0 0 0 0
0 1 1 1
0 2 2 2
1 0 1 2
1 1 2 0
1 2 0 1
2 0 2 1
2 1 0 2
2 2 1 0
0 0 1 2



(b)

0 0 0 0
0 1 1 1
0 2 2 2
1 0 1 2
1 1 2 0
1 2 0 1
2 0 2 1
2 1 0 2
2 2 1 0
∗ ∗ ∗ ∗


Fig. 1: Detection of a redundant row (a) a covering array
CA(10; 2, 4, 3); (b) the last row (maked by asterisks) is not
required in CA(9; 2, 4, 3).

• The fundamental problem is to determine
CAN(t, k, v).

When a covering array is constructed (see section II), it can
contain t-way interactions which are covered more than once
(in the definition of a covering array, the indication at least
once means that a combination of symbols can be covered
more than once). This fact opens the possibility that some
symbols in certain positions are redundant and can be changed
for any value without affecting the coverage of a CA, these
symbols are referred to as redundant. To illustrate the existence
of redundant rows, consider the example provided in Fig. 1.
If the last row is deleted from the CA(10; 2, 4, 3) shown in
Fig. 1(a) then the matrix shown in Fig. 1(b) is obtained which
is still a covering array because all 2–combinations of symbols
are present. Hence, the last row is redundant and can be deleted
from the original matrix; then CA(9; 2, 4, 3) is better than the
original one.

B. Proposed approach

Let R be the set of possible realizations (t–tuples of Σ),
and I = (Ij)Mj=1 be the vector of interactions (t–tuples of
columns). The i–th row test ri can be represented by a vector
Si of the form

Si = (sij)
M
j=1, (1)

where the t–way interaction sij = (Ij , vij) associates the
interaction Ij to its realization vij ∈ R in the i–th test.

In the example shown in Fig. 2, the set of possible
realizations are R = {00, 01, 10, 11} and the interactions
are (I0, I1, I2) = (c0c1, c0c2, c1c2) and the row test r0 is
represented by S0 = ((c0c1, 10), (c0c2, 10), (c1c2, 00)), the
row test r1 by S1 = ((c0c1, 10), (c0c2, 11), (c1c2, 01)), and
so on.

Elements of Si can be used for building an index M that
maps t–way interactions to lists of row tests that cover each
interaction. That is,

M = ((eo,L(eo))No=1 (2)

where eo ∈ I ×R, and L(eo) is the list of rows that test e0.

For obtaining the reduced covering array, the lists of rows
in M are iteratively modified by removing elements. Given a
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map M, the vector of cardinality S#
i of row test ri is defined

as

S#
i = (f(sij))

M
j=1, (3)

where

f(sij) =

{
#L(sij) if sij ∈ keys(M)

N + 1 otherwise,
(4)

and #L(sij) is the size of the list L(sij).

For deciding which rows are included in the reduced
covering array, the vector S#

i is sorted in ascending order

Ss
i = sort(S#

i ). (5)

This array is an indicator of how a row test is required; when
the first element of Ss

i is one it means that the row is strictly
required. If all elements are set to N+1, then the i–th row test
is unnecessary. Hence, the order of elements in Ss

i is important;
then, for obtaining a reduced covering array vectors Ss

i of all
the rows are compared; the first row in the lexicographic order
–i.e., first unequal elements determine the order– is selected
as the best row test in each iteration; the selected row test is
included in the reduced covering array

C. Algorithm

Procedure PPCA(C) shown in the algorithm 1 illustrates
the proposed approach. The input C is a covering array of size
N×k and the algorithm produces a reduced covering array C ′.
The set L is used to store the row tests of C that are included
in C ′, initially L is set to empty. At line 3, the algorithm
creates a map M by analyzing each row test as stated in (2).
After that, the algorithm iterates the following steps while the
map M has entries, i.e. keys(M) 6= ∅: (a) Select the index
im such that S#

im
is the smaller according to the lexicographic

order (step 5), (b) Remove entries of M that include im (step
6), and (c) Add im to the set L (step 7). Finally, C ′ is obtained
by selecting rows L from C (step 9). Hence, the number of
rows of the resulting covering array, N ′ ≤ N , is equal to the
size of L.

Algorithm 1 A Post-Processing covering array algorithm
(PPCA).

Require: A covering array, C, of size N × k
Ensure: A reduced covering array, C ′, of size N ′ × k with

N ′ ≤ N
1: procedure PPCA(C)
2: L← ∅
3: M← CREATEMAP(C)
4: while keys(M) 6= ∅ do
5: im ← argmin

i∈1...N
Ss
i

6: keys(M)← keys(M) \ Sim
7: L← L ∪ {im}
8: end while
9: C ′ ← Select rows L from C

10: return C ′

11: end procedure

D. Example

The toy example shown in Fig. 2 is used for clarifying
algorithm 1, the matrix C of size 9 × 3 illustrates the test
cases; but some of them are redundant. For obtaining the
reduced covering array C ′ the PPCA algorithm proceeds as
is illustrated in Figure 3 and described in the following:

INITIALIZATION:
After creating the initial map M from C, and
obtaining Ss

i |i = 0, . . . , 8; the row i = 2 is
selected for the first iteration because it is the
smaller according to the lexicographic order; i.e.
Ss
2 [1, 2, 2] is selected because row 2 is strictly

required for covering (c0c2, 01).
ITERATION 1:

After inserting row 2 into the reduced covering
array, and updating the vectors Ss

i for i = {1, 6};
the row i = 4 is selected for the next iteration.

ITERATIONS 2,3:
Row s 3 and 0 were included in C ′. Note that
if one of the rows 1, 6 or 8 were selected in
iteration 3 (by a function other than the proposed),
the covering array C ′ must include one or more
additional rows for the complete covering. But,
by using (5) the optimal solution can be found
because row 0 completes the covering array.

ITERATION 4:
The algorithm finishes because keys(M) = ∅ and
the resulting selection L = {2, 4, 3, 0} are the row
tests included in the reduced covering array.

It is easy to show that all combinations of t = 2 are
included in the matrix C ′ that only includes rows {2, 4, 3, 0}
of C.

IV. RESULTS AND DISCUSSION

This section presents an experimental design and results de-
rived from the methodology described in the previous section.
An experiment consisting of 85 covering arrays was designed,
each covering array was built using a tool called IPOG (one

00 01 10 11

I

R

c0c1

c0c2

c1c2

C

2,6 4 0,1,5 3,7,8

4,6 2 0,5,8 1,3,7

0,5,6 1,2 8,4 3,7

i c0c1c2

1 1 0 1

3 1 1 1
2 0 0 1

4 0 1 0
5 1 0 0
6 0 0 0

0 1 0 0

7 1 1 1
8 1 1 0

Fig. 2: Left: A covering array with k = 3, t = 2, and
Σ = {0, 1}. Right: an illustration of the t–way interactions
of row tests used for generating the map M that relates
realizations R to interactions I.
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INITIALIZATION
M

eO L(eO) #L(eO)
(I0, 00) [2,6] 2
(I0, 01) [4] 1
(I0, 10) [0,1,5] 3
(I0, 11) [3,7,8] 3
(I1, 00) [4,6] 2
(I1, 01) [2] 1
(I1, 10) [0,5,8] 3
(I1, 11) [1,3,7] 3
(I2, 00) [0,5,6] 3
(I2, 01) [1,2] 2
(I2, 10) [8,4] 2
(I2, 11) [3,7] 2

i Ss
i

0 [3,3,3]
1 [2,3,3]
2 [1,2,2] ⇐
3 [2,3,3]
4 [1,2,2]
5 [3,3,3]
6 [2,2,3]
7 [2,3,3]
8 [2,3,3]

L = ∅

ITERATION 1
M

eO L(eO) #L(eO)
(I0, 01) [4] 1
(I0, 10) [0,1,5] 3
(I0, 11) [3,7,8] 3
(I1, 00) [4,6] 2
(I1, 10) [0,5,8] 3
(I1, 11) [1,3,7] 3
(I2, 00) [0,5,6] 3
(I2, 10) [8,4] 2
(I2, 11) [3,7] 2

i Ss
i

0 [3,3,3]
1 [3,3,9]
3 [2,3,3]
4 [1,2,2] ⇐
5 [3,3,3]
6 [2,3,9]
7 [2,3,3]
8 [2,3,3]

L = {2}

ITERATION 2
M

eO L(eO) #L(eO)
(I0, 10) [0,1,5] 3
(I0, 11) [3,7,8] 3
(I1, 10) [0,5,8] 3
(I1, 11) [1,3,7] 3
(I2, 00) [0,5,6] 3
(I2, 11) [3,7] 2

i Ss
i

0 [3,3,3]
1 [3,3,9]
3 [2,3,3] ⇐
5 [3,3,3]
6 [3,9,9]
7 [2,3,3]
8 [3,3,9]

L = {2, 4}

ITERATION 3
M

eO L(eO) #L(eO)
(I0, 10) [0,1,5] 3
(I1, 10) [0,5,8] 3
(I2, 00) [0,5,6] 3

i Ss
i

0 [3,3,3] ⇐
1 [3,9,9]
5 [3,3,3]
6 [3,9,9]
8 [3,9,9]

L = {2, 4, 3}

ITERATION 4
M L = {2, 4, 3, 0}

Fig. 3: PPCA for reducing the covering array instance shown
in Fig. 2, the reduced covering array C ′ is obtained by selecting
the rows {2, 4, 3, 0} from C.

TABLE I: Results of post-processing binary covering arrays,
with 2 ≤ t ≤ 6 and k ≤ 50. The number in each entry is the
value N −N ′ for the instance with values k, t.

t
k

2 3 4 5 6
2 0 - - - -
3 1 0 - - -
4 1 0 0 - -
5 1 1 1 0 -
6 1 1 0 9 0
7 0 0 3 3 4
8 0 0 1 3 4
9 1 0 0 2 3
10 1 1 0 2 3
11 0 1 0 0 1
12 0 0 0 0 0
13 0 0 0 0 0
14 1 0 1 0 0
15 0 0 0 0 0
16 0 0 0 0 0
17 1 0 0 0 0
18 0 0 0 0 1
19 0 0 0 0 0
20 1 0 0 0 0 total

# tested instances 19 18 17 16 15 85
# reduced instances 9 4 4 5 6 28

of the most popular tools in the state-of-the-art of covering
arrays construction).

The results derived from our experiment are shown in
table I. In this analysis, binary covering arrays are grouped by
the number of their columns and their strength. Every group of
t contains the different values of the alphabet for each covering
array. Every cell of the this table shows the number of rows
reduced in the corresponding binary covering array. As seen
in the last row, the results reported a reduction in the size of
28 covering arrays (∼33%).

Section II summarizes the techniques for constructing
covering arrays, they can be grouped into: algebraic, greedy,
exact and metaheuristics techniques. The best known solutions
for CA with t = 2, 3, . . . , 6 are publicly available [8]. By
analyzing that results, one can see that metaheuristics tech-
niques produce better bounds but they are computationally
expensive. For this reason, these techniques have concentrated
on the construction of CA with k < 100. Algebraic and
greedy techniques are better suited for large covering arrays,
i.e. v > 3, k > 100 and t > 3; therefore, PPCA algorithm
can be used for post-processing solutions constructed by these
heuristics.

V. CONCLUDING REMARKS AND FUTURE WORK

This paper presents a post-processing strategy, called
PPCA, for reducing the size of a covering array. The post-
processing reduces the number of rows of a covering array
through iteratively including the best row in the reduced
covering array –the row that is most important for guaranteeing
covering–. In some cases, the reduced covering array could be
optimized but here we are interested just in reducing the size
of a previously constructed CA, not in building a new one.

A dataset of 85 covering arrays constructed by the state-of-
the-art algorithm IPOG was used to test the PPCA algorithm.
The results show a reduction in ∼33% of the instances.
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In conclusion, PPCA has already proved being effective for
reducing a wide variety of covering arrays.

We are designing a parallel version of the PPCA algorithm,
in order to address problems with high strength, many factors
or rows.
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Abstract—In many institutions relational databases are used
as a tool for managing information related to day to day
activities. Institutions may be required to keep the information
stored in relational databases accessible because of many reasons
including legal requirements and institutional policies. However,
the evolution in technology and change in users with the passage
of time put the information stored in relational databases in
danger. In the long term the information may become inaccessible
when the operating system, database management system or the
application software is not available any more or the contextual
information not stored in the database may be lost thus affecting
the authenticity and understandability of the information.

This paper presents an approach for preserving relational
databases for the long-term. The proposal involves migrating
a relational database to a dimensional model which is simple
to understand and easy to write queries against. Practical
transformation rules are developed by carrying out multiple case
studies. One of the case studies is presented as a running example
in the paper. Systematic implementation of the rules ensures no
loss of information in the process except for the unwanted details.
The database preserved using the approach is converted to an
open format but may be reloaded to a database management
system in the long-term.

Keywords—Database Preservation, Transformation Rules

I. INTRODUCTION

There are many advantages of working digitally. Digitally
stored data is easily accessible, manageable and helps in
providing faster and better services to users than their paper
based counterparts. However, with the benefits also come some
trade-offs. For example the constant change in software and
hardware technologies affect the data. This change may turn
data unreadable as the old hardware, operating system and
application software used for creating, storing and managing
may not be supported by the latest technology. However,
data may be relevant for the purpose of evidence of activi-
ties, institutional memory, scientific significance or historical
significance and therefore preserving them may be required.
Sometimes keeping organizational data is not a choice but it is
mandated by law or by organizational policy. An example is the
duration for which a university should keep the grades obtained
by students in the courses they studied. This information is no
longer required in day-to-day matters after a student completes
his degree but it may be required as an evidence in the long-
term.

Keeping in view the significance of data, digital preser-
vation may be required for ensuring the constant availability

of data over time. Selecting a preservation strategy, tools and
formats for preserving data is a complicated task. Typically,
decisions depend on the aims for given settings and insti-
tutional needs [5]. However, study shows that the selection
of open formats is better for preservation than proprietary
formats whenever possible [18]. Data stored in open formats
may be easily accessible in the long term. New software may
be developed for accessing data stored in open formats in
case the existing software becomes obsolete. Moreover, widely
used formats should be used for preservation as they raise the
prospect that they will continue to be used for a long time [28].
In addition to this, formats for which a variety of writing and
rendering tools are available should be given preference [20].
Metadata inherent to data and about the whole environment
around them should be collected. It includes all the technical
metadata like the software used for creation and preservation
of data and non-technical metadata like the people involved
in the creation of data and the reasons behind the creation.
Another good practice may be to minimize the dependence
of digital objects on users and software from the operational
environment and preservation environment.

Different types of digital objects are created and managed
by organizations for their operation including text documents,
images, graphics, audio, videos, databases, websites and soft-
ware. Different preservation approaches are required to pre-
serve different types of digital objects as their nature and
structure are different [4], [25]. For example emulation may
be used as a preservation strategy if it is required to provide
access to obsolete software but if the requirement is to provide
access to data then migration may be used. The focus of this
paper is on relational database preservation.

Software engineering good practices enforce the three lay-
ers approach to information systems design. The interface layer
is accessible to users and get access to the data layer through
the business rules layer. The data layer is implemented in a
relational database. Relational databases are complex digital
objects with a well-defined data structure. They are based on
the formal foundations of relational modeling proposed by [9].
They organize collections of data items into formally-described
tables. They are designed using the rules of normalization
which is a step-by-step reversible process of replacing a
given collection of relations by successive collections in which
the relations have a progressively simpler and more regular
structure [6], [16]. Normalization involves splitting large data
tables into smaller and smaller tables, until reaching a point
in which all functional dependencies among columns are
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dependencies on the primary key of the corresponding table.
Thus, preserving the uniqueness of the primary key ensures
the uniqueness of the representation of the fact subject to
the dependency. This helps databases to be consistent and
efficient in capturing facts. However, because of normalization
the model of a database may become too fragmented and
difficult to understand.

The interface and business rules layers are implemented in
code (triggers, functions, stored procedures and application).
It is a fact that preserving code is an even harder issue than
preserving data. Code is normally platform-dependent hence
the requirement is to preserve the whole engine required to
run it. Otherwise, there is a danger of losing the derived infor-
mation which the code is able to generate. The preservation of
code may refer to the generic software preservation problem
which has been addressed in several ways e.g. emulation and
technology preservation, but none of them makes it platform-
independent [11], [19], [23]. The interface part dealing with
presentation and interaction aspects is less relevant from an
information preservation perspective. Part of the business rules
deal with access control, compliance with organizational policy
of the new transactions, and other operational aspects which
are not very relevant as well. However, part of the business
rules contain functions able to compute complex derived data
which may be absent in the actual database. An example of
this is a ranking function for scholarship granting.

Data stored in database systems are vulnerable to loss
because it may become inaccessible and unreadable when the
software needed to interpret them or the hardware on which
that software runs becomes obsolete or are lost. Data may also
become difficult to understand if the contextual information
needed to interpret them is not known or is lost. Furthermore, if
the structure of the information is too complex it may become a
hard and time consuming task to query the information stored
in a database. It is also possible to have wrong or missing
information in operational systems which may lead to wrong
results when queries will be made in the long term.

Different database systems require different solutions for
solving the issues of complex structure, information embedded
in code and missing or wrong information. For example a
database system may have reached the end of its active life
and is not used in day to day activities (retired databases). A
database may retire in situations like an organization develops
a new human resource management system using the latest
technologies and the old one is not used anymore. Similarly,
databases may retire if the activity for which they were
developed comes to an end. Another kind of databases may
be databases which are operational but a part of them is not
used any more in day to day activities. For example once the
fiscal year of an organization finishes, the data for that year
may not be required in day to day activities.

The proposed solution works in cases where a retired
database needs to be preserved or a snapshot of a database
is taken and needs to be preserved. It follows the general
framework of the Open Archival Information System reference
model (OAIS) [7]. The producer sends a submission infor-
mation package (SIP) containing the database and supporting
information which may be helpful in the database preservation
procedure. A digital preservation team preserves the database
and produces the archival information package (AIP). The AIP

is produced following the model migration approach which
proposes to migrate a relational database to a dimensional
model in the preservation procedure. Moreover, practical trans-
formation rules are proposed which help in carrying out the
model migration procedure. The AIP is stored for the long-
term which may be accessed in the future using a simple to
use and platform-independent tool. The proposed approach
is a step further on the existing approaches for database
preservation.

II. RELATED WORK

Significant research has already been conducted for pre-
serving relational databases for the long-term. The conclu-
sions discard approaches like building technology museums
for preserving specimens of machines, system software and
applications, in all their main versions, so that the backups
of every significant system could be used whenever required.
Emulation is another approach which suggests simulating the
old hardware or software in new machines [10], [13]. However
it is not a permanent solution as technology changes very
fast and writing new emulators is required whenever a change
in technology occurs. More promising research suggests the
conversion of a database into an open and neutral format with
a significant amount of semantics associated, hence making
it independent of the details of the actual DBMS. Such an
approach is the software-independent archival of relational
database approach presented in the sequel.

A. SIARD

The Swiss Federal Archives (SFA) proposed the Software-
Independent Archival of Relational Databases (SIARD) for
preserving relational databases for the future [12]. A software
package known as SIARD Suite was developed which facili-
tates the conversion of a relational database to an open format
known as the SIARD format [26]. It can convert a database
originally in Oracle, Microsoft SQL Server, Microsoft Access
and MySQL to the format. A database archived using the
SIARD Suite needs to be loaded back to a DBMS to be able to
query it. The SIARD format is based on open standards such
as XML, SQL:1999, ZIP and UNICODE. It is able to record
metadata at different levels including database, schema, table,
column, trigger, routine, user, role and privilege. Most of the
metadata is automatically retrieved from the data dictionary.
However parts of metadata like the description of database and
database objects, life span, owner and the people performing
the preservation procedure need to be manually entered.

The DBPreserve Suite (presented in the sequel) is used to
extend the metadata in a SIARD archive.

B. DBPreserve Suite

The DBPreserve Suite is a tool developed in Java for
generating dimensional modeling metadata [2]. The metadata
includes the names of stars and the relevant fact tables and
dimensions. Moreover, it includes the metadata about the levels
and hierarchies based on the levels in dimensions. The tool
automatically extracts most of the metadata from the data
dictionary of the DBMS. However, some information including
the descriptions of stars, dimensions and dimension levels has
to be manually added. The tool adds a new file with the
dimensional modeling metadata in a SIARD Archive.
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III. MODEL MIGRATION APPROACH

A preservation procedure must be initiated when a database
is approaching the end of its active life. The end of a database
active life may be determined by the end of the reason for
its creation but very often the case is of a replacement of
the corresponding information system by a new one. Even in
the latter case, though migration of the previous data may
occur, it may be just partial. So, in all these cases a global
appraisal of the database must be performed and consider
the regulations in force, the probability of data loss, the data
value in terms of evidence for the recorded facts, of scientific
relevance and of organizational memory. This archival analysis
must be accompanied by a technical and economic analysis on
the feasibility of the preservation procedure.

Figure 1 presents the model migration approach for
database preservation which involves the migration of a
database to a dimensional model in the preservation procedure.
The two issues to be considered in the migration procedure
are the complexity of a relational model and the embedding in
code of important knowledge from the application domain. The
requirement of normalization does not remain in force once
the active life of a database finishes and it becomes closed
or when a snapshot is taken and a frozen database is to be
preserved. The data will no longer be updated but it may be
queried for purposes like verifying evidence of activities. This
change of usage and a change in consumers bring a change of
requirements. The need is now to preserve a database in a form
that is easier for consumers to understand and write queries
against. It means that it should be simple and it should give
quick access. This can be achieved by migrating the database
from a relational model to a dimensional model as suggested
by Figure 1. The how-to issue will be dealt latter.

A. Dimensional Modeling

Dimensional modeling is a logical design technique that
seeks to present data in a standard framework which is
intuitive, allows for high-performance access and is resilient to
change [1], [3], [27]. It is compatible with relational modeling
and there is a straight forward mapping between them [8], [21].
It organizes data in tables of two natures, namely dimensions
and fact tables. Dimensions store the detailed data about
objects or entities. Furthermore, they can have levels and
hierarchies which enable users to view data at various levels
of detail. Fact tables store references to the set of relevant
dimensions involved in a business process as well as the values
representing real world facts [14], [15], [17]. A representation
where a fact table is surrounded by dimensions involved in a
business process is known as a star. Dimensions can be shared
by different stars. A bus-matrix is constructed in the process
of developing a dimensional modeling for a source relational
model. It identifies business processes and the dimensions
involved in them. Business processes are listed as matrix rows
and dimensions are listed as matrix columns. The cells of
the matrix are marked to represent which process includes
which dimensions. Data transformations may be needed in the
process of developing a dimensional model from a relational
model as changes may occur in the structure, representation
or content of data [22].

B. Migration Procedure

Figure 1 presents the database preservation procedure using
the model migration approach. It can be seen that extraction,
transformation and loading (ETL) is needed to migrate a
database to its dimensional model. ETL is the process of
taking out data from one or more operational systems (extract),
modify them to fit into the dimensional model formatting needs
(transform) and finally insert them into the dimensional model
(load) [24]. In the migration process the relevant functions
in the database are executed and the derived information are
explicitly stored in new tables or in new columns in existing
tables. This removes the dependency of a database on the
underlying DBMS or computation environment and improves
accessibility. The step of migrating the database to XML
format is included to make it completely platform-independent.
In this manner the main preservation concern of preserving the
database content and the information implicit in business rules
is accomplished.

The next section presents the transformation rules for
carrying out the model migration procedure.

IV. TRANSFORMATION RULES

To make the process of model migration efficient and
traceable a set of transformation rules are proposed. These
rules have three main purposes. The first is to design each
component of the dimensional model from the systematic
analysis of the relational model. The second is to perform a
form of extraction, transformation and loading process on the
data, with the care of keeping track of the original records. A
final verification of the result against the original is important.
The third purpose is to add enough contextual, content, techni-
cal, and provenance metadata to ensure understandability and
authenticity of the database. The overall goal of these rules
is to make sure that as much as possible of the information
in a relational database is transferred to a dimensional model
without any changes or loss. Thus, the rules help in carrying
out the process in a way which ensures that the integrity of
the database is not lost. Moreover, the rules ensure that it is
still possible to query the information for the same purposes
as it was possible with the source systems. Each step taken
following the rules is documented. This helps to ensure the
authenticity of the preserved database. The rules were obtained
from carrying out case studies. One of them is used as a
running example for presenting the transformation rules. The
case study involved a database system which was used to
manage all the information required by the institution about
teachers as well other staff members. Oracle was used as the
DBMS and an application developed in Visual Basic was used
for interaction with the database.

A few years ago the old database system was replaced
by a new state-of-the-art information system. The old system
became frozen as the data stored in it was not updated
anymore. However, the data is important and it may be required
in the future as an evidence of past activities and institutional
memory. Therefore, the database needs to be preserved for the
long-term. A part of the model of the database is presented
in Figure 2. It includes different tables including a table for
the basic information of the personnel, their contracts and
the contract categories. It also includes a table for the salary
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<?xml version="1.0" 

encoding="iso-8859-

1"?>

<DB name="XXX" 

date="today">

<STRUCTURE>

...

</STRUCTURE>

<DATA>

...

</DATA>

</DB>

Fig. 1: Model Migration Approach for Database Preservation
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Fig. 2: A Part of the Model of the Human Resources Department Database

echelon and the motives of the end of contracts. The rules are
grouped based on the phases in which they are implemented.

The rules are grouped based on the phases in which they
are implemented.

1. Preparation and Cleanup
In this phase the source database tables are analyzed which
includes writing a description of each one of them and iden-
tifying empty and temporary tables. The following rules are
implanted in this phase.
i. Describe tables and columns: A description of each table
is prepared with name, meaning, source, number of rows,
number of columns, date of creation, last update, number of
LOB columns and constraints. In addition to this, information
about each table column is collected including name, meaning,
source, data type, number of distinct values, minimum and
maximum value and number of nulls.
An initial analysis of the case study database was done. It was

found that there were 129 tables in the database, collectively
having 999 columns. Following the transformation rules the
descriptions of the tables were written. Statistics about each
table were recorded including the number of rows, number
of columns and number of distinct values in a column and
maximum and minimum value in a column. The description of
Contracts database table is shown at table level and at column
level in Table I and Table II respectively. These descriptions
are stored separately in two database tables in the staging
area. Parts of the descriptive information were automatically
retrieved from the data dictionary. However some information
needed to be manually entered including the source and
meaning.
ii. Remove empty tables and columns: Empty tables may exist
in a database because of various reasons e.g. an anticipated
but unimplemented functionality. Such tables may be ignored
after a thorough analysis. The analysis may include a check
on the meaning of its columns and its relationships with other
tables. Similarly, there may be columns in tables which are
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TABLE I: Table Description at Table Level

Table Name CONTRACTS
Meaning This table contains data about the contracts of employees. Information like the start and end date,

salary, type, duration, renewable or not about the contract are included in the table.
Source Data is added to the table each time a new employee is hired or his contract is renewed. There is a

form for adding a new employee in the application software.
Number of Rows 6220
Number of Columns 36
Date of Creation
Date of Last Update
Number of LOB Columns 0
Comments This table contains data about all the contracts of an employee. The personnel table also contains

data about the current contract of an employee which seems repetition and may be ignored.

TABLE II: Table Description at Column Level

Column Name Meaning Source Data
Type

Number of Nulls Distinct
Values

Minimum
Value

Maximum
Value

codpessoal Reference to personnel
table

New employee
addition form

char 0 2224 AA ZMAV

organization The organization where
the employee works

.... char 1256 10 0032 6

codcadre Cadre Code .... char 4 13 1 9
category Contract Category .... char 1657 260 0 930
invited If the employee is invited

from another institution
.... char 5666 9 0 V

inicfunccateg Start date in a category .... date 5924 175 1969.08.22 2008.12.31
constractsit .... .... char 6023 12 A XXX
organinicfunc .... .... date 5673 27 0 99016
duration .... .... number 268 40 0 51
durationtype .... .... char 3219 2 A M
renewal .... .... char 4247 5 S
motiendcont .... .... char 629 20 0 22
remarks .... .... char 4036 1998 ú

empty for all the rows. Such columns may also be ignored
after an analysis.
The example database tables were analyzed. It was found that
there were 26 empty tables and 67 columns with all nulls in the
non-empty tables. After this step the empty tables and empty
columns were ignored.
iii. Remove temporary tables: Sometimes snapshots of tables
are taken on a specific date and kept in a database. For
example in the process of adding a new functionality in a
database system, a snapshot of the existing tables involved may
be taken as a backup in case of any problems. If documentation
on the database exists, namely its data model, a check against
it may help on the identification of temporary tables. Tables
having similar names and having the same columns are
candidates to be analyzed. If such a copy exists, it may be
discarded and only the table which has the latest information
is kept. The table which has the latest information may have a
greater number of rows. Moreover, database logs may also be
queried to see which copy of the table was updated last. The
analysis may also include comparison of results of queries on
both copies of a table.
Temporary tables of two types were found in the example
database. These tables were either storing data about a middle
step in a process like recording data about all the applicants
for a position before selection or they were snapshots of tables
taken on a specific date. For example the Personnel table
contains data about all the employees in the higher education
institution. However, the Docdee table had data about teachers
working in a specific department. This table should actually be
a View as it presented a part of the Personnel table. Similarly,
the Contests, Conteststea and Contestsntea tables were storing

data about the contests for a specific position having 1, 16 and
1 row respectively. No reference to these tables was found in
other tables. The low number of rows in the tables shows that
they were added because of a newly added functionality in the
system. However, the functionality was not fully implemented
and it was not used. After a confirmation from the users of
the system the temporary tables and the empty tables were
ignored.
2. Identify Keys
In this phase the primary keys and foreign keys identified. The
rules presented below are followed for their identification.
i. Identify primary keys: It may be required to merge and
split tables in the migration process. Typically, it is required
to know the unique identifier in a table to carry out such
operations. Moreover, if a table is a candidate to become a
single dimension, it requires a primary key for linking with a
fact table. Though it may not be always required, it is helpful
to identify primary keys of tables before proceeding to any
operations on the tables. There are different scenarios which
may happen.
(a) The primary key is implemented through database con-
straints and it can be identified just by looking at the con-
straints of a table.
(b) The primary key is not implemented through database
constraints and there is a single candidate key. In this case
there is no other choice, therefore the candidate key is declared
as the primary key.
(c) There is no primary key implemented through database
constraints and there are multiple candidate keys. In this
situation, actual foreign keys in the other tables referencing
candidate keys in the current table are searched for. The
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primary key is chosen among the candidate keys involved in
the external references. Otherwise, any candidate key may be
considered as the primary key.
(d) There is no primary key and no candidate key in a table. In
this situation a primary key column may be added and filled
with numeric values.
The primary keys of the tables in the example database were
identified. It was found that the primary keys conceptually
existed but they were physically not implemented. For example
there was a column in the Personnel table with the initials of
the names of the employees. The number of distinct values in
the column was equal to the number of rows in the table so it
was an obvious candidate key. Furthermore, it turned out that
this column was used in many other tables as a reference to
this table. Therefore, this column was recorded as the primary
key of the table. In addition to this, a check was performed
on the Personnel table to see if it contains repeated records
for persons with the same name. It was found that there were
ten people with the same name. They were considered different
records as the primary key values for these rows were different.
ii. Identify foreign keys: All the tables are analyzed and any
foreign keys are recorded. In some cases foreign keys are
declared through database constraints. To identify the other,
the fields of all the tables are analyzed and their meaning
and contents studied to find out if they are references to other
tables. If a field references any other table, it should be checked
if it contains any orphan child records (OCR). There are three
ways to resolve the situation if OCRs are found.
(a) The OCR may be unwanted data e.g. inserted as a result of
poor data validation applied prior to record insertion. In such
situations the records may be ignored and deleted. However,
any deletion is double checked in order not to damage the
integrity of the database.
(b) The second way is to insert a parent record for each set of
OCRs who needs the same parent record in the parent table.
This way the problem is solved but it may create problems as
the insertion of a new record may mislead users in the future.
Users may consider the new entry a part of the data. For
example the creation of an extra department may mislead users
in the future to consider it a functional department. Therefore,
when using this option it is ensured that it is not confusing for
future users.
(c) The third way is to insert a single parent record for all
OCRs meaning precisely unknown parent record. However, the
issue with this choice is that the keys in the column need to
be changed to the newly inserted record. This way the actual
value inserted in the life of the database is lost.
In the next step the foreign keys in the tables were identified. It
was found that relationships among the tables existed concep-
tually but in most cases they were not physically implemented.
This had resulted in many data quality problems like orphan
child records and illegal values in many tables. The foreign
keys for the Contracts table are presented in Table III. For
example in Contracts table the Codorganization column is a
reference to the Organization table. It included values like
xtCodand for 32 and 44 rows respectively. These are illegal
values and are not in the domain. After an analysis of the
application it was concluded that the application software had
no validation in place before inserting a new record. Therefore,
the system accepted whatever values were entered by users. To
resolve the situation, records were inserted in the Organization
table with the values to avoid losing the records in the loading

process. A similar situation arouse in the Department column
of the Personnel table. The Department column was a reference
to the Department table. In the reference there were some
records with a value iCC The value was correct but because of
case difference OCRs were detected. The actual value in the
parent table was ICC The value was updated to the same as in
the parent table. However in the same table there were some
employees with no department. Therefore a record was inserted
in the parent table with as ’Unknown Department’ with a code
as D All these actions taken for removing the anomalies from
the data were documented and kept for future reference. The
PL/SQL code for these actions was also recorded in textual
format. Table IV presents the preservation actions log. This
log is also included in the AIP.

TABLE III: Foreign Keys in the Personnel table

Column Referenced Table
codcadre cadre
category category
regime regime
coddegree degree
codorganization organization
codstatus status
codprogram program
contracttype contracttype
department department
section section
codteachertype teachertype

3. Normalization In this phase the source database tables are
analyzed to see if they are properly normalized or not. The
rules presented below are followed in this phase.
i. Expand abbreviations: Codes may have been used in the
data to represent the status of something e.g. A - Approved, N
- Not approved, C - Cancelled. Such codes may be replaced
with meaningful words making them clearer and easily dis-
tinguished among them. Alternatively, the encoding may be
recorded as metadata in the corresponding column of the
preserved database. Information on the encoding may come
from the application interface or the code generating it, from
the database documentation or from domain experts.
In some tables abbreviations were used, for example in the
Contracts table ‘Y’ for year, ‘M’ for month and ‘D’ for day
were used in the Durationtype column. The abbreviations were
replaced with the full word.
ii. Normalize tables: Each table is checked against the rules of
relational modeling. Sometimes there are tables in a database
that are not properly normalized. If a table is not properly
normalized it may need to be split into multiple tables which
may then become sources for different dimensions in the
resulting dimensional model. In the normalization procedure,
the extraction of columns into a new table goes along with
the definition of its primary key and leaves a corresponding
foreign key in the original table.
In the example database, there were tables which needed to
be merged. For example the Personnel table was storing basic
data about employees as well as some data about the current
contracts. It was needed to verify if the information about
the current contract of an employee is also stored in the
Contracts table. Queries were made on both tables and the
results were compared. It came out that Contracts table stored
information about all the contracts including any past contracts
and the current one. Another table Personnelinfo was storing
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TABLE IV: Preservation Actions Log

SNo Action Description Rule Code
1 Assigning foreign key to personnelinfo (Column:

maritalstatus) referencing maritalstatus table.
2 alter table personnelinfo add constraint

fk_persoO_data_maritstat foreign key (maritalstatus)
references maritalstatus (codmaritalstatus);

2 Some persons are without department in the personnel table
(department is null), so I inserted a row in department table

2 insert into department (sigla, nomedep)
values(’UD’,’Unknown Department’);

3 Rows in the personnel table with department = null, updated with
department = UD (190 rows)

2 update personnel set department=’UD’ where department
is null;

detailed data about personnel like names of parents, date of
birth, marital status, address, country of origin, bank account
information and so on. A merge was performed but in the
Personnelinfo table there were records for which there was
no matching record in the Personnel table. In order not to
lose information, the records which did not fulfil the joining
condition were manually inserted in the resulting merged table.
Furthermore, the columns which were storing information
about the current contract of an employee in the Personnel
table were ignored as this information was recorded in the
Contracts table.
4. Define Stars
In this phase the tables are clustered, the dimensions are iden-
tified and then the bus matrix is defined. The rules presented
below are followed in this phase.
i. Cluster tables: All the tables are clustered considering their
foreign keys and under the broader context of the relevant
processes in the organization. The organizational processes
about which the system stores data are found out. A discussion
with the users of the system may be helpful. Moreover, looking
at the application program and understanding the way it works
is also important.
For each organizational process there is a set of tables in
the model which stores related data. For all the processes the
set of participating tables are listed. In addition to this, in
each set of tables there is normally a central table which is
identified. This table normally has larger number of rows than
the tables it references. Usually, it has no or a small number of
incoming references but it references other tables. The central
tables have the real world facts recorded in the organizational
processes. They may be candidates to be loaded into fact tables
and become the centers of stars. In the end all the tables
must be included in one or more stars, otherwise new stars
are defined to encompass the remaining tables. To help in the
clustering task, the following guidelines are provided, to be
applied to the set of all tables after the normalization steps.
• An isolated table is a cluster and it is its central table.
• When a table has no incoming references but it references

at least one table, it becomes the central table of a cluster
and the tables it references are recursively included in the
cluster.

• When a table, though having incoming references, is
referencing at least two other tables and has meaning,
in the context of an organizational process, as a fact
recording table at some level of granularity, it becomes
the central table of a cluster and the tables it references
are recursively included in the cluster.

The union of clusters must contain all the tables. A table may
belong to more than one cluster. Sub-clusters may be contained
in larger clusters.
The following organizational processes were identified in the

part of the model of human resources department database
presented in Figure 2.

• Contracts: This process is about the contract of an em-
ployee. An employee is hired by an organization, the
contract is according to a cadre and it may be for a certain
period with an explicit termination motive.

• Echelon: This process manages data about the salary
echelon of an employee. An employee is assigned an
echelon which is further divided into different levels.

• Access Rights: This process manages the access rights
of an employee. For example access to different rooms,
buildings and car parking of the institution.

• Trainings: This process manages the trainings which an
employee takes. The trainings may take place in a specific
organization.

Now keeping in view the organizational processes, the tables
Contracts, Echelon, Trainings and AccessRights seem to be the
central tables of clusters. Starting from the Contracts table, it
can be seen that it references tables, namely Personnel, Cate-
gories, Cadre, Endcontmotives, Sitcontrat and Organizations. It
can be seen that the Personnel table references tables, namely
Countries and MaritalStatus. Furthermore, the Categories table
references the CareerGroups table. The tables referenced by
the Personnel table and the Categories table are included in
the Contracts cluster.
The Echelon and AccessRights tables references the Personnel
table. Therefore, they become the central tables of two different
clusters. Both reference the Personnel table. Therefore the
Personnel table and the tables referenced by it are included in
the clusters. The Trainings table references two tables, namely
Personnel and Organizations. Therefore, the Trainings table
becomes the center of another cluster. The central table refer-
ences the Organizations table, the Personnel table. Therefore,
the Organizations table, the Personnel table and the tables
referenced by it are included in the cluster. The Table V shows
the result of this step.
Though the tables Personnel and Categories reference other
tables, they are not considered central tables of a cluster as they
are not fact recording tables about an organizational process.
Furthermore, it can be seen that all the tables in the model
belong at least to one cluster. Therefore, no table is left in the
process.
ii. Identify dimensions: Each cluster of tables is analyzed to
identify dimensions in the future stars. Moreover, levels and hi-
erarchies in each dimension are identified. A single dimension
may be a target for multiple source tables. The identification is
best guided by the knowledge of the organizational processes
and of their main entities.
The following analysis should be applied to all the clusters,
starting with the smaller ones. In each cluster analyze each of
the foreign keys out of the base table. If the referenced table is
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not part of a dimension or a sub cluster, build a dimension
starting with that table as the lowest level and the tables
it references, on the next level, recursively. The hierarchy is
defined by the sequence of references. If the referenced table
is the base table of a sub-cluster, build a dimension with just
the non-foreign key attributes. The foreign key attributes may
be added to the base table of the main cluster if considered
relevant to understand it.
In the example consider the Contracts cluster. The central table
i.e. Conracts, has several keys. Following FK1 the Personnel
table becomes the lowest level in a dimension. Following FK1
of the Personnel table, the maritalStatus table becomes the
next level in the dimension. Similarly, following the FK2,
the Country table becomes another level in the dimension.
Following the FK2, FK3, FK4 and FK5 of the central table, the
SitContract, Cadre, Organizations and EndContMotives tables
respectively become single level dimensions. Following FK6,
the Categories table become another dimension. The FK1 of
the Categories table lead to the creation of another level in the
dimension by adding the CareerGroups table. Now considering
the AccessRights cluster, the AccessRights table is identified
as the central table of the cluster. At first look it may seem
that the columns, namely Room, Laboraory and Building may
become a separate dimension which levels including Rooms
and Buildings. However, an analysis of the data shows that
these columns have only two distinct values i.e. ‘0’ and ‘1’.
Therefore, they are kept in the central table without creating a
dimension. The FK1 of the central table is a reference to the
Personnel table. The Personnel dimension is already identified
in the previous cluster. Therefore, the same dimension is
included in this star. Similarly the Echelon cluster has the
central table Echelon which references the Personnel table
using its FK1. The Personnel dimension is already identified so
the same dimension can be shared by this star. The Trainings
table is the central table of the Trainings cluster. The central
table seems to have columns for the course an employee
takes, namely Codcourse and Coursename. These columns are
separated and a separate dimension is created, namely Courses.
The central table references the Organizations table using FK2.
Though a column for the name of the organization exists in
the table, it is better to use the Organization dimension.
iii. Define the bus matrix: Decide whether all the clusters
will be converted into stars. For each cluster, the central
table becomes the fact table in the corresponding star and the
dimensions identified in the previous step are also included in
the star. Once all the dimensions and fact tables are identified
a bus-matrix is constructed. The bus-matrix makes it clear
which dimensions are part of which star. In some cases, the
connection between a certain fact table and a dimension may

require a bridge table of some sort. The source tables in the
original model for the bridge tables are also identified.
It is necessary to check whether all the columns excluding
the ones which are deliberately left-out because of a known
reason, belong to at least one map in the end of this mapping
process.
The bus matrix for the example database is shown in Table VI.
It can be seen that four stars are built. The Personnel dimension
is shared by all the stars where as the Organizations dimension
is shared by two stars, namely Contracts FT and Trainings FT.

TABLE VI: Bus Matrix
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AccessRights FT X

Echelon FT X
Trainings FT X X X

5. Implement Dimensions
In this phase the dimensions are implemented. In some cases
it may be needed to use degenerate dimensions. The rules
presented below are followed for implementing dimensions.
i. Implement dimensions: The migrated model should be
made of simple stars, to be easy to query. One technique
to achieve this is to de-normalize the dimensions, including
in each one of them simple or multiple hierarchies. This
corresponds to merging tables in the original model, but
keeping the primary key for each level as a level key. There
may be situations in which some columns from one table may
need to be moved to another table.
While merging tables, situations may arise where some records
in one table mismatch records in other tables. Such situations
are carefully verified not to lose data and the records may be
manually inserted in the resulting merged table if required.
The identified dimensions were implemented. This required
joining and splitting tables. The Personnel dimension re-
quired joining three tables, namely Personnel, Countries and
MaritalStatus. These tables were joined and level keys were
added. Similarly, for the creation Categories dimension the
Categories and CareerGroups were joined. The creation of
Courses dimension required splitting the Trainings table. The
columns related to the course taken, namely CodCourse and
CourseName were added to the Courses dimension. The other
dimensions did not require splitting or merging tables and
they became single level dimensions. The resulting model
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included four stars, namely Contracts, Echelon, Trainings and
AccessRights. The Contracts star is shown in Figure 3.
ii. Include degenerate dimensions: There may be columns
storing descriptive information e.g. ‘remarks’. Such a column
may be added to a dimension if the values are solely dependent
on its key. However, it may be added as a degenerate dimension
value in the fact table if it depends on a combination of
dimensions.
In the Contracts star fact table there column remarks could
become a dimension. However, the number of distinct values
in the column was almost equal to the number of rows in the
fact table; it was decided to keep it in the fact table.
6. Implement Fact Tables
In this phase the fact tables are implemented. They may require
the use of a star schema or a snowflake schema. The rules
presented below are followed in this phase.
i. Use snowflake schema: There may be situations where a
set of tables in the operational system may need to be joined
for constructing a dimension and one of them is a lookup table
with more records than actually used by the lower level in the
hierarchy. In such situations a snowflake schema is constructed
which helps in not losing the higher level rows.
ii. Handle nulls: Nulls are abnormal values in a column in the
sense that, in some situations, they lead to unexpected results
and they require specific operations. When they appear in a
column that is a foreign key, the corresponding line is stripped
from inner joins with the referenced table. One solution is to
use outer joins. Another one is to add a line for the nknownor
ot applicablevalue in the referenced table and update the null
values in the foreign key column to become the corresponding
key.
There were some records in central tables of the clusters with
a null in the foreign key columns. For example the Sitcontract
column in the Contracts table (Figure 2) had some lines with
nulls. Therefore, a row was inserted in the SitContract table
with CODSITCONTR = 0 and SITCONTRACT = ‘Unknown’
and the records in the Contracts table were pointed to this
record.
iii. Convert the records: Before loading data to the target
dimensional model the stars may be compared among them and
it may be checked if two stars are candidates to be combined.
They may be candidates to be combined if they share the same
dimensions, record information at the same level of granularity
and the timing and nature of events is the same. Data may
be loaded to the target dimensional model once the check is
performed.
In the example database there were no similar stars. Therefore,
the dimensions were loaded from the source tables.
7. Code
In this phase the application software or code in other forms
including functions, stored procedures and triggers are dealt
with. The rules presented below are followed in this phase.
i. Analyse application forms: The application program may
have forms for adding new data, displaying the data already
in the system and generating reports. The forms are analyzed
and the functionality is recorded. This may be used to verify
that the resulting dimensional model is able to answer the
queries used in the forms for retrieving information from the
database. Furthermore, screen shots of the forms are taken
and kept for future reference.
Associating different menu items of the application with the

database tables may be helpful in understanding the function-
ality of the form in the future.
Screen shots of the application software were analyzed. The
forms in the application software for inserting new data did
not have validation in place. This was one of the reasons of
orphan child records in some tables.
ii. Make short descriptions of algorithms (code) If there are
functions, stored procedures or code in any form to derive
information from the data stored in a database, they are
executed and the results are explicitly stored. In addition to
this, a description of each piece of code explaining it and the
information it produces is written and kept in the preserved
database.
In the application software there was no such code which
generated derived data not explicitly stored in the tables.
However, there were triggers to show notifications about the
last date of a contract on the contract end date. Description of
the triggers were written and kept for future reference.
8. Metadata and Verification
Metadata is recorded in the migration procedure. In this phase
the results are verified using some of the metadata collected in
different phases. The rules presented below are followed for
collection of metadata and verification of the resulting model
and the data.
i. Record metadata: There is a set of metadata elements that
should be recorded along with the migration procedure, at
several stages. These elements include reference, contextual,
technical, and provenance metadata at several levels like
global, organizational process level, star, dimension and col-
umn levels. Even the mappings which are the basis for the ETL
process from the source database to the target dimensional
model are kept for future reference. The mappings record the
origin of data in the dimensional model and document the
whole process. They may be used to facilitate any verification
procedure.
The recorded metadata was initially kept in the staging area
in database tables. It was moved to the dimensional model
schema once the migration process completed.
ii. Verify the result: In the end of the process a complete
verification of the number of rows in each table against the
original database must be performed, in order guarantee that
no relevant information has been lost. Notice that in rule 8
a completeness check is performed at the level of tables, in
rule 9 at the level of columns, and in rule 11 at the level of
records, so no data is lost in the migration procedure, except
for the assumed irrelevant or empty tables and columns.
In the end of the migration procedure, it was verified that
all the data from the source system was transferred to the
dimensional model. For this purpose the table clustering done
following rule 8 was checked once again. Moreover, it was ver-
ified that the identified dimensions contained all the columns
of all the tables. For this purpose the bus matrix constructed
following rule 10 was reviewed. Furthermore, it was also
verified that the stars contained the relevant dimensions.
The model migrated database becomes free from the opera-
tional environment. It has a simple model which is easy to
understand. Moreover, the metadata gathered in the migration
procedure help in assessing the authenticity of the database.
After the model migration procedure the Archival Information
package is prepared and kept for the long-term.
The complete number of the transformation rules is high but
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Fig. 3: Contracts Star

in many processes not all of them will be actually requiring
effort. The implementation of some of the rules is immediate
if the original database to be preserved is well designed and
with no junk. For example, the identification of keys (Group
II) will be very quick if they are implemented through database
constraints and normalization (Group III) may not be required.
The best opportunity to preserve a database is during its
deactivation but before the system is dismantled. If the system
is still able to run, several steps of the procedure become easier.
If the DBMS is no longer available, or the platform to run the
application, or the know-how on its use, it may become hard
to restore the backups and establish the environment for the
migration to take place.

V. ARCHIVAL INFORMATION PACKAGE

The AIP contains all the information considered relevant
for future use. It contains the following items.

• The model migrated database is converted to SIARD
format for making it completely platform-independent
and then it is included in the AIP. It includes the data
values with a simple model as well as some contextual
metadata. SIARD Suite allows for the addition of
table descriptions, column descriptions, the name and
contact details of the contact person, the owner of the
database and so on.

• The dimensional modeling metadata is generated us-
ing the DBPreserve Suite. The DBPreserve Suite au-
tomatically adds the metadata to the SIARD Archive.

• The preservation log containing the record of all the
steps taken in the database preservation procedure. It

includes the steps taken according to the transforma-
tion rules. The log is stored in a text file.

• Screen shots of the application forms used to add new
data to the database are included in the AIP. A text
file explaining the application forms is included in the
AIP.

• The schema of the original database and the model
migrated database is also included in the AIP.

The structure of the AIP is based on the structure of the
SIARD archive. It is shown in Figure 4.

VI. DATABASE DISSEMINATION

A database preserved using the proposed approach can be
accessed in two ways. Firstly, the database is loaded to a
DBMS using the SIARD Suite. This will require users to have
the knowledge of a query language e.g. SQL. Furthermore, it
will also require a DBMS installed on a machine. The other
choice is the use of the DBPreserve Archive Browser (DAB).
The DAB is a browser developed using Java. The use of DAB
may avoid the need to load back a preserved database to a
DBMS in many use cases. A user needs to select a table from
one combo box thus making it the current focus (base table).
The names of all the tables referenced by the base table are
displayed in another combo box. Users may then open one
of the tables to browse its contents. The browser provides
different browsing functionalities including the following.

• Table Filtering: A user may filter a table by searching
a string in the entire table. Moreover, the search may
be made limited to a single column. The filtering is
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Fig. 4: Archival Information Package

done regardless of the case (upper case and lower case)
of the string.

• Following Keys: The browser also allows navigating
from one table to another table using keys. If a
user clicks on a value in a foreign key column, the
corresponding row in the parent table is displayed.
Similarly, clicking a value in the primary key column
leads to all the corresponding values in the selected
base table

• Table Joins: The browser also allows joining the base
table with the tables it references (if any).

VII. EVALUATION

Evaluation of digital preservation procedures and the result
is a complicated task. The evaluation of a database preservation
procedure is even more difficult as there are no studies avail-
able identifying the parameters for the evaluation. It is hard
to anticipate the tools available in the future and technical
expertise of the people who will be using the preserved
database. Moreover, the usage of a preserved database may
be different from the anticipated usage during the preservation
procedure. However, some points related to any type of digital
objects and procedures can be verified including the use of
open formats, addition of metadata and independence from
the operational environment.

The proposed approach uses the SIARD format as the
archival format for a database. SIARD format is an open
format used by many libraries and archives around the world
for archiving databases. It allows adding some technical and
non-technical metadata. However, the format does not allow to
add dimensional modeling metadata. Therefore, the DWXML
was developed which is also openly available. The DWXML is

added to the archive using the DBPreserve Suite. Moreover, all
the steps taken for the migration of a database are documented
and kept for future reference. This is helpful in controlling
the loss of information and ensuring the authenticity of the
database.

The structure of the database is simplified and can be
easily understood by users in the long term. The simplicity
of the structure also eases the development of new software
for dissemination of a database preserved using the proposed
approach. The DAB is an example which may be helpful in
many use cases for querying a database without the need of a
DBMS.

The database is not dependent on the operational environ-
ment anymore. The application software used in the active
life of a database is not required in the long term to query the
database. In conclusion the simplification of database structure,
usage of open formats, the collection of metadata, minimizing
the dependence on tools from the operational environment and
preservation environment is a step further in the current state-
of-the-art solutions for database preservation.

VIII. CONCLUSION

Database preservation is a complex process that needs to
be carried out in a step by step and traceable manner. The
loss of a single piece of information in the process may
make the authenticity of a preserved database questionable.
The proposed transformation rules for database preservation
are implemented in a systematic manner which guarantee that
no loss of information occurs in the procedure except for
the irrelevant and unwanted details. The resulting preserved
database has a different model from the original one. However,
the model of the preserved database is simple to understand
and easy to write queries against for people who did not
develop it or used it in its active life.

The implementation of the transformation rules shares
some intuitions and techniques with traditional data warehouse
systems. However the ultimate goal of preserving a database
is very different from the usual goal of building a decision-
support system. This has a main consequence in the nature of
the fact tables, which often lack clear measures or the measures
included are just secondary elements.

The model migrated database is converted to the SIARD
format which makes it completely platform independent. The
proposal includes the use of a platform-independent and easy
to use tool for dissemination of a preserved database. The
tool does not require users to have knowledge of a query
language thus avoiding the need of an expert for disseminating
a preserved database. The use of the tool also avoids the need
of installing and configuring a DBMS for loading a preserved
database to it.
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Abstract—Denial-of-service (DoS) attack is aim to block the
services of victim system either temporarily or permanently
by sending huge amount of garbage traffic data in various
types of protocols such as transmission control protocol, user
datagram protocol, internet connecting message protocol, and
hypertext transfer protocol using single or multiple attacker
nodes. Maintenance of uninterrupted service system is technically
difficult as well as economically costly. With the invention of new
vulnerabilities to system new techniques for determining these
vulnerabilities have been implemented. In general, probabilistic
packet marking (PPM) and deterministic packet marking (DPM)
is used to identify DoS attacks. Later, intelligent decision proto-
type was proposed. The main advantage is that it can be used with
both PPM and DPM. But it is observed that, data available in
the wireless network information system contains uncertainties.
Therefore, an effort has been made to detect DoS attack using
dominance based rough set. The accuracy of the proposed model
obtained over the KDD cup dataset is 99.76 and it is higher
than the accuracy achieved by resilient back propagation (RBP)
model.

Keywords—Denial of service; Rough set; Lower and upper
approximation; Dominance relation; Data analysis

I. INTRODUCTION

Denial-of-service attack is one of the most threatening
security issues in wireless networks. Over the past few years,
it is observed that while surfing websites on the internet
a computer in the network host may have been the target
of denial-of-service attacks using various protocols such as
TCP, UDP, ICMP, and HTTP. Among which TCP flooding is
the most prevalent [1]. This results in disruption of services
at high cost. The main objective of denial-of-service attack
is to consume a large amount of resources, thus preventing
legitimate users from receiving service with some minimum
performance. TCP flooding [1] exploits TCPs three-way hand-
shake procedure, and specifically its limitation in maintaining
half-open connections. Denial of service attack is a technique
to make a host or network resource block to its intended
users. The attack temporarily or permanently interrupts or
suspends services of a computer in the network host connected
to the Internet. A permanent denial-of-service attack damages a
system so badly that it requires replacement or reinstallation of
hardware such as routers, printers, or other network hardware.
Hence in general, detection is required before the spread of
this attack. Detection of such an attack is often a part of
information security [2, 3]. Therefore, it is essential to secure
wireless networks from such an attack.

A distributed denial of service (DDoS) attack is a simul-
taneous network attack on a victim from a large number of
compromised hosts, which may be distributed widely among
different, independent networks [4]. By exploiting asymmetry
between network wide resources, and local capacities of a
victim a DDoS attack can build up an intended congestion
very quickly. The Internet routing infrastructure, which is
stateless and based mainly on destination addresses, appears
extremely vulnerable to such coordinated attacks. It is a type of
cyber attacks in which the victim will be overloaded and will
not able to perform any normal functions. Many researchers
have presented their work in various directions. Gavrilis and
Dermatas uses radial basis function neural network and sta-
tistical features to achieve accurate classification of abnormal
activity under DDoS attack without interfering normal traffic
[5]. The advantage of this method is that it can block the
traffic selectively based on the attack. Wang et al. introduced
a queuing model for the evaluation of the denial of service
attacks in computer networks. The network is characterized
by a two-dimensional embedded Markov chain model. It helps
in developing a memory-efficient algorithm for finding the
stationary probability distribution which can be used to find
other interesting performance metrics such as connection loss
probability and buffer occupancy percentages of half-open
connections [6]. Gelenbe and Lukes proposed a model to
defense denial of service attack using cognitive packet network
infrastructure. The technique uses smart packets to select paths
based on quality of service [7].

Mell introduces resistant intrusion detection system archi-
tecture to counter denial of service attack. The components
of intrusion detection system architecture are invisible to the
attacker and also this architecture relocates intrusion detection
system components from attacked hosts. This is achieved by
using mobile agent technology [8]. Hamdi uses outbound and
inbound demilitarized zone to detect denial of service attack.
The major advantage is that it also identifies synchronize-
flooding attack [9]. Later, Chen et al., applied targeted filtering
method to identify a distributed denial of service attack. The
advantage is that it can be deployed at a local firewall. But,
it takes extra time to detect the attack [10]. Rajkumar and
Selvakumar proposed a model using Resilient back propaga-
tion (RBP) algorithm as the base classifier for the detection of
denial of service attack [11]. From the literature survey, it is
understood that much research is carried out for the detection
of denial of service attack and distributed denial of service
attack.
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Denial-of-service attacks commonly block the services of
legitimate user in a wireless network either temporarily oe per-
manently by supplying either short term orlong term harmful
artificial traffic. Additionally, it is observed that the informa-
tion system pertaining to denial-of-service attack in wireless
network contains uncertainties and the attributes involved in
the information system have some specific order. To deal with
such uncertainties, criteria, and specific order the concept of
dominance based rough set can be used. This motivation help
us to think a alternative approach using dominance based rough
set.

In this paper, we propose an alternative method using
dominance based rough set for the detection of denial of
service attack. The rest of the paper is organized as follows:
we discuss basic concepts of dominance based rough set in
section 2. Section 3 discusses dominance principle. A case
study is presented in section 4 to analyze and track denial of
service attack using dominance based rough set. Finally, the
paper is concluded with a conclusion.

II. FOUNDATION OF INFORMATION SYSTEM

An information system provides an expedient to describe
a finite set of objects called the universe with a finite set
of attributes thereby represents all the available information
and knowledge. Formally, it is defined as a four tuple T =
(U,A, V, f) where U = {x1, x2, · · · , xn} is a non-empty finite
set of objects called the universe, A = {a1, a2, · · · , an} is a
nonempty finite set attributes. The component V is defined
as V = ∪a∈AVa, where Va is the set of attribute values that
an attribute a may take. The component f : (U × A) → V
is an information function. The information system is said to
be a decision system if A = C ∪ {d} , C 6= φ, {d} 6= φ and
C ∩ {d} = φ where C is a set of conditional attributes and d
is the decision [12].

Let B ⊆ A. Two objects xi and xj are said to be B-
indiscrinble if f(xi, a) = f(xj , a) for all a ∈ B. Mathemat-
ically, we denote it as IND(B) is defined as below and we
write xiIBxj .

IND(B) =
{
(xi, xj) ∈ U2 : f(xi, a) = f(xj , a)∀a ∈ B

}
Object xj dominates object xi on criteria a if V xj

a ≤ V xi
a ,

where V xj
a is the attribute value of object xj on criteria a. Let

Q ⊆ C be a criteria set. Let us define a dominance relation
dm(Q) on U as

dm(Q) =
{
(xi, xj) ∈ U2 : V xj

a ≤ V xi
a ∀a ∈ Q

}
(1)

If (xi, xj) ∈ dm(Q), then we write xjDQxi. Let P ⊆ C is a
criteria set. Let us define D+

P (xi), P -dominating xi as below.

D+
P (xi) = {xj ∈ U : xjDPxi} (2)

Similarly, we define a set D−P (xi), P -dominated by xias below.

D−P (xi) = {xj ∈ U : xiDPxj} (3)

Two object xi and xj are said to be inconsistent, if their
criterion do not satisfy dominance principle with ordered
decision class [13].

III. DOMINANCE BASED ROUGH SET

Rough set of Pawlak is a mathematical tool used in data
analysis in particular to analyze uncertainties [14]. But it fails
to analyze data containing preference order and may lead to
loss of information. To overcome the limitations the concept
of dominance based rough set is introduced [15, 16, 17]. In
dominance based rough set, given a set of objects, there is
a criterion at least among condition attributes. Additionally
attributes like color, country may not be of preference ordered.
Therefore, criteria attributes are divided into ordered decision
classes based on decision attribute. Also criteria in condition
attributes are correlated semantically with ordered decision
attribute by means of dominance relation.

Formally, dominance based rough set (DRS) is based on
the concept of dominance principle to extract knowledge from
the information system. Here, the classification is carried out
based on decision class (d). Therefore, the decision (d) divides
the universe U into finite number of classes, CL, such as

CL = {CLi : i ∈ T} ;T = {1, 2, 3, · · · ,m}

Additionally, these classes are ordered. It means that, if r, s ∈
T and r > s, then the objects of class Clr are preferred then
the objects of class Cls. The upward and downward unions of
every element Cli of CL is given as Cl≥i and Cl≤i respectively.
Mathematically, it is defined as

Cl≥i = ∪j≥iClj ;Cl≤i = ∪j≤iClj

Let Q ⊆ C, objects certainly belongs to Cl≥i and Cl≤i are
in their lower approximations Q(Cl≥i ) and Q(Cl≤i ) respec-
tively. The lower approximations are defined as below.

Q(Cl≥i ) =
{
x ∈ U : D+

Q ⊆ Cl
≥
i

}
(4)

Q(Cl≤i ) =
{
x ∈ U : D−Q ⊆ Cl

≤
i

}
(5)

Similarly, objects possibly belong to Cl≥i and Cl≤i are in
their upper approximations Q(Cl≥i ) and Q(Cl≤i ) respectively.
It is defined as below.

Q(Cl≥i ) =
⋃

x∈Cl
≥
i

D+
Q(x) (6)

Q(Cl≤i ) =
⋃

x∈Cl
≤
i

D−Q(x) (7)

The boundary region of Cl≥i and Cl≥i , which contains am-
biguous elements are defined as below

BNQ(Cl
≥
i ) = Q(Cl≥i )−Q(Cl≥i )

BNQ(Cl
≤
i ) = Q(Cl≤i )−Q(Cl≤i )
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A. Dominance Relation Based Rule Formation

For a given information system, the dominance principle is
capable of deducing more generalized description of objects.
This can be done by means of upward and downward union
of rough approximation. This is a fundamental concept in a
knowledge discovery.

Let Q ⊆ C be a conditional attributes. Based on the rough
approximation, the Q-lower and Q-upper approximations are
computed on criterion attribute to extract the knowledge. The
rules generated from criterion attribute using upward and
downward union of Q-lower, Q-upper approximations are of
the form “If Condition then Decision”.

In real life situation, the data collected may be uncertain,
vague and imprecise which may leads to inconsistency. The
inconsistency data are identified in rough set by means of
indiscernible relation. Likewise the inconsistency presents in
the collected data are identified in dominance based rough
set on employing dominance relation. The two objects are
said to be inconsistent when the criteria attributes do not
satisfy dominance principle with decision attribute. Further
such inconsistency exists in logic must be removed try as
it leads to error decision. The simplest way to remove such
inconsistency is to omit the inconsistent objects. The five kinds
of determinate rules associated with dominance based rough
set are defined as follows [13].

1) For all criteria ai ∈ Q ⊆ C; if f(x, a1) ≥ V x
a1

and f(x, a2) ≥ V x
a2

and · · · f(x, ai) ≥ V x
ai

, then
x ∈ Cl≥t where t ∈ {2, 3, · · · , n}. Rules generated in
such way called as certain D≥ decision rules. These
rules are obtained from Q(Cl≥t ).

2) For all criteria ai ∈ Q ⊆ C; if f(x, a1) ≥ V x
a1

and f(x, a2) ≥ V x
a2

and · · · f(x, ai) ≥ V x
ai

, then
x ∈ Cl≥t where t ∈ {2, 3, · · · , n}. Rules generated
in such way called as possible D≥ decision rules.
These rules are obtained from Q(Cl≥t ).

3) For all criteria ai ∈ Q ⊆ C; if f(x, a1) ≤ V x
a1

and f(x, a2) ≤ V x
a2

and · · · f(x, ai) ≤ V x
ai

, then
x ∈ Cl≤t where t ∈ {1, 2, · · · , (n− 1)}. Rules
generated in such way called as certain D≤ decision
rules. These rules are obtained from Q(Cl≤t ).

4) For all criteria ai ∈ Q ⊆ C; if f(x, a1) ≤ V x
a1

and
f(x, a2) ≤ V x

a2
and · · · f(x, ai) ≤ V x

ai
, then x ∈

Cl≤t where t ∈ {1, 2, · · · , (n− 1)}. Rules generated
in such way called as possible D≤ decision rules.
These rules are obtained from Q(Cl≤t ).

5) Let O1 = {a1, a2, · · · , ak} ⊆ C; O2 = {ak+1,
ak+2, · · · , ai} ⊆ C; Q = (O1 ∪ O2); O1 and
O2 are not necessarily disjoint. If f(x, a1) ≥ V x

a1

and f(x, a2) ≥ V x
a2

, · · · , and f(x, ak) ≥ V x
ak

and
f(x, ak+1) ≤ V x

ak+1
and f(x, ak+2) ≤ V x

ak+2
, · · ·

and f(x, ai) ≤ V x
ai

, then x ∈ Clu∪Clu+1∪· · ·∪Clv ,
where r ≤ u ≤ v ≤ t and r, u, v, t ∈ T .
Rules generated in such way called as approximate
D≥≤ decision rules. These rules are obtained from
Q(Cl≤r ) ∩Q(Cl≥t ).

The rules 1 and 3 represent certain knowledge whereas
rules 2 and 4 represent possible knowledge that can be ex-

tracted from the information system. The rules 5 represent am-
biguous knowledge. If y ∈ Q(Cl≥t ) such that f(y, a1) = V y

a1
,

f(y, a2) = V y
a2

, · · · , f(y, ai) = V y
ai

, then y is called as basis of
the rule. An object which matches both condition and decision
parts of a rule supports the decision rule. An object which
meets only condition part of a rule is covered by a decision
rule. Decision rules either certain or approximate is said to be
complete if it satisfies following conditions.

1) Each x ∈ Q(Cl≥t ) must support at least one certain
D≥ decision rule whose consequent is x ∈ Cl≥r
where r, t ∈ {2, 3, · · · , n} and r ≥ t.

2) Each x ∈ Q(Cl≤t ) must support at least one certain
D≤ decision rule whose consequent is x ∈ Cl≤r
where r, t ∈ {1, 2, · · · , (n− 1)} and r ≤ t.

3) Each x ∈ (Q(Cl≤r ) ∩ Q(Cl≥t )) must support at
least one approximate D≥≤ decision rule whose
consequent is x ∈ Clu ∪ Clu+1 ∪ · · · ∪ Clv where
r ≤ u ≤ v ≤ t and r, u, v, t ∈ T .

It means that, the set of rules must cover all objects of the
information system. Additionally, it assigns consistent objects
to their original classes and inconsistent objects to clusters of
classes pertaining to this inconsistency.

IV. PROPOSED RESEARCH DESIGN

A common type of attack used to block the service of the
wireless network in recent years is denial of service attack.
Therefore, recognizing such an attack is of great challenge. To
this end, in this section, we purpose our research design for
detecting dos attack. The following Figure 1 depicts an abstract
view of the model. The initial step of any model development
is problem identification that includes basic knowledge of the
problem undertaken. The data collected initially preprocessed.
The main objective is to transform the raw input data into
an appropriate format for subsequent analysis. The various
steps involved are merging of data from data repositories, data
cleaning which removes noise and duplicate observations and
then selecting relevant observations as per the requirement
of the problem undertaken. The selection of observations is
done in order to analyze only one decision denial-of-service.
The processed data is partitioned into two categories such as
training data of 55% and testing data of 45%. The training data
is analyzed using dominance based rough set to identify the
decision class that effects the decision. We apply DOMLEM
algorithm to obtain the rules. algorithm:

A. DOMLEM Algorithm

In rough set theory several algorithms are proposed for in-
duction of decision rules [18, 19, 20]. Some of these algorithms
also generate minimum number of rules. Generally, we use
heuristic approach to deduce rules because of NP-hard nature
[18]. In this paper we use DOMLEM algorithm as proposed by
Greco et al [13] for the detection of denial-of-service attack.
The algorithm is repeatedly applied for all lower or upper
approximations of the upward (downward) unions of decision
classes. Considering preference order of decision classes and
of getting minimum rules, the algorithm is applied repeatedly
starting from the strongest union of classes. Therefore, decision
rules of the lower approximations of upward unions of classes
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Fig. 1: Abstract View of Research Design

should be taken into consideration in decreasing order. The
following notations are used in the DOMLEM algorithm.
C: Denotes set of conditional attributes
Q: Denotes set of criteria, ai ∈ Q ⊆ C
E: Denotes conjunction of elimentary conditions e ={
f(x, ai) ≥ V x

ai

}
[E]: Denotes set of objects in E; [E] =

{
x : f(x, ai) ≥ V x

ai

}
FMk: Denotes the first measure
SMk: Denotes the second measure

Algorithm 1: (DOMLEM)
Input: Lower approximation of upward union; Q(Cl≥i ), i = m,
(m− 1), · · · , 2
Output: Set of D≥ decision rules

Begin

D≥ = φ

for each Q(Cl≥i ), do

E = Find Rules (Q(Cl≥i ))

for each rule r ∈ E, do

if r is a minimal rule, then D≥ = D≥ ∪ {r}

End

Function Find Rules

Begin

G = Q(Cl≥i )

E = φ

while G 6= φ, do

E = φ

S = G

while E = φ or not ([E] ⊆ Q(Cl≥i )), do

best = φ

for each criteria ai ∈ Q do

Cond =
{
f(x, ai) ≥ V x

ai
: ∃x ∈ S, f(x, ai) = V x

ai

}

for each ek ∈ Cond, do

FMk = |[ek] ∩G|/|[ek]|

SMk = |[ek] ∩G|

find ek for which FMk and SMk is maximum

best = best ∪ {ek}

end for

end for

E = E ∪ {best}

S = S ∩ [best]

end while

for each ek ∈ E, do

if [E − {ek}] ⊆ Q(Cl≥i ), then E = E − {ek}

E = E ∪ {E}

G = Q(Cl≥i )− ∪e∈E [E]

end while

End

B. An Illustration of DOMLEM Algorithm

This section explains how the above concepts can be
applied in analyzing denial-of-service attack in a wireless
network. To analyze the above concepts, we have considered
the dataset discussed by various authors in their papers [15,
21, 22, 23]. We present the dataset in the following Table
1. The various attributes considered are packets received or
sent per seconds (Mbps), number of attacker nodes, types of
protocol, service block period, and damage. We denote these
attributes as a1, a2, a3, a4, and a5 respectively. The attribute
a3 may take values TCP, UDP, or ICMP. Similarly, different
values the attribute a4 may take are zero (Zo), short (So),
long (Lo), or permanent (Pt). Finally, the different values that
the attribute a5 may take are hardware fail (HF), software
fail (SF), system hang (SH), system reset (SR), time waste
(TW), or no damage (ND). The decision attribute (d) describes
category of denial of service attack such as permanent denial
of service attack (PDA), distributed denial of service attack
(DDA), simple denial of service attack (SDA), and no attack
(NA). Consider the attributes Q = {a1, a2, a4} as criteria
among all conditional attributes a1, a2, a3, a4, a5.

The above table contains 13 objects of denial-of-service at-
tack in a wireless network and its various conditional attribute
values, where U denotes node number. For analysis purpose,
the dataset is divided into two training dataset of 7 objects
(55%) and testing dataset of 6 objects (45%). We employ
dominance based rough set data analysis on training dataset to
obtain candidacy classes. The testing dataset is used to detect
over fitting of the decision classes based on the predefined
threshold value 70%. The decision divides the training dataset
of universe into finite number of classes, CL, as below.

CL = {Cl1, Cl2, Cl3, Cl4}

where Cl1 = {x1, x7}; Cl2 = {x2, x6}; Cl3 = {x3} and Cl4
= {x4, x5}. It is also observed that the class Cl4 has more
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TABLE I: An information system of denial-of-service attack
in a wireless network

U a1 a2 a3 a4 a5 d

x1 1.3 2 TCP Zo ND NA

x2 2.67 1 UDP So TW SDA

x3 2.5 4 ICMP Lo SF DDA

x4 3.0 5 UDP Lo SH PDA

x5 2.4 2 TCP Pt SF PDA

x6 2.6 7 TCP Lo SF SDA

x7 2.68 1 ICMP So ND NA

x8 3.1 4 UDP Lo SR DDA

x9 2.68 1 ICMP So TW SDA

x10 2.5 6 UDP Pt HF PDA

x11 2.7 2 TCP So TW SDA

x12 3.2 3 ICMP Lo SH NA

x13 1.5 0 UDP Zo ND NA

delay than Cl3; Cl3 has more delay than Cl2; and Cl2 has
more delay than Cl1. The downward unions of every element
Cli, i = 1, 2, 3 of CL are given below.

Cl≤1 = {x1, x7}
Cl≤2 = ∪j≤2Clj = Cl1∪Cl2 = {x1, x2, x6, x7}
Cl≤3 = {x1, x2, x3, x6, x7}

Similarly, the upward unions of training dataset element Cli,
i = 4, 3, 2 of CL are given below.

Cl≥4 = ∪j≥4Clj = Cl4 = {x4, x5}
Cl≥3 = ∪j≥3Clj = Cl3∪Cl4 = {x3, x4, x5}
Cl≥2 = {x2, x3, x4, x5, x6}

Let us consider the downward union Cl≤1 = {x1, x7} on
considering the criteria Q = {a1, a2, a4} ⊆ C, the lower
and upper approximations are given as Q(Cl≤1 ) = {x1} and
Q(Cl≤1 ) = {x1, x2, x7} respectively. Therefore, the boundary
objects are BNQ(Cl

≤
1 ) = {x2, x7}. It is because the objects

x2 and x7 violates the dominance principle. This can be seen
from the information system presented in Table I. From Table
1, it is clear that object x7 dominates object x2 on criteria Q,
but the decision corresponding to the object x7 is finer then
the decision corresponding to the object x2. Hence, they are
inconsistent. Also, it can be shown that objects x3 and x6 are
also inconsistent. Similarly the lower, upper approximations,
and boundary of downward and upward unions of other classes
are presented below.

Q(Cl≤2 ) = {x1, x2, x7} , Q(Cl≤2 ) = {x1, x2, x3, x6, x7}
BNQ(Cl

≤
2 ) = {x3, x6}

Q(Cl≤3 ) = {x1, x2, x3, x6, x7} ,
Q(Cl≤3 ) = {x1, x2, x3, x6, x7} , BNQ(Cl

≤
3 ) = {φ}

Q(Cl≥4 ) = {x4, x5} , Q(Cl≥4 ) = {x4, x5}
BNQ(Cl

≥
4 ) = {φ}

Q(Cl≥3 ) = {x4, x5} , Q(Cl≥3 ) = {x3, x4, x5, x6}
BNQ(Cl

≥
3 ) = {x3, x6}

Q(Cl≥2 ) = {x3, x4, x5, x6}
Q(Cl≥2 ) = {x2, x3, x4, x5, x6, x7} , BNQ(Cl

≥
2 ) = {x2, x7}

Now, we explain how certain D≥ decision rules are induced
for the upward union. Let us consider the class Cl≥4 and
the lower approximation Q(Cl≥4 ) = {x4, x5} for obtaining
D≥ decision rules. Employing the DOMLEM algorithm on
Q(Cl≥4 ), we get the elimentary conditions as below.

e1 = {f(x, a1) ≥ 3.0} = {x4} ; 1/1; 1
e2 = {f(x, a1) ≥ 2.4} = {x2, x3, x4, x5, x6, x7} ; 2/6; 2
e3 = {f(x, a2) ≥ 2.0} = {x1, x3, x4, x5, x6} ; 2/5; 2
e4 = {f(x, a2) ≥ 5.0} = {x4, x6} ; 1/2; 1
e5 = {f(x, a4) ≥ Lo} = {x3, x4, x5, x6} ; 2/4; 2
e6 = {f(x, a4) ≥ Pt} = {x5} ; 1/1; 1
The elementary conditions e1, e6 produce the highest first

measure and second measure. But, both elementary conditions
covers only one distinct positive example. Further both [e1],
[e6] are the subsets of Q(Cl≥4 ). We choose elementary con-
dition e1 initially which covers the object x4 and is used to
introduce the rule. However, we can also choose the elementary
condition e6. Further, the object x4 is removed from G and
the remaining object is to be covered is x5. Thus, we have 4
elimentary conditions as below to cover the object x5.

e7 = {f(x, a2) ≥ 2.0} = {x1, x3, x5, x6} ; 1/4; 1
e8 = {f(x, a1) ≥ 2.4} = {x2, x3, x5, x6, x7} ; 1/5; 1
e9 = {f(x, a4) ≥ Lo} = {x3, x5, x6} ; 1/3; 1
e10 = {f(x, a4) ≥ Pt} = {x5} ; 1/1; 1
Next, we can pick the elementary condition e10 because of

the highest first and second measure which covers the object
x5. Thus no need to proceed further and the rule can be written
as:

if f(x, a1) ≥ 3.0, then x ∈ Cl≥4
if f(x, a4) ≥ Pt, then x ∈ Cl≥4
Similarly, consider Q(Cl≥2 ) to obtain the rules for the class

x ∈ Cl≥2 . On employing the DOMLEM algorithm we get the
following elimentary conditions.

e1 = {f(x, a1) ≥ 2.5} = {x2, x3, x4, x6, x7} ; 3/5; 3
e2 = {f(x, a1) ≥ 3} = {x4} ; 1/1; 1
e3 = {f(x, a1) ≥ 2.4} = {x2, x3, x4, x5, x6, x7} ; 4/6; 4
e4 = {f(x, a1) ≥ 2.6} = {x2, x6, x7} ; 1/3; 1
e5 = {f(x, a2) ≥ 4} = {x3, x4, x6} ; 3/3; 1
e6 = {f(x, a2) ≥ 5} = {x4, x6} ; 2/2; 2
e7 = {f(x, a2) ≥ 2} = {x1, x3, x4, x5, x6} ; 4/5; 4
e8 = {f(x, a2) ≥ 7} = {x6} ; 1/1; 1
e9 = {f(x, a4) ≥ Lo} = {x3, x4, x5, x6} ; 4/4; 4
e10 = {f(x, a4) ≥ Pt} = {x5} ; 1/1; 1
The elementary conditions e2, e5, e6, , e8, and e9 have the

highest first measure but the elimentary condition e9 has the
highest second measure and so we choose the elementary
condition e9. Further [e9] is subset of Q(Cl≥2 ) and covers all
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positive examples. Thus the process terminates and the rule
can be written as:

if f(x, a4) ≥ Lo, then x ∈ Cl≥2
Likewise, we explain how certain D≤ decision rules are

induced for the downward union. Let us consider the class Cl≤1
and the lower approximation Q(Cl≤1 ) = {x1} for obtaining
D≤ decision rules. The elementary conditions obtained are
given below.

e1 = {f(x, a1) ≤ 1.3} = {x1} ; 1/1; 1
e2 = {f(x, a4) ≤ Zo} = {x1} ; 1/1; 1
e3 = {f(x, a2) ≤ 2} = {x1, x2, x7} ; 1/3; 1
The elementary conditions e1, and e2 have the highest

first measure and covers all the positive examples. Further
both [e1], [e2] are subsets of Q(Cl≤1 ). Therefore, the process
terminates and the rules can be stated as:

if f(x, a4) ≤ Zo, then x ∈ Cl≤1
if f(x, a1) ≤ 1.3, then x ∈ Cl≤1
Similarly, we consider Q(Cl≤2 ) = {x1, x2, x7} to obtain

the rules for the class Cl≤2 . The elementary conditions obtained
are listed below.

e1 = {f(x, a1) ≤ 1.3} = {x1} ; 1/1; 1
e2 = {f(x, a1) ≤ 2.67} = {x1, x2, x3, x5, x6} ; 2/5; 2
e3 = {f(x, a1) ≤ 2.68} = {x1, x2, x3, x5, x6, x7} ; 3/6; 3
e4 = {f(x, a2) ≤ 2} = {x1, x2, x7} ; 3/3; 3
e5 = {f(x, a2) ≤ 1} = {x2, x7} ; 2/2; 2
e6 = {f(x, a4) ≤ Zo} = {x1} ; 1/1; 1
e7 = {f(x, a4) ≤ So} = {x1, x2, x7} ; 3/3; 3
The elementary conditions e1, e4, and e7 have the highest

first measure and the condition e1 covers only one positive
example. Alternatively, the conditions e4, and e7 have the
highest second measure and covers all the positive examples.
Further, both [e4], and [e7] are subsets of Q(Cl≤2 ). Therefore,
the process terminates and the rule can be stated as:

if f(x, a2) ≤ 2, then x ∈ Cl≤2
if f(x, a4) ≤ So, then x ∈ Cl≤2
Likewise, consider Q(Cl≤3 ) = {x1, x2, x3, x6, x7} to ob-

tain the decision rules for the class Cl≤3 . The elementary
conditions obtained are listed below.

e1 = {f(x, a1) ≤ 1.3} = {x1} ; 1/1; 1
e2 = {f(x, a1) ≤ 2.67} = {x1, x2, x3, x5, x6} ; 4/5; 4
e3 = {f(x, a1) ≤ 2.6} = {x1, x3, x5, x6} ; 3/4; 3
e4 = {f(x, a1) ≤ 2.68} = {x1, x2, x3, x5, x6, x7} ; 5/6; 5
e5 = {f(x, a1) ≤ 2.5} = {x1, x3, x5} ; 2/3; 2
e6 = {f(x, a2) ≤ 1} = {x2, x7} ; 2/2; 2
e7 = {f(x, a2) ≤ 2} = {x1, x2, x7} ; 3/3; 3
e8 = {f(x, a2) ≤ 4} = {x1, x2, x3, x5, x7} ; 4/5; 4

e9 = {f(x, a2) ≤ 7} = {x1, x2, x3, x4, x5, x6, x7} ; 5/7; 5
e10 = {f(x, a4) ≤ Zo} = {x1} ; 1/1; 1
e11 = {f(x, a4) ≤ So} = {x1, x2, x7} ; 3/3; 3
e12 = {f(x, a4) ≤ Lo} = {x1, x2, x3, x4, x6, x7} ; 5/6; 5
The elementary conditions e1, e6, e7, e10, and e11 have

highest first measure whereas e7 and e11 have highest second
measure. But, both elementary conditions e7 and e11 covers
same positive examples. Further both [e7], and [e11] are the
subsets of Q(Cl≤3 ). Therefore, we can choose either of the
elementary conditions e7 and e11. Let us choose the elementary
condition e7 that covers objects x1, x2, and x7. To proceed
further, the objects x1, x2, and x7 are removed from G and the
process is repeated. The remaining objects are to be covered
are x3, and x6. Therefore, the above elementry conditions leads
to 7 elementary conditions as below.

e13 = {f(x, a1) ≤ 2.67} = {x3, x5, x6} ; 2/3; 2
e14 = {f(x, a1) ≤ 2.6} = {x3, x5, x6} ; 2/3; 2
e15 = {f(x, a1) ≤ 2.68} = {x3, x5, x6} ; 2/3; 2
e16 = {f(x, a1) ≤ 2.5} = {x3, x5} ; 1/2; 1
e17 = {f(x, a2) ≤ 4} = {x3, x5} ; 1/2; 1
e18 = {f(x, a2) ≤ 7} = {x3, x4, x5, x6} ; 2/4; 2
e19 = {f(x, a4) ≤ Lo} = {x3, x4, x6} ; 2/3; 2
The elementary conditions e13, e14, e15, and e19 have the

highest first measure. Also, the second measure of these condi-
tions are same. But, it is not sufficient to create decision rules
using any of the conditions because all these conditions cover
objects either x5 or x4 which is a negative example. Therefore,
one has to consider complexes (e13 ∩ e19), (e14 ∩ e19), and
(e15 ∩ e19). All the complexes have highest first measure
and covers positive examples. Therefore, we get the following
decision rules.

if f(x, a2) ≤ 2, then x ∈ Cl≤3
if f(x, a4) ≤ So, then x ∈ Cl≤3
if f(x, a1) ≤ 2.67 and f(x, a4) ≤ Lo, then x ∈ Cl≤3
if f(x, a1) ≤ 2.6 and f(x, a4) ≤ Lo, then x ∈ Cl≤3
if f(x, a1) ≤ 2.68 and f(x, a4) ≤ Lo, then x ∈ Cl≤3
Now we explain how approximate D≥≤ approximate deci-

sion rules are induced form Q(Cl≤1 )∩Q(Cl≥2 ) = {x2, x7}. Let
O1 = {a1, a2} and O2 = {a1, a4}. The elementary conditions
obtained are listed below.

e1 = {f(x, a1) ≥ 2.67} = {x2, x4, x7} ; 2/3; 2
e2 = {f(x, a1) ≥ 2.68} = {x4, x7} ; 1/2; 1
e3 = {f(x, a2) ≥ 1} = {x1, x2, x3, x4, x5, x6, x7} ; 2/7; 2
e4 = {f(x, a1) ≤ 2.67} = {x1, x2, x3, x5, x6} ; 1/5; 1
e5 = {f(x, a1) ≤ 2.68} = {x1, x2, x3, x5, x6, x7} ; 2/6; 2
e6 = {f(x, a4) ≤ So} = {x1, x2, x7} ; 2/3; 2
The elementary conditions e1, and e6 produces the highest

first measure. But, both elementary conditions e1 and e6 covers
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the positive and negative example. Further both [e1], [e6] are
not the subsets of Q(Cl≤1 )∩Q(Cl≥2 ). Thus one has to consider
complex (e1 ∩ e6). It is also a subset of Q(Cl≤1 ) ∩ Q(Cl≤1 ).
Additionally, it produces the highest first and second measure.
Therefore, the rule can be stated as below:

if (f(x, a1) ≥ 2.67 and f(x, a4) ≤ So) then x ∈ Cl1∪Cl2
Similarly, on considering Q(Cl≤2 ) ∩ Q(Cl≥3 ) = {x3, x6}

and O1, O2 as stated above, the approximate D≥≤ rules
are computed. The elementary conditions obtained are listed
below.

e1 = {f(x, a1) ≥ 2.5} = {x2, x3, x4, x6, x7} ; 2/5; 2
e2 = {f(x, a1) ≥ 2.6} = {x2, x4, x6, x7} ; 1/4; 1
e3 = {f(x, a2) ≥ 4} = {x3, x4, x6} ; 2/3; 2
e4 = {f(x, a2) ≥ 7} = {x6} ; 1/1; 1
The elementary condition e4 produces the highest first

measure, covers positive example, and [e4] is a subsets of
Q(Cl≤2 ) ∩Q(Cl≥3 ). Therefore, the elementary condition e4 is
considered to generate rule. Further, the object x6 is removed
and elementary conditions are obtained to include the object
x3.

e5 = {f(x, a1) ≥ 2.5} = {x2, x3, x4, x7} ; 1/4; 1
e6 = {f(x, a2) ≥ 4} = {x3, x4} ; 1/2; 1
e7 = {f(x, a1) ≤ 2.5} = {x1, x3, x5} ; 1/3; 1
e8 = {f(x, a1) ≤ 2.6} = {x1, x2, x3, x5} ; 1/4; 1
e9 = {f(x, a4) ≤ Lo} = {x1, x2, x3, x4, x7} ; 1/5; 1
The elementary conditions e6 produces the highest first

measure, covers both positive and negative example, and is
not a subset of Q(Cl≤2 ) ∩Q(Cl≥3 ). Thus we have to consider
the complex (e6 ∩ e7) to cover the positive example x3. The
rules generated in this way are listed below.

if (f(x, a2) ≥ 7) then x ∈ Cl2 ∪ Cl3
if (f(x, a1) ≤ 2.5 and f(x, a2) ≥ 4) then x ∈ Cl2 ∪ Cl3
Now, collectively we write the decision rules obtained as

below.

1) if f(x, a1) ≥ 3.0, then x ∈ Cl≥4
2) if f(x, a4) ≥ Pt, then x ∈ Cl≥4
3) if f(x, a4) ≥ Lo, then x ∈ Cl≥2
4) if f(x, a4) ≤ Zo, then x ∈ Cl≤1
5) if f(x, a1) ≤ 1.3, then x ∈ Cl≤1
6) if f(x, a2) ≤ 2, then x ∈ Cl≤2
7) if f(x, a4) ≤ So, then x ∈ Cl≤2
8) if f(x, a2) ≤ 2, then x ∈ Cl≤3
9) if f(x, a4) ≤ So, then x ∈ Cl≤3

10) if f(x, a1) ≤ 2.67 and f(x, a4) ≤ Lo, then x ∈ Cl≤3
11) if f(x, a1) ≤ 2.6 and f(x, a4) ≤ Lo, then x ∈ Cl≤3
12) if f(x, a1) ≤ 2.68 and f(x, a4) ≤ Lo, then x ∈ Cl≤3
13) if f(x, a1) ≥ 2.67 and f(x, a4) ≤ So, then x ∈

(Cl1 ∪ Cl2)
14) if f(x, a2) ≥ 7, then x ∈ (Cl2 ∪ Cl3)
15) if f(x, a1) ≤ 2.5 and f(x, a2) ≥ 4, then x ∈ (Cl2 ∪

Cl3)

Finally, the rules obtained are validated with the testing dataset
on computing the accuracy (Acc.) basing on precision (Prec.)
and recall (Rec.). The precision, recall, and accuracy are
computed using the equations (8), (9), and (10). The notation
TP is used for correct classification of cases to decisions
whereas FP is used for incorrect classification of cases to
decisions. The notation TN is the number of cases which
correctly classified as negative whereas FN is the number of
incorrect cases classified as positive. Additionally a rule is
also discarded if the accuracy falls less than the predefined
threshold value 70%.

Prec. =
|TP |

|TP + FP |
(8)

Rec. =
|TP |

|TP + FN |
(9)

Acc. =
|TP + TN |

|TP + FP + TN + FN |
(10)

The computation of precision, recall, and accuracy for the
testing objects is presented in Table II. It is clear that the
accuracy of rules 1, 5, 8, 9, 10, 11, 12, 14, and 15 are less
than the predefined threshold value and hence discarded.

TABLE II: Rule validation of denial-of-service attacks in a
wireless network

Rule Sup. Obj. TP FN FP TN Prec. Rec. Acc.

1 - 0 1 2 3 0 0 50

2 x10 1 0 0 5 1 1 100

3 x8,x10 2 0 1 3 1 0.5 83.33

4 x13 1 1 0 4 1 0.5 83.33

5 - 0 2 0 4 0 0 66.67

6,7 x9,x11, 3 1 0 2 1 0.75 83.33
x13

8,9 x9,x11, 3 2 0 1 1 0.67 66.67
x13

10 x13 1 4 0 1 1 0.2 33.33

11 x13 1 4 0 1 1 0.2 33.33

12 x9,x13 2 3 0 1 1 0.4 50

13 x9,x11, 3 1 0 2 1 0.75 83.33
x13

14 - 0 0 3 3 0 0 50

15 - 0 1 3 2 0 0 33.33

V. EMPIRICAL STUDY OF DOS ATTACK

This section describes how the proposed technique is used
for a dataset. The dataset is preprocessed so that it may be
able to give as an input to our developed system. Collection
of data is a critical problem. This can be done by three ways
as by using real traffic, by using sanitized traffic, and by
using simulated traffic. However difficulties exist in using these
approaches. Real traffic approach is very costly while sanitized
approach is risky. The creating of simulation is also a difficult
task. Further, in order to model various wireless networks,
different types of traffic is needed. In order to avoid dealing
with these difficulties, Knowledge Discovery Dataset (KDD)-
cup dataset is considered for experimental analysis.

The dataset contains 11,160 records in which decisions
for 3,260 records are normal whereas for 7,900 recorrds are
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various dos attacks such as neptune, udp storm, smurf, ping
of death (PoD), back, teardrop, land, mailbomb, process table.
Each sample of the dataset represents a connection between
two wireless network hosts according to network protocols. It
is described by 42 features as depicted in Table III. Out of
42 features, 41 are conditional features and one is decision.
The set of 41 features are divided into four subsets such as
basic feature set, data flow feature set, host based feature
set, and content feature set. The basic feature set, a1 to a9,
is used to check the status of the flags, number of source
bytes, number of destination bytes, types of protocols used,
and duration of the period while information is communicated.
The content feature set, a10 to a22, is used to check the number
of logins failed, number of compromised, number of logged-
in, and number of guest login etc. Likewise the data flow
feature set, a23 to a31, is used to verify the sending and
receiving errors during communication between source and
destination. Similarly, the host based feature set, a32 to a41, is
used to get the information of receiving host and sending host
errors while communication. From 41 features, 38 features are
continuous or discrete (quantitative) and remaining 3 features
are qualitative or categorical.

Each sample of decision feature is labeled as either normal
or various dos attack. The dataset contains 10 class labels out
of which one class is normal and remaining classes are differ-
ent dos attacks such as neptune, udp storm, smurf, pod, back,
teardrop, land, mail bomb, process table respectively. Some dos
attacks such as mail bomb, neptune, or smurf abuse a perfectly
legitimate feature.The teardrop, pod create malformed packets
that confuse the TCP/IP stack of the machine that is trying to
reconstruct the packet. The other dos attacks such as back, land
takes the advantage of bugs in a particular network daemon.

A. Experimental Analysis

We implement wireless network dos detection system with
C programming language and perform experiments in a com-
puter with 2.67 GHz Intel core i3 processor, and 2 GB RAM.
Total 11,600 records are divided into two categories such as
training dataset of 6,138 (55%) records and testing dataset
of 5022 (45%) records. The details of training, testing, total
dataset and its various classifications are given in Table IV. Out
of 41 conditional features 18 features such as a1, a3, a4, a6,
a13, a14, a16, a17, a19, a20, a21, a22, a33, a34, a35, a37, a40,
a41 are considered as criterion as suggested by various authors
[24, 25]. For better visualization of the dataset, a graphical
representation is shown in Figure 2.

Experimental analysis is carried out on each class of
training dataset. Initially, we employed DOMLEM algorithm
on 1887 records that are falling under the category normal. The
total number of rules generated are 23. The rules generated
are presented on Table V. These rules are further validated
with 1373 records of testing dataset and found that rules 6,
9, 10, 16 and 18 are having accuracy less than the predefined
threshold value. Hence, these rules are discarded. A graphical
representation is shown in Figure 3. Likewise 740 records
of data that are falling under the category of neptune, 767
records of data of udp storm, 762 records of data of smurf,
1042 records of data of pod, 188 records of data of back,
285 records of data of tear-drop, 155 records of data of land,
162 records of data of mail-bomb, and 150 records of data of

TABLE III: Features set of denial-of-dervice attack

S. No. Features Notation Type

I Basic Feature
1 duration a1 continuous

2 protocol-type a2 symbolic

3 service a3 symbolic

4 flag a4 symbolic

5 src-bytes a5 continuous

6 dst-bytes a6 continuous

7 land a7 discrete

8 wrong-fragment a8 continuous

9 urgent a9 continuous

II Content Feature
10 hot a10 discrete

11 num-failed-logins a11 continuous

12 logged-in a12 discrete

13 num-compromised a13 continuous

14 root-shell a14 discrete

15 su-attempted a15 discrete

16 num-root a16 continuous

17 num-file-creations a17 continuous

18 num-shells a18 continuous

19 num-access-files a19 continuous

20 num-outbound-cmds a20 continuous

21 is-host-login a21 discrete

22 is-guest-login a22 discrete

III Data Flow Feature
23 count a23 continuous

24 srv-count a24 continuous

25 serror-rate a25 continuous

26 srv-serror-rate a26 continuous

27 rerror-rate a27 continuous

28 srv-rerror-rate a28 continuous

29 same-srv-rate a29 continuous

30 diff-srv-rate a30 continuous

31 srv-diff-host-rate a31 continuous

IV Host Based Feature
32 dst-host-count a32 continuous

33 dst-host-srv-count a33 continuous

34 dst-host-same-srv-rate a34 continuous

35 dst-host-diff-srv-rate a35 continuous

36 dst-host-same-src-port-rate a36 continuous

37 dst-host-srv-diff-host-rate a37 continuous

38 dst-host-serror-rate a38 continuous

39 dst-host-srv-serror-rate a39 continuous

40 dst-host-rerror-rate a40 continuous

41 dst-host-srv-rerror-rate a41 continuous

V Decision
42 decision d symbolic

process table are passed to DOMLEM algorithm. The total
number of rules generated are 146. The category neptune
generated 30 rules, category udp storm generated 18 rules,
category smurf generated 17 rules, category pod generated
20 rules, category back generated 15 rules, category tear-drop
generated 12 rules, category land generated 10 rules, category
mail bomb generated 13 rules, and the category process table
generated 11 rules. These rules are further validated with the
testing dataset as mentioned in Table IV. The number of rules
discarded for the categories naptune, udp storm, smurf, pod,
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TABLE IV: Training, testing classification of datasets

S. No. Description Training Set Testing Set Total Set

1 normal 1,887 1,373 3,260

2 neptune 740 1,270 2,010

3 udp-strom 767 478 1,245

4 smurf 762 579 1,341

5 pod 1,042 680 1722

6 back 188 24 212

7 tear-drop 285 29 314

8 land 155 150 305

9 mail-bomb 162 250 412

10 process-table 150 189 339

Total 6,138 (55%) 5,022 (45%) 11,160

Fig. 2: Characteristics of Dataset

TABLE V: Selected list of normal rules

Rule No. Description Acc.

1 If a34 ≥ 0.34 then d=Normal 100

2 If a35 ≥ 0.32 then d=Normal 99

3 If a37 ≥ 0.34 then d=Normal 100

4 If a40 ≥ 1 then d=Normal 99

5 If a19 ≤ 0 then d=Normal 100

6 If a21 ≥ 1 then d=Normal 63

7 If a1 ≤ 0 then d=Normal 100

8 If a34 ≥ 0.34 and a19 ≤ 0 then d=Normal 100

9 If a22 ≤ 1 then d=Normal 33.33

10 If a20 ≤ 0 then d=Normal 67.66

11 If a34 ≥ 0.34 and a1 ≤ 0 then d=Normal 99

12 If a37 ≥ 0.34 and a19 ≤ 0 then d=Normal 99

13 If a37 ≥ 0.34 and a1 ≤ 0 then d=Normal 100

14 If a22 ≥ 1 and a20 ≤ 0 then d=Normal 100

15 If a21 ≥ 1 and a1 ≤ 0 then d=Normal 99

16 If a21 ≥ 1 and a20 ≤ 0 then d=Normal 57.67

17 If a34 ≥ 0.34 and a21 ≤ 1 then d=Normal 100

18 If a21 ≥ 1 and a22 ≤ 1 then d=Normal 63.15

19 If a34 ≥ 0.34 and a37 ≤ 0.34 then d=Normal 98

20 If a35 ≥ 0.32 and a1 ≤ 0 then d=Normal 100

21 If a35 ≥ 0.32 and a20 ≤ 0 then d=Normal 100

22 If a37 ≥ 0.34 and a22 ≤ 1 then d=Normal 98

23 If a37 ≥ 0.34 and a21 ≥ 1 then d=Normal 100

Fig. 3: Graphical view of precision, recall, accuracy

back, tear-drop, land, mail bomb, and process table are 6, 3,
2, 2, 3, 2, 2, 3, and 3 respectively. The final rules selected
for various categories naptune, udp storm, smurf, pod, back,
tear-drop, land, mail bomb, and process table are presented in
Table VI, Table VII, Table VIII, Table IX, Table X, Table XI,
Table XII, Table XIII, and Table XIV respectively.

TABLE VI: Selected list of neptune rules

Rule No. Description Acc.

1 If a33 ≥ 304 then d=Neptune, Smurf 97.77

2 If a34 ≥ 0.36 then d=Neptune, UDP Storm 99.65

3 If a35 ≥ 0.76 then d=Neptune, Smurf, POD 100

4 If a37 ≥ 0.25 then d=Neptune, Smurf 98.78

5 If a40 ≥ 0.24 then d=Neptune 100

6 If a41 ≥ 0.15 then d=Neptune 99.65

7 If a13 ≥ 4 then d=Neptune, Smurf 99.65

8 If a14 ≥ 255 then d=Neptune, POD 100

9 If a16 ≤ 531 then d=Neptune 100

10 If a17 ≥ 8854 then d=Neptune 99.65

11 If a19 ≥ 104 then d=Neptune 100

12 If a20 ≤ 148 then d=Neptune 100

13 If a13 ≥ 1 then d=Neptune, POD 100

14 If a14 ≥ 1 then d=Neptune, Smurf 100

15 If a34 ≤ 0.10 then d=Neptune 100

16 If a37 ≥ 0.61 then d=Neptune 99.65

17 If a1 ≥ 31 and a20 ≤ 104 then d=Neptune 100

18 If a6 ≥ 2252 and a22 ≥ 1 then d=Neptune 100

19 If a6 ≥ 8854 and a33 ≥ 255 then d=Neptune, Smurf 100

20 If a6 ≥ 1461 and a33 ≤ 148 then d=Neptune 100

21 If a17 ≥ 304 and a34 ≤ 0.04 then d=Neptune, POD 100

22 If a16 ≥ 245 and a6 ≥ 3634 then d=Neptune, UDP Storm 100

23 If a14 ≥ 76 and a22 ≥ 1 then d=Neptune 100

24 If a34 ≥ 0.61 and a19 ≤ 148 then d=Neptune 100

B. Comparison with different approach

In this section, we compare results of proposed model
with five different models such as resilient back propagation
(RBP) [11], markov chain model (MCM) [6], radial basis
function (RBF) [5], resistant architecture model (RAM) [8],
and wavelet transform model (WTM) [9]. Unlike Table XV, the
computation is carried out for each case across each technique.
The following TABLE XVI presents the comparative analysis
of all the techniques mentioned above. The accuracy of the
proposed model over the KDD cup dataset is 99.76 whereas
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TABLE VII: Selected list of UDP strom rules

Rule No. Description Acc.

1 If a33 ≥ 42 then d=UDP Strom, Smurf 100

2 If a6 ≥ 42 then d=UDP Strom, POD 99.87

3 If a35 ≥ 0.28 then d=UDP Strom, Neptune 100

4 If a37 ≥ 1 then d=UDP Strom 100

5 If a40 ≥ 0 then d=UDP Strom, Back 100

6 If a41 ≤ 0.25 then d=UDP Strom, Smurf, Back 99.87

7 If a14 ≥ 7 then d=UDP Strom, Back 100

8 If a16 ≥ 40 then d=UDP Strom, Land 100

9 If a17 ≤ 40 then d=UDP Strom, POD 99.87

10 If a20 ≥ 1 then d=UDP Strom, Teardrop 100

11 If a33 ≥ 253 then d=UDP Strom 100

12 If a6 ≥ 40 and a14 ≤ 40 then d=UDP Strom 100

13 If a21 ≥ 1 and a33 ≤ 255 then d=UDP Strom 100

14 If a6 ≥ 40 and a33 ≥ 7 then d=UDP Strom 100

15 If a33 ≥ 77 and a6 ≥ 0 then d=UDP Strom 100

TABLE VIII: Selected list of smurf rules

Rule No. Description Acc.

1 If a40 ≥ 0.31 then d=Smurf, UDP Storm 100

2 If a41 ≥ 0.14 then d=Smurf, POD 100

3 If a13 ≥ 23 then d=Smurf 100

4 If a14 ≥ 30 then d=Smurf, Neptune 100

5 If a16 ≥ 93 then d=Smurf, Back 100

6 If a17 ≥ 64 then d=Smurf, Teardrop 100

7 If a19 ≥ 185 then d=Smurf 100

8 If a40 ≥ 0.31 and a41 ≥ 0.14 then d=Smurf 100

9 If a41 ≤ 0.14 and a13 ≥ 23 then d=Smurf 100

10 If a14 ≥ 30 and a16 ≥ 93 then d=Smurf 100

11 If a14 ≥ 30 and a19 ≥ 185 then d=Smurf 100

12 If a17 ≥ 64 and a19 ≥ 185 then d=Smurf 100

13 If a16 ≤ 93 and a13 ≥ 23 then d=Smurf 100

14 If a19 ≥ 185 and a16 ≥ 93 then d=Smurf 100

15 If a41 ≤ 0.14 and a19 ≥ 185 then d=Smurf 100

TABLE IX: Selected list of POD rules

Rule No. Description Acc.

1 If a33 ≥ 829 then d=POD, Smurf 100

2 If a34 ≥ 0.32 then d=POD, Back 100

3 If a35 ≥ 0.08 then d=POD, Neptune 100

4 If a37 ≥ 0.11 then d=POD 100

5 If a40 ≥ 0.47 then d=POD, Land 100

6 If a41 ≥ 0.03 then d=POD 100

7 If a33 ≥ 829 and a34 ≤ 0.32 then d=POD 99.45

8 If a33 ≥ 829 and a35 ≥ 0.08 then d=POD 100

9 If a40 ≥ 0 and a34 ≤ 0.32 then d=POD 100

10 If a40 ≥ 0 and a35 ≥ 0.08 then d=POD 100

11 If a37 ≥ 0.11 and a34 ≤ 0.32 then d=POD 100

12 If a37 ≥ 0.11 and a35 ≥ 0.08 then d=POD 100

13 If a33 ≤ 829 and a40 ≥ 0 then d=POD 100

14 If a37 ≤ 0.11 and a34 ≤ 0.32 then d=POD 100

15 If a37 ≤ 0.11 and a35 ≥ 0.08 then d=POD 100

16 If a34 ≥ 0.32 and a41 ≥ 0.03 then d=POD 100

17 If a35 ≥ 0.08 and a34 ≥ 0.32 then d=POD 100

18 If a34 ≤ 0.32 and a35 ≥ 0.08 and a33 ≥ 829 then d=POD 99.45

TABLE X: Selected list of back rules

Rule No. Description Acc.

1 If a13 ≥ 105 then d=Back, POD 100

2 If a14 ≥ 146 then d=Back, Land 100

3 If a16 ≥ 6 then d=Back, Process table 100

4 If a17 ≥ 20 then d=Back, Mailbomb 100

5 If a19 ≥ 1032 then d=Back 100

6 If a20 ≥ 7 then d=Back, Land 100

7 If a13 ≥ 105 and a14 ≥ 146 then d=Back 100

8 If a16 ≥ 6 and a13 ≥ 105 then d=Back 100

9 If a17 ≥ 20 and a14 ≥ 146 then d=Back 100

10 If a19 ≥ 1032 and a20 ≤ 7 then d=Back 100

11 If a20 ≥ 7 and a14 ≥ 146 then d=Back 100

12 If a17 ≤ 20 and a13 ≥ 105 then d=Back 100

TABLE XI: Selected list of teardrop rules

Rule No. Description Acc.

1 If a40 ≥ 0.52 then d=Teardrop, Back 100

2 If a41 ≥ 0.51 then d=Teardrop, Neptune 100

3 If a33 ≥ 20 then d=Teardrop 100

4 If a37 ≥ 0.17 then d=Teardrop, Land 100

5 If a40 ≥ 0.52 and a33 ≥ 20 then d=Teardrop, Land 100

6 If a40 ≥ 0.52 and a37 ≥ 0.17 then d=Teardrop, POD 100

7 If a41 ≥ 0.51 and a33 ≥ 20 then d=Teardrop 100

8 If a41 ≥ 0.51 and a37 ≤ 0.17 then d=Teardrop 100

9 If a6 ≤ 520 and a35 ≤ 0.20 then d=Teardrop 100

10 If a6 ≥ 520 and a34 ≤ 0.17 then d=Teardrop 100

TABLE XII: Selected list of land rules

Rule No. Description Acc.

1 If a22 ≥ 1 then d=Land, Teardrop 100

2 If a21 ≥ 1 then d=Land, Back 100

3 If a20 ≥ 79 then d=Land, POD 99.97

4 If a16 ≥ 18 then d=Land, Smurf 100

5 If a6 ≥ 511 and a6 ≥ 145 then d=Land 100

6 If a40 ≥ 0.51 and a41 ≤ 0.79 then d=Land, Mailbomb 100

7 If a6 ≥ 145 and a34 ≥ 0.18 then d=Land 99.97

8 If a22 ≥ 1 and a33 ≤ 18 then d=Land 100

TABLE XIII: Selected list of mailbomb rules

Rule No. Description Acc.

1 If a16 ≥ 1000 then d=Mailbomb, Land 100

2 If a6 ≥ 1024 then d=Mailbomb, Process table 100

3 If a33 ≥ 7 then d=Mailbomb, Back, Land 100

4 If a34 ≥ 0.25 then d=Mailbomb, Smurf 100

5 If a33 ≥ 114 then d=Mailbomb, Neptune 100

6 If a16 ≥ 1000 and a33 ≥ 7 then d=Mailbomb 100

7 If a16 ≤ 1000 and a34 ≥ 0.25 then d=Mailbomb 100

8 If a6 ≥ 1024 and a33 ≥ 114 then d=Mailbomb, Process table 100

9 If a6 ≥ 1024 and a34 ≥ 0.25 then d=Mailbomb 100

10 If a16 ≤ 1000 and a33 ≥ 114 then d=Mailbomb, Land 100
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TABLE XIV: Selected list of process table rules

Rule No. Description Acc.

1 If a37 ≥ 0.10 then d=Process table, Mailbomb 100

2 If a33 ≥ 224 then d=Process table, Back 100

3 If a37 ≥ 0.10 and a4 ≥ 0 then d=Process table, POD 100

4 If a33 ≥ 224 and a4 ≥ 0 then d=Process table, Smurf 100

5 If a22 ≥ 0 and a6 ≥ 1024 then d=Process table 100

6 If a13 ≥ 224 and a19 ≥ 1024 then d=Process table, Mailbomb 100

7 If a37 ≤ 0.10 and a35 ≥ 0.10 then d=Process table 100

8 If a33 ≤ 224 and a37 ≥ 0.10 then d=Process table 100

TABLE XV: Precision, recall, accuracy of denial-of-service
attack

S. Descr. TP FN FP TN Prec. Rec. Acc.
No.

1 normal 1360 3 10 3649 0.99 1 99.74

2 neptune 1,258 2 10 3752 0.99 1 99.76

3 udp 465 5 8 4544 0.98 0.99 99.74
strom

4 smurf 556 8 15 4443 0.97 0.99 99.54

5 pod 605 6 9 4342 0.99 0.99 99.70

6 back 21 2 1 4998 0.95 0.91 99.94

7 tear 26 1 2 4993 0.92 0.96 99.94
drop

8 land 139 8 3 4872 0.99 0.95 99.78

9 mail 238 7 5 4772 0.98 0.97 99.76
bomb

10 process 175 7 7 4833 0.96 0.96 99.72
table

Total 4903 49 70 45198 0.99 0.99 99.76

the accuracy of the RBP model over the same dataset is
99.35. It indicates that the accuracy of the proposed model
is 0.41 higher than the RBP model. For better visualization, a
graphical representation of the comparative analysis is shown
in Figure 4. Figure 5 depicts the number of rules generated,
number of rules discarded, and the number of rules finally
selected for each class. The total number of rules generated
are 169, and 18% number of rules are discarded through
validation. This results the number of rules minimized to 82%.

Fig. 4: Graphical Presentation of Comparative Analysis

TABLE XVI: Comparative analysis

S. Descr. DRS RBP MCM RBF RAM WTM
No. Acc. Acc. Acc. Acc. Acc. Acc.

1 normal 99.74 99.42 97.67 98.45 98.37 98.36

2 neptune 99.76 99.32 97.30 98.71 98.31 98.21

3 udp 99.74 99.35 98.00 98.63 98.75 98.74
strom

4 smurf 99.54 99.41 97.79 99.01 98.59 98.57

5 pod 99.70 99.27 97.61 98.79 99.01 99.00

6 back 99.94 99.40 97.45 99.04 98.45 98.77

7 tear 99.94 99.31 98.11 99.45 98.63 98.45
drop

8 land 99.78 99.56 97.38 98.37 98.67 98.37

9 mail 99.76 99.22 97.32 98.71 98.35 98.44
bomb

10 process 99.72 99.32 97.43 98.84 98.38 98.37
table

Total Acc. 99.76 99.35 97.60 98.80 98.55 98.53

Fig. 5: Graphical view of numbers of rules selected

VI. CONCLUSION

Denial-of-service attack is one of the key security threats in
wireless networks. Defending against DoS attack is of prime
importance for industries, and internet service providers. To
overcome this attack many techniques are proposed by various
researchers [5, 6, 8, 9, 11]. In this paper, we propose a
model for the detection of denial of service attack in wireless
networks using dominance based rough set. The proposed
model is analyzed with the help of KDD cup dataset. The
total number of rules generated are 169, and 18% number of
rules are discarded through validation. This results the number
of rules minimized to 82%. Additionally, it is compared with
existing techniques and found better accuracy. The accuracy
of the proposed model is 99.76 whereas the accuracy of the
RBP model is 99.35. This shows that the proposed model is
0.41 higher than the RBP model.
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Abstract—Multi-objective EAs (MOEAs) are well established
population-based techniques for solving various search and
optimization problems. MOEAs employ different evolutionary
operators to evolve populations of solutions for approximating
the set of optimal solutions of the problem at hand in a
single simulation run. Different evolutionary operators suite
different problems. The use of multiple operators with a self-
adaptive capability can further improve the performance of
existing MOEAs. This paper suggests an enhanced version of a
genetically adaptive multi-algorithm for multi-objective (AMAL-
GAM) optimisation which includes differential evolution (DE),
particle swarm optimization (PSO), simulated binary crossover
(SBX), Pareto archive evolution strategy (PAES) and simplex
crossover (SPX) for population evolution during the course of
optimization. We examine the performance of this enhanced
version of AMALGAM experimentally over two different test
suites, the ZDT test problems and the test instances designed
recently for the special session on MOEA’s competition at the
Congress of Evolutionary Computing of 2009 (CEC’09). The
suggested algorithm has found better approximate solutions on
most test problems in terms of inverted generational distance
(IGD) as the metric indicator.

Keywords—Multi-objective optimization, Multi-objective Evolu-
tionary algorithms (MOEAs), Pareto Optimality, Multi-objective
Memetic Algorithm (MOMAs).

I. INTRODUCTION

Multi-objective evolutionary optimization is a subject of in-
tense interest in all fields of Science, Engineering, Economics,
Logistics and others. Multi-objective optimization problems
(MOPs) have more than one conflicting objective function and
they have many real-world applications [6], [59]. A general
MOP can mathematically be formulated as follows.

minimize F (x) = (f1(x), . . . , fm(x))T (1)
subject to x ∈ Ω

where Ω is the decision variable space, x = (x1, x2, . . . , xn)
T

is an individual or solution and xi, i = 1, . . . , n are their
decision variables, F (x) : Ω → Rm consists of m real
valued objective functions and Rm is called the objective
space. If Ω is a closed and connected region in Rn and all

the objective functions in (1) are continuous for x, we call it
a continuous MOP. Furthermore, if m ≥ 3, then problem (1)
is said to be a many objectives problem. In single objective
optimization, the main focus is on the decision space while
in multi-objective optimization, the focus is mainly on the
objective space because objective values are used in checking
for optimality [43]. In practical applications of optimization,
it is very common that the objective functions of the MOP
conflict with one another or are mostly incommensurable. One
needs a set of optimal solutions to solve these problems.A
solution u = (u1, u2, . . . , un) ∈ Ω is said to be Pareto optimal
if there exist no another solution v = (v1, v2, . . . , vn) ∈ Ω
such that fj(u) ≤ fj(v) for all j = 1, . . . ,m and also
fj(u) < fj(v) for at least index k. An objective vector is
said to be Pareto optimal if their corresponding decision vector
is Pareto optimal. All Pareto optimal solutions in the decision
space of MOP is called Pareto set (PS) and their corresponding
image in their objective space is called Pareto front (PF). The
idea Pareto optimality was first proposed by Francis Ysidro
Edgeworth in 1881 and then later on generalized by Vilfredo
Pareto in 1986 as discussed in [12], [10].

MOEAs are highly effective and powerful stochastic tech-
niques which can find a set optimal solutions in a single
simulation run due to their population-based nature, unlike
traditional mathematical programming.In the past two decades,
and since the inception of vector evaluated GA (VEGA) [48],
different types of MOEAs have been suggested, the Pareto
dominance based MOEAs [11], [13], [61], [60], [44], [19],
[18], [9], [27]), the decomposition based MOEAs [21], [20],
[54], [8], [7], [30], [56], [58], [55], [1], [34], [32], [39], [42],
[41], [26], [25], [35], [37], [33], [41]), and Indicator Based
algorithms [63], [5], [3], [22], [4], [2], [14]. They mainly
emphasize three conflicting goals: firstly, the final approximate
Pareto front (PF) should be as close as possible to the true
PF; secondly, the final set of Pareto optimal solutions should
be uniformly distributed and diverse over the true PF of the
problem (1); thirdly, the approximated PF should capture the
whole spectrum of the true PF. Different fitness assignment
procedures, elitism and diversity promoting strategies are
found in the current literature of evolutionary computing (EC).
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The Pareto dominance concept of MOEAs is very common for
solving MOPs [28], [12]. To promote diversity, most of these
algorithms use different diversity techniques such as fitness
sharing, niching, the kernel approach, the nearest neighbour
approach, the histogram technique, crowding or clustering,
a relaxed form of dominance and restricted mating [11].
Among them, a fast non-dominated sorting algorithm (NSGA-
II) [13], SPEA2 or improving the strength Pareto evolutionary
algorithm [60], the Pareto archive evolution strategy (PAES)
[27], multi-objective genetic algorithm (MOGA) [18], and
niched Pareto genetic algorithm (NPGA) [19] are long-familiar
and well known approaches. They have shown good behaviors
in several comparative analysis.

Multiobjective evolutionary algorithms (MOEAs) are ex-
tremely useful for dealing with MOPs. They evolve their
population solutions and provide Pareto optimal solutions in
single simulation unlike traditional optimization techniques. In
the past two decades, since the inception of vector evaluated
genetic algorithm (VEGA) [48], several MOEAs have been
suggested and [13], [61], [60], [17], [44], [19], [9], [11], [49],
[59], [32], [36], [38]. they have successfully tackled various
types of MOPs [16], [25], [35], [37], [33]. In general, classical
MOEAs can be divided into three main different classes,
namely, the Pareto dominance based MOEAs (e.g., [11], [13],
[61], [60], [44], [19], [18], [9], [27]), the decomposition based
MOEAs (e.g., [21], [20], [54], [8], [7], [30], [56], [58], [55],
[1], [34], [32], [39], [42], [41], [26]), and Indicator Based
algorithms (e.g., [63], [5], [3], [22], [4], [2], [14]). All these
algorithms try to obtain a set of Pareto optimal solutions
with three main features, firstly, It should close as much as
possible to the true PF. Secondly, the approximated set should
require expand uniformly distributive all over the true PF of the
problem (1). Thirdly, final Parerto optimal solutions obtained
by particular MOEA should require to desirably capture the
whole spectrum of the PF of the problems. The existing
algorithms implement different fitness assignment procedures
to to evolve their population in order to achieve aforementioned
three goals subject to No free Lunch concept [29]. The Pareto
dominance concept based MOEAs thoroughly applied for
coping with MOPs [28], [12]. To promote diversity, most of
these algorithms are utilizing different diversity techniques
such as fitness sharing, niching approach, Kernel approach,
nearest neighbour approach, histogram technique, crowding or
clustering, relaxed form of dominance and restricted mating
[11]. Among them, a fast non-dominated sorting algorithm
(NSGA-II) [13], SPEA2 or improving the strength Pareto evo-
lutionary algorithm [60], the Pareto archive evolution strategy
(PAES) [27], multi-objective genetic algorithm (MOGA) [18],
and niched Pareto genetic algorithm (NPGA) [19] have been
chosen in several comparative analysis.

Multi-objective memetic algorithms (MOMAs) form a new
and attractive area of research in EC. They are inspired by
models of adaptation found in nature. They are known as Bald-
winian EAs, Lamarckian EAs, cultural algorithms, or genetic
local search and hybrid MOEAs [45]. Hybrid MOEAs have
been developed with the aim to overcome the shortcomings of
stand-alone MOEAs [34], [32], [39], [42], [40].

A genetically adaptive multi-algorithm for multi-objective
(AMALGAM) optimisation is recently developed for solving
both multi-objective optimization problems [52] and single

optimization problems [53]. It employs multiple search op-
erators for its population evolution. The search operators used
include the particle swarm optimizer (PSO) [15], differential
evolution (DE) [47] and NSGA-II [13] and allocates resources
dynamically to each search operators based on their individual
performances. It does not involve any decomposition as in
MOEA/D (multio-bjective evolutionary algorithm based on
decomposition) [54].

MOEA/D [54] decomposes the approximated PF of the
given MOP into a number of different single objective opti-
mization subproblems (SOPs). It then optimizes all SOPs si-
multaneously using generic evolutionary algorithm. MOEA/D
paradigm have tackled diverse benchmark functions and it has
several enhanced versions [31], [34], [32], [39], [36], [42].
In this paper, our main objective is to further improve the
algorithmic performance of ALMAGAM by employing by
employing multiple search operators including the differential
evolution (DE) [46], particle swarm optimization (PSO) [15],
simulated binary crossover (SBX) [24], Pareto archive evolu-
tion strategy (PAES) [23] and simplex crossover (SPX) [50]
with self-adaptive alternative procedures for dealing with both
CEC’09 test instances [57] and ZDT test problems [62].

The main objective in this paper to develop an enhanced
version of ALMAGAM by employing multiple search opera-
tors such as differential evolution (DE) [46], particle swarm
optimization (PSO) [15], simulated binary crossover (SBX)
[24], Pareto archive evolution strategy (PAES) [23] and sim-
plex crossover (SPX) [50] with self-adaptive procedures for
dealing with both CEC’09 test instances [57] and ZDT test
problems [62].

The rest of this paper is organized as follows. Section
II outlines the framework of the enhanced version of the
genetically adaptive multi-algorithm multi-objective (AMAL-
GAM)method. Section III presents experimental results ob-
tained with the enhanced AMALGAM on both CEC’09 [57]
and five ZDT test problems [62]. Section IV is devoted to a
discussion on experimental results. Section V finally concludes
this paper and suggest further areas of research on this topic
an related ones.

II. ENHANCED VERSION OF MULTI-ALGORITHM
GENETICALLY ADAPTIVE FOR MULTIOBJECTIVE

OPTIMIZATION

Algorithm 1 outlines the framework of the an enhanced ver-
sion of the AMALGAM. In Sept 1, a population P with size N
has been generated uniformly and randomly within the search
space of the given MOPs. We then evaluate the fitness values of
solution of population P . We calculate the crowding distance
of each member of population after categorize them into
different layers by using fast non-dominating sorting procedure
adopted in NSGA-II [13] framework. After this, an Algorithm
1 divide the whole population according to k number of search
operators in order to work each search operator on specified
number of sub-populations N1,N2,N3 to generate Q offspring
population of sizes whose sum is equal to N . We have used
five different search operators such as differential evolution
(DE) [46], particle swarm optimization (PSO) [15], simulated
binary crossover (SBX) [24] and Pareto archive evolution
strategy (PAES) [23] and simplex crossover (SPX) [50] in
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the evolutionary process of the suggested algorithm. Each
individual search operator is getting resources at population
level according to their current individual performance based
on self-adaptive procedure as explained in subsection II-A.

Algorithm 1 Enhanced Version of Multi-algorithm Genetically
Adaptive for Multiobjective optimization

1: Input:
2: MOP: the multiobjective optimization problem; N : the

population size and other main parameters; Feval: maxi-
mum function evaluations;

3: Output:{x1, . . . , xN} and {F (x1), . . . , F (xN )};
4: Generate an initial population P of size N uniformly and

randomly.
5: Calculate the F-function values of each member of the P

population.
6: Assign rank to each member of P using fast non-

dominating procedure.
7: Assign sub-populations P = {P1, P2, . . . , Pk} to k op-

erators for creating an offspring population Q =
{Q1, Q2, . . . , Qk} of size N.

8: Calculate F-function values of Q offspring population.
9: Assign rank to each member of Q using fast non-

dominating procedure.
10: Combine the new and old population P and Q, R = P∪Q.
11: Select population P of size N from population R of size

2N based on their ranks and crowding distances for next
generation.

12: Update N best individuals among C population with high
ranks and crowding density.

13: Update P = {P1, P2, . . . , Pk} (Explanation can be found
in subsection II-A) based on the individual performances
of each search operator.

A. Alternative Adaptive Resources Allocation Scheme

• We calculate the number of solutions that successfully
enter to the next generation in the evolutionary process
of enhanced version of AMALGAM. A successful
solution is rewarded by 1 and unsuccessful by 0. An
efficient operator gets more resources in the form of
subpopulation to be operate on them as compared to
weaker one.

• Let δk, k = 1, 2, . . . , q are total number of non-
dominated solutions produced by q search operators
(i.e, differential evolution (DE) [46], particle swarm
optimization (PSO) [15], simulated binary crossover
(SBX) [24], Pareto archive evolution strategy (PAES)
[23] and simplex crossover (SPX) [50]) that enter
successfully to next generation are convert into nor-
malized form to develop probability formula (3)

Pk =
ζk∑q

k=1 ζk
, where ζk =

δk∑q
k=1 δk

(2)

Pk = αPk−1 ×N + (1− α)Pk ×N (3)

Where Pk is the current and Pk−1 is the previous probability
of successes of the k search operators. More importantly, the
above mentioned dynamic resources allocation did not switch
on at every generation of proposed algorithm.It can allocate

resources at every multiple of 5th generation to tackle ZDT test
problems [62]. The suggested enhanced AMALGAM allocates
resources to each of its embedded search operator at every
multiple of 10th generation for dealing with CEC’09 test
instances [57].

III. PARAMETERS SETTING AND EXPERIMENTAL
RESULTS

We have carried out Experiments using benchmark func-
tions with two and three objectives. The ZDT test [62] were
tackled with parameter settings as explained in the subsection
III-A while CEC’09 [57] were handled with parameter settings
are explained in the subsection III-B, respectively.

A. Parameter Settings for ZDT Problems

• N = 100: population size for 2-objective test in-
stances.

• F = 0.5: scaling factor of the DE;

• CR = 0.5: crossover probability for DE;

• w is the inertia factor which lies in [0.8, 1.2];

• c1 and c2 are the two acceleration constant or accel-
eration coefficients that usually lies between 1 and 4;

• ur ∈ [−1, 1] is a continuous uniform random number

• w = 0.5 + rand/2: inertia factor which lies in
[0.8, 1.2] and ξ = 1;

• c1 = c2 = 1.5: acceleration constant or acceleration
coefficients that usually lies between 1 and 4;

• Feval = 25000: maximum function evaluations;

B. Parameter Settings for CEC’09 Test Instances

This subsection explains the parameters setting to validate
enhanced AMALGAM on CEC’09 test instances [57].

• N = 600: population size for 2-objective test in-
stances;

• N = 1000: for 3-objective test instances;

• F = 0.5: scaling factor of the DE;

• CR = 1: crossover probability for DE;

• Feval = 300, 000: maximum function evaluations;

C. Performance Indicators

Two main goals for dealing with multiobjective evolu-
tionary optimization are very important: 1) convergence to-
wards the Pareto-optimal front, 2) to find uniform and well-
distributive set of multiple solutions that cover the whole
true PF of the problem at hand [12]. Several performance
metrics are found in the specialized literature of evolutionary
computing (EC) [51], [13], [12], [64] which are using to judge
which algorithm is better than others and in what aspects.
Inverted generational distance (IGD) [64], [57], relative hy-
pervolume [51], [12], Gamma Υ and delta ∆ [12], [13] which
are commonly in several comparative analysis of different
algorithms. The aforementioned performance indicators can
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use only if the reference set for the test problems are known
in advance or available. In this paper, we have used the
Inverted Generational Distance (IGD) as performance indicator
to judge the quality of final approximated set of Pareto optimal
solutions obtained by proposed algorithm in comparison with
other MOEAs.

Fig. 1. Inverted Generation Distance (IGD) has been used as a Performance
Indicator. The above solutions (blue fill circle) are approximated solution of the
algorithm and (black fill circle) are the Pareto solutions uniformly distributive
along the Pareto Front (PF).

Let P ∗ be a set of uniformly distributed points along the
PF. Let A be an approximate set to the PF, the average distance
from P ∗ to A is defined as [57]:

D(A,P ) =

∑
v∈P∗ d(v,A)

|P ∗|

where d(v,A) is the minimum Euclidean distance between v
and the points in A. If P ∗ is large enough to represent the
PF very well, D(A,P ) could measure both the diversity and
convergence of A in a sense. The closer the IGD metric values,
better is the approximation set. We have used P ∗ = 500 in
our carried experiments to tackle 2-objectives test instances
and P ∗ = 1000 to solve 3-objectives problems. For two
objectives case, the IGD metric is pictorially depicted in the
figure 1. It measures both the convergence and the spread
of the obtained solutions. Smaller IGD-metric values, better
will be approximated set of Pareto optimal of solutions of
corresponding MOEAs.

IV. DISCUSSION OF THE EXPERIMENTAL RESULTS
OBTAINED ON ZDT AND CEC’09 TEST INSTANCES

The simulation related parameters are as follows.

• Operating system: Windows XP Professional

• Programming language of the algorithms: Matlab

• CPU: Core 2 Quad 2.4 GHz

• RAM: 4 GB DDR2 1066 MHz

• 30 independent runs were performed on each test
problem.

.

A. Discussion of IGD-metric Values

Table I and Table II record the IGD-metric values in
terms of minimum (Best), Median, Mean, and standard devia-
tion(std) and maximum (worst) which are found by enhanced
AMALGAM and NSGA-II [13], respectively. These statistics
have been collected by executing each algorithm 30 times
independently with different random seeds on each ZDT test
problem [62] and CEC’09 test instance [57]. The average CPU
time spent by each algorithm are also provided in the last
columns of I and Table II. It is evident from these Tables, that
enhanced AMALGAM has found better approximated solution
set with reduced the IGD-metric values as compared to NSGA-
II [13] for most test problems. In most test problems, global
convergence has been got for both test suites of problems.
However, the complete Pareto front for some CEC’09 test
instances have not been attained by enhanced AMALGAM
in multiobjective optimization context. The primary reasons
of this weak performance could be reason of the complicated
objective functions profile of some CEC’09 test instances [57]
which are mostly multi-modal near the global Pareto-optimal
frontier and a slight perturbation in their optimization variables
causes their solutions to become dominated.

B. Discussion of the Pareto Fronts of ZDT and CEC’09 Test
Instances.

Table I and Table II record the IGD-metric values in terms
of minimum (Best), Median, Mean, and standard deviation
(std) and maximum (worst) which are found by enhanced
AMALGAM and NSGA-II [13], respectively. These statistics
have been collected by executing each algorithm 30 times
independently with different random seeds on each ZDT test
problem [62] and CEC’09 test instance [57]. The average
CPU time spent by each algorithm are also provided in the
last columns of I and Table II. It is evident from statistics
gathered in these Tables, that enhanced AMALGAM has
found a better approximate solution set with reduced IGD-
metric values compared to those of NSGA-II [13] for most
test problems. In most test problems, global convergence has
been achieved for both test suites of problems. However, the
complete Pareto front for some CEC’09 test instances has
not been attained by the enhanced AMALGAM algorithm, in
the multi-objective optimization context. The primary reasons
for this weak performance could be the complicated objective
functions profile in some CEC’09 test instances [57]; these
are mostly multi-modal near the global Pareto-optimal frontier
and a slight perturbation in their optimization variables causes
their solutions to become dominated.

Figure 2 and Figure 6 depict the approximated Pareto
front (PF) against the real PF of ZDT test problems displayed
by enhanced AMALGAM and NSGA-II [13], respectively.
These figures indicate that both algorithms have found better
approximated PF in their best run among 30 independent runs
on each ZDT test problem. We have plotted 30 PFs together
in Figures 3 and Figures 7 of the enhanced AMALGAM and
NSGA-II [13], respectively. These figures indicate that en-
hanced AMALGAM has displayed all 30 in better distribution
ranges in all 30 independent runs as compared to NSGA-II
[13].

Figures 4 display the best approximated PF of the CEC’09
test instances as demonstrated by enhanced AMALGAM
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TABLE I. THE IGD-METRIC VALUES OF THE ENHANCED AMALGAM FOR ZDT1-ZDT4 AND ZDT6. AVG-T MEANS AVERAGE CPU TIME IN
SECONDS.

ZDT Best Median Mean St.Dev. worst AVG-T
ZDT1 0.004301 0.004521 0.004603 0.000223 0.005065 14.940230
ZDT2 0.004235 0.004794 0.004613 0.000258 0.005643 14.633287
ZDT3 0.005067 0.005498 0.005565 0.000170 0.006134 14.580179
ZDT4 0.004696 0.005175 0.005235 0.000162 0.005575 14.696021
ZDT6 0.003615 0.004037 0.004045 0.000175 0.004691 14.395623

TABLE II. THE IGD-METRIC VALUES OF THE NSGA-II [13] FOR DEALING WITH ZDT1-ZDT4 AND ZDT6. AVG-T MEANS AVERAGE CPU TIME IN
SECONDS.

ZDT Best Median Mean St.Dev. worst AVG-T
ZDT1 0.0042193 0.004472 0.004369 0.000139 0.004258 18.01
ZDT2 0.0043213 0.004649 0.004656 0.000182 0.005011 22.85
ZDT3 0.005132 0.00546 0.00912 0.01388 0.0602182042 17.596
ZDT4 0.00482 0.006421 0.00825 0.009649 0.059017370 22.85
ZDT6 0.005606 0.007045 0.007003 0.0005878 0.0080474634 19.90

TABLE III. THE IGD-METRIC VALUES OBTAINED BY ENHANCED AMALGAM OVER CEC’09 TEST INSTANCES. AVG-T MEANS AVERAGE CPU TIME
IN SECONDS.

CEC’09 best mean median st. dev. worst AvG-T
UF1 0.028431 0.058596 0.057886 0.008465 0.070089 286.307532
UF2 0.011235 0.018219 0.013157 0.001349 0.016859 288.558110
UF3 0.091864 0.134375 0.136495 0.022836 0.198629 297.999586
UF4 0.040348 0.041052 0.041039 0.000337 0.041667 286.159044
UF5 0.165346 0.171338 0.171421 0.002796 0.176307 258.823135
UF6 0.068597 0.079037 0.078632 0.005978 0.088905 308.462841
UF7 0.014935 0.017689 0.017787 0.001267 0.020866 290.402351
UF8 0.103734 0.234131 0.230672 0.026091 0.261546 720.849149
UF9 0.056715 0.067789 0.114643 0.085653 0.325885 700.875474
UF10 0.273393 0.327878 0.326937 0.020029 0.360963 686.032888

TABLE IV. THE IGD-METRIC VALUES GENERATE BY NSGA-II [13] IN 30 INDEPENDENT RUNS FOR CEC’09 TEST INSTANCES. AVG-T MEANS
AVERAGE CPU TIME IN SECONDS.

CEC’09 best mean median st. dev. worst AvG-T
UF1 0.051996 0.106873 0.096076 0.024862 0.128739 759.27
UF2 0.016012 0.019849 0.020050 0.001407 0.023589 518.07
UF3 0.066353 0.098234 0.097065 0.017958 0.134235 491.95
UF4 0.052199 0.054388 0.054551 0.001274 0.056679 393.60
UF5 1.523087 1.671735 1.676288 0.099452 1.844279 792.28
UF6 0.705834 0.762023 0.762271 0.028052 0.831784 822.79
UF7 0.067270 0.114403 0.112305 0.012055 0.125719 722.11
UF8 0.095436 0.108548 0.120433 0.030475 0.195112 1443.73
UF9 0.088857 0.188603 0.160832 0.047975 0.218993 1270.73
UF10 0.473865 0.744428 0.781509 0.134987 1.043141 1359.30

within 30 times independent execution for dealing with each
problem. The Figure 8 is of the NSGA-II [13] produced
in its best run among 30 independent runs for CEC’09 test
instances [57]. The PFs displayed by enhanced AMALGAM
are more promising than NSGA-II [13] in terms of diversity
and proximity.

We have also plotted 30 PFs altogether estimated by
enhanced AMALGAM in the figure 5 and the figure 9 ex-
hibited by NSGA-II [13] in all 30times independent runs
over the problems UF1-UF4 and UF7-UF10. These figures
clearly indicate that enhanced AMALGAM has tackled the
most CEC’09 test instances more effectively and spend less
CPU time dealing with each test problem as compared to
NSGA-II [13].

The problems UF5 and UF6 have not been tackled by
both algorithms as per demand and genetic drift has been
occurred in their respective population due to the presence of
highly multi-modality in these problems like UF5-UF6. The
search process of both algorithms are get stuck in the local
basin of attraction of these problems and due to this both
algorithms have not shown further improvement dealing with

these problems.

V. CONCLUSION AND FURTHER WORK

Different operators suite different optimization and search
problems. The dynamic use of multiple operators in the EA
framework has exhibited good performance on complicated
MOPs, [31], [39], [34], [36], [32], [41], [40]. A multi-
algorithm genetically adaptive multi-objective (AMALGAM)
has recently been developed for solving both single objective
[53] and multi-objective optimization problems [52]. In this
paper, we have suggested new adaptive resource allocation
procedure and developed a enhanced version of AMALGAM
to cope with CEC’09, [57], and ZDT test problems [53]. The
suggested algorithm has shown promising results on most test
problems compared to NSGA-II [13] in terms of proximity
and diversity. Furthermore, the suggested algorithm is more
efficient which is desirable when solving real-word problems
where time can be an issue. In the future, we intend to examine
the performance of enhanced AMALGAM over real-world
problems such as:

• Tubular permanent magnet linear synchronous motor
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Fig. 2. Plots of the final non-dominated solutions in the objective space displayed by enhanced AMALGAM in its best run among 30 independent runs over
ZDT1-ZDT4 and ZDT6 problems.
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Fig. 3. Plots of the 30 PFs altogether in the objective space displayed by enhanced AMALGAM for ZDT1-ZDT4 and ZD6 problems.
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Fig. 4. Plots of the final non-dominated solutions in the objective space displayed by enhanced AMALGAM in its best run among 30 independent runs over
UF1-UF10 problems.

0.0 0.2 0.4 0,6 0.8 1.0 1.2
0.0

0.2

0.4

0,6

0.8

1.0

1.2

f1

f2

UF1 Pareto Front

 

Real PF
AMALGAM−30Runs

0.0 0.2 0.4 0,6 0.8 1.0 1.2
0.0

0.2

0.4

0,6

0.8

1.0

1.2

f1

f2

UF2 Pareto Front

 

Real PF
AMALGAM−30Runs

0.0 0.2 0.4 0,6 0.8 1.0 1.2
0.0

0.2

0.4

0,6

0.8

1.0

1.2

f1

f2

UF3 Pareto Front

 

Real PF
AMALGAM−30Runs

0.0 0.2 0.4 0,6 0.8 1.0 1.2
0.0

0.2

0.4

0,6

0.8

1.0

1.2

f1

f2

UF4 Pareto Front

 

Real PF
AMALGAM−30Runs

0.0 0.2 0.4 0,6 0.8 1.0 1.2
0.0

0.2

0.4

0,6

0.8

1.0

1.2

f1

f2

UF7 Pareto Front

 

Real PF
AMALGAM−30Runs

0.0
0.2

0.4
0,6

0.8
1.0

1.2

0.0
0.2

0.4
0,6

0.8
1.0

1.2
0.0

0.2

0.4

0,6

0.8

1.0

1.2

f1

UF8 Pareto Front

f2

Real PF
AMALGAM−30Runs

0.0
0.2

0.4
0,6

0.8
1.0

1.2

0.0
0.2

0.4
0,6

0.8
1.0

1.2
0.0

0.2

0.4

0,6

0.8

1.0

1.2

f1

UF9 Pareto Front

f2

Real PF
AMALGAM−30Runs

0.0
0.2

0.4
0,6

0.8
1.0

1.2

0.0
0.2

0.4
0,6

0.8
1.0

1.2
0.0

0.2

0.4

0,6

0.8

1.0

1.2

f1

UF10 Pareto Front

f2

Real PF
AMALGAM−30Runs

Fig. 5. Plots of the 30 PFs altogether in the objective space displayed by enhanced AMALGAM for UF1-UF4 and UF7-UF10 problems.
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Fig. 6. Plots of the final non-dominated solutions in the objective space displayed by NSGA-II [13] in its best run among 30 independent runs over ZDT1-ZDT4
and ZDT6 problems.
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Fig. 7. Plots of the 30 PFs altogether in the objective space produced by NSGA-II [13] for ZDT1-ZD4 and ZDT6 problems.
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Fig. 8. Plots of the final non-dominated solutions in the objective space display by NSGA-II [13] in its best run among 30 independent runs over UF1-UF10
problems.
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Fig. 9. Plots of the 30 PFs altogether in the objective space display by NSGA-II [13] for UF1-UF4 and UF7-UF10 problems.
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(TPMLSM).

• Cancer chemotherapy problems.

• Fuzzy multi-objective reliability redundancy alloca-
tion problem.

• Multiobjective Engineering design problems.

• Multi-Objective Capacitated Arc Routing Problem.

• Passive Vehicle Suspension Optimization.

• Multi-objective mobile agent-based Sensor Network
Routing.

• Oil and Gas Well Drilling problems.

We will also examine the effect of various enhanced versions
of differential evolution [38] with self-adaptive capabilities in
our proposed algorithm on the problems mentioned above as
well as other complicated test problems.
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Abstract—The holy Quran is one of the Holy Books of God.
It is considered one of the main references for an estimated 1.6
billion of Muslims around the world. The Holy Quran language is
Arabic. Specialized as well as non-specialized people in religion
need to search and lookup certain information from the Holy
Quran. Most research projects concentrate on the translation of
the holy Quran in different languages. Nevertheless, few research
projects pay attention to original text of the holy Quran in Arabic
language. Keyword search is one of the Information Retrieval (IR)
methods but will retrieve what is called exact search. Semantic
search aims at finding deeper meanings of a text, and it is a
hot field of study in Natural Language Processing (NLP). In
this paper topic modeling techniques are explored to setup a
framework for semantic search in the holy Quran. As the Holy
Quran is the word of God, its meanings are unlimited. In this
paper the words of chapter Joseph (Peace Be Upon Him (PBUH))
from the Holy Quran is analyzed based on topic modeling
techniques as a case study. Latent Dirichlet Allocation (LDA)
topic modeling technique has been applied in this paper into
two structures (Hizb Quarters and verses) of Joseph chapter as:
words, roots and stems. The log-Likelihood has been calculated
for the two structures of the chapter. Results show that the best
structure to use is verses, which gives the least energy for data.
Some of the results of the attained topics are shown. These results
suggest that topic modeling techniques failed to capture in an
accurate manner the coherent topics of the chapter.

Keywords—Statistical models; Latent Dirichlet Analysis (LDA);
Holy Quran; Unsupervised Learning

I. INTRODUCTION

The holy Quran is considered an essential reference for
Muslims where they read in a regular basis. They usually need
to search it and retrieve relevant information based on more
than just simple keyword search techniques.

Dealing with the holy Quran is different from dealing
with regular Arabic corpora that is usually extracted from
Newspapers and speeches, and hence is the word of human.
The holy Quran is the word of God and the meanings of
its words are unlimited. The sequence of text is different
from human words. For example, one topic could repeat in
different places in the holy Quran with different details and
sometimes in different contexts. Also, one chapter usually
has many topics. While one topic might be started in one
verse, another topic may starts immediately in the next verse.
Also, one verse may have different topics. Moreover, there are
different authentic interpretations for the verses of the holy

Quran; therefore it is very hard for a computer to manage
them in the way scholars do especially in situations where
meanings are seem opposite to each other. Finally, there is
much relevant information that is found in prophet Mohammad
(PBUH) sayings (Hadith) that interpret many verses of the holy
Quran. For all of these reasons, it sometimes hard to resolve
a disambiguation if a word has many synonyms and different
senses.

Research in Arabic NLP still young and have many chal-
lenges [1]. This is because that Arabic language is different
from many other natural languages [2], [3]. Words in Ara-
bic language have many derivations and have also complex
Diglossia (modern and colloquial) [4]. Also, Arabic letters
appear in different shapes according to their position in the
word. Another characteristic of the Arabic language is the
diacritic. Some of these diacritical marks are usually not
written, but is understood by Arabic readers. Therefore, two
exact written words without diacritical marks have totally
different meanings. All of these and other characteristics of
the Arabic language should be taken in consideration when
processing Arabic text.

The holy Quran can be considered as a ”Golden Text” to
use in Text mining and NLP fields. This might be true for
different reasons: it’s the word of God, it’s limited in terms of
text size and it has many translations and many interpretations.
These all together encourage building a semantic compre-
hensive source for the holy Quran that will allow advanced
semantic search and knowledge extraction.

Searching in the holy Quran is an essential task for Mus-
lims as well as non-Muslims who study it. Many applications
have been built to allow search in the holy Quran. Most of
these search engines allow simple search techniques where
some of them are mentioned in [5]. However, few research
projects are concerned with advanced search in the holy Quran
using some NLP techniques such as the papers presented
in The holy Quran and new technology workshop that held
by King Fahad Complex for printing the holy Quran in Al-
Madinah Al-Munawwarah, Saudi Arabia in 2008. The work-
shop participants discussed different issues related to the holy
Quran including searching techniques. Also more papers are
presented in another event in Taibah University International
Conference on Advances in Information Technology for the
Holy Quran and Its Sciences that held in Al-Madinah Al-
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Munawwarah, Saudi Arabia in 2013. The presented papers are
related to a wide range of topics concerning the holy Quran
including natural processing issues, security, education and
many more.

There are different approaches to model and cluster topics
in text documents such as LDA, Latent Semantic Analysis
(LSA) and traditional clustering techniques such as K-means.
In this research LDA is used for several reasons including
accuracy, scalability and comprehension [6], [7], [8].

LDA has been developed to extract topics from text using
statistical methods [9], [10], [11], [12], [13]. LDA is one of the
techniques that belongs to a large family called probabilistic
modeling. The basic intuition behind LDA is that a text
document has multiple topics where each topic is defined as a
distribution over a set of words. There are many flavors of the
LDA model; a thorough review of the LDA topic modeling
techniques can be found in [14]. Topic modeling has been
applied to many field of study such as Information Retrieval
IR, geographical IR, computational linguistics and NLP [15],
[16], [17], [18], [19], [20].

This paper aims to build up the first stage in a framework
that will allow possible semantic search in the holy Quran.
This is done by applying LDA topic modeling to chapter
Joseph of the holy Quran as a case study. This chapter has
been chosen because it includes relative topics regarding story
of the prophet Joseph (PBUH). The LDA topic modeling has
been applied to words, roots and stems of that chapter. Next
stages might include: studying the topics of the whole holy
Quran, linking the text of the holy Quran to both authenticate
interpretation of the holy Quran and the related Sayings of the
prophet Mohammad (PBUH). These might be achieved using
machine learning, text mining as well as NLP techniques.

It should be stated explicitly here that this research is not a
religious study; rather it is a statistical study that might result
in information that would guide specialized religious people
to understand more about the word of God.

The paper is organized as follows: in section II related
work is presented, in section III topic modeling is introduced,
in section IV the methodology as well as preparation of the
Data Set is explained, in section V experimental setups are
explained, section VI includes discussion of the results attained
in the paper and finally section VII contains conclusion.

II. RELATED WORK

Shoaib et. al. [5] have proposed a simple WordNet for
the English translation of the second chapter of the holy
Quran (Al-Baqrah). They have created topic-synonym relations
between the words in that chapter with different priorities.
They have defined different relations that are used in tradi-
tional WordNet such as: synonymy, polysemy, hyperonymy,
hyponymy, holonymy and meronymy. Then they developed
a semantic search algorithm that will fetch all verses that
contains the query word and its synonyms with high priority.
It is not clear how the authors build their simple WordNet.
In similar studies, usually authentic religion references should
be used such as interpretation of the holy Quran or meanings
of the words of the holy Quran. However, the results show
that the developed semantic search outperform simple search
algorithms.

Similar work has been carried out to extract verses from
the holy Quran using an expert system that use Web Ontology
Language (OWL) [21]. Again the work use English translation
of the holy Quran and not Arabic language.

Another work explored the structure of a simple domain
Quran ontology for birds and animals that are mentioned in
the holy Quran [22]. The authors propose a framework for
semantic search in the holy Quran using their domain ontology
and they have evaluated it using SPARQL query language. This
work uses English translation of the holy Quran.

Data mining techniques such as SVM and nave Bayesian
classifiers are used cluster chapters of the holy Quran based on
Major Phases of Prophet Mohammads (PBUH) Messengership
[23]. This work classifies chapters of the holy Quran rather
than verses or words of the holy Quran.

LDA topic modeling technique has been used to extract
topics from an Arabic corpora composed of Newspapers [24].
The authors have developed a preprocessing lemma-based
stemming algorithm and then applied the LDA technique on
Arabic processed text.

In [25] author has used clustering techniques in machine
learning to extract topics of the holy Quran. The extraction of
topics was based on a corpus that is composed of the verses
of the holy Quran using nonnegative matrix factorization. The
author used Buckwalter code for Arabic letters [3]. Topics
are visualized and related verses for each topic are shown
for selected topics based on the topic main keywords. One
of the shortcoming of his work is that verses are dealt with
separately as each as a document. The author claims that he
has extracted and identified the underlying topics of the holy
Quran. However, this claim is far from reality as no one could
identify the underlying topics of the holy Quran even well-
known scholars of Quran studies. Also, the it is totally unclear
how he has linked the keywords of each topic with the related
verses that correspond to topic keywords. Nevertheless, the
findings are promising and might help in revealing deeper
meanings of the holy Quran by specialized people in Quranic
studies.

LDA technique has been compared LDA with K-means
clustering technique [8]. The authors have applied both LDA
and K-means technique on a set of Arabic documents from
OSAC (Open Source Arabic Corpora). The results show that
LDA outperforms K-means in most instances.

III. TOPIC MODELING

Topic modeling is a hot field of study in both machine
learning and NLP. Topic models are generative models that
are based on probability distributions of multiple topics in a
document over a set of words. Such models basically depend
on term-frequencies in a document. One of these models is
LDA. As mentioned previously, LDA is better than other
models such as LSA for several reasons[6], [7], [8]. LDA
outperforms LSA in many applications including semantic
representation [12] and have been used in different fields in the
last decade or so including NLP [15], [16], [17]. It is used by
researchers to extract important and hot topics; usually from
large corpora.
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The basic intuition behind LDA is that a set of words
of documents are randomly pre-assigned with probability dis-
tributions that would represent multiple-topic latent structure
on those documents. After that, latent structure of the topics
of documents is inferred statistically in a reverse-engineering
manner.

Initially, a number of topics T should be specified. Then,
a term distribution ϕ over a parameter β is chosen for each
topic. After that, ratios θ of topic distribution for document d
are specified. Then, a topic zi is chosen and after that a word
is chosen conditioned on that topic over a parameter α. Both
ϕ and θ are Dirichlet distributions.

The probability of the ith word in a specific document is
given by:

P (wi) =
T∑

j=1

P (wi|zi = j)P (zi = j) (1)

where zi represents a latent variable that designates the
topic for the drawn ith word. P (wi|zi = j) represents the
probability of the word wi under topic j. P (zi = j) represents
the probability of a word from topic j of a document.

Note that P (w|z) can be represented by a multinomial
distributions ϕ over a term distribution such that P (w|z =

j) = ϕ
(j)
w and P (z) can be represented by a multinomial

distributions θ over a topic distribution over D documents such
that P (z = j) = θ

(d)
j .

Then an estimation method is used to infer the latent struc-
ture of the topics of documents. Different estimation methods
can be used in this context including: Variational Expectation-
Maximization (VEM) method and Gibbs sampling. For more
information about details of these methods please refer to [10],
[11], [13], [26].

Besides LDA, Correlated Topic Model (CTM) can be
used to extract correlated topics from documents. CTM is
an extension of LDA. LDA usually uses Gibbs sampling for
model estimation.

IV. DATA SET PREPARATION AND METHODOLOGY

The text of chapter Joseph in the format of CP1256 has
been taken from [27] in the shape of two structures: Hizb
quarters and verses, all without diacritic. The frequency details
of these selected structures are shown in table I. For more
information about the text structure of the holy Quran please
refer to [27].

TABLE I: The number of documents for the Joseph chapter
based on different structures and for words, roots and stems
after applying tf-idf measure on DTMs

No. of Hizb quarters/terms No. of Verses/terms

Original No. (TF) 6/721 111/721

With TF-IDF (words) 6/299 89/323

With TF-IDF (roots) 6/327 108/163

With TF-IDF (stems) 6/398 103/193

These two structures will be used in the topic modeling
process in three shapes: words, roots and stems. Because

the text of the holy Quran is the word of God, there is no
margin for errors in the process of extracting both roots and
stems. Therefore, the roots and stems have been constructed
manually; based on two web sites [28], [29] and verified by
the authors according to their experience in Arabic language
and as native speakers.

These data sets will be used as the input for the implan-
tation of the LDA to reveal the main topics for the text of
the chapter of Joseph (PBUH). Different experimental setups
are prepared to compute the topic models for the text of that
chapter based on the aforementioned structures.

V. EXPERIMENTS

Both packages tm and topicmodels of R are used in
experiments (a practical guide for topicmodels can be
found in [30]). First, the tm package will be used for text
preparation and processing as building the corpus, removing
stop words and building the Document Term matrix (DTM).
Second, the topicmodels package will be used to build
and fit LDA model for all structures of the text with the three
shapes of word.

The text with two structures has been processed where the
stop words are removed. Then, three DTMs have been built
for text as: words, roots and stems. The content of the DTM
is basically calculated using Term Frequencies (TF) measure.
After that, the tf-idf measure has been applied on each DTM to
remove frequent terms that appears on most documents, and
hence are not recognized as important terms. This has been
done by calculating the median and choosing high-frequent
terms with frequency more than the calculated median.

TABLE II: The number of topics along with the log-Likelihood
for the fitted topic models for the Joseph chapter estimated by
Gibbs sampling with 10-fold cross-validation

Hizb quarters
Topics No./Log-Likelihood

Verses
Topics No./Log-Likelihood

Word 17/-1258 8/-250

Root 44/-827 5/-169

Stem 27/-860 19/-172

After that, different experimental setups are prepared to
find the main topics in the chapter of Joseph (PBUH). These
are found first using TF measure and then using different esti-
mation techniques for LDA besides Correlated Topics Model
(CTM)-where CTM can use VEM only:

• VEM.

• VEM with fixed α.

• Gibbs

Then, a validation technique that is based on the log-
Likelihood of the data set is calculated. This is performed to
find the best number of topics for each structure of that chapter.
The best number of the topics is calculated using 10-fold
cross-validation technique for the two structures with the three
term shapes, results of log-likelihood and number of topics are
shown in table II. Then the topics are recorded for all cases
using the best topic numbers that are calculated according to
the aforementioned technique. In some cases different topics
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number is chosen because the energy-based topics number is
large. The main parameters are set as suggested by [11] where
α = 50/k (where k is the number of topics) and β = 0.1. In
many of the experiment setups, the seed parameter of the LDA
and CTM models are set to the number of terms according to
table I.

Samples of the results of the topics are shown in figures 1 -
13 for the two structures with three shapes of the terms: words,
roots and stems. Figures 1 - 9 represent the Verses structure
where figures 1 - 3 are for words, figures 4 - 6 are for stems
and figures 1 - 3 are for roots. Figures 10 - 13 represent the
Hizb Quarters structure for words, roots and stems.

Fig. 1: Sample of topics for words based on Verses where
Gibbs sampling is used (Topics Number is 17)

Fig. 2: Sample of topics for words based on Verses where
CTM is used (Topics Number is 17)

Fig. 3: Sample of topics for words based on Verses where TF
is used (Topics Number is 17)

Fig. 4: Sample of topics for stems based on Verses where
VEM is used (Topics Number is 19)

Fig. 5: Sample of topics for stems based on Verses where
VEM with fixed α is used (Topics Number is 19)
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Fig. 6: Sample of topics for stems based on Verses where TF
is used (Topics Number is 19)

Fig. 7: Sample of topics for roots based on Verses where Gibbs
sampling is used (Topics Number is 5)

Fig. 8: Sample of topics for roots based on Verses where VEM
is used (Topics Number is 15)

Fig. 9: Sample of topics for roots based on Verses where TF
is used (Topics Number is 15)

VI. RESULTS AND DISCUSSION

The number of documents and terms of the chapter of
Joseph (PBUH) is shown in table I. Both TF and TF-IDF
measures are used and then the number of documents and
terms are recorded for words, roots and stems. The results
of applying LDA model to the text of the chapter with Gibbs
sampling technique is shown in table II. Note that the term with
low energy are roots and stems compared with high energy for
words.

Many experiment setups have been carried out with differ-
ent parameter settings apart from the aforementioned setups
in section V. Sample of the results are shown in figures 1 -
13. All the results of all the experiments show that most of the
resulted topics are a mix of more than one topic. However, very
few topics form one coherent topic such as topic number three
of figure 3 and topic number three and fourteen of figure 5.

Some topics include a mix of two to may be five topics.
In some cases all of the terms of the topic are coherent except
one or two words such as topic number 12 of figure 10.

Regarding the shapes of the word; on one hand the roots
are considered problematic as there are many shared words
between topics such as the topics that appear in figure 12.
One of the reasons behind this is that there are some different
words in meaning but their root in Arabic language is the same.
On the other hand, both words and stems show better results
as it appear in most of the figures. For words it is obvious that
each word has usually its own semantic in one context. For
stems, although there is more than a word with the same stem
but they have the same semantic in similar contexts.

The estimation methods that are used in this study show
different ”percentage of successful” with different shapes of
words. For example, TF measure gives better results than TF-
IDF measure in certain cases. On another occasion, CTM gives
better results. The same is true for VEM, VEM with fixed α
and Gibbs sampling.

Also, it is important to mention that all of the numeri-
cal results including best number of topics as well as log-
Likelihood of the data are based on the seed parameter
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for LDA and CTM models. However, many experiments are
executed with different values for seed parameter without
affecting the quality of the resulted topics.

In other set of experiments, the parameter alpha is set to
smaller numbers than that suggested by [11] where α = 50/k
(k is the number of topics). When α is set to 1/k, the results
show topics with slightly better quality.

Although the topic modeling techniques used in this study
failed to extract coherent topics, still the results are promising
as some topics are coherent even that they are very few.

Fig. 10: Sample of topics for words based on Hizb Quarters
where VEM is used (Topics Number is 17)

Fig. 11: Sample of topics for stems based on Hizb Quarters
where Gibbs sampling is used (Topics Number is 26)

Fig. 12: Sample of topics for roots based on Hizb Quarters
where VEM is used (Topics Number is 44)

Fig. 13: Sample of topics for roots based on Hizb Quarters
where TF is used (Topics Number is 15)

VII. CONCLUSION

The topicmodels R package has been used to analyse
the underlying topics of the chapter Joseph (PBUH). First
the best number of topics for the two structures have been
calculated for the three shapes of words and the results are
shown in table I. After that, several experiment setups are
executed for both of the document structures with three term
shapes: word, root and stem. Then, results are recorded and
samples of the result are shown in figures 1 - 13. The results
are evaluated based on understanding of the meanings and
interpretation of the chapter of Joseph (PBUH). The results
suggest that verses structure is better than Hizb quarters one
in forming more coherent topics. Most of the resulted topics
include a mix of more than one topic out of the main topics of
the chapter of Joseph (PBUH). However, few of the resulted
topics contain one coherent topic.

Semantic search in the holy Quran can be supported
by finding accurate coherent topics which helps in finding
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contextual terms related to the user search terms. The holy
Quran contains hundreds of topics if not thousands. While
one verse may contain multiple topics, another set of verses
may comprise one topic. Also, one topic may repeat in several
contexts and in more than one chapter. If the results are
enhanced by combining LDA with another technique then
they can be then used together to search for relevant words
according to the distribution of topics over words.

The results of this study strongly suggests that while
statistical methods succeeded in extracting important topics
from text corpora of humans -as many studies show, it failed
to achieve the same results with the word of God. This is
obvious because the words of God are unlimited in meaning
and are one of the attributes/characters of God.

Future work may include exploring more statistical meth-
ods and/or combining the methods used in this study with other
data mining techniques. Also, if the text of the holy Quran
would be linked to one of its authentic interpretations, then
topic modeling might find coherent topics because interpreta-
tions are the word of human.
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Abstract—In this paper, we tackle the problem of adapting
Information and Communication Technologies (ICTs) in local
languages of Cameroon. The objectives are to reduce the digital
and language divides, and to pave the way for the usage of
such technologies to local populations who don’t understand this
technological language. We first discuss and highlight several
concerns about the localisation of ICTs. Afterwords, we address
some challenges and issues to computerize cultural and linguistic
features, and indigenous knowledge (IK) for national languages
and cultures in Cameroon. As case study, we describe our
experience in localising an open source editor for the Yemba
language, within the of Rural Electronic Schools in African
Languages Project. Because Cameroonian languages are based
on the same basic alphabet, this qualitative research is extensible
to other languages.

Keywords—Culture, Digital divide, ICTs, Language divide,
Localisation, National language.

I. INTRODUCTION

Despite the rapid adoption of Information and Communica-
tion Technologies (ICTs) such as software, web sites and cell
phones in day-to-day activities, the greatest challenge remains
the adoption of these technologies by the local populations in
Africa and in Cameroon in particular. Cameroon is endowed
with about 250 local languages[1][2]. Unfortunately, the lan-
guages of communication in these technologies are all except
these local languages. As a consequence, the local populations
see ICTs as gadgets designed for the few who understand the
inbuilt languages of communication.
The majority of Africans, mainly those in the rural areas,
can only communicate in local languages, and hence cannot
use a computer. They barely manage to master the keyboard
of a telephone. Those who understand the language of the
technology are able to use them, while the illiterates in the
inbuilt language are unable to fully enjoy the benefits that the
technology brings[4]. In [5], the authors advocate the writing
and adapting of a software system to a specific culture. They
emphasize that, successful software systems must be written;
so that adapting them to a culture can be done easily. This is
the idea of internationalisation/localisation in which software
is built in such a way that localising it to another language
and other cultural preferences can be done easily, possibly
at runtime by reading a user’s profile. In [6], it appears that
ICTs are adaptable cultural western products. Therefore, they

include the ideologies of the target languages and cultures
while influencing their users. To correct this bias, [7] and [8]
think that we should make computing technology available,
understandable, and participable for everyone regardless of
culture, gender, age, income, language, degree of disability,
or ethnicity. But, [9] think that the non-moulded user in the
designer’s culture must not be part of a bandwagon process,
from imported models of the western society. In fact, all
universals such as ICTs are after all used locally.
The rest of this paper is organized as follows. Section II ad-
dresses the Internationalisation/Globalisation/Localisation pro-
cesses. Section III is devoted to an overview of Cameroonian
national languages and cultures, and their presence in ICTs.
It is focused on a specific Cameroonian language i.e Yemba.
Section IV is related to the methodology of our field experience
within the Rural Electronic Schools in African Languages
Project, specifically on the Yemba language. We focus on the
localisation process in the Cameroonian national language and
culture, the challenges and the issues. We also discuss and
highlight several concerns about the localisation of Information
and Communication Technologies for the national languages
and cultures of Cameroon. Section V and VI deal with the inte-
gration of Yemba cultural features in ICTs and computational
results respectively.

II. INTERNATIONALISATION/GLOBALISATION/LOCALISATION

Internationalisation (I18N in abbreviated form) is defined
as the process of developing applications that can easily be
converted to operate in different cultural or linguistic environ-
ments [10].
Globalisation (G11N in abbreviated form) is the process of
designing and developing applications that are meant to be
used in multiple cultures.
Localisation, of course, has several definitions relating to the
adaptation of computer applications and/or the content of
computing to the linguistic and cultural realities of a particular
country, region, or national community [11]. Localisation
(L10N in abbreviated form) is the process of converting ap-
plications to operate in a specific cultural environment, which
extends beyond the local language to aspects such as beliefs,
customs and ethics of a society. For [12], the localisation
process reasonably consists of two main stages. The first step
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is the translation of language resources to reflect the local
language. In this stage, all language resources and features
such as menus, commands, help texts, etc. are translated to
the local language. The second step in localisation adjusts
software to local cultural habits. Here, the application is
adapted to reflect local customs. If the application is already
internationalised, this stage may be unnecessary, since changes
such as special sorting algorithms, may have already been
met during the development stage. For symbolic features such
as the currency or the comma delimiter, the application may
simply inherit configuration from the operating system.
Localisation thus, is the process of customizing your applica-
tion for a given culture and locale. Localisation, Internalisation
and Globalisation are illustrated in Figure 1.

Thus, localisation is both a linguistic and software tech-
nology problem. It is a linguistic task because the translation
requirement is not simply the substitution of one body of
text by another. It is also a linguistic problem because many
software packages capture and manipulate text that has been
supplied by the users. Among these software packages are
word processors and database management systems. In using
these packages we are frequently required to match text. What
constitutes an acceptable match depends upon the language.
Localisation is also a software technology problem because
we must be able to organize the software so that the linguistic
components be isolated and can easily be replaced. This leads
to the consideration of how standard software packages like
window management systems, word-processors and database
management systems are constructed where the assumptions
about a particular natural language and culture are embedded.
In the quest for wider computer access, many authors have
stressed the need to accommodate users whose first language
is not English. We believe localisation can contribute to the
reduction of digital divide and language divide.

III. CAMEROONIAN NATIONAL LANGUAGES AND
LOCALISATION

The writing of Cameroonian national languages is based
on the General Alphabet of Cameroon Languages [3].The
Cameroonian alphabet is a subset of the International Phonetic
Alphabet [13]. The General Alphabet of Cameroon Languages
has permitted to write many Cameroonian national languages.
Without loss of generality, this work is based on the Standard
of Yemba (SY) spoken in the west region of Cameroon [14].
Yemba is the language of trade, education, mass communica-
tion and general everyday interaction between Yemba people,
whatever their dialects of the language might be. According
to the World Atlas of Languages Structures (WALS), Yemba
national language WALS coordinates are: 5 25’ N, 10 5’ E
[15].
Prior to the localisation of ICT, Yemba language and cul-
ture had never been widely used in the domain of modern
technology in general, and computer technology in particular.
[18] presents a website dedicated to Yemba language learning
tools. This website contains a Yemba Wikipedia, a very basic
Yemba online editor, and offers a possibility to translate
common English, German, Czech, Spanish, Italian and Chinese
words and expressions into Yemba. A vocabulary of computer
terminology in Yemba language was addressed within the
RESAL project[16]. Selected terms from this vocabulary is
shown in Figure 2. This primary work paves the way to the

development and localisation of a word processing in Yemba
language. Hence, even though these earlier efforts provided
useful background materials, the localisation of word pro-
cessing tools for Yemba language and culture demands more
than mere translation of computer terms into Yemba[19]. The
project necessarily demanded the creation of Yemba equivalent
terms, which involves application of scientific strategies and
principles for technical-term creation.

IV. METHODOLOGY AND DESIGN

The localisation results in solving many issues from lin-
guistic aspects to hardware and software ones, including
Cameroonian main cultural features to be integrated to the lo-
calized editor environment. We identify some of the problems
and addressed them.

A. Terminological issues

Language problems are often caused by terminology.
Whenever English language software is translated to a local
language, decisions are taken on mapping from English terms
to local terms. Inevitably, some measure of arbitrariness is
attached to this procedure. In consequence, some aspects of
localised software may appear stranger to the local audience
than the English (foreign language) original. This goes some
way toward explaining why many users when faced with a
choice between a localized (fully translated) application and an
English-language original, express a preference for the latter
[17].

B. Some Yemba cultural features

Yemba calendar has eight days and each day has a mean-
ing related to activities that are reserved or inspired by the
historical facts. No specific day correspond to the beginning
of the week as compared to Gregorian calendar, where Monday
marks the beginning of the week. These days are successively
named Efaa, Njla, Nga, Mbuwa, Mbulo, Meta, Mbukh, Mbucu.
Per week, each village has one or two sacred day(s) during
which some activities are forbidden.

C. Linguistic issues

The development of Cameroonian languages in the direc-
tion of technological development has suffered over the years
due to the use of English as the language of technology. Hence,
many of the English terms used in nowadays word processors
do not have corresponding Cameroonian terms. It is necessary
therefore to develop terms that can convey the meanings of
the original English terms to the Cameroonian user.

D. Hardware issues

The localized word processor must support the character set
of Cameroonian languages and must be configured to present
numbers and other values in the local format. Localizing a
word processor might require adding a new spell checker that
recognizes words in the local language. We use the Keyboard
GoingKompuyta (Figure 3) to make support of the character
set of Cameroonian languages.
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Fig. 1: The globalization process (based on a chart from the LISA website)

E. Software issues

There are varying degrees of localisation. Yet there are
no obvious criteria for guiding the appropriate level of locali-
sation. Evidence from our study of localised word processors
shows that original menu shortcuts (such as Ctrl+C for ’Copy’)
are consistently retained rather than changed to accord with
localised menu commands. In [20], the assumptions underlying
this decision are obscure but may presume that retaining
shortcut consistency across localised versions is beneficial to
local users. Even this strategy can lead to anomalous results.
Shortcut keys are often mnemonics for the English command
names, e.g., Ctrl+N for ’New, Ctrl+O for ’Open’ and Ctrl+S
for ’Save’ and Ctrl+P for ’Print’. When mapped to a localised
Yemba version of the ’File’ menu, these mnemonics are
inappropriate yet this set of shortcut keys from the English
context are retained. This contrasts with the other set of
application shortcut keys. Alt+F (mnemonic in English for
’File’) invokes the File menu in such examples illustrate a
fundamental tension within localisation efforts, the need to
change interface characteristics while attempting to maintain
consistency [20].

V. INTEGRATING YEMBA CULTURAL FEATURES

To integrate Yemba cultural schemes into the localized
editor (Figure 4), we need to tackle the shallow level of
localisation defined by [21] as composed of the following
areas:

• Colour schemes

• Pictures and images

• Sounds

• Historical data

• Hand signals

• Symbols

• Product names and acronyms.

All these issues have different meaning in a different cultural
context. But to the best of our knowledge, these cultural
features are not formalized at all, except the date, time and
days representation issues.

VI. COMPUTATIONAL RESULTS

Our experience required expertise from three key areas:
(i) linguistics, (ii) language technology, (iii) computer science.
Command keys that have international status are not subject
to localisation. Their commands have a mnemonic connection
to the visual appearance of the letter and are not related to the
usage of the command name in some languages [20].

Word processors vary considerably, but all word processors
support some basic features. Our localized editor supports the
following basic features:

• insert text: Allows to insert text anywhere in the
document.

• delete text: Allows to erase characters, words, lines,
or pages as easily as you can cross them out on paper.

• cut and paste : Allows to remove (cut) a section of
text from one place in a document and insert (paste)
it somewhere else.

• copy: Allows to duplicate a section of text.

• page size and margins :Allows to define various page
sizes and margins, and the word processor will auto-
matically readjust the text so that it fits.

• search and replace: Allows to direct the word proces-
sor to search for a word or a phrase. You can also
direct the editor to replace one group of characters
with another everywhere that the first group appears.
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Fig. 2: Selected Yemba terms for the editor

• word wrap : The word processor automatically moves
to the next line when you have filled one line with
text, and it will readjust the text if you change the
margins.

• print: Allows to send a document to a printer to
get hardcopy. Our localized word processor supports
additional features that enable a user to manipulate and
format documents in more sophisticated ways. These
full features are:

• file management: Many word processors contain file
management capabilities that allow you to create,
delete, move, and search for files.

• font specifications: Allows to change fonts within a
document. For example, you can specify bold, italics,
and underlining. Most word processors also let you
change the font size and even the typeface.

• spell checker : A utility that allows to check the
spelling of words. It will highlight any words that it

does not recognize.

• WYSIWYG (what you see is what you get): With
WYSIWYG, a document appears on the display screen
exactly as it will look when printed.

The use of this editor will faced many other factors shown
in [22] who proved that other essential aspects intervene
such as dialectal variations, inter-comprehension level between
neighbored languages, the writing systems used,the orthogra-
phy and the terminology.

VII. CONCLUSION

Most ICTs are designed and developed by researchers and
designers who unintentionally apply their cultural values and
systems of thought while designing and developing computer
applications like word processors. This results in that, users
who are culturally different from the researchers and designers
might have difficulty to use these computer applications. In
this work, we have localised an open source editor in the
Yemba language. This can contribute to fill the gap between
computer programs designers/developers, and end-users whose
language is Yemba. In fact, it will be of use within the RESAL
project and mostly in rural primary schools for the teaching
of/in local languages. The localized editor is extensible to other
Cameroonian and African languages; thus offering to speakers
of these languages a tool to easy production of documents in
their language.
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Abstract—We have more chances to communicate via the in-
ternet. We often use text/video chat, but there are some problems,
such as a lack of communication and anonymity. In this paper,
we propose and implement a real-time talking avatar, where we
can communicate with each other by synchronizing character’s
voice and motion from ours while keeping anonymity by using a
voice conversion technique. For the voice conversion, we improve
accuracy of the voice conversion by specializing to the target
character’s voice. Finally, we conduct subjective experiments and
show the possibility of a new style of communication on the
internet.

Index Terms—Talking avatar; Voice conversion; Kinect; Inter-
net; Real-time communication

I. INTRODUCTION

Typical examples for human communication via internet are
text, voice, and video chatting. Users of the text chat input text
with interfaces such as a keyboard and easily communicate to
each other. However, the text-based communication has diffi-
culty in expressing emotions and intentions correctly, which
sometimes leads to misunderstanding of the user’s internal
state. In addition, the lack of the real-time communication
is often stressful. On the other hand, the video chat has an
advantage in communicating both linguistic and para-linguistic
information through the facial expression and the speaking
style [1], [2], [3]. Although the video chat is the most advanced
and rich communication tool of the chat systems, one of the
biggest problems in the use of the audio and video information
is the lack of anonymity, and we must choose an appropriate
tool depending on the situation.

In this paper, we present a real-time talking avatar system
in which the user’s motion and speech are reflected to the
avatar in real-time. The system enables us to communicate
to each other via the network without directly conveying
the user’s personal information. The system of the real-time
talking avatar consists of the two technologies as follows:

• Voice conversion: Converting the speaker characteristics
of the user to that of the avatar using neural network in
real-time [4]

• Synchronization skeleton: Capturing the user’s motion
and reflecting the motion to the avatar in real-time using
Kinect [5]

In the voice conversion, we focus on the character of the
avatar, virtual singer Hatsune Miku. We conduct an experiment

(c) Crypton Future Media, INC

Fig. 1: Overview of the proposed real-time talking avatar
system via internet.

where the speech parameters extracted from the input speech is
averaged using moving average to improve the reproducibility
of the robotic voice of the character.

We develop the real-time talking avatar system using the
voice conversion and synchronization skeleton techniques,
which enables the users to anonymize their voice and facial
information. We conduct subjective evaluations and compare
the proposed system to the conventional text and video chat
systems in terms of the anonymity, entertainment, and com-
municability.

The rest of this paper is organized as follows: Section II
overviews the real-time takling avatar system proposed in this
paper. Section III introduces the voice conversion depending
on the target character to improve the conversion performance
based on neural networks, and the objective experimental
evaluations for the voice conversion part is shown in Section
IV. Section V explains how to control the character’s motion
using Kinect. The total subjective evalution is conducted in
Section VI and the result is discussed. Finally, Section VII
summarizes this study and shortly discusses the remaining
issues as conclusions.

II. SYSTEM OVERVIEW

We use two sets of Kinect for Windows and microphone,
and a PC to control them and network environment to realize
the real-time communication using the proposed talking avatar.
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The synchronization of the user’s motion including hand
gestures is achieved by acquiring the skeleton data of the user
and by reflecting the data to the character model of the avatar.
In this study, we use Kinect v2 and Skeletal Tracking of Kinect
SDK v2 [6] to acquire the user’s motion data. The Kinect is
able to obtain the position data of twenty-five joints per one
user.

To reflect the user’s motion, only the rotation parameters of
each joint and the position of center part of pelvis, which
is given as SpineBase in Kinect SDK, are extracted and
transmitted to the client user using a communication protocol,
e.g., WebSocket. The client system receives the transmitted
data and maps them to each joint and position of the character
model. Finally, the avatar image having similar pose to the user
is outputted to the display.

In the voice conversion, the speech of the user is recorded
using a microphone, and the speech parameters, i.e., spectral
and excitation parameters, are extracted and converted to those
of the target character using a neural network that is one of the
nonlinear mapping techniques. The speaker-adapted speech is
obtained by synthesizing speech from the converted parame-
ters. The speech data after the voice conversion is outputted
through a virtual sound device using several windows APIs.
By introducing the virtual device, we can use the converted
voice as a source of existent voice conference applications
such as Skype. Figure 1 shows the overview of the proposed
system.

III. CHARACTER-DEPENDENT VOICE CONVERSION

Voice conversion is a technique for changing the input
speaker’s voice characteristics to that of another speaker (target
speaker) while keeping the linguistic information. In this study,
the target speaker is not a person but an avatar, i.e., virtual
singer Hatsune Miku as shown in Figure 2 to increase the
entertainment factor in the communication.

A. Character’s voice for avatar

We use a voice of a Japanese famous virtual character,
Hatsune Miku of singing voice synthesis software VOCALOID
[7] developed by YAMAHA [8]. Figure 2 shows an illustration
of Hatsune Miku. Recently, the singing voice of Hatsune
Miku is used for many users and is becoming much pop-
ular in the community cite such as Youtube and Niconico
[9] in Japan [10]. By using VOCALOID, users can easily
synthesize singing voice by inputting melody and lyrics. We
prepare the parallel speech of human and Hatsune Miku using
VOCALOID and use the synthesized speech for the training
of the voice conversion. In this study, we chose the Miku as
the target speaker to take the friendly feeling into account.
Figure 3 shows an example of controlling character model of
of Hatsune Miku using Kinect v2.

B. Voice conversion based on neural networks

Figure 4 shows an overview of the voice conversion part,
In the voice conversion, we use neural networks to map the
spectral features of the input speech of a certain user to

Fig. 2: Virtual character Hatsune Miku of a singing voice
synthesizer VOCALOID.

Fig. 3: Example of controlling character model of Hatsune
Miku using Kinect v2.

those of the target character [4]. By using neural network,
the multi-dimensional feature vectors consisting of the spectral
parameters are mapped in a non-linear form. Since the relation
of corresponding frames between source and target speakers
is highly non-linear, the neural network is known to be
effective compared to the traditional mapping technique based
on Gaussian mixture model (GMM) [11], [12], [13] that has
been widely used in the study of voice conversion [14]. The
process of the voice conversion from the user’s voice to the
Hatsune Miku’s voice is as follow:

• Prepare parallel speech data of two speakers uttering the
same sentences.

• Extract mel-cepstral coefficients and fundamental fre-
quency (F0) data using Speech Signal Processing Toolkit
(SPTK) [15]

• Perform dynamic time warping [16] to align the frames
of the spectral features of the two speakers.

• Train neural networks that maps source speaker’s features
to those of the target speaker and obtain a set of weight

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 6, No. 12, 2015 

302 | P a g e
www.ijacsa.thesai.org 



Fig. 4: Overview of the voice conversion part using neural
networks for spectral mapping and linear transformation for
pitch conversion.
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Fig. 5: Running spectrum extracted from the speech /yobou/
uttered by Hatsune Miku in Japanese.

parameters.
• Convert the spectral features of the input speech of the

user using the trained neural networks.
• Convert the log F0 parameter using affine transformation

so that the mean and variance parameters become the
same between the two speakers.

• Synthesize speech from spectral and F0 parameters.
For the F0 conversion, we use affine transformation defined

by
y = (x− µx)/σx ∗ σy + µy (1)

where µx and σx are global mean and variance of the source
speaker, respectively, and µy and σy are global mean and
variance of the target speaker, respectively.

Figures 5 and 6 show examples of the running spectrum and
the F0 sequence of synthetic speech of Hatsune Miku. As is
shown in the figure, the trajectory of the spectral envelope
and log F0 is smooth, which is different from those of the
human speech. To utilize this property, we apply smoothing
filter by moving average for the spectral and log F0 parameter
sequences after the voice conversion process.

IV. VOICE CONVERSION EXPERIMENTS

A. Experimental conditions

For the experiments, we used a hundred sentences, i.e.,
subsets A and B of the ATR phonetically-balanced Japanese
sentences [17]. A male non-professional speaker uttered the
sentences. We used fifty sentences of the subset A for the

Fig. 6: Log F0 sequence extracted from the speech /yobou/
uttered by Hatsune Miku in Japanese.

Fig. 7: Example of neural network.

training of the neural networks in the voice conversion and
used fifty sentences of the subset B for the testing. As for the
structure of the neural network, we fixed the number of the
hidden layers to one to achieve the real-time processing of
voice conversion though we might improve the performance
by increasing the number of the layers under the condition
where we have a sufficient amount of training data. From a
preliminary experiment, we set the number of units of the
hidden layer to fifty. The numbers of units for input, hidden,
and output layers were 25, 50, 25, respectively.

The 0th to 24th mel-cepstral coefficients were extracted
using mcep command of SPTK where we set the window
length to 25 ms and the frame shift to 5 ms. The log F0
was extracted using pitch command with the RAPT algorithm
[18] with the same frame shift. To create the parallel speech
of Hatsune Miku, we generated log F0 sequences using Open
JTalk [19]. The log F0 sequences were then quantized into
several levels with a semitone interval for each mora and the
Miku’s voice corresponding to the training text was generated
using VOCALOID. As a result, we created the Miku’s speech
data of subset A of the ATR sentences.

B. Results and analysis

We used mel-cepstral distance as the objective measure of
spectral reproducibility. The mel-cepstral distance of the n-th
frame is defined as

d(n) =
M∑
k=1

(c(t)n (k)− c(s)n (k) (2)

where c
(t)
n (k) and c

(s)
n (k) is the k-th mel-cepstral coefficient

of n-th frame of source and target speakers, respectively.
We calculated the mel-cepstral distance between the original
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TABLE I: Average mel-cepstral distance between source and
target speakers before and after the voice conversion.

Average (dB) Min. (dB) Max. (dB)

Before 16.025 14.312 17.319

After 9.356 8.251 10.368

0
2

4
6

8

F
r
e
q
u
e
n
c
y
 
(
k
H
z
)

Fig. 8: Running spectrum before voice conversion.
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Fig. 9: Running spectrum after voice conversion.
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Fig. 10: Running spectrum of original speech of the target
speaker (Hatsune Miku).

speech of the target speaker and the converted speech. For
comparison, we also calculated the mel-cepstral distance of
speech between the source (before conversion) and the target
speakers. Table I shows the average, minimum, and maximum
values of the mel-cepstral distance for the test data.

From the table, it is seen that there was large spectral
difference between the source and the target speaker but the
difference became smaller after the voice conversion with
spectral mapping based on neural networks. Figures 8 and
9 show examples of running spectra before and after the
voice conversion. For the reference, we also show the running
spectrum of the original speech in Figure 10.

To evaluate the effect of smoothing after the voice conver-
sion, we also calculated the mel-cepstral distance between con-
verted speech and the target speaker’s speech by changing the
width for the moving average. Table II show the result. From
the table, we found that the mel-cepstral distance decreases by
introducing moving average is smallest when the number of
frames is six. This result indicates that the smoothing operation
by moving average well captures the voice property of the
target character.

Next, we evaluated the effect of the smoothing by moving
average for the log F0 sequence with subjective evaluation. We
conducted a listening test where subjects listened to the con-

TABLE II: Width (# of frames) in moving average and mel-
cepstral distance.

# of frames Average (dB) Min. (dB) Max. (dB)

0 9.356 8.251 10.368

1 9.288 8.225 10.303

2 9.316 8.273 10.357

3 9.228 8.182 10.332

4 9.199 8.201 10.215

5 9.202 8.271 10.216

6 9.179 8.316 10.168
7 9.189 8.295 10.345

8 9.211 8.382 10.347

9 9.274 8.412 10.406

10 9.271 8.506 10.359

Fig. 11: F0 contours of the source speaker (before conversion)
and the target speaker.

verted speech samples and rated the speaker similarity using
five-point scale: 5 (similar), 4 (a little similar), 3 (undecided),
2 (a little dissimilar), and 1 (dissimilar). Table III shows the
result.

From the table, we found that the speaker similarity sub-
stantially degrades when the F0 conversion is not applied.
Figures 11 and 12 show examples of F0 contours before and
after the F0 conversion, respectively. The original F0 contour
of the target speaker is also shown in the figures. From the
figures, it is seen that the F0 contour of the source speaker
became closer to that of the target speaker even when the
target speaker is a virtual character, Hatsune Miku.

In contrast to the case of spectral features, the smoothing
was not effective in the case of F0, and over-smoothing also
degrades the speaker similarity. A possible reason of the
degradation is that the F0 smoothing by moving average does
not take the mora units and their average pitch into account.
Since the speech of Hatsune Miku was synthesized using
VOCALOID, the F0 became flat within each mora. To improve
the conversion performance, we explicitly use the mora infor-
mation for the input speech by forced alignment technique.
However, it is not easy to use the alignment information in
the real-time application. Hence, this is a remaining problem
in this study.

V. SYNCHRONIZATION TO THE CHARACTER’S MOTION

In this study, we need to acquire skeleton information of
the user to synchronize the motion of the user to that of the
character model. We use Kinect for Windows v2 that is a
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TABLE III: Subjective evaluation results comparing converted speech with moving average of log F0 to the converted speech
without moving average.

# of frames Similar A little similar Undecided A little dissimilar Dissimilar

No conversion 0 0 0 0 5
0 1 3 1 0 0

5 0 4 1 0 0

10 0 0 4 1 0

15 0 0 0 2 3
20 0 0 0 1 4

Fig. 12: F0 contours of the source speaker (after conversion)
and the target speaker.

Fig. 13: Example of skeleton detection by Kinect v2.

motion sensor device developed by Microsoft corporation. By
using this sensor device, we can obtain the information of
twenty-five joints per one person, and we can also obtain
the position and rotation information of each joint. Kinect
for Windows v2 has better performance than the conventional
Kinect sensor in terms of the accuracy and resolution, and the
face recognition and facial expression analysis are supported.
However, we only utilize the function of the synchronization
skeleton in this study.

The synchronization skeleton is realized by acquiring ro-
tation information of each joint of the user, calculating the
rotation between the joints, and synchronizing with the rotation
of each joint of the character model. By applying these pro-
cessing, even when there is a large difference of body size and
body characteristics between the user and the target character,

Fig. 14: Example of controlling MMD model of Hatsune Miku
by Kinect v2.

mapping is not sensitive to the difference, and natural mapping
is achieved. In addition, to deal with the longitudinal and
lateral movement, first we set the position of the calibration
to the origin and calculate the relative position of the pelvis
of the center, and apply the position to the character model.
This enables the system to display the character as if the
character was walking to the direction corresponding to the
user’s walking motion to the same direction.

We used Unity [20], which is an environment for the
programming easily handling the character model, for the
implementation of the above functions. For the character
model, we used Lat-style Miku Ver.2.31 [21] that is a 3D CG
model of Hatsune Miku for MikuMikuDance (MMD) [22].
Figures 13 and 14 show an example of the mapping from the
user’s skeleton information to the character’s motion.

VI. DEMONSTRATION EXPERIMENTS OF REAL-TIME
TALKING AVATAR

On the basis of the experimental results in the previous
sections, we implemented a real-time talking avatar system.
To demonstrate the effectiveness of the system, we conducted
an experiment where five subjects used the system for the
communication to a reference person.
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Fig. 15: Comparison of the effectiveness of the proposed real-
time talking avatar to the other communication systems.

A. Experimental procedure

Users were naive and did not know the conversation partner,
and the communication through the system was performed in
the following order.

1) Text chat
2) Real-time talking avatar (the proposed system)
3) Video chat

Users evaluated the three systems in terms of the following
three criteria using five-point scale: 5 (Excellent), 4 (Good), 3
(Fair), 2 (Poor), 1 (Bad).

• Anonymity: Whether the user directly recognizes the
partner through the communication

• Entertainment: How the user enjoys the communication
• Communication: How the conversation with the system

continues smoothly
The real-time talking avatar is proved to be effective if
the proposed system outperforms the video chat in terms
of Anonymity and outperforms the text chat in terms of
Entertainment and Communication criteria.

B. Experimental results

Figure 15 shows the results. From the aspect of Anonymity,
the proposed system is slightly worse than text chat but is
substantially better than the video chat. In the experiment,
we found that the user sometimes obtained the information
about the partner’s personality and gender through the gesture
and habit of the user even though the motion and the voice
were conveyed through the character model. However, it is
difficult to completely separate the information related to the
motion and personality, and hence the slight degradation of
anonymity would be acceptable in the real communication of
the most of users. As for the degree of the entertainment, the
proposed system gave higher score than both the text and video
chat systems. One of the reasons is that the attractive target
character instead of a real person enhances the pleasantness
in the conversation, which is the main purpose of this work.
The advantage of our system is that the user can choose the
target character so as to be fun for him/her. In the factor of

Fig. 16: Example of the conversation using the real-time
talking avatar system.

Communication, the real-time conversation of the proposed
system made the score much higher than the text chat and the
score was close to that of the video chat. The communication
performance would be improved by the advance of Kinect and
motion and face tracking SDKs.

The above results are summarized as follows. The proposed
real-time talking avatar system has the intermediate property
between the text chat and the video chat, and the average score
is highest of three systems, which indicates that our system is
the more balanced and attractive system than the conventional
text and video chat systems.

VII. CONCLUSIONS

In this paper, we presented a novel communication tool
via internet, where the communication style is different from
the conventional text and video chat systems. The most
attractive point of our system is that both of the anonymity
and entertainment factors are achieved at a sufficient level
while keeping the smoothness of the communication in real-
time. The system utilizes Kinect-based motion capturing and
processing and a voice conversion technique, and the user
can choose the favorite character and voice to anonymize
him/herself. In the voice conversion part, the property of the
target speaker was taken into account, and we showed that the
smoothing operation using moving average increase the the
spectral reproducibility when the width was appropriately set.

In the future work, the performance improvement in the
voice conversion is important. Especially, the noise robustness
is highly required in the real environment in our daily life. Also
the use of facial information including emotional expressions
is beneficial for more advanced human communication with
high anonymity and security.
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