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Editorial Preface 

From the Desk  of Managing Editor… 

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—The paper presents a new method to detect forgery 

by copy-move, splicing or both in the same image. Multiscale, 

which limits the computational complexity, is used to check if 

there is any counterfeit in the image. By applying one-level 

Discrete Wavelet Transform, the sharped edges, which are traces 

of cut-paste manipulation, are high frequencies and detected 

from LH, HL and HH sub-bands. A threshold is proposed to 

filter the suspicious edges and the morphological operation is 

applied to reconstruct the boundaries of forged regions. If there 

is no shape produced by dilation or no highlight sharped edges, 

the image is not faked. In case of forgery image, if a region at the 

other position is similar to the defined region in the image, a 

copy-move is confirmed. If not, a splicing is detected. The 

suspicious region is extracted the feature using Run Difference 

Method (RDM) and a feature vector is created. Searching regions 

having the same feature vector is called detection phase. The 

algorithm applying multiscale and morphological operation to 

detect the sharped edges and RDM to extract the image features 

is simulated in Matlab with high efficiency not only in the copy-

move or spliced images but also the image with both copy-move 

and splicing. 

Keywords—Forgery detection (FD); Copy-Move; Discrete 

Wavelet Transform (DWT); Run Difference Method (RDM); 

Splicing, Sharpness 

I. INTRODUCTION 

Image forgery detection is attracting the attention of 
scientists in computer vision, digital image processing, 
biomedical technology, investigation, forensics, etc. With 
popular and complicated technologies and powerful software 
tools in digital images, it is difficult to confirm if the image is 
original or not through naked eyes (see Figure 1). This 
challenges researchers to develop algorithms and propose 
methods to detect the forgery in image. Upon the survey on 
IEEE and Elsevier, the number of publications on image 
forgery detection from 2000 increases rapidly in 2010 and 
more in the following years [1]. An image can be faked by 
changing any characteristics including brightness, darkness or 
image parameters,… or hiding information. Watermarking and 
digital signature are solutions of information security in which 
a security code is inserted in the image so these methods have 
information of a code and the original image. A question is 
asked in the case if there is no code or signature inserted or 
information of original image, how to confirm its authenticity. 
Blind/passive techniques in which the detection is done in the 
tested image itself without any prior information are developed 
to solve the problem given. 

 
                             (a)                                                      (b) 

 
                          (c)                                                         (d) 

 
                          (e)                                                           (f) 

 
                            (g)                                                        (h) 

Fig. 1. Original, Copy-Move and Spliced Images in [2] and by Photoshop.  

(a), (c), (e), (g). Original images.  
(b), (d). Copy-move images from (a), (c) from [2] . 

(f), (h). Spliced images from (e), (g) by Photoshop. 
According to [3], blind/passive techniques are grouped into 

two kinds: copy-move and splicing. The copy-move is defined 
by cutting an image region and pasting it to other place in the 
same image while splicing is understood by cutting an image 
region and pasting it to a different image. Based on this 
classification, searching the regions having similar features in 
copy-move images or completely different regions in spliced 
images is the principle of forgery detection. 
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Many techniques are proposed and used in this field but 
actually, they can solve only problems on copy-move or 
splicing separately. The dataset in the previous publications 
often consists of copy-move images or spliced images, not both 
in images. This paper proposes a method which can detect the 
forgery in images not only for copy-move or splicing but also 
for both. The literature review and proposed method are 
presented in part II and III. Simulation results and conclusion 
are shown in the following parts. 

II. LITERATURE REVIEW 

This part summarizes some recent methods related to image 
forgery detection as an overview and also references from 
which the researchers have new ideas and solutions. For copy-
move detection, the searching of similar regions is the main 
purpose in almost all methods while the searching of 
inconsistencies of features is considered the solution in splicing 
detection. Although there are numerous related methods 
published, most of them solve problems of copy-move or 
splicing separately and only few papers can solve problems of 
both copy-move and splicing in the same image. Therefore, 
developing an algorithm to detect any forgery regions, not 
limited to copy-move or forgery, is still a challenge for 
scientists in the field of image forensics. 

A. Copy-Move Forgery Detection 

For copy-move detection, a survey in [3] covers and 
evaluates methods published until 2012 in which the duplicated 
regions are confirmed based on feature vectors comparisons. 
Feature vectors can be extracted directly from tested images or 
after applying a transformation such as DWT and DCT. The 
difference on feature extractions and the way to compare 
feature vectors comprise the variety in methods. After that, a 
new method to extract the image features by describing the 
spatial structure of the gray image texture called Local Binary 
Pattern (LBP) was introduced by Leida Li et al. [4] in 2013. In 
the case of color image, it should be first converted to gray 
image by using I=0.299R+0.587G+0.114B and low pass filter 
should be applied to obtain the low-frequency features which is 
more stable than the high-frequency ones. As the previous 
methods, the feature matching is defined based on the 
threshold. Moreover, the post-processing including a special 
designed filter and morphological operations is also considered 
in the process of detection. The method is robust to JPEG 
compression, noise contamination, blurring, rotation and 
flipping. However, it is difficult to detect the rotated regions 
with general angles. Investigation of invariant block features 
and appropriate selection of the dimension of features are 
suggested to improve the random rotation. 

Using Undecimated Dyadic Wavelet Transform (UDWT) 
and Zernike moments is proposed as a new method to detect 
the forgery in copy-move images by Jiyun Yang [5] in 2013. In 
this paper, the applying UDWT is firstly used to collect the low 
frequencies (LL) components. Traditional ZMs is then 
computed to produce feature vectors of overlapping blocks on 
LL and find the copied regions from these vectors. 
Lexicographical sorting, correlation coefficients with a 
threshold value are used to find the similar vectors and limit 
the exact forged blocks from the groups of similar vectors 
obtained in lexicographical sorting step, respectively. 

Blur invariants are also used to produce feature vectors in 
copy-move image forgery detection [6]. Based on this idea, the 
LL sub-band from DWT of an image using Harr basis is 
divided into small overlapping blocks whose features are then 
represented by blur moment invariants. Each block feature 
vector consists of 24 blur invariants in case of grayscale images 
and 72 ones in the RGB and is reduced dimension by applying 
PCA. The block similarity analysis will detect the duplicated 
regions by considering the Euclidean distances and a user-
defined threshold. This is applied to image with noise, blur and 
contrast changes. The applying other basis or DCT is suggested 
in the coming research. 

In [7], an image is decomposed into four sub-bands using 
DWT in which the LL sub-band is considered for the coming 
steps. The proposed algorithm uses SIFT on each small 
overlapping block divided from LL sub-band to extract feature 
vector. These feature vectors are used to create a descriptor 
vector and compared to detect if there is a copy-move 
manipulation in the image. This method is checked with 
MICC-F200 database with high accuracy, less time, robust to 
scale and rotation. The authors of this algorithm developed 
SUFT (Speed-Up Robust Feature) to extract the features of 
image block instead of using SIFT as in [7]. The combination 
of SUFT and DWT, DyWT are also presented. With the results 
obtained from the proposed method, SUFT is proved faster 
than SIFT while SIFT is mostly used to select the invariant 
features [8]. 

B. Splicing Forgery Detection 

Splicing is more complex than copy-move, not only in the 
forgery manipulation but also in detection. The key idea of 
many splicing detection methods is searching regions being 
inconsistent with camera characteristics or image features. 
Regions which are resampled, double compressed, and those 
with blur discrepancies or sharpness differences can be 
considered traces of splicing. However, because of the variety 
of splicing, more and more algorithms have been developed in 
recent years. 

Conditional Co-occurrence Probability Matrix (CCPM) is 
used to detect the splicing in image based on the third order 
statistical features [9]. CCPM contains the discriminative 
information which are included in higher order statistical 
features and independent to the image features. However, the 
higher dimensionality of features is, the more complex 
computation is. Therefore, Principle Component Analysis 
(PCA) is also used to improve the computational complexity of 
the proposed method which is robust and better than Markov 
features both in spatial domain and block discrete cosine 
transform (BDCT) domain. 

Rescaling and its factor are used to detect the forgery 
caused by splicing [10]. A region copied from an image will be 
resized or scaled before pasting to the destination image. 
Scaling makes the pasted portion resampled and inconsistent. 
In addition, properties of the zero-crossing of the second 
difference are considered to calculate the scaling factor with 
different interpolation schemes. The algorithm of rescale 
detection and estimation was proposed clearly in five steps 
including pre-processing to convert the RGB to grayscale and 
extract Y component from YCbCr conversion; calculate the 
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second difference, their zero-crossing and Discrete Fourier 
Transform (DFT) before searching for the periodicity and peak 
detection. 

Differences of JPEG compression in an image can be 
caused by the splicing [11]. JPEG forgery detection based on 
8x8 block Discrete Cosine Transform (DCT) transform to 
detect the shift of DCT block alignment. The splicing detection 
was proposed by analyzing and suggesting solutions for cases 
making the differences in compression history including 
detections of Aligned Double JPEG, Non Aligned Double 
JPEG, Primary Quantization Table, JPEG ghost. 

Illumination inconsistencies and intrinsic resampling 
properties are also parameters to detect the splicing [12]. The 
first requires an input image and a database for training. The 
algorithm begins with 30x30 blocks which will be transformed 
into an opponent color space HSV before extracting features of 
contrast and mean. The contrast is calculated from the standard 
deviation while the mean is obtained by computing the average 
grey level. These features will decide suitable algorithm. 
Illumination color estimation, illumination map creation, 
Wavelet-based features extraction and classifier are the 
following steps of the proposed method by illumination 
differences detection. The second solution in this paper 
proposes a resampling detection scheme to detect forgery in 
which second difference in horizontal or vertical, Radon 
transform, FFT of covariance, high-pass filtering, feature 
extraction and classifier are included. 

C. Forgery Detection for both Copy-Move and Splicing 

An integrated technique, which combines DCT and 
Speeded Up Robust Features (SURF), to detect the image 
forgery in term of copy-move or splicing was proposed in 2011 
[13]. This means the tested images can be optional, not 
classified in copy-move or splicing in advance. The paper finds 
new traces based on recompression to detect the counterfeit of 
recompressed images. Periodicity analysis with double 
compression effect in both spatial and DCT domain is applied 
before using SURF descriptor to against the variation of 
rotation and scaling. The proposed method located the forgery 
regions efficiently for both copy-move and splicing image, 
especially, discriminated the positions of original and forged 
regions. 

At the EUROCON 2013 in Croatia, a method can detect 
both copy-move and splicing in image using a multi-resolution 
Web Law Descriptor (WLD) was presented [14]. The 
algorithm firstly converts a RGB image into YCbCr so that the 
WLD can extract the features from chrominance components 
which are less sensitive than luminance. To extract the features 
effectively, WDM are expressed by two components of 
differential excitation and orientation, which based on 
Weber’law. The multi-resolution WLD histogram is comprised 
of the histogram of three neighbors of (8,1), (16,2), and (24,3) 
where the first argument is the number of neighboring pixels 
and the second is the radius of the neighbors from the center 
pixel. A support vector machine, which involves to training 
and testing image, is used for classification purpose. 

III. PROPOSED METHOD 

The paper consists of two phases: the sharped edge 
detection and the copy-move/splicing detection. Before 
presenting the proposed method, this part firstly shows the 
related theories in brief including multiscale using DWT, edge 
detection, dilation and RDM in which the first three [15] are 
used in sharpness detection and the last is suggested for feature 
extraction in copy-move/splicing detection. 

A. Multiscale using DWT 

With a 2D image f(x,y), two dimension DWT will produce 

one separable scaling function (x,y) and three separable 

directionally sensitive wavelets H
(x,y), V

(x,y), D
(x,y) 

corresponding to variations along the horizontal edges, vertical 
edges and diagonals, respectively. These functions are defined 
in (1), (2), (3) and (4). 

  (x,y)=  (x)(y) (1) 

 H
(x,y)= (x)(y) (2) 

 V
(x,y)= ((x)(y) (3) 

 D
(x,y)= (x)(y) (4) 

where (x), (y) are one dimension scaling functions and 

(x), (y) are one dimension wavelet functions. 

In DWT, a scaling function is used to create a series of 
approximation of an image and a factor of 2 in resolution 
defines the difference between its nearest neighboring 
approximations while the encoding of differences in 
information between adjacent approximations is obtained from 
wavelets. The scaled and translated basic functions are defined 
by (5) and (6) 

        j,m,n (x,y)=2
j/2( 2

j
x-m,2

j
y-n)   (5) 

 i
j,m,n(x,y)= 2

j/2i
(2

j
x-m,2

j
y-n) (6) 

for all j, k  Z, m=n=0,1,2,…2
j
-1. In (6), i={H,V,D} 

identifies the directional wavelets from (2), (2) and (4). Then 
discrete wavelet transform of image f(x,y) of size MxN is done 
by defining the approximation and directional coefficients as in 
(7) and (8). 

   (      )  
 

√  
∑ ∑  (   )       (   )

   
   

   
    (7) 

   
 (     )  

 

√  
∑ ∑  (   )       

 (   )   
   

   
    (8) 

where j0 is an arbitrary scale, W(j0,m,n) are approximation 

coefficients of image f(x,y) at scale j0 and W
i
(j,m,n) are 

coefficients used to add the horizontal, vertical and diagonal 

details for scale  j  j0. 

After applying DWT, an image is decomposed in 
approximation, horizontal, vertical and diagonal part                      
(see Figure 2).  

The edges are high frequencies which are collection of 
details in part II, III and IV of the Figure .2. As the proposed 
method reduces the size of image by a half so one-level DWT 
is applied. The filter bank to create one level-analysis is shown 
in Figure 3. 
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                           (a)                                                          (b) 

 
                           (c)                                                          (d) 

Fig. 2. One-level decomposition of a 2D image.  

(a). The original image; (b). A one-level DWT. 
(c), (d). Positions of corresponding sub-bands 

 
Fig. 3. One-level analysis filter bank 

B. Egde Detection 

Sharpness of edges can be traces of pasting information 
from other region. Therefore, edge detection is the first step to 
search the suspicious regions and the regions having edges 
with highest sharpness are collected, considered and tested 
[16]. Laplacian operator is applied to the three sub-bands LH, 
HL and HH to select only edges for further processing steps by 
a convolution between each sub-band and a 3x3 Laplace kernel 
(see Figure 4). 

 

 

Fig. 4. A 3x3 Laplace kernel 

0 1 0 

1 1 1 

0 1 0 

Fig. 5. Structuring element for bridging gaps 

C. Dilation for Filling Gaps 

Ordinary, at positions of pasting, the borders will be 
smoothed by some software tools or Photoshop so not all of 
edges are detected continuously in LH, HL and HH. Therefore, 

dilation is proposed to bridge the gaps and make the boundary 
smooth, which helps to address the forged regions easier. 

The dilation of two sets A and B in Z
2
 is defined in (9) 

   0ˆ|  ABzBA z   (9) 

or in another form as in (10) 

    AABzBA z  ˆ|  (10) 

where B̂ is the reflection of B and  zB̂  is the shifting of B̂

by z. 

By applying each LH, HL and HH to A and the structuring 
element defined in Fig.5 to B, the dilation is applied to repair 
gaps in boundaries which are maybe traces of cutting and 
pasting. 

D. Extract Features using Run Difference Method [17] 

Run Difference Method (RDM) is a features extraction 
method in which features of size and prominence of texture 
elements are considered. From distribution of gray-level 
difference (DGD), RDM calculates five feature vectors 
including large difference emphasis, sharpness, the second 
moment of DGD, the second moment of distribution of the 
average gray level difference (DOD) and long distance 
emphasis. 

With a rectangular gray image F in domain D of 2-
dimensional image plane, the relationship between F and D can 
be defined as in (11) and (12). 

   ],0[],,0[,,:, yx NyNxIyxyxD   (11) 

       yxfknkIkDyxkyxF g ,),,0[,,,:,,   (12) 

where Nx and Ny are horizontal and vertical dimensions of 
F; ng is number of gray levels in F and I is set of integers. 

Let d be the displacement vector between two pixels (x1,y1) 

and (x2,y2), we have: 
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d can be presented with distance r and direction   in polar 

coordinate as in (14) 
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The Run Difference Matrix is defined as a function of r and 

gray level difference with the given direction  in (15) 
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where # denotes the cardinality. The denominator N is a 
normalization factor which is equal to the total number of 
paired pixels. 
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From Run Difference Matrix as in Figure 6, three vectors 
including Distribution of Gray Level Difference (DGD), 
Distribution of Average Difference (DOD) in each row of 
RDM and Distribution of Average Distance (DAD) are defined 
in (17), (18) and (19) respectively. 
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where c is the maximum distance of r. 
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Fig. 6. Run Difference Matrix 

Based on three vectors DGD, DOD, and DAD, five features 
including Large Difference Emphasis (LDE), Sharpness (SHP), 
Second Moment of DGD (SMG), Second Moment of DOD 
(SMO) and Long Distance Emphasis (LDEL) are also defined. 

 



gn

j

jKjDGDLDE
0

)/ln().(  (20) 

with K is a constant. 
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These five parameters are considered the five features of 
images and used in image features extraction. 

E. Proposed Method 

The paper proposes a method not only detecting the 
forgery but also defining the manipulation of forgery 

including copy-move, splicing or both in an arbitrary image 
without any prior information of the original image. In 
addition, the method can detect more than one forged regions 
in an image. The flowchart of the proposed method, which 
consists of the edge detection to confirm forgery and similar 
region searching to define the forgery manipulation, is split 
and represented in Figure 7 and Figure 8. 

Tested image

Convert to Grayscale (in 

case of color images)

Apply one level 

DWT

Consider LH, 

HL and HH

Apply a threshold to 

obtain the forged edges

Ignore the LL sub-band 

by setting LL=0, apply 

IDWT from LH, HL and 

HH thresholded

Use morphological 

operation to reconstruct 

the related edges

A border of a 

completed shape 

is created 

Paste manipulation, 

also trace of forgery

No paste, 

no forgery

Phase 2

Y

N

 
Fig. 7. Forgery confirmation based on boundary of the suspicious region 

 

 

 

RDM(r,dif) 
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Tested image

Define the size of forged 

region detected in phase 1

Divide the image into overlapping 

blocks with the same size of 

forged region

Extract the block features using 

RDM an save in a feature matrix

Find similar blocks using 

lexicographical sorting and 

correlation in row vectors of the 

matrix

A similar region 

detected?

Copy-Move 

For each forged region 

detected in phase 1

All forged regions 

in phase 1 are 

considered?

Consider the 

next region

Confirmation

Y

N

Y

Splicing

N

 
Fig. 8. The confirmation in kind of forgery: copy-move, splicing or both 

copy-move and splicing 

In the first phase shown in Figure 7, a color image is 
converted to grayscale before applying one-level DWT 
decomposition. As edges are expressed by high frequencies, 
the three sub-bands LH, HL and HH are considered to detect 
the edges. Actually, there are many edges or boundaries in a 
real image so the collection of edges caused by pasting is 
required. The threshold is set up to the texture and layout of 
each image, and ranges from 50% to 80% of the maximum 
sharpness. The remaining edges after sharpening and filtering 
by thresholds in all three sub-bands of high frequencies are 
dilated to reconstruct edges or boundaries. To detect the 
cutting/pasting parts, the low frequencies in LL sub-band are 
ignored by setting them to zero. Therefore, Inverse discrete 
wavelet transform (IDWT) from these four sub-bands shows an 

image with only edges and boundaries. If there is any feasible 
shape covered by edges, this is causes by a pasting so a 
counterfeit is confirmed. The number of completed shapes is 
the number of forged regions. Otherwise, the image is original. 

For every faked part in Figure 8, copy-move or splicing 
manipulation is confirmed by feature similarity detection. Blob 
detection is applied to define the size mxn of forged region. By 
dividing the tested MxN image in many overlapping mxn 
blocks, (M-m+1)(N-n+1) feature vectors are created by using 
Run Different Method. The algorithm detection uses Run 
Difference Method (RDM) extracts five features of the faked 
parts and searches regions having similar features. The results 
may be in there cases (i) copy-move if there is at least one 
other place having similar feature to the faked one, (ii) splicing 
if there is no similar region, (iii) both copy-move and splicing 
or more than one copy-move regions if there are at least two 
forged regions, the copy-move is defined as in (i) and the 
splicing is confirmed as in (ii). 

IV. SIMULATION RESULT 

The proposed algorithm is run in Matlab2013 by PC with 
processor Intel(R) Core ™ i5-2400 CPU@3.10 GHz, RAM 
4GB. The paper proposes an algorithm by using one-level 
DWT to address suspicious regions based on the edges with 
high sharpness from three sub-bands LH, Hl and HH. The 
copy-move, splicing or both manipulations in an image are 
detected by searching regions similar to the suspicious regions. 
The test images for testing copy-move forgery are collected 
from the benchmark data of research group in [2]. The dataset 
for splicing and both copy-move and splicing are natural 
pictures and forged by Photoshop. Some results obtained from 
the proposed methods are shown in Figure 9. 

Evaluation 

The proposed method is evaluated based on three different 
data consisting of copy-move images, spliced images and both 
of copy-move and splicing in the same images. In the case of 
testing in copy-move images, the proposed algorithm is 
compared at image level to the Zernike moments [2], Un-
decimated Dyadic Wavelet Transform and Zernike Moments 
[18] and Discrete Wavelet Transform and Modified Zernike 
Moments [19] based on some images from benchmark_data [2] 
with results as in Table 1. 

Three parameters called precision (p), recall (r) and F1 are 
used to evaluate the feasibility of the proposed method, which 
defined in (25), (26) and (27) [2]. Precision is the probability of 
the exact forgery detection while recall is the probability of 
forged image detection. F1 is obtained by considering both 
precision and recall. To compare the efficiency between related 
methods, these parameters are calculated at image level and 
also in the set of copy-move images. 

   
  

     
 (25) 

   
  

     
 (26) 

      
   

   
 (27) 

where TP, FP and FN are the number of true forged pixels, 
false forged pixels and miss forged pixels, respectively. 
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                            (a)                                               (b) 

  
                            (c)                         (d) 

  
                          (e)                             (f) 

  
                          (g)                              (h) 

Fig. 9. Some simulation results by the proposed method. 

(a). Copy-move image from benchmark_data [2] 

(b). Copy-move detection of (a). 

(c). Copy-move image from benchmark_data [2] 

(d). Copy-move detection of (c). 

(e). Spliced image by Photoshop. 

(f). Splicing detection of (e) 

(g). Image with copy-move and splicing by Photoshop. 

(h). Copy-move and splicing detection of (g).  

Red markers: copy-move; blue markers: splicing. 

                          

TABLE I.  RESULTS FOR COPY-MOVE IMAGE DETECTION AT IMAGE 

LEVEL (%) IN CASE OF COPY-MOVE AT ONE PLACE AND FEW PLACES 

Cases 
 

Methods 

Copy-move detection 

(one place) 

Copy-move detection  

(few places) 

Precision 
(p) 

Recall 
(r) 

F1 
Precision 
(p) 

Recall 
(r) 

F1 

ZMs [2] 92.05 86.92 94.05 89.37 87.79 88.57 

UDWT+ZMs 
[18] 

91.87 85.32 94.05 90.24 86.05 88.1 

DWT+MZMs 

[19] 
92.68 88.16 94.05 91.09 87.07 89.03 

Proposed 

method 
94.05 89.27 94.05 93.79 90.25 91.99 

The efficiency of the proposed method for images with 
splicing or both copy-move and splicing, which are forged by 
Photoshop, are shown in Fig.9(f), Fig.9(h) and Fig.10. 

  
                           (a)                             (b) 

  
                            (c)                             (d) 

  
                           (e)                              (f) 

  
                           (g)                             (h) 

Fig. 10. Some simulation results in images, which are forged by splicing 

and both copy-move and splicing, obtained from the proposed method. 

(a), (c). Spliced images. 

(b), (d). Splicing detection of (a) and (c), respectively. 

(e),(g). Copy-move and spliced images. 

(f), (h). Copy-Move and splicing detection of (e) and (g), respectively 

Red markers: copy-move; blue markers: splicing. 

 

V. CONCLUSION 

The paper proposes a method to detect the forgery 
manipulations in images including copy-move or splicing or 
both. A counterfeit is firstly defined from the sharpness of 
edges and boundaries presented by high frequencies at the 
three sub-bands LH, HL and HH of one-level DWT 
decomposition which are traces of cutting and pasting. When a 
fake is confirmed, suspicious regions becomes objects to be 
considered. Through the blob detection, the size of suspicious 
parts are defined and the searching other places having similar 
RDM to these will classify the forgery of copy-move, splicing 
or both. The fact that tested images can be optional instead of 
limiting on copy-move or splicing is the novelty of proposed 
method. To evaluate the efficiency and feasibility of our 
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method, the algorithm is tested in three different kinds of 
images in which the first kind is copy-move images from 
benchmark_data [2] and two remains are spliced images and 
copy-move/spliced images by Photoshop with good results. 
Applying a Canny filter with suitable coefficients instead of 
using the morphological operation to limit the changes on 
energy of images can be considered in the coming research. 
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Abstract—A portable real-time facial recognition system that 

is able to play personalized music based on the identified 

person’s preferences was developed. The system is called 

Portable Facial Recognition Jukebox Using Fisherfaces (FRJ). 

Raspberry Pi was used as the hardware platform for its relatively 

low cost and ease of use. This system uses the OpenCV open 

source library to implement the computer vision Fisherfaces 

facial recognition algorithms, and uses the Simple DirectMedia 

Layer (SDL) library for playing the sound files. FRJ is cross-

platform and can run on both Windows and Linux operating 

systems. The source code was written in C++. The accuracy of 

the recognition program can reach up to 90% under controlled 

lighting and distance conditions. The user is able to train up to 6 

different people (as many as will fit in the GUI). When 

implemented on a Raspberry Pi, the system is able to go from 

image capture to facial recognition in an average time of 200ms. 

Keywords—Facial Recognition; Raspberry Pi; Computer 

Vision; GNU/Linux Operating System; OpenCV; C++ 

I. INTRODUCTION 

Facial Recognition is a very difficult topic and 
computationally strenuous application. However with the 
advent of newer technology, computers are running faster and 
faster. New facial detection and recognition techniques are also 
being developed that are quicker and more reliable. For 
instance, a revolutionary change to object detection came in 
2001 by Viola and Jones when they invented the Haar-based 
cascade classifier. The accuracy of the Haar can be up to 95% 
for detecting frontal faces. Still, an even faster technique was 
the LBP feature detector developed by Ahonen, Hadid and 
Pietikainen in 2006 [1] [2] [3]. LBP stand for local binary 
patterns and is potentially several times faster than Haar-based 
detectors albeit 10-20% less accurate. 

Once an object (or face) is detected and an image is 
preprocessed, there still needs to be a way to train and 
recognize a new object when presented to the facial recognition 
system. In 1901 Karl Pearson proposed the technique of 
Principle Component Analysis, which transforms a set of 
possibly correlated variables (raw pixels of trained faces) into a 
smaller set of uncorrelated variables (eigenvectors and 
eigenvalues). The theory is that in a higher dimensional 
dataset, most of the information can be described by a few 
components. These components are called the principal 
components and are responsible for the most variance in the 
data [4].The Eigenfaces representation of faces uses this PCA 
method to train and store the model used for recognition. 
However the PCA method has a flaw in that it does not 

consider any of the classes (different people) and organizes the 
principle components purely based on the highest variance the 
component generates. In the case that an external source (such 
as light) is generating the variance, the principle components 
may not contain much discriminative information at all. To 
combat this issue, another class-specific reduction algorithm 
was developed by Sir R. A. Fisher and uses Linear 
Discriminant Analysis (LDA). The method was successfully 
used to classify flowers in his 1936 paper entitled “The use of 
multiple measurements in taxonomic problems”. In this way, 
features are found to maximize the ratio of between-classes 
variation to within-classes variation as opposed to just 
maximizing overall variation [4]. Thus the recognition 
algorithm is more robust to external sources such as light. This 
method is called the Fisherfaces algorithm and is the same 
algorithm used by the FRJ system. 

These advances make it more possible to design real-time 
portable facial recognition systems, such as the one 
implemented in this paper. While there are plenty of facial 
recognition software available in the market today, none 
provide the feature to play a person’s favorite song upon 
recognition. Also, unlike some systems that use still images to 
detect faces, our system is a real time system that dynamically 
detects and recognizes a face depending on the mode of the 
system [5]. This paper presents a cost-effective solution that is 
cross-platform (Windows and Linux OS) to train faces of 
different people and upon recognition of a trained person can 
either play a song or personalized greeting. The system uses all 
off-the-shelf components that are easily accessible and does 
not require special infrared cameras as other systems do [6]. 
Playing a person’s favorite song is useful in boosting a 
person’s morale in much of the same way people use a jukebox 
to liven a place up. This Facial Recognition Jukebox can also 
be used to distinguish between different moods (emotion) of a 
person based on facial expression and play a different song 
accordingly. Through this emotional recognition it can enable 
the user or other people in the user’s vicinity to become aware 
of the current user’s state of emotion. 

Further improvements to facial recognition algorithms still 
need to be made. With today’s technology and algorithms 
facial recognition is not reliable enough to be used for a true 
security system. However, they can still be used for other 
purposes that do not require as high reliability such as playing 
personalized music or generating a face cartoon [7]. 
Improvements can be made to make the training set less reliant 
on lighting conditions or angles in which the person is oriented. 
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The paper is organized as follows: Section II will present 
the new FRJ system design, Section III will present the 
experimental results, Section IV will describe how to use the 
system, and Section V will present the conclusion remarks. 

II. SYSTEM OVERVIEW 

A. FRJ System Design 

The design of the FRJ system can be split into the 
following major categories: 1. Face Detection 2. Face 
Preprocessing 3. Face Training 4. Face Recognition 5. Playing 
Music 6. Saving/Loading Data. A high level block diagram for 
the code can be seen in Figure 1. The green block illustrates the 
detection mode. This part of the code is always running by 
default. First, it acquires a new image and look for a face and 
eyes. Once the face and eyes are detected there is some 
preprocessing done to that face region of the image to be used 
in the next block. The purple Collect Face block code is 
triggered when a user clicks on the Add Person button and will 
add preprocessed faces for the corresponding person selected. 
Once the user indicates they are done collecting faces the code 
continues to the yellow Training Mode block. In this block the 
Fisherfaces algorithm model is trained using the preprocessed 
faces and associated face labels (essentially classes). Upon 
completion of training the code automatically transitions to the 
red Recognition mode block. 

 In recognition mode the program basically checks if the 
captured face matches any of the trained faces and upon 
matching will play the personalized music of the recognized 
person. In the event that no person is recognized the code goes 
back to acquiring the next image and no special action is taken. 
Side tasks include the ability to save faces so that the user does 
not need to train a new data set each time. This goes hand in 
hand with the loading faces functionality being the function to 
load the previously saved faces. The user can also delete all the 
faces if they wish to start over in their training. The side tasks 
are all mouse click based and do not follow the normal process 
flow as the main functions. 

The setup of the overall system can be seen in Figure 2. 
More detail on the specific components in the setup will be 
explained in later sections of the paper. 

 
Fig. 1. High Level Block Diagram for Code 

 
Fig. 2. a. Light fixture b. Webcam c. Display d. Raspberry Pi e. Speaker f. 

Mouse g. Keyboard 

B. Hardware Used 

The computer used in the FRJ system is the Raspberry Pi as 
seen in Figure 3. It has a 900 MHz quad core ARM Cortex-A7 
CPU and a Broadcom VideoCore IV @250 MHz GPU. It 
contains 1GB of RAM. The reason Raspberry Pi was used is it 
is a relatively cheap prototyping board and contains enough 
processing power for the computationally intensive algorithms 
used for the facial recognition. 

 
Fig. 3. Raspberry Pi Model B: credit card sized mini-computer used to 

compile and execute C++ code 

The Logitech HD Webcam C270 was used as the image 
capture device as it is UVC compatible, meaning that it is 
capable of streaming video and has a USB interface. Figure 4 
shows the webcam. It captures images at 30 frames/sec. 
Through software the frame is set to 480 pixels height by 640 
pixels width. 
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Fig. 4. Logitech HD Webcam C270 

The rest of the components have some flexibility such as 
the mouse, keyboard, speaker, and light fixture. The mouse and 
keyboard are used to interface with the Raspberry Pi Raspbian 
Linux Operating system to click on buttons as well as type in 
commands on the command line. The speaker outputs the 
music file or personalized greeting. Finally, the light fixture is 
used to control the lighting such that there is strong uniform 
light on the face during training. 

C. Software Used 

Source code was written in C++ as it is a faster computer 
language for real time systems (as opposed to MATLAB). The 
OpenCV library was used for the computer vision functions 
and the Simple DirectMedia Layer (SDL) library was used for 
playing sound. Both libraries are cross-platform libraries and 
thus the system is cross-platform compatible over Linux and 
Windows Operating Systems. 

D. Detection Mode 

In detection mode, the program first tries to identify if a 
face exists within the captured frame. Many pre-trained models 
are available in the OpenCV official website for the frontal 
face and eyes. Our program uses the Local Binary Patterns 
(LBP) classifier for the face (lbpcascade_frontalface.xml) since 
it can be a few times quicker than the Haar classifier and thus 
better for real-time processes. LBP is a little less accurate than 
the Haar (10-20%) however we will then require detection of 
both eyes within the face for added reliability. 

Once the face is detected, the program will then look for 
both eyes inside the face to be used in the preprocessing 
section of the code. Both actual eyes must be detected in order 
for the preprocessing to work correctly as will be evident in the 
preprocessing section discussed later. Problems will occur if 
the eye detector is simply used over the region of the whole 
face as can be seen in Figure 5. This is because some objects of 
the face can appear to be eye-like and will be misdetected as 
eyes, such as the nostril. The solution to the misdetection in 
eyes is to specify top left and top right regions of the face to 
search for the left eye and right eye respectively. These regions 
are based on geometric restrictions in which the majority of 
human eyes will be located in with respect to the face. 
Reduction in the search region for the eyes not only reduces the 
processing time but also increases the reliability of detection of 
the eyes. Correct detection of the face and eyes can be shown 
in Figure 6. 

 
Fig. 5. More than two “Eyes” are detected if the eye classifier is used over 

the whole face 

 
Fig. 6. Correct detection of the face and both eyes 

E. Preprocessing 

The preprocessing section is a very important section of the 
code that conditions the detected face images so that it makes it 
easier to train the facial recognition model and recognize faces. 

First the image is converted to grayscale to reduce the data 
size as an RGB image would have 3 times the number of 
pixels. From the detection mode the program is able to detect 
both eyes within a detected face.  

Figure 7 shows the two specified regions in which the 
program uses to search for both eyes. Once both eyes are 
detected the program calculates the distance between the eyes 
and then scales the whole face accordingly such that the 
distance between the eyes is always the same. The eyes are 
also adjusted so that they are horizontal and at a specified 
height.  

Finally an elliptical mask is placed on the face to crop out 
any hair or shadows that may appear on the neck. The end 
result is a normalized 70 by 70 pixel of a preprocessed face as 
can be seen in Figure 7. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

12 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 7. Preprocessing the face: the position of the eyes are used to scale, 

rotate, and translate the face 

F. Training 

The user is able to initiate training after they are done 
collecting faces. The training set can be initiated with the 
adding of new faces per the Add Person button or can be 
loaded with the Load button to load faces that were stored 
previously. An example of a training set is shown in figure 8. 
The training set should contain different facial expressions, 
angles and lighting conditions for each person to be robust for 
recognition later. If the set of faces is trained under strong light 
on the right side of face and during the recognition mode the 
user as strong light on the left side of the face, the system will 
have do a poor job of recognizing the given person. The 
objective is to get more variation between the different faces so 
as more information is stored in the principle components. 
Thus the training set should contain more different conditions 
to get better results. 

 
Fig. 8. Subset of training set 

G. Recognition 

Using the eigenvectors and eigenvalues trained in the 
model during the training phase, the program then takes the 
current preprocessed face and projects it into the PCA 
subspace. It then takes the projection and reconstructs the face 
into an image again.  

If the query image is indeed part of the training set, then the 
reconstruction should be very good. The program then 
compares the reconstructed image to the preprocessed image 
using doing an L

2
 relative error norm calculation. A threshold 

is set for this error. An error calculated that is below the 
threshold will indicate a match detected. Figure 9 shows an 
example of a match identified by the program between the face 
detected and the face of person 2 as can be seen by the green 
rectangle drawn on person 2’s face. 

 
Fig. 9. Example of a recognized face 

III. EXPERIMENTAL RESULTS 

Under controlled lighting and distance conditions, the FRJ 
system is able to achieve up to 90% accuracy in recognizing 
the correct person. The lamp used was an 1800 lumen lamp 
with color temperature of 6500 Kelvin. A set distance of 55 ± 5 
cm from the webcam was defined. The program can 
accommodate up to 6 unique people within the GUI for 
training and recognition. 

In terms of timing, two devices were tested for the 
detection rate and recognition rate, and the speeds can be seen 
in table 1. The first device was the Raspberry Pi in which our 
portable program will run. The second device was a 
benchmarking device and was a Toshiba Laptop computer. 
Comparing the two, the Toshiba Laptop computer was faster 
by only 50ms. The Raspberry Pi was still able to go from 
image capture to recognition within an average time of 200ms. 
Anything less than 1 second will not be perceivable to the user 
so using the Raspberry Pi is sufficient. 

TABLE I.  DETECTION AND RECOGNITION TIMING 

Device 

Image capture 
to face detection 
average time, 
detection mode (ms) 

Image capture to 
face recognition average 
time, recognition mode 
(ms) 

Raspberry Pi: 
Model B 

164.05 199.85 

Toshiba Laptop: 
CPU@2.20 GHz, 

6GB Insatlled 

Memory (RAM) 

95.5 155.5 
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IV. USING THE FRJ SYSTEM 

A. Detection mode 

No special action is needed for detection mode. The 
program will automatically start detecting the face and put a 
yellow rectangle over it and put green circles over the detected 
eyes.  Figure 10 shows an example of detection mode. 

 
Fig. 10. Example of a recognized face 

B. Training Faces for the program 

To add people to train click on the “Add Person” button. 
This will add a person to the training set. Each time a picture is 
taken the frame within the yellow rectangle will flash white to 
alert the user. Notice that in the Collect Face mode, the person 
who is getting new faces trained will have a red rectangle over 
their face. The most recent captured face of each person will be 
shown on the right edge of the GUI.  Figure 11 shows an 
example of a Collect Face mode face. If the user wants to add 
more faces to a person already on the screen, the user simply 
needs to click the most recent picture of said person and then 
the program will commence collecting faces for that person. 

 
Fig. 11. Example of a face getting collected for the facial recognition model 

C. Training Mode 

After the user has finished collecting faces, the user must 
click on an area in the GUI not occupied by a face or button. 
This will commence the training of the preprocessed faces into 
the model. After the model is finished training the program will 
automatically switch to recognition mode.  Figure 12 shows an 
example for the training mode. 

 
Fig. 12. Faces that were previously collected are now being used to train the 

model 

D. Recognition Mode 

In recognition mode, once a captured face is recognized with 
one of the people in the training set a green rectangle will be 
shown over the recognized person’s most recent face and the 
music file corresponding to that person will play. Figure 13 
shows an example for the recognition mode. 

The music folder contains the music files as shown in 
figure 14. The first person corresponds to music file 0.wav. 
The second person corresponds to music file 1.wav and so on. 

 

Fig. 13. The correct face is recognized 
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Fig. 14. The music folder 

E. Saving Faces 

The program will automatically save faces in the Collect 
Faces mode into the .bmp format. These images will be stored 

at <working directory>/images/new_face/ as shown in 
figure 15. 

F. Loading Faces 

Pressing the “Load” button will load the faces that stored in 
<working directory>/images/ 

This feature makes it convenient in that the user does not 
have to train the model each time with each person at startup as 
these faces were previously saved. 

 
Fig. 15. Collected face directory 

G. Deleting Faces 

The user can choose to delete faces and essentially start all 
over in the training process. To delete all the faces the user 
must click on the “Delete All” button. 

V. CONCLUSION 

A system called the Portable Facial Recognition Jukebox 
Using Fisherfaces (FRJ) was developed and provides a 
convenient portable machine that plays a person’s favorite 
song or a personalized greeting upon recognition of a person’s 
face. The system is implemented on the Raspberry Pi Model B 
hardware platform and uses OpenCV and Simple DirectMedia 
Layer libraries for computer vision and media play 
respectively.  

Source code was written in C++. Additional functionality 
was added to be able to save and load faces trained previously. 
Currently the system is able to achieve up to 90% accuracy in 
recognizing the correct trained person under controlled lighting 
and distance conditions. Up to 6 unique people can be trained 
as dictated by the size of the GUI. As implemented on the 
Raspberry Pi, the image capture to facial recognition average 
time is within 200 ms. 

Future work for this project would be to further increase the 
accuracy of the system by improving upon the Fisherfaces 
algorithm or by introducing better training mechanisms to be 
more robust to different environments and people. Also 
improvements to the HMI/GUI can be made so that it is easier 
for the user to save and load faces. 
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Abstract—This paper aims to investigate the effectiveness of 

the provision of privacy of individuals through privacy 

enhancing technologies (PETs). The successful evolution and 

emergence of cyberspace with the real world through “Internet 

of Everything (IoE)” has led to the speedy progress in research 

and development of predictive analysis of big data. The 

individual’s privacy has gained a considerable momentum in 

both industry and academia since privacy-enhancing 

technologies (PETs) constitute a technical means to protect 

information. Privacy regulations and state of law deemed this as 

an integral part in order to protect the individual’s private 

sphere when the infrastructure of Information Communication 

Technologies (ICT) is laid out. Modern organisations use consent 

forms to gather individual’s sensitive personal information for a 

specific purpose. The law prohibits using the person’s 

information for purposes other than that of when the consent was 

initially established. The infrastructure of ICT should be 

developed in alliance with the privacy laws and made compliant 

as well intelligent which learn by itself from the environment. 

This extra layer embedded in the system would educate the ICT 

structure and help system to authenticate as well as communicate 

with the perspective users. The existing literature on protecting 

individuals’ privacy through privacy-enhancing technologies 

(PETs) is still embryonic and does conclude that the individual’s 

concerns about privacy are not fully considered in the 

technological sense. Among other contributions, this research 

paper will devise a conceptual model to improve individual’s 

privacy. 

Keywords—privacy; privacy enhancing technology (PET); big 

data; information communication technology (ICT) 

I. INTRODUCTION 

In recent years, the evolving nature of information systems 
and the increased processing and storage of personal 
information in computer databases has made it necessary for 
ICT practitioners and policymakers to take the issue of 

―privacy‖ more seriously [23],[28]. In particular, the 
complexity of cloud computing brings a number of known and 
unknown uncertainties to both service providers and users [12], 
[19]. The expanding quantity of personal data means that the 
demand for cloud computing will continue to rise [29]. 
However, the downside to such developments is the realisation 
that personal information is constantly recorded and stored 
without individuals‘ consent, therefore, raising a number of 
concerns. First, the reasons for the collection and the storage of 
personal information are often neither unknown nor disclosed 
to the people involved prior to their collection and storage [13]. 
Secondly, although most software is international, there is no 
standard mechanism for examining the quality of the databases 
used to store personal information [9]. Third, there are no 
uniform ways of handling personal data at the international 
level and on technical standards, which can help to 
demonstrate compliance with legal and regulatory frameworks. 

Although the term ―privacy‖ seems to have a number of 
definitions which are sector-specific and tend to carry different 
meanings depending on varying contexts. The definition that 
best suits this paper is the one that defines privacy as the right 
for individuals to be free from secret surveillance and to 
determine whether, when, how, and to whom, one's personal or 
organizational information is to be revealed. According to 
Guilloteau and Mauree [13] it is suggested that ―…Privacy 
refers to the right to self-determination, that is, the right of 
individuals to ‗know what is known about them‘, be aware of 
stored information about them, control how that information is 
communicated and prevent its abuse‖. 

The meaning of privacy to individuals extends beyond 
disclosure by suggesting that privacy is also a fundamental 
human right (see Article 8 of the 1950 European Convention 
on Human Rights). There are a number of privacy laws and 
regulations that have been in force since the introduction of the 
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Internet, however, since then, there has been a number of 
technological changes – the latest being the privacy challenges 
brought by the use of ―cloud-computing‖. In recent years, there 
have been a number of definitions of cloud computing [23], 
[28]. In this paper, we adopt Badger et al, [2] definition that 
describes it as a model for enabling convenient, on-demand 
network access to a shared pool of configurable computing 
resources. Sen, [34] simplified it further by suggesting that 
cloud computing does the network connect a server firm that 
can host the services for users to it. There is a common 
consensus in most definitions – all pointing toward the 
direction that ―cloud-computing‖ exist in a very dynamic 
environment and hence future definitions are likely to change 
based on circumstances and contexts [26]. 

For instance, Pearson, [30] suggests that ―the adoption of 
cloud computing may move quite quickly depending on local 
requirements, business context and market specificities‖. Due 
to the increased complexities in data collection, storage and 
dissemination, the economic potential of cloud computing 
cannot be underplayed [3]. However, there are challenges that 
seem to accompany the ―cloud‖. First, there is a notion that the 
data stored and collected is universal. Pearson, [30] has argued 
that there are some challenges to providing cloud-computing 
services including the need to comply with local and regional 
regulations, obtaining the necessary approvals when data is 
accessed from another jurisdiction, some additional complexity 
in terms of governance, maintenance and liability inherent to 
cloud, and a perceived lack of trust in cloud services. However, 
along with these challenges, our focus is diverted to the 
provision of privacy to individuals through privacy enhancing 
technologies [32]. 

II. PRIVACY IN THE ERA OF ―CLOUD‖ AND ―BIG DATA 

Privacy in the era of ―cloud‖ or ―big data‖ has formed an 
agenda [34]. This is mainly due to the challenges of 
maintaining trust within a dynamic environment. According to 
Blaze et al, [4], [38] coping and preserving the privacy of 
digital identities and challenges are associated with continuous 
attacks on databases across the world that has forced a number 
of organisations to deny that their systems have been under 
attacks [34]. 

In this paper, our attention is particularly drawn to the ―big 
data‖ or internally stored data that might be privacy-sensitive – 
hence the study of Privacy-enhancing technologies (PETs). 
The privacy enhancing technologies [14] are technologies that 
protect privacy by protecting personal data and preventing its 
unnecessary and/or undesired processing but also by making a 
user aware of the stored data, its processing and the related data 
flows [13]. PETs are seen as a way to maintain individuals` 
privacies by assisting data controllers‘ compliance with data 
protection principles, empowering individuals – by giving 
them easier access to and control over information about them 
and allowing them to decide how and when this information 
will be disclosed to and used by third parties [27]. 

There are a number of perceived benefits of using PETs. 
First, this is a cost-effective way of dealing with privacy issues 
from the onset rather than dealing with privacy and legal 
compliance issues at a later stage (or once the system is 
complete). Second, PETs are believed to act as ―risk 

mitigators‖ using privacy controls incorporated into electronic 
information systems to supplement organisational procedures - 
thus providing additional safeguards to protect individuals‘ 
information from human error [27]. Third, PETs are seen as 
ways of building by maintaining the integrity of information 
held [7]. In this paper, four categories of PETs are examined; 
these include Encryption Tools (e.g., SSL), Policy Tools (e.g., 
P3P, TRUSTe), filtering Tools (e.g., Cookie Cutters, Spyware) 
and Anonymity Tools (e.g., Anonymizer, iPrivacy). 

A. The Privacy Criterion: Information Life Cycle 

The modern data information systems have changed the 
data protection risks as well as privacy concerns [38]. The new 
challenges have evolved and ICT can help to minimize and 
avoid challenges of data protection and privacy [16]. The 
privacy technologies have been the centre of attention of 
various researchers since 1970‘s. The concerns discussed were 
refining the privacy principles of identity protection and data 
minimization through pseudonymisation and anonymization 
[28]. These discussions led to coin a term ―Privacy-Enhancing 
Technologies (PETs)‖ considering the full information life 
cycle from built-in privacy means. The features of data 
minimisation and privacy by default were stressed and 
addressed in particular when designing PETs [8]. 

TABLE I.  ADAPTED FROM PISA INFORMATION SECURITY VS PRIVACY [8] 

 
Different organisations implement various rules for 

measuring the information security and if they are not in 
compliance to privacy facts of individuals, alternative 
measures are required to be considered [1]. The attention must 
be paid to the process of system development especially in 
relation to those, which may cause privacy hazard in the 
infrastructure of ICT [22]. The current research is based on the 
assumption that there is no difference between the 
methodologies of system development for both private and 
public environments. Among other researchers, Spiekermann 
and Cranor, [31] has envisaged an integrated outlook of 
various techniques and methods with appropriate privacy 
compliance for the under construction systems. The envisaged 
model outlines the distinctiveness between Privacy-by-Policy, 
Privacy-by-Architecture and Privacy-by-Design. 
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B. Privacy-by-Architecture 

The earliest possible stage of the system development 
project within information life cycle is intervened by this phase 
[23]. The technologies are implemented to minimize the 
personal data collection while keeping it anatomized and 
protected [20]. The system analyst evaluates the possible 
dimensions of data breaches at this level and appropriate 
measures are considered [24]. The procedures and rules are 
laid out in the form of specifications for the resulting blueprint. 
The system analyst who would help future users to avoid data 
breaches inadvertently could avert the pitfalls of programming 
functionalities. 

C. Privacy-by-Design 

The data protection policy makers have proposed the term 
of ―privacy-by-design‖ [31]. This term was subsequently 
referred and used in various data protection policies as a 
recognized recommendation. Privacy-by-design is classified as 
a sub-part of privacy-by-architecture, which tests the 
development of Privacy Enhancing Technologies (PETs) at the 
conceptual paradigm allowing its compliance with ICTs [18]. 
Various researchers have studied PETs from different security 
aspects expressing the privacy possibilities for data 
management aiming to avoid the personal data breach through 
ICTs.  The research led to believe that the users of using those 
services would be satisfied along with the service providers. 

The suggested alternative solution involves interdependent 
stages since the data precision is decreased after the primary 
use of information. This solution expresses irreversible way to 
degrade the data. Among other researchers, Henze et al.,[18] 
that data degradation techniques could be implemented in five 
possible ways such as, suggests it: upgradable, user-oriented, 
ability-oriented, service-oriented and external data degradation. 
All techniques are responsible for built-in system functionality 
apart from user-oriented data degradation and it is held 
responsible for the process of data retention [19]. Along with 
other functionalities these techniques, rely on a single point of 
interaction to except external data degradation techniques. The 
entire life cycle of information is self-managed keeping one 
point of interaction for data degradation and this technique may 
lead to the privacy solution. 

The fundamental issues linked to the implementation of this 
technique still urge the system architect to predict and ensure 
all the possible privacy breaches before its execution. These 
concerns may ensue during the whole lifetime of the ICT 
system [15]. The information technology is rapidly growing 
and this assurance is classified as highly contrived. On the 
other side, the privacy-by-architecture concludes that 
individuals have no right to say anything about their personal 
information. The individuals may have their perspective 
concerns and if they are not heard and managed up to their 
contents, this approach would be seen as an unwelcome 
outcome [25]. 

D. Privacy-by-Policy 

The concept of privacy-by-policy keeps the central rule of 
―Notice and choice‖. The aim of delegating the information 
processes in the form of notifications, notices and privacy 
policies are educated to users. The users are flexible to make 

choices on their personal data to be used by the organisation on 
primary or secondary levels. The modern ICT‘s infrastructures 
use this rule as a common practice when deploying policies 
classified as ―choice and consent‖. According to Spiekermann 
and Cranor, [31] this approach is connected with multiple 
problems of extensive policy documents of privacy and 
application of incomprehensive applications of millions of 
users. The privacy approach of ―choice and consent‖ is quite 
famous within the modern businesses infrastructures, as this 
does not interfere within the existing layouts of using 
individual‘s personal information extensively [18]. 

III. PRIVACY IS CENTRAL TO PETS AND CYBERSPACE 

We live in an information society where the use of personal 
information is constantly forming agendas – mainly, the 
question is whether since the information is in the open domain 
is free for everyone to use as they wish [36]. The right of 
privacy has been well documented in previous studies [27]. 
There are challenges associated with the use of PETs within 
the cyberspace environment. First, there is a recurring 
challenge as to whether computer experts and the technology 
could be used to protect individuals‘ privacy [21]. The answer 
to this is more complex and demands some empirical 
evidences.  

For example, Rotenberg, [35] has argued that most 
practitioners tend to use Privacy Enhancing Technologies 
(PET) that create a technological framework that facilitates the 
disclosure of personal information, often without any assurance 
of protection or legal safeguards. He suggests that ―these 
techniques which are often confused with true PETs are put 
forward by commercial firms and others as a "technical 
solution" to privacy when in fact they are designed to make it 
easier to obtain personal data‖ [29]. 

A. ICT and Privacy Enhancing Technologies 
The information communication technologies (ICTs) and 

privacy are often expressed as opponents to each other [33]. 
The interaction between privacy and ICT is elaborated in this 
paper exploring the key detail of transmitting the privacy‘s 
conceptual framework to cloud environment. The concerns on 
individual‘s privacy are not new, as they have emerged more 
during the last half decade of Big Data and Internet of 
Everything [11]. Various books have been published and 
researches been conducted on the privacy issues concluding 
that there is no single rule which complies that the personal 
information is kept secure. These expressions mean that both 
new and the existing ICT systems may need to be re-assessed 
when deploying strategies. The Big Data breakthrough will be 
adopted into our society during the upcoming years. The 
continuous capturing of human environment information 
through sensors embedded within ICT will open new doors of 
privacy challenges [30]. 

The personal data of individuals, which used to be stored 
within organisational ICT systems, would now be residing on 
clouds in the future. In a traditional way, the term Big Data is 
associated with the information of users captured and 
contained by the ICT systems and various analytical tools are 
used to analyse it, which is the true form its smartness [5]. 
Information would be kept confidential and private by the 
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organisations within the era of these technology developments. 
The privacy infringements implemented within ICT 
infrastructure are classified as ―Law of Nature‖ which allows 
them to make choices as well. The organisations establishing 
ICT infrastructures to process data functionalities may not 
consider the individuals‘ privacy at the development phase but 
this may be applied in the operational phase. 

B. Formation of an ICT system: Privacy-Sensitive Paradigm 

Often with the system based on Internet of Everything there 
are added constraints in terms of power consumption, limited 
processing capacity and storage …. (Ibid, 2016) presented a 
conceptual model (User-driven Privacy Enforcement for 
Cloud-based Services in the IoE, UPECSI) to address these 
issues where Internet of Everything interact with cloud based 
services. One of the key elements of the presented model 
(UPECSI) was to give user control in a transparent way and the 
ability to make decisions in privacy settings at varying degrees, 
instead of accepting a privacy policy at the installation or 
induction of the service. The presented model was successful 
in highlighting the need for more control by the user in privacy 
policy and more user control over degree of services exposed 
to sensitive private information [10]. 

However, there seems to be a need for the continuous 
adaptation of the privacy policy in a dynamic changing 
environment of Internet of Everything based systems, and 
simply shifting the focus of privacy policy towards user may 
not fully address the privacy issues presented by such systems.  

In many instances the user themselves would want their 
privacy policy to intelligently and seamlessly change as the 
context of use, situation and proximity is changed. In a fast 
paced dynamically changing and adapting scenario the 
complete reliance on user driven privacy policy approach may 
not prove adequate in fulfilling the demands of emerging 
systems based on IoE infrastructure. To this effect, Artificial 
Intelligence based approaches could have been injected in the 
IoE based systems where the Privacy Policy is not only 
intelligently adaptable but also has a capability to be trained by 
the user. 

Hence, the abstraction layer is suggested for IoE based 
models where Privacy Policy is presented not as a static 
component in the system but has adaptable features to inform 
the services to what degree these can access the private and 
sensitive information. The training further trigger where 

behaviour, context of use, proximity, and situational patterns 
are transparently allowed to gain access at varying permissible 
degree and machine assisted technologies then reduce their 
reliance on user setting this information. This formation would 
be the case at the start of use of such system when the user 
would have been more involved in training the intelligent 
privacy components of IoE based systems. 

The ISO certificates provide a measure of compliance for 
the standards in various sectors such as telecoms, energy, 
government etc. In 2014, 1,609,294 certificates were issued to 
management systems across the globe [20]. ISO/IEC 27002, 
[21] standard provide the framework for establishment of 
information security management system. The implementation 
of this framework enable the organisations to systematically 
preserve integrity and confidentiality of the information and 
manage the risks related to information security and privacy 
providing confidence to interested parties on information 
handling and security of data. The ISO/IEC 27001, [22] is 
designed to enable organisations to assess, implement and 
monitor security and privacy issues from internal and external 
contexts and at different layers of operation and management 
including understanding of needs and expectations of interested 
parties at holistic level. 

The ISO27002:2013 is based on the guideline of ISO, [22] 
and framework enable organisations to implement the standard 
through instruments of control and objectives as provided in 
table 1. This ISO/IEC 27001: 2013 standard has major 
influence in directing the security and privacy policies and 
related structures for major corporates in telecom, service 
sector and government sector [16].  

This framework has been adopted by many organisations 
around the world (more growth seen in China, India, EU and 
UK) saw a 7% growth rate from 2013 to 2014 with 23,972 
certificates of standard issued by 2014. As the industry is 
experiencing a new shift towards IoE based systems, the 
importance of compliance and adherence to standards has 
become even more important even for small to medium size 
enterprise. The security and compliance standards needed to 
evolve in the wake of this shift and incorporate guidelines, 
measures and controls to keep the trust in the compliance of the 
standards by the certified organisations. As an example 
ISO/IEC 27002:2013 standard is discussed in relation to 
controls which may be needed to add to their existing set of 
controls for security and privacy compliance. 
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TABLE II.  ADAPTED FROM (GUTIÉRREZ-MARTÍNEZ, [17] AND ISO, [22] 

Category Control Objective 

Policies and 

regulations of the 

organsiation 

Information security policies (policies for information securiity,Review of the policies for 

information security) 

―Direction accordance with business 

requirements, laws, and regulations.‖ 

 

Organisation of information security ((Internal organization: Information security roles and 
responsibilites, segragation of duties, Contact with authorities, Contact with special interest 

groups, Information security in project management), (Mobile devices and telework: mobile 

device policy, Teleworking)) 

―To control the implementation and 

operation of information security.‖ 

 

Human resources security ((Prior to employment: Screening, Terms and conditions of 

employment), (During employment: Management responsibilites, Information security 

awarenessm education and training, Disciplinary process), (Termination and change of 
emloyment: Termination or change of employment responsiilites)) 

―To protect the organization‘s 

interests ensuring that employees are 

aware of their information security 
responsibilities.‖ 

Privacy & 

Compliance 

Asset management ((Responsibility for assets: inventory of assets, Ownership of assets, 

Acceptable use of assets, Return of assets), (Information classification: Classification of 

information, Labelling of information, Handling assets), (Media Handling: Management of 
removable media, Disposal of media, Physical media transfer)) 

―To ensure that information has an 

appropriate level of protection. 
To prevent unauthorized disclosure, 

modification, removal, or destruction 

of information stored on media.‖ 

 

Access control ((Business requirments of access control: Access control policy, Access to 
networks and network services), (User access managemet: user registration and de-registration, 

user access provisioning, Management of priviliged access rights, Management of secret 

authentication information of users, Review of users access rights, Removal or adjustment of 
access rights), (User responsibilites: use of secret authentication information), (System and 

application access control: Information access restriction, Secure log-on procedures, Password 

management system, Use of privilged Utility programs, Access control to program source 
control)) 

―To ensure authorized user access 

for safeguarding their authentication 

information.‖ 

 

Compliance ((Compliance with legal and contracual reqqurements: Idedtification of applicable 

legislation and contracual requirements, Intellectual proprety rights, Protection of record, 
Privacy and protection of personlly identifiable information, Regulation of cryptographic 

controls), (information security reviews: Independent review of information security, 

Compliance with security policies and standards, Technical compliance review)) 

 

Integrity 
Cryptography (Cryptographic controls: Policy on the use of cryptographic controls, key 
management) 

―To protect the confidentiality, 

authenticity, and/or integrity of 

information.‖ 

 

Physical and environmental security ((Secure areas: Physical security perimeter, Physical entry 

contorls, Secusring offices, rooms and facilities, Protecting against external and environmental 

threats, Working in secure areas, Delivery and loading areas), (Equipment: Equipment siting 
and protection, Supporting utilities, Cabling security, Equipment maintenance, Removal of 

assets, Security of equipment and assets off-premises, Secure disposal or re-use of equipment, 

Unattended user equipment, Clear desk and clead screen policy)) 

―To prevent loss, damage, theft, or 

compromise of assets and 
interruption to the organization‘s 

operations.‖ 

 

Operations security ((Operational procedures and responsibilies: Documented operating 

procedures, Change management, Capacity management, Separation of development, testing 

and operational environments), (Protection from malware: Controls against malware), (Backup: 
Information Backup), (Logging and monitoring: Event logging, Protection of log information, 

Admisistrator and operator logs, Clock synchronisation), (Contorl of operational software: 

Installation of software on operational systems), (Technical vulnerability management: 
Managemtn of technical vulnerabilities, Restrictions on software installation), (Information 

systems audit considerations: Information systems and audit controls)) 

―To ensure correct and secure 
operations of information processing 

facilities and to protect against loss 

of data.‖ 

 

System acquisition, development, and maintenance ((Security requirementss of information 
systems: Information security requirement analysis and specification, Securing application 

services on public networks, Protecting application services transactions), (Security in 

development and support processes: Secure development policy, System change control 

procedures, Technical review of applications after operation platform changes, Restrictions on 

changes to software packages, Secure developmetn environment, Outsourced development, 

System security testing, System acceptance testing ), (Test data: Protection of test data)) 

―To ensure that information security 
is designed and 

implemented across the entire 

lifecycle of information systems.‖ 

 

Supplier relationships ((Information security in supplier relationships: Information security 
policy for supplier relationships, Addressing security within supplied agreements, Information 

and communication technology supply chain), (Supplier service delivery management: 
Monitoring and review of supplier services, Managing changes to supplier services)) 

―To ensure protection of information 

that is accessible by suppliers.‖ 

Authenticity 

Information security incident 

Management (Management of information security inceidents and improvements: 

Responsibilites and procedures, Reporting information security events, Reporting information 
security weaknesses, Assessment of and decision on information security events, Response to 

information security incidents, Learning from information security incidents, Collection of 

evidence) 

―To ensure a consistent and effective 
approach to the management of 

information security incidents, 

including communication on security 
events and weaknesses.‖ 

Policies and 

regulations of the 

organization 

Information security aspects of business 

continuity management ((Information security continuity: Planning information security 

continuity, Implementing information security continuity, Verify, review and evaluate 
information security continuity), (Redundancies: Availability of information processinf 

facilities)) 

―Continuity in information security 
management should be integrated 

into the master plan of the 

organization.‖ 
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IV. ANALYSIS AND DISCUSSION 

The business models are transforming on a massive scale 
and this has changed their environment in which they exist and 
operate. This change has not left service providers free in their 
actions. The businesses and organisations are moving onto 
social media and a lot stress and emphasize has been accosted 
on the user‘s personal information exploitation. Millions of 
users have enrolled on various social media sites disclosing 
their personal information of highly sensitive nature 
unwittingly. The predictive analytic tools and cloud 
environments do not provide the privacy like PET integrate.  
The service providers could facilitate the users‘ demands and 
in return, the organisations could make huge revenue. The 
models of processing the user‘s personal data are more 
dependent on investments in cyberspace and PET. The internet 
companies have evaluated the sensitive information as an 
instrumental key to their success. 

Although the businesses are operating in a model to 
provide privacy to the users‘ information but still the users 
have no obligations to give up their privacy and in this case, 
businesses would remain profitable. It is doubtless that the 
privacy and consent models would pose high threats on the 
business models as well as performances. This increased 
exposure of ICT as the way to privacy related problems 
forgoes the idea that it may well not resolve the entire problem, 
as cultural and social features are inextricably intertwined from 
the users‘ perspective. The privacy enhancing technologies 
defy the personal factors at a sufficiently elaborated level. This 
also leads information-processing negotiation from the consent 
perspective especially within the virtualised and cloud based 
environments. 

The parties involved within the privacy awareness of 
information management have formed various concerns for 
individual privacies protection laws. The structural movement 
of cloud-based environments to service-oriented ICTs from 
ownership-oriented has made the individual privacy resolution 
almost impossible. The technological and legal aspects are well 
established and attended by PET but it deals with only certain 
parts of the ICT infrastructure. While looking at the existing 
situation from the real life perspective, it is assumed that the 
responsibility not only depends on ICT infrastructures but also 
assignable to user behaviour and their consents. The subject is 
not fully adhered to even after the implementation of 
procedures of privacy-by-architecture and privacy-by-design. 
The problem persists and shared between the development 
methods of ICT infrastructure and individuals who may be 
thinking that their information would be accessed by whom. 

The social interactions are classified as highly volatile 
source of exploiting the personal sensitive information, which 
concludes that privacy is extremely implicit and inconclusive 
and that an ICT infrastructure as well as PET may not be able 
to defy the subtleties appropriately. Although ICT has evolved 
tremendously within the current age but still given the current 
state of technology, it is not feasible to asset pressures on 
system analyst and developers to exonerate the systems to 
express the privacy concerns. The development of PET should 
be moved onto the new conceptual frameworks of privacy-
audited and privacy-aware systems. It is envisaged that instead 

of yielding blind trust, it is always better to go with informed 
consent when individuals establishing connections with ICT 
infrastructures through PET and disclose personal sensitive 
information. 

A. Envisaged Model Meets New Privacy challenges 

As Internet-based tracking and profiling technologies 
increasingly expand the ability for e-commerce vendors to 
collect, store, process and exploit personal data, privacy 
concern has been identified as a major factor hindering the 
growth of technologies to protect those. The concerns centre on 
the confidentiality of accumulated individual personal 
information and potential risks that individuals experience over 
the possible breach of confidentiality. The need to protect 
privacy has led to many initiatives, some behavioural and some 
technical. Behavioural initiatives generally include providing 
assurances through privacy seals, government regulations, or 
addressing individuals' concerns for information privacy, 
which have been shown to affect trust. While these approaches 
to protecting privacy are interesting, this paper focuses on an 
IT artefact that provides one technical solution to the online 
privacy issue. This approach is in line with a recent review of 
the privacy literature that highlights the need for more design 
research in the information privacy domain. 

Information is a valuable source and most modern 
businesses rely on effective use of information for their 
processes, market reach, customer satisfaction and competitive 
advantage [9]. This demand for the valuable information puts 
strain on privacy and data related to personal liking, disliking, 
and behaviour. Etc. Information system has brought huge 
success to businesses in achieving their goals. The information 
system gathers process, distribute, utilise and interact with 
information [6]. The success of information systems is 
dependent on channelling communications effectively between 
different components of such system including people. The 
information security is an established discipline and with well-
defined procedures and measures to this effect. 

The Internet of Everything IoE is infusion and 
interconnectedness of information systems, ICT 
services/devices and sensor technologies resulting in vast 
amount of data constantly being generated and updated 
constantly [29]. This transformation is beginning to break the 
norms and new systems are based on IoE and are increasingly 
becoming part of our daily lives, for example smart watches, 
health and activity monitors. The proximity based services 
provided by apps using geolocation sensors, remote controlling 
of home heating system, and intelligent sensors in vehicles, 
smart rail tickets– the list is endless in many field stretching 
from leisure, medicine to transportation. The existing security 
and privacy practises are ill equipped to meet their objectives 
in the wake of this new shift from information age to the age of 
IoE [29]. IoE present endless opportunities for the malicious 
exploitation of such systems e.g. a connected house on low 
energy consumption might suggest to a hacker that the property 
is vacant and this information could be used maliciously [37]. 

The privacy data by the very nature is valuable in 
information age society, people are increasingly aware of this, 
and increasingly aware that without their explicit consent the 
modern system extracts their personal information and 
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consumes to improve and target their services intelligently. The 
trend and benefits Internet of Everything brought and 
highlighted individual privacy concerns as a major obstacle in 
successful adoption of Internet of Everything as part of living 
experience at a wider scale [18]. Shifting the balance of 
privacy settings to individual user add complexity to the design 
and add burden on the individual user for the understanding 
and awareness of choices they make and related implication 
when opting for particular privacy choices or configurations. In 
many cases individual users are not fully aware of technical 
complexity of the system and processes in relation to privacy 
implications [18]. Finding the right balance between system 
centric and individual centric is a typical dilemma designers of 
the system face and this problem is exacerbated with the 
Internet of Everything thus adding complexity and points of 
pressure in the system in term of making decision for such 
issues. 

V. CONCLUSION 

The theme of this paper builds to form the basis of a 
dynamic ICT infrastructure, which helps individuals to be 
connected with each other while keeping the privacy of their 
personal information. Various searches been performed on 
databases to reveal that the privacy-awareness within ICT 
systems is still embryonic and various individual privacy 
aspects has not as yet been explored. The concept of individual 
privacy is expressed through laws and rules for organisations to 
inject privacy-aware concepts within their infrastructure. The 
professional and scientific committees have paid much 
attention on the development of various aspects of ICTs and it 
seems that the right of personal information privacy is lost 
within the boundaries of organisational amalgamations of laws 
and technological awareness. 

In our view ―Intuitive‖, privacy and ICT privacy policies 
are clearly at odds, but legislators, service providers and the 
public concur in valuing privacy as essential to acceptance of 
information technology-based services. Providing proper 
privacy to individuals is therefore no matter of small concern. 
Making clear to all parties involved that their respective 
responsibilities cannot be delegated to ICTs is crucial. The 
infrastructure of ICT is developed in alliance to the privacy 
laws and made compliant as well intelligent which learn by 
itself from the environment. This extra layer embedded in the 
system would educate the ICT structure and help system to 
authenticate as well as communicate with the perspective users. 
Governmental, service providers and individuals‘ concerns 
should be properly addressed to retain the privacy levels that 
form the essence of civil liberties and maintain freedom in 
society. To create a truly privacy-aware ICT, a holistic 
approach is needed in finding methods to shift control over 
information back towards the individual. Taking the ICT from 
an individual‘s perspective as a starting point would allow for a 
first step towards a true impact analysis of ICTs on what is 
considered a building block of free societies. 
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Abstract—This paper details the development of a new 

evaluation framework for a text based Conversational Agent 

(CA). A CA is an intelligent system that handle spoken or/and 

text based conversations between machine and human. 

Generally, the lack of evaluation frameworks for CAs effects its 

development. The idea behind any system’s evaluation is to make 

sure about the system’s functionalities and to continue 

development on it. A specific CA has been chosen to test the 

proposed framework on it; namely ArabChat. The ArabChat is a 

rule based CA and uses pattern matching technique to handle 

user’s Arabic text based conversations. The proposed and 

developed evaluation framework in this paper is natural 

language independent. The proposed framework is based on the 

exchange of specific information between ArabChat and user 

called “Information Requirements”. This information are tagged 

for each rule in the applied domain and should be exist in a 

user’s utterance (conversation). A real experiment has been done 

in Applied Science University in Jordan as an information point 

advisor for their native Arabic students to evaluate the ArabChat 

and then evaluating the proposed evaluation framework. 

Keywords—Artificial intelligence; Conversational Agent and 

evaluation 

I. INTRODUCTION 

Different terms can be used to define a system has the 
ability to handle user conversations such as Conversational 
Agent (CA), dialog system and chatterbot. CAs are playing 
significant roles in different applications, for instance, in 
marketing, education, help desk, entertainment, e-commerce, 
information retrieval and generally in business [1]. 

Basically, it can be considered that the first try to build a 
CA was in 1950 by Alan Turing and it called the imitation 
game or Turing test [2]. Turing test tried to determine if a 
computer program could think or at least imitating a human 
behaviour.  In the Turing test, an interrogator sends a series of 
teletype questions to a hidden participant through a computer 
link. Then the interrogator has to distinguish whether the 
hidden participant is human or machine based upon the hidden 
participant‟s replies [2]. 

Comparing what Turing expected in his article [2] and 
what we have today, we could conclude that Turing‟s 
expectations have not been met. Although, it is now more than 
sixty years since Turing stated his beliefs and despite the fact 
that computer storage capacities exceeded his request (1 GB), 
no computer program has been able to pass the Turing 
test(imitation game) successfully [3, 4]. According to [5], in 

order for a computer program to pass Turing test, the machine 
must acquire the same level of intelligence as a human in all 
cognitive tasks. However, since the first CA (imitation game 
or test [2]) which Alan Turing tried to make the machine to 
have chatting with human, several types has been raised. 
These types targeted different kinds of conversations starting 
from text typing conversation, spoken conversation and mixed 
among them conversation. Due to this difference, number of 
approaches has been proposed and used to develop CAs which 
are Natural Language Processing (NLP), Pattern Matching 
(PM) and Semantic Sentence Similarity (SSS) measures. 

All of the CA‟s building approaches (except PM) are 
natural language dependant which means it needs to 
understand the targeted natural language. Understanding and 
computing the natural language is quit complex and needs 
different huge research effort from the language scholars 
before. Given this, most of CAs has been developed using the 
PM approach for its simplicity and as it natural language 
independent. In addition, the pattern matching is not expensive 
computationally as it does not need a complex pre-processing 
steps to understand the sentence (user‟s utterance). 
Consequently, number of CAs such as ArabChat [1], InfoChat 
[6], ELIZA [7] and ALICE [8] used this approach to handle 
conversations for applications deal with large numbers of 
users in a real-time environment like the Internet [1]. 
Basically, this approach (the PM) based on matching a 
conversation with a pre-structured patterns to find the suitable 
one. Then, the response that related to the best matched 
pattern will be replied  [1]  The NLP which is defined in 
computing as “the computational processing of textual 
materials in natural human languages” [9] is based on 
understanding a sentence. Technically, NLP based CAs uses 
grammar rules and a list of attribute/value pairs to extract the 
conversation‟s speech act type from the sentence [10]. Then, it 
use these extracted information to fill a template-based 
response [10]. However, extraction such information is not 
easy at all as it depends on many linguistic factors [10]. In a 
rich language especially the sematic languages such as Arabic, 
this extraction will be harder to process [3, 10]. The SSS 
approach is based on checking the similarity level in semantic 
between two sentences [11]; the first sentence is the 
conversation itself and the second is a scripted pattern inside 
the CA. the most closed pattern in semantic(meaning), its 
response will be replied as an answer to the conversation. The 
SSS approach is based on computational semantic based 
manual built databases such as WordNet [11, 12]. However, 
such database has been established in 2006 [11] and the 
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research in SSS in general is still a young research area in the 
Arabic language [3, 12]. 

All of these approaches (NLP, PM and SSS) has different 
advantages and disadvantages as discussed in [3, 10-12]. 
However, most of the evaluation methodologies for these 
approaches has been done manually by checking the CA‟s 
logs [3]. Evaluating CAs is not an easy task as it depends on 
number of factors are not easy to measure [3, 4]. 

Generally, there are many types of systems that deal with 
text based sentences formed in a specific natural language, 
such as Information Retrieval (IR), Natural Language 
Processing (NLP), Question Answering (QA) and 
Conversational Agents systems. However, the evaluation 
process of these systems varies due to the differences in their 
working mechanism and their output. When researchers of IR 
systems want to evaluate their system, they might be 
interested in ranking the returned documents according to the 
entered keywords. Therefore, they usually use special metrics 
for evaluation, such as the “recall” (the percentage of retrieved 
documents that are relevant) and “precision” (the percentage 
of relevant documents that are retrieved) metrics [13]. NLP 
systems might be evaluated by comparing the output with a 
prebuilt perfect result document, called the “gold standard”. 
Usually, QA systems use the same metrics as IR systems 
(“recall” and “precision” metrics). QA systems are IR systems 
with an extra processing module to analyse the retrieved 
documents and extract a response [13]. 

Applying such evaluation techniques to evaluate CAs may 
not be useful due to the differences in their working 
mechanism and their output.  Although QAs and CAs have the 
same output (response for the entered utterance), they differ in 
their working structures. 

There exists two primary approaches to evaluating CAs: 
objective and subjective evaluation approaches. The objective 
approach can be done without recourse to human judgment. 
This approach is based on systematic and scientific measures 
to evaluate a CA [14].Conversely, the subjective approach can 
be performed with a recourse to human judgment by asking 
him/her about his/her opinion of using a CA [15]. 

The subjective approach usually utilises a user 
questionnaire to evaluate the CA. This questionnaire might be 
used to ask the user (after using the CA) about several aspects 
of the CA such as the CA usability, naturalness or his/her 
overall satisfaction of using the CA. However, it is impossible 
to rely on user to give his/her opinion regarding CA internal 
components‟ performance as he/she has no idea about them. A 
special type of a CA evaluation, based on human (judges) to 
determine the most human-like CA among competitors, is the 
Loebner Prize competition [16].In 1990, the Loebner Prize 
was established in collaboration with the Cambridge Centre 
for Behavioural Studies. This prize aims to encourage 
researchers to develop Conversational Agents. The Loebner 
competition uses expert human judges to evaluate the 
competing CAs using the Turing test. Passing the Turing test 
means that the program‟s responses should be 
indistinguishable from human conversation. This method of 
evaluation is not academically rigorous, and not all CAs can 
participate. Since the Leobner competition was established, 

many Conversational Agents have competed for it and not one 
CA has passed the Turing test. Unfortunately, some of these 
Conversational Agents focus merely on passing the test, rather 
than on advancing the field of Conversational Agents [4]. 

The objective evaluation approach evaluates a CA as a 
whole system (black box approach) or evaluates the CA‟s 
components individually (glass box approach). A black box 
evaluates the system as a whole, based on user satisfaction. 
This is usually done by evaluating inputs and outputs without 
considering any internal details[17]. The black box focuses on 
the performance of the system in terms of number of aspects, 
such as achievement task and the cost of that achievement 
[17]. The glass box deals with internal details by evaluating 
the individual components of a system [18]. An example of 
the glass box approach to evaluation is undertaken to measure 
the error rate on the sentence recognition module which is 
included in a spoken CA called ARPA [18]. A black box 
evaluation approach was used to evaluate the SUNDIAL CA 
[19]. This approach determined the SUNDIAL„s user 
satisfaction by determining the task and its cost. The cost of 
the determined task might be based upon number of utterances 
needed to achieve the task, the elapsed time to complete the 
task and the quality of interaction among conversation entities. 

PARADISE [14] (PARAdigm for DIalogue System 
Evaluation), is aa framework used for evaluating spoken CA. 
PARADISE relies on a comparison between agents through 
achieving the maximum user satisfaction. 

Maximum user satisfaction means maximum task success 
with the minimum cost. PARADISE measures the task 
success per dialogue or sub-dialogue by determining the 
information requirement needed to exchange between the 
agent and the user. This information, compared with a prebuilt 
confusion matrix, is collected via controlled experiments for 
these agents that “summarizes how well an agent achieves the 
information requirements of a particular task for a set of 
dialogues instantiating a set of scenarios” [14].  

PARADISE calculates the task cost by measuring two 
factors: firstly, task efficiency, which might be represented 
through determining number of utterances that takes to 
complete the task and the elapsed time that it needs; secondly, 
measuring the quality of the task, which might be determined, 
based upon the agent response delay and utterances‟ 
recognition errors rate (spoken utterances). PARADISE 
considers a small number of the total utterances needed to 
achieve the task better than a large number. This might be true 
with a CA that provides information for a train schedule 
between cities, for example. In contrast, this might be not true 
for other CAs that are designed to handle open conversations 
(the user converses in general about the selected domain‟s 
topic) between the CA and user. Therefore, a CA that 
considers the largest number of the total utterances might 
perform better, assuming that a larger number might mean that 
the user is more interested in using the CA. 

Evaluating a CA is a divergent problem due to the number 
of metrics that can be used to evaluate it. For instance, a CA 
can be evaluated using usability metric [20, 21], user 
satisfaction metric [14, 22], response quality metric [23], ease 
of use metric [15], conversation duration metric [24], task 
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completion level metric [25] and natural agent behaviour 
metric [15]. Each of these metrics has its own characteristics, 
objectives and its techniques and thus using all of these 
metrics might be not useful for evaluating a specific CA. 
According to [26], the best CA evaluation should be related to 
the nature of the CA‟s task and the users‟ needs. For instance, 
evaluating a ticket booking CA differs from evaluating a 
psychiatrist CA.  The fundamental purpose behind a system‟s 
evaluation is to improve its performance. The lack of a 
comprehensive evaluation framework has been a limiting 
factor in the growth of Conversational Agents [4]. In addition, 
different CAs might needs different approaches to evaluate 
[26]. 

a CA evaluation plays an important role for all participants 
building and using the CA [27]. It is important for CA 
developers “to tell if their system is improving”, and for CA‟s 
integrators “to determine which approaches should be used 
where”, and for consumers also “to identify which system will 
best meet a specific set of needs” [27]. Therefore, a 
combination of objective measures and subjective measures 
will be better for evaluating a Conversation Agent. 

II. THE SELECTED CASE STUDY ARABCHAT 

In this paper, a specific text based CA called ArabChat [3] 
has been chosen to evaluate the proposed evaluation 
methodology. The ArabChat is a related research work for the 
paper‟s authors so it easy to access and this is the reason why 
it has been chosen in this research. The ArabChat is an Arabic 
based CA which means it handle Arabic conversations. This is 
the reason why the proposed and developed evaluation 
framework in this paper called the “ArabChat Evaluator”. 
However, the developed evaluation methodology can work for 
any CA for all natural languages which means it is language 
independent. 

The ArabChat uses the Pattern Matching technique to 
handle the Arabic textual conversations. The development of 
ArabChat needs to meet three requirements: scripting 
language, engine and brain. The scripting language will be 
used to script the specific domain aspects in order to represent 
them. While, the brain is a structured store or knowledge base 
that is used to store the domain‟s scripts. The engine handles 
user‟s utterances (conversations) that target the scripted 
domain.  

The ArabChat is a rule-based Conversational Agent and it 
fundamentally is comprised of a novel scripting engine and a 
rule-based scripting language structured in a novel way to 
handle the topics (contexts) of conversations. Each context 
(main topic) has several rules (sub-topic) and each rule has 
several patterns (to be matched with user sentence) and 
responses. Each context has a default rule to be fired when no 
rules matched a user‟s utterance. 

ArabChat is a turn-based Conversational Agent, which 
means each one of the conversation‟s parties (user and 
ArabChat) has its turn for conversation. Once the user enters 
his/her utterance, ArabChat processes this utterance and 
replies with a suitable response. The conversation remains on-
going until one of the conversation‟s parties terminates it. 

The ArabChat was deployed and published in ASU 
(Applied Science University) in Jordan to work as an 
information point advisor for their users (registered students, 
unregistered students and employees). 

A comprehensive evaluation methodology consisting of 
objective and subjective approaches has been used to evaluate 
the ArabChat. The subjective approach has been done through 
asking the ArabChat‟s users about their opinions from 
different aspects by filling an online questionnaire [3]. Where 
the objective approach has been conducted through automatic 
evaluation techniques and manual analysing and consists of 
the “Glass box” and “Black box” approaches [3]. The “Glass 
box” approach evaluated ArabChat components individually. 
The ArabChat obtained a 67.836% of general user satisfaction 
[3]. This result can give a general overview of ArabChat 
performance, but it does not give a full indicator about its 
performance. Hence, the “Black box” approach using the 
proposed and developed methodology in this paper will be 
used to evaluate ArabChat and giving more accurate 
indication. 

The ArabChat was evaluated depending on the ratio of 
matched and unmatched utterances [1]. This technique might 
give a general overview about the ArabChat‟s performance. 
However, it cannot give an accurate result as the utterances 
might matching wrong rules. Therefore, in this paper a new 
framework will be modelled and developed to evaluate the 
ArabChat in a more accurate way. The next section is 
describing the proposed and developed framework. 

III. THE “ARABCHAT EVALUATOR” 

The “ArabChat Evaluator” is based on the black box 
evaluation approach which means testing and evaluating the 
ArabChat CA as one unit. The “ArabChat Evaluator” is based 
on a comparison process between the user‟s utterance and 
ArabChat‟s response in terms of the existing of “Information 
Requirements” (discussed later) words without dealing with 
any internal component details. 

Generally, in a conversation between a user and a CA 
words need to be exchanged between them. Regardless of the 
CA type (spoken or textual), these words are found in the 
user‟s utterance. In the ArabChat case, these words are in the 
text form. Not all of the utterance‟s words are important to 
check but some of them are important (keywords) to check. 
For instance, the utterance “هي فضلك, ها ُْ ايويل رئيس الجاهؼح؟” 
“Excuse me, what is the university president‟s email?” 
contains 7 words. The only important words (keywords) are 3 
words which are “ايويل” “email”, “رئيس” “president” and 
 university” which they construct the topic “Email of“ ”الجاهؼح“
university‟s president”. These important words will be called 
in this evaluation “Information Requirements”. 

The “ArabChat Evaluator” aims to evaluate the 
ArabChat„s performance through the analysis of the quality of 
ArabChat‟s response, which might indicate the user‟s 
satisfaction. The quality of a response means how much a 
replied response is related to the processed utterance. 

The “ArabChat Evaluator” is a separate system from 
ArabChat and works in an offline mode whenever it needs to  
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evaluate ArabChat. Before proceeding with discussing the 
“ArabChat Evaluator” methodology, it is important to discuss 
the “Information Requirements” that “ArabChat Evaluator” is 
based on. 

A. The “Information Requirements” 

Each rule in ArabChat has its own topic to handle. An 
utterance that causes a rule to fire (the utterance matched one 
of the rule‟s patterns) should contain some keywords related 
to the rule‟s topic. For instance, a rule X is designed to reply 
to users asking about fees of a computing course in ASU. In 
order to fire the rule X, an utterance should contain at least 
two keywords, which are “سؼز” “fee” and “حاسْب” 
“computing”, structured in a suitable way in the utterance. 
These two keywords (“سؼز” and “حاسْب”) are considered as 
“Information Requirements” to fire rule X. 

The “Information Requirements” is part of a rule structure 
and it contain a list of numbers with each number representing 
a list of different keywords. These keywords are stemmed and 
grouped semantically in separate groups, as presented in Table 
1. This table represents a sample of the whole ArabChat 
“Information Requirements” list. The first group in Table 1 
has 4 words, all of which might convey the same meaning 
(“fee”). Although, the fourth group has 3 words with 3 
different meanings, all of them might be semantically related, 
and thus they are put in the same group. For the above 
mentioned rule (X), its “Information Requirements” parameter 
(according to Table 1) is (1,3) which represent the keywords 
 Implicitly, it is .(”computing“ ”حسة“ fee” and“ ”سؼز“)
possible to consider “Information Requirements” as a list of 
keywords. ArabChat has list of “Information Requirements” 
that contain all ArabChat applied domain‟s keywords. These 
keywords or these parameters does not involved in the user‟s 
conversation handling process. As mentioned before, the 
ArabChat engine is based on the pattern matching technique to 
handle the conversations. 

TABLE I.  A SAMPLE OF ARABCHAT “INFORMATION REQUIREMENTS” 

LIST 

# Group words Group words in English 

رسنسؼز, ثوي, كلف,  1  Price, cost, fee 

 Delay, postpone هذد, جذد, اجل 2

 Compute, program, computer حسة, تزهج,كوثيْذز 3

 Date, time, hour ذاريخ, ّقد, ساػح  4

B. The “ArabChat Evaluator” framework 

The “ArabChat Evaluator” is based on the “Information 
Requirements” that are exchanged between a user and 
ArabChat in order to evaluate the ArabChat. The “ArabChat 
Evaluator” works in offline mode and in isolating from the 
ArabChat. This means that it only used when it needs to 
evaluate the ArabChat which means it does not affect the 
ArabChat‟s performance when handling users‟ conversations. 

The mechanism used to determine the “Information 

Requirements” of an utterance differs from that used to 
determine the “Information Requirements” of a response. The 
mechanism used to determine the “Information Requirements” 
of an utterance is based on checking the utterance‟s words, as 
it will be described later in this section, while the mechanism 
used to determine the “Information Requirements” of a 
response is based on the “Information Requirements” 
parameter of a rule that belongs to this response. Each 
response in ArabChat‟s domain should belong to a specific 
rule. Each rule has an “Information Requirements” parameter. 
The “Information Requirements” parameter is not involved in 
the pattern matching process that the scripting engine adopted 
to match an utterance and then fire a rule. As discussed before, 
this parameter is just used for evaluation purposes, which 
means it used after all users finish their conversations with 
ArabChat. In contrast, during a user conversation, ArabChat 
accumulates the “Information Requirements” parameter 
contents related to the fired rules and stores them in ArabChat 
logs. Figure 1 shows the “ArabChat Evaluator” framework. 

The “ArabChat Evaluator” reads the contents of the “Brief 
Log” (located in ArabChat brain) record by record in order to 
acquire its input (utterance and response) and produce an 
output (evaluation results). The “Brief Log” has 3 blank fields: 
“response evaluation”, “Patterns scripting evaluation”, and 
“conversation evaluation”. These blank fields will be filled by 
the “ArabChat Evaluator” for each utterance. Filling these 
fields means evaluating the processed record (utterance). Each 
record represents a conversation between a user and 
ArabChat. The “ArabChat Evaluator” starts its work by 
reading the first unevaluated record (its three fields are blank) 
in the “Brief Log”. Then, it moves to the next unevaluated 
record and so on. Table 2 shows a customised sample of the 
components of the “Brief Log” before the evaluation process 
begins. 

Extracted

Information

Requirements

Retrieve

Information

Requirements

Utterance

Response

ArabChat

Brain

“Utter List”

“Response List”

Compare Lists

Make Decision

Utterance 

and

Response

Reader Evaluate:

-Response

-Scripting

-Conversation NO

Finish

Reading

YES

ArabChat

Evaluated

 

Fig. 1. The “ArabChat Evaluator” framework 
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TABLE II.  A CUSTOMISED SAMPLE OF “BRIEF LOG” COMPONENTS BEFORE THE EVALUATION PROCESS 

 

According to Figure 1, the “ArabChat Evaluator” performs 
the following steps for each unevaluated conversation in the 
“Brief Log”: 

1) Read the utterance and the response using the 

“Utterance and Response Reader” module. 

2) Extracts the “Information Requirements” from the 

utterance using “Extracted Information Requirement” module 

3) Retrieves the “Information Requirements” for the 

response using the “Retrieve Information Requirements” 

module 

4) Undertakes a comparison between the two generated 

“Information Requirements” lists and then take its decision 

(evaluating a conversation) using the “Compare Lists Make 

Decision” module 
After evaluating the first unevaluated conversation in the 

“Brief Log”, the “ArabChat Evaluator” checks the entries of 
the “Brief Log”. If unevaluated records still exist, it starts 
reading and repeats the previous steps until it is finish 
checking all the log‟s records and then it evaluates the 
ArabChat. The following components for the “ArabChat 
Evaluator” framework will now be discussed: 

 The “Utterance and Response Reader” module: The 
“ArabChat Evaluator” starts reading the utterance and 
the response using the “Utterance and Response 

Reader” module from the “Brief Log” located in 
ArabChat‟s brain. Then, in order to retrieve its 
“Information Requirements”, the “ArabChat 
Evaluator” sends the utterance and the response to the 
“Extracted Information Requirement” and the 
“Retrieve Information Requirements” module 
respectively. 

 The “Extracted Information Requirement” module: 
extracts the “Information Requirements” from the 
utterance by tokenising the utterance and converting it 
into a list of words. Then a stemming process is done 
on the list of words that converts it to a stemmed list of 
words, called the “Utter List”. The stemming process is 
based on an Arabic based stemming algorithm with a 
good performance and it explained in [28]. Then, the 
“Utter List” elements are matched with ArabChat 
“Information Requirements” list elements. If a 
matching occurs, the group number of the matched 
word in the ArabChat “Information Requirements” list 
is replaced by the matched word in “Utter List”. 
Otherwise, the unmatched word in the “Utter List” is 
removed. Finally, the “Utter List” contains only 
numbers that represent the groups matched to the 
utterance‟s stemmed words. Eventually, “ArabChat 
Evaluator” removes the duplication of the same 
number from the “Utter List”, if they exist. 

 

# 

Utterance 

in 

Arabic 

 

 Utterance in 

English 

Response in Arabic 
 

Response in English 

Information 

Requirement 

Response 

evaluation 

Patterns 

Scripting 

evaluation 

Conversation 

evaluation 

1 

كن سؼز ساػَ 

ذخصص 

 الحاسْب

What is the price 

of a credit hour of 

computing course. 

سؼز الساػح الوؼروذج 

لرخصص ػلن الحاسْب ُْ 

ديٌار أردًي 57  

The price of a credit hour for 

computing course is 75 JD 

which is equaled to 106 USD 

8,8,48    

2 

كن ػذد 

الساػاخ 

لرخصص 

الروزيض 

 ّالوحاسثح

What is the price 

of a credit hour of 

nursing 

accounting. 

ػذد الساػاخ الوؼروذٍ 

لرخصص ػلن الحاسْب ُْ 

ساػح هؼروذج 231  

Total number of credit 

hours of Computer Science is 

a 132 hours. 

29,29    

3 

لقذ سوؼد هي 

أصذقائي تأًك 

 ثزثار

I have heard from 

my friends that 

you are talkative 

ذقذم جاهؼح الؼلْم الرطثيقيح 

الؼذيذ هي الرخصصاخ في 

شرى الوجالاخ ّقذ صون 

ُذا الٌظام ليقْم تالرسِيل 

ػليك ػوليح الاسرفسار 

ّالذردشح هغ هْظفي 

فالزجاء أى الجاهؼَ 

ذخاطثٌي تاللغح الؼزتيح 

 الفصحى.

ASU provides many of 

specialists in different fields 

and this system is designed to 

facilitate your 

communications with the 

university, so please speak 

with me using modern 

Arabic.   

    

4 

هرى يثذأ 

الرسجيل في 

 الجاهؼح

When is the 

registration will 

start in the 

university 

الحذ الأدًى لوؼذل القثْل 

ّالرسجيل في الرخصصاخ 

% في 08الؼلويح ُْ 

الثاًْيح الؼاهَ هي الفزع 

 الؼلوي

The minimum rate 

of acceptance and 

registration in scientific 

disciplines is 80% in the high 

school section of scientific 

22,33    
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Fig. 2. The “Compare Lists Make Decision” module methodology 

 The “Retrieve Information Requirements” module: 
retrieves the “Information Requirements” for the rule 
that the processed response belongs to. However, the 
“Information Requirements” is already stored as a 
collection of numbers in the “Brief Log” that was 
accumulated by ArabChat during users‟ conversations. 
Then, it starts removing the duplicated numbers that 
might be caused by the accumulative process and calls 
it the “Response List”. 

 “Compare Lists Make Decision”: both of the 
generated lists (“Utter List” and “Response List”) are 
sent to the “Lists Comparing Make Decision” module 
in order to start the comparison and evaluation of the 
processed conversation. Figure 2 represents the 
“Compare Lists Make Decision” module methodology. 

The “ArabChat Evaluator” evaluates three aspects of each 
conversation, “Response”, “Scripting”, and “Conversation”. 
For each aspect, different results might be generated as 
presented in Table 3. In this table, each evaluation aspect has 
4 potential results. For instance, the “Response” aspect has 4 
results which are either “Strange”, “Not related”, “Partially 
related” or “Fully related”.  

The “Response” evaluation aspect‟s result will determine 
the results of the rest aspects (the “Scripting” and 
“Conversation”). For instance, if the “Response” result is “Not 
related”, then the “Scripting” results will be “Bad” and the 
“Conversation” results “Fail”. More detailed explanations for 
these evaluation aspects and the differences between their 
results will be described later in this section when the 
“Compare Lists Make Decision” module methodology is 
described. 

TABLE III.  EVALUATION ASPECTS RESULTS 

Evaluation 

aspect 
Evaluation result 

Response 

Strange 

Not related 

Partially related 

Fully related 

Scripting 

Very bad 

Bad 

Weak 

Good 

Conversation 

Strange 

Fail 

Partially success 

Success 

The following rules that presented in Figure 2 explain the 
methodology of the “Compare Lists Make Decision” module: 

Rule 1: Check the “Utter List” and “Response List” sizes. 
If “Utter List” size >= “Response List” size, go to Rule 2; 
otherwise go to Rule 3. 
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Rule 1 description: rule 1 is the first rule that deals with 
the two lists and is responsible for checking their sizes. When 
the “Utter List” is not empty, it means the user entered at least 
one keyword that already matched one of the applied 
domain‟s keywords. When the “Response List” is not empty, 
it means that the ArabChat fired a rule after a matching 
occurred between the user‟s utterance and a pattern. Default 
rules have no “Information Requirements” values; i.e. if a 
default rule is fired, the “Response List” will be empty. 

When the size of the “Utter List” is greater than or equal to 
the size of the “Response List”, it concludes on one of two 
meanings: firstly, both lists have elements and that the “Utter 
List” elements are greater than the “Response List” elements, 
which means that the user has entered a greater amount of 
keywords than required to fire the processed a rule (the fired 
rule that has the processed response). Secondly, both lists are 
empty (their sizes are zeros) and consequently are equalled. 

Rule 2: Check the “Utter List” and “Response List” 
contents. If none of them are empty, continue to Rule 4; 
otherwise continue to Rule 5. 

Rule 2 description: Rule 2 comes after Rule 1 in two 
conditions; either both lists are empty or the “Utter List” size 
is greater than the “Response List” size. Therefore, Rule 2 is 
responsible for limiting these probabilities by checking if the 
two lists are not empty, if the two lists are not empty, a user 
entered at least one keyword and ArabChat fired a rule other 
than the default rule. 

Rule 3: Check the “Utter List” contents. If empty, then the 
evaluations for the three aspects are: 

Response: Strange. 

Patterns Scripting: Very bad. 

Conversation: Strange. 

If the “Utter List” is not empty, then the evaluations for the 
three aspects are: 

Response: Not related. 

Patterns Scripting: Bad 

Conversation: Fail. 

Rule 3 description: Rule 3 comes after Rule 1 confirms 
that “Response List” size is greater than “Utter List” size. 
However, Rule 3 has two probabilities; either the “Utter List” 
size is smaller than “Response List” size or the “Utter List” is 
empty. Therefore, Rule 3 checks the “Utter List” size, whether 
it is empty or not. If empty, it means that a user has not 
entered any keyword related to the applied domain. Therefore, 
the “ArabChat Evaluator” will evaluate the conversation as 
“Strange”, because if the user entered no keywords, the 
ArabChat should fire a default rule and then the “Response 
List” should be empty. As a result, the response evaluated was 
“Strange”, thus indicating that the patterns scripting for the 
targeted rule is “Very bad”. In contrast, if the “Utter List” is 
not empty, it means that a user has entered at least one 
keyword and the “Information Requirements” of the fired rule, 
whether default or not, is less than what the user entered. 
Therefore, the “ArabChat Evaluator” decided to evaluate the 

conversation as “Fail” because the response is “Not related” 
and thus the patterns scripting is “Bad”. 

Rule 4: Check the “Utter List” and “Response List” 
contents. If all “Response List” elements are in “Utter List” 
list, then the evaluations for the three aspects are: 

Response: Fully related 

Patterns Scripting: Good 

Conversation: Success. 

Otherwise (not all “Response List” elements are in “Utter 
List” list), continue to Rule 6. 

Rule 4 description: Rule 4 comes after Rule 2 if it is 
agreed that the two lists are not empty. Therefore, the 
“ArabChat Evaluator” tests through Rule 4 if all elements of 
the “Response List” are in the “Utter List” list. If so, the 
ArabChat fires a rule that meets all the utterance requirements 
of the user, and thus, the response is evaluated as “Fully 
related” and the conversation is evaluated as “Success”. 
Consequently, the pattern scripting for the fired rule is 
“Good”. In contrast, if not all elements of the “Response List” 
are in the “Utter List”, the “ArabChat Evaluator” will continue 
to Rule 6, which is responsible for testing if some elements of 
“Response List” are in the “Utter List”. 

Rule 5: Check the “Utter List” and “Response List” 
contents. If the “Utter List” is not empty and “Response List” 
is empty, continue to rule 7; otherwise continue to Rule 8. 

Rule 5 description: Rule 5 comes after Rule 2 on the 
condition that at least one of the two lists is empty. Therefore, 
Rules 5 is used to test if the “Utter List” is not empty and the 
“Response List” is empty. If so, this means that the ArabChat 
fired a default rule but a user had entered at least one 
keyword. Consequently, the “ArabChat Evaluator” continues 
to Rule 7 to check if the “Utter List” size is greater than or 
equal to 2 (Threshold), which means the user entered enough 
“Information Requirements” in his/her utterance. Otherwise, 
“ArabChat Evaluator” will continue to Rule 8 which is 
responsible to test if both lists are empty. Experimentally, it 
was determined that the minimum number of keywords that 
should be in a matched utterance is 2, which is considered a 
threshold point. 

Rule 6: Check the “Utter List” and “Response List” 
contents. If some “Response List” elements are in the “Utter 
List”, then the evaluations for the three aspects are: 

Response: Partially related. 

Patterns Scripting: Weak. 

Conversation: Partial success. 

Otherwise (no element of “Response List” is in “Utter 
List” list), then the evaluations for the three aspects are: 

Response: Not related. 

Patterns Scripting: Bad. 

Conversation: Fail. 
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Rule 6 description: Rule 6 comes after Rule 4 on the 
condition that not all “Response List” elements are in the 
“Utter List”. Therefore, Rule 6 is used if some (one or more 
but not all) of the “Response List” elements are in the “Utter 
List”. If so, a user has entered keywords in his/her utterance 
and ArabChat fired a rule that met some of the user‟s 
utterance requirements. Thus, the “ArabChat Evaluator” 
evaluates the response as “Partially related” and the 
conversation as “Partial success” because the fired rule replied 
to some of the user‟s requirements but not all of them. 
Consequently, this indicates that the patterns scripting for the 
fired rule is “Weak”. Otherwise, the user entered keywords 
and ArabChat fired a rule not related to the user‟s utterance 
requirement at all. Therefore, the “ArabChat Evaluator” 
evaluates the response as “Not related” and the conversation 
as “Fail”, as the scripting of the fired rule pattern is “Bad”. 

Rule 7: Check the “Utter List” size. If “Utter List” size >= 
2, then the evaluations for the three aspects are: 

Response: Not related 

Patterns Scripting: Bad 

Conversation: Fail. 

Otherwise (“Utter List” size < 2), then the evaluations for 
the three aspects are: 

Response: Fully related. 

Patterns Scripting: Good. 

Conversation: Success. 

Rule 7 description: Rule 7 comes after Rule 5 on the 
condition that the “Utter List” is not empty while the 
“Response List” is empty. Therefore, Rule 7 tests if the “Utter 
List” size is greater than, or equal to 2 (the threshold point). If 
so, this means a user entered a minimum of 2 keywords, and 
ArabChat fired a default rule because the “Response List” was 
empty. The “ArabChat Evaluator” evaluates the response as 
“Not related” and the conversation as “Fail”, because the 
scripting of the fired rule patterns is “Bad”. Otherwise, the 
user enters less than 2 keywords, which is below the 
determined threshold point. Therefore, the “ArabChat 
Evaluator” evaluates the response as “Fully related” and the 
conversation as “Success”, thus the pattern scripting is “good” 
as long as the utterance is outside the scripted domain. 
Entering an amount of keywords less than the threshold with 
an empty “Response List” means that a user entered an 
utterance outside the applied domain and ArabChat is only 
responsible to reply to utterances inside the applied domain, 
thus the conversation is considered successful. 

Rule 8: Check the “Utter List” and “Response List” 
contents. If both lists are empty, then the evaluations for the 
three aspects are: 

Response: Fully related. 

Patterns Scripting: Good. 

Conversation: Success. 

Otherwise, then the evaluations for the three aspects are: 

Response: Strange. 

Patterns Scripting: Very bad. 

Conversation: Strange. 

Rule 8 description: Rule 8 comes after Rule 5 on the 
condition that the “Utter List” is not empty while the 
“Response List” is empty. Therefore, Rule 8 is used if both 
lists are empty. If so, this means that a user entered an 
utterance outside the applied domain, and ArabChat fired a 
default rule. Thus, the “ArabChat Evaluator” evaluates the 
response as “Fully related” and the conversation as “Success” 
and patterns scripting as “Good”. Otherwise, the “Response 
List” was not empty, while the “Utter List” was empty. In 
other words, a user entered no keywords and the ArabChat 
fired a rule that requires keywords in the processed utterance 
to be fired. However, it might be impossible for this case to 
happen. If it does, there is something strange in patterns 
scripting or in the rule “Information Requirements” list.  
Therefore, “ArabChat Evaluator” evaluates the response and 
the conversation as “Strange” and thus, the patterns scripting 
result is “Very bad”. 

As the “ArabChat Evaluator” is mainly used to evaluate 
the quality of response generated by the ArabChat scripting 
engine, it may be a good indicator of the whole ArabChat 
performance. When a response is evaluated as “Fully related”, 
it means that the whole utterance‟s “Information 
Requirements” are replied. Consequently, this means that the 
scripting engine fires the best rule, indicating that the scripting 
engine methodology worked properly. On the other hand, 
firing the best rule indicates that the rule scripting in general, 
and especially its patterns scripting, are scripted well. 
Therefore, the scripting is evaluated as “good”, and the 
conversation is evaluated as “Success”. However, the “Fully 
related” response might be caused by the user entering an 
utterance outside the applied domain. ArabChat is only 
responsible to reply utterances related to the applied domain. 
Regardless of the reason of evaluating a response as “Fully 
related”, it is obvious that not only the response is evaluated. 
Implicitly, ArabChat‟s scripting engine and the whole 
ArabChat is evaluated by this process. 

By applying the “ArabChat Evaluator” to the utterances 
presented in Table 2, the evaluation results are achieved and 
presented in Table 4. The “ArabChat Evaluator” can be run at 
any time in order to evaluate the unevaluated utterances in the 
“Brief Log”. Each time the “ArabChat Evaluator” runs, it 
checks that the evaluation fields (response, pattern scripting, 
and conversation) of the utterances are empty and starts 
evaluating them. 

As discussed earlier, the “ArabChat evaluator” aims to 
evaluate the ArabChat in terms of its generated quality of 
response. Thus, it acts as an indicator of ArabChat‟s scripting 
engine performance and reflects the quality of pattern 
scripting. Subsequently, user satisfaction with ArabChat can 
be determined using the same methodology (ArabChat 
evaluator). 
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TABLE IV.  A CUSTOMISED SAMPLE OF THE “BRIEF LOG” COMPONENTS AFTER THE EVALUATION PROCESS 

# Utterance 
Utterance in 

English 
Response in Arabic Response in English 

Information 

Requirement 

Response 

evaluation 

Scripting 

evaluation 

Conversation 

evaluation 

1 

كن سؼز 

ساػَ 

ذخصص 

 الحاسْب

What is the 

price of a 

credit hour of 

computing 

course. 

سؼز الساػح الوؼروذج 

لرخصص ػلن الحاسْب 

ديٌار أردًي 57ُْ   

The price of a credit hour for 

computing course is 75 JD 

which is equaled to 106 USD 

8,8,48 
Fully 

related 
Good Success 

2 

كن ػذد 

الساػاخ 

لرخصص 

الروزيض 

 ّالوحاسثح

What is the 

price of a 

credit hour of 

nursing 

accounting. 

ػذد الساػاخ الوؼروذٍ 

لرخصص ػلن الحاسْب 

ساػح هؼروذج 231ُْ   

Total number of credit 

hours of Computer 

Science is a 132 hours. 

29,29 
Partially 

related 
Weak 

Partially 

success 

3 

لقذ سوؼد 

هي أصذقائي 

 تأًك ثزثار

I have 

heard from my 

friends that 

you 

are talkative 

ذقذم جاهؼح الؼلْم 

الرطثيقيح الؼذيذ هي 

الرخصصاخ في شرى 

الوجالاخ ّقذ صون ُذا 

الٌظام ليقْم تالرسِيل 

ػليك ػوليح الاسرفسار 

ّالذردشح هغ هْظفي 

الجاهؼَ فالزجاء أى 

ذخاطثٌي تاللغح الؼزتيح 

 الفصحى.

ASU provides many of 

specialists in different fields 

and this system is designed 

to facilitate your 

communications with the 

university, so please speak 

with me using modern 

Arabic.   

 
Fully 

related 
Good Success 

4 

هرى يثذأ 

الرسجيل في 

 الجاهؼح

When is the 

registration 

will start in the 

university 

الحذ الأدًى لوؼذل 

القثْل ّالرسجيل في 

الرخصصاخ الؼلويح ُْ 

% في الثاًْيح الؼاهَ 08

 هي الفزع الؼلوي

The minimum rate 

of acceptance and 

registration in scientific 

disciplines is 80% in the 

high school section of 

scientific 

22,33 Not related Bad Fail 

The “ArabChat evaluator” was run in order to read the 
reported records from the “Brief Log” and fill the empty 
fields, which are “Response Evaluation”, “Scripting 
Evaluation”, and “Conversation Evaluation”. Each record 
represents one conversation (utterance) between a user and 
ArabChat. The “ArabChat evaluator” analyses these 
conversations one by one as described above. Users‟ 
conversations are categorised by the user sequence numbers. 
Therefore, it is possible to determine the satisfaction per 
user and the average rate of general user satisfaction. The 
user satisfaction is determined based on the evaluated 
parameter (Conversation Evaluation), which indicates the 
status of a user conversation with ArabChat. However, 
determining the average user satisfaction through the 
descriptive evaluated results (“Success”,”Partially success”, 
“Fail” and “Strange”) is not an easy task. Therefore, a new 
technique was developed, called the “ArabChat Evaluation 
Calculator”, which converts these descriptive evaluated 
results into numeric values and calculates the user 
satisfaction value. 

The “ArabChat Evaluation Calculator” is based on the 
number of utterances per user in order to assign a numeric 
value for the evaluated results (“Success”, “Partially 
Success”, “Fail” and “Strange”). In this technique (the 
“ArabChat Evaluation Calculator”), the “Strange”  

 
conversation will be considered as “Fail” conversation. 
Equations 1, 2 and 3 are used to assign the equivalent 
numeric values for the evaluated results: 

      
   

          
                                                      (1) 

       
    

 
                                                            (2) 

                                                                          (3) 

Where, 

NVSC: Numeric Value Success Conversation. 

NVPSC: Numeric Value Partially Success Conversation. 

NVFC: Numeric Value Fail Conversation. 

Num. Utters: Number of utterances. 

Equation 1 represents the converting mechanism for the 
evaluated result “Success” into its equivalent numeric value 
by assuming that the user satisfaction is 100%. Therefore, a 
division process has been performed, as Equation 1 showed, 
by taking into consideration the total number of utterances 
for the evaluated user. For instance, if a user entered 5 
utterances, the “ArabChat Evaluation Calculator” calculates 
the NVSC as 100/5 and thus NVSC=20. 
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Then, the “ArabChat Evaluation Calculator” applies 
Equation 2 in order to calculate the NVPSC according to the 
equation, as 20/2 and thus, NVPSC=10. Finally, the NVFC is 
calculated according to Equation 3, which always assigns a 
zero value to the NVFC for “Fail” and “Strange” 
conversations. 

Naturally, user satisfaction might improve or contract 
during prolonged use of ArabChat. Therefore, determining the 
user satisfaction by calculating the average of the numeric 
evaluated results might not be quite accurate. Instead, an 
exponential average calculation method has been applied on 
the numeric results in order to calculate a more natural result. 
The exponential average calculation method is based on the 
consecutive conversations of the evaluated results for the same 
result type, such as consecutive “success”, “partially success” 
or “fail conversations”. The following examples show how the 
“ArabChat Evaluation Calculator” based on the exponential 
average calculation assigns the equivalent numeric values for 
the consecutively evaluated results: 

The First success conversation = NVSC. 

The Second consecutive success conversation = NVSC
 1.01. 

The Third
 
consecutive success conversation = NVSC

 1.02 

The Fourth consecutive success conversation = NVSC
 1.03 

The Eleventh
 
consecutive success conversation = NVSC

 

1.10 

And so on. 

The First partially success conversation = NVPSC. 

The Second consecutive partially success conversation = 
NVPSC 

1.01. 

The Third
 
consecutive partially success conversation = 

NVPSC 
1.02 

The Fourth consecutive partially success conversation = 
NVPSC 

1.03 

The Eleventh
 
consecutive partially success conversation = 

NVPSC 
1.10 

And so on. 

The First fail conversation = NVFC. 

The Second consecutive fail conversation = NVFC
. 

The Third
 
consecutive fail conversation = NVFC.

 

The Fourth consecutive fail conversation = NVFC. 

The Eleventh
 
consecutive fail conversation = NVFC 

And so on. 

The next section discusses the evaluation results of the 
“Black box approach” after applying the “The ArabChat 
Evaluator” on the conversations of ArabChat experiment‟s 
users. 

IV. THE EVALUATION 

The evaluation for the proposed and developed 
methodology has been done through conducting an real 
experiment on the selected CA(ArabChat). The experiment 
was conducted to test the full ArabChat capabilities from 
different aspects through applying the developed methodology 
(ArabChat Evaluator). As mentioned before, this proposed and 
developed framework will be able to test the ArabChat engine 
in terms of its ability to match utterances properly and it can 
test the user satisfaction in general. 

ArabChat was deployed on the ASU website [29] and 
accessed by all qualified users such as registered students, non 
registered students, and employees. ArabChat was available 
online and in use for 23 days. 

The ArabChat handled 1766 utterances from 203 users, an 
average of 8.699 utterances per user. 

Evaluation results and discussion 

After applying the “ArabChat Evaluator” and the 
“ArabChat Evaluation Calculator” on the ArabChat users‟ 
conversations in the experiment (203 users with 1766 
utterances), the average of ArabChat users‟ satisfaction is = 
64.31%. 

A manual checking for all users‟ conversations has been 
done in order to classify them as serious users and unserious 
users. The serious user who keep talking inside the selected 
applied domain (information point advisor for ASU). Where 
the unserious user who just try to trick the ArabChat, saying 
something funny or his/her utterances has impolite words. 
This manual checking has been raised that an 8.267% of 
users‟ conversations were placed in the second category which 
might reveal the existence of unserious users who negatively 
affected the evaluation result (users‟ satisfaction is 64.31%). 
As a result, this outcome (64.31%) could be considered as a 
reasonable result of the average of user satisfaction. 

V. SUMMARY 

The fundamental purpose behind a system‟s evaluation is 
to improve its performance. As discussed in this paper, the 
lack of a comprehensive evaluation framework has been a 
limiting factor in the growth of Conversational Agents. In 
addition, different types of CAs might require different 
frameworks of evaluation.  

Furthermore, devising an automatic method for evaluating 
CAs is not an easy task as a user utterance might have a rich 
semantic meaning, which is hard to automatically detect. In 
addition, CA conversations vary among users even for closed 
applied domains. 

Generally, chatting with a CA does not mean that a user 
will keep entering either questions or non-questions only. The 
natural conversations between a user and a CA should consist 
of both (questions and non-questions). Nevertheless, the 
amount of question and non-question utterances might be 
based on the following factors: 
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1) The topical nature of a CA’s applied domain; for 

instance, an entertainment domain might differ from an 

information point advisor. 

2) The users, if they are familiar with the nature of a CA. 

It can be concluded from experiment 1 of ArabChat that many 

users consider ArabChat a question answering system. As a 

result, a large amount of questions were entered. In addition, 

92.3% of experiment 1’s users confirmed that they had never 

used any similar service before, which points to a lack of 

experience in handling these services. 

3) The way a CA forms its response might also encourage 

a user to ask questions or continue chatting with non-question 

utterances. 
The ArabChat was evaluated depending on the ratio of 

matched and unmatched utterances [1]. This technique might 
give a general overview about the ArabChat‟s performance. 
However, it cannot give an accurate result as the utterances 
might matching wrong rules. Therefore, in this paper a new 
framework has been modelled and developed to evaluate the 
ArabChat in a more accurate way. By the proposed 
framework, the evaluation focused on the “Information 
Requirements” that should be shared between the utterance 
and the fired rule. According to the conducted experiment and 
the evaluation of the ArabChat based on the proposed 
framework (ArabChat Evaluator and ArabChat Calculator) 
and based on the experiment‟s results, it can be concluded that 
ArabChat successfully handled conversations for ASU 
students. 
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Abstract—The advancement in wireless and mobile networks 

has led to an increase in location based services (LBS). LBS can be 

applied in many applications, such as vehicle systems, security 

systems, and patient tracking systems. 
The Global Navigation Satellite Systems (GNSS) have become 

very popular due to their ability to provide highly accurate 

positions, especially in outdoor environments. However, GNSS 

signals become very weak when they go through natural or man-

made structure, like in urban canyons or indoor environments. 

This hinders the applicability of GNSS-based localization 

techniques in such challenging environments. 

Many indoor localization techniques are based on the 

received signal strength (RSS). An RSS is proportional to the 

distance to an access point (AP), where it is stronger in power 

when it is closer to an AP, given that the received signal is not 

obstructed by walls or floors. This paper aims at studying the 

effect of walls and floors on the RSS, and estimating the 

distribution of the RSS due to such obstructions. Moreover, a 

tracking algorithm based on a multi-walls and floors propagation 

model is applied to increase the positioning accuracy. 

Keywords—Indoor localization; Tracking algorithm; Effects of 

wall and floor on RSS; Effects of obstruction; Multi wall and floor 

propagation model 

I. INTRODUCTION 

The received signal strength (RSS) from a transmitter to a 
receiver is proportional to the distance between them. 
Therefore, the RSS has been an important measure in wireless 
positioning techniques. Three transmitters, or access points 
(AP), are required to estimate the 3-D position of a receiver. 

The study provided in this paper takes into account walls 
and floors as obstructions that attenuate the RSS. The losses in 
the RSS depend on materials that makeup walls and floors, 
signals can go through walls or floors, but these signals suffer 
from attenuation that depends on the type and thickness of the 
walls and floors.RSS in indoor locations is difficult to predict 
due to the attenuation effects. However, signal losses can be 
measured using a multi walls and floors propagation model. 

The remainder of this paper is organized as follows. First, 
the path loss and attenuation due to walls and floors are 
introduced. Following that, an experiment that illustrates the 
distribution of RSS is presented. A method is then presented to 
predict the location using RSS. The effect of multi-walls and 
multi-floors on the RSS is investigated next, and used in an 
algorithm to estimate the location in an indoor environment. 

Finally, experiments are performed to investigate the validity 
of the presented algorithm. 

II. RELATED WORK 

In [4] K-Nearest Neighbor (KNN) algorithm is used to 
predict the user’s location in a single floor environment. KNN 
works as a matching technique that compares a measured RSS 
with RSS stored in a radio map, and concludes the position as 
the one that has stored RSS closest to the measured RSS. The 
matching can be done by using metric techniques such as the 
Euclidean distance [4]. The estimated location accuracy is 
affected by the size of reference points and k-value. 

The authors in [5] designed an indoor localization system 
by using Bayesian graphical model. This model depends on the 
set of conditional independence relationships. The first model 
of Bayesian network is used by [6], which was a simple model 
to estimate the user’s location for a single floor. Sampling 
techniques, which are needed for the Bayesian model, are 
calculated by using collected data. One of the most important 
sample techniques is based on the Markov Chain Monte Carlo 
(MCMC) [6]. 

In indoor environments, walls and floors attenuate the RSS 
and hinder the position estimation. 

According to [7][9], the signal strength is affected by the 
types of concrete walls. Some types of walls have a high 
attenuation factor, so that each floor can reduce the received 
signal strength between 10 and 35 dBm. This factor plays a 
main role in estimating a user’s location in a multi-floor 
environment. There are some propagation mechanisms that 
need to be determined in order to investigate the characteristics 
of propagation in a multi-floor environment, such as multipath 
diffraction, reflection, and scattering. The diffraction or 
scattering due to a window frame or an edge of a building wall 
can also affect the FAF. Moreover, the attenuation of the RSS 
depends on the size of the window frame in each floor. 

III. PATH LOSS AND ATTENUATION 

A path loss is a measure of the average signal attenuation. 
It can be expressed as: 

 dnPP LL log100 
             (1) 

Where 

LP  - Attenuation due to multi walls and floors. 
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0LP  - Path loss at distance of 1 meter. 

n  - Power-low relationship between distance and received 
power. 

d  - Distance between a transmitter and a receiver. 

In order to take into account the attenuation due to walls 
and floors, two additional terms are added to (1). The new 
equation is called multi walls and floors propagation equation 
[1]. The relationship between penetration loss and the 
number/type of floors and walls can be expressed by: 

  
  


J

j

K

k

fjk

I

i

K

k

wikmwf

fjwi

PLPLdnPLPL
1 11 1

0 log10   (2) 

mwfLP  - Attenuation due to multi walls and floors. 

0LP  - Path loss at distance of 1 meter. 

n  - Power-low relationship between distance and received 

power. 

d  - Distance between transmitter and receiver. 

wikLP  - Attenuation due to wall type I and Kth traversed 

walls. 

fjkLP  - Attenuation due to floor type j and Kth traversed 

floors. 

i  - Number of walls. 

j  - Number of floors. 

wi
K  - Number of traversed walls. 

fj
K  - Number of traversed floors. 

IV. DISTRIBUTION OF RSS 

To design an indoor localization system, one needs to study 
the properties of the RSS. RSS is difficult to predict due to 
factors such as multipath effects and obstructions, Figures 2(a) 
and 2(b) show the measured RSS to 2 access points (APs). The 
experiment was performed in the first floor in the Training 
Center (TC), in the faculty of electronic engineering, Bani-
Walid, Libya. The walls are made of wood that has iron bars 
inside. The RSS were measured at fixed locations for 50 
minutes, with 10 seconds interval, during work hours. The 
figures show that each experiment is different from each the 
other. This is because of the difference in the distance between 
the sender and the receiver, and because of obstructions. 

Two experiments are conducted to test the difference 
between normal log of signal propagation.  

 
Fig. 1. Best fit curve of the average curves of the attenuation loss factor 

One of them when there is a line of sight (LOS) between 
the transmitter and the receiver, and another one show how the 
obstruction can affect the signal [13]. 

The experiment setup is two access points (reference 
nodes) and one laptop computer (user node), Xirrus WiFi 
inspector software is installed in user node to capture the signal 
strength. The RSS is measured from two different distances 
from each AP, in the presence of obstructions such as walls 
and floors. Another experiment is conducted to measure the 
RSS without obstruction. Figures 3(a), 3(b) show the results. 

 
Fig. 2. (a) AP 1, LOS 

 
Fig. 2. (b) AP 1, NLOS 
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Fig. 3. (a) AP 2, LOS 

 
Fig. 3. (b) AP 2 , NLOS Histogram of RSS for two access points 

V. USING RSS TO PREDICT THE LOCATION 

RSS can be used as a reference to predict the indoor 
location. A test is conducted to show the RSS variability due to 
distance and obstruction. Figure (3) shows the variation of the 
RSS measurements recorded from four APs, where two of 
them are located in the first floor, and the others are located in 
the second floor [13]. The measurements are recorded by a 
person walking through a track in the first floor at the Training 
Center Building. The signal received at any given location is 
stronger when the location is close to the AP and weaker when 
it is far away. This shows the feasibility of using RSS as a 
location Fingerprint. Figure (5) shows the uniqueness of the 
RSS tuples. Each RSS tuples at each location are different. 
This indicates that RSS fingerprints are a reasonable choice for 
inferring indoor locations. Figure (5) also shows that there is a 
small variation in the RSS when the distance between two 
training points is short. 

 
Fig. 4. Training Center Building 

 
Fig. 5. RSS while walking 

Table (1) shows the RSS statistics from the four APs at two 
different floor 

TABLE I.  RSS STATISTICS 

Statistics 

AP 1                   

1st 

floor 

AP 2                 

1st 

floor 

AP 3                

2nd 

floor 

AP 4                

2nd 

floor 

Mean 

Measured 
-64.2 -67.3 -73.9 -75.8 

Mean 

Calculated 
-61.8 -63.4 -68.1 -71.2 

Standard 

Deviation 
1.2 1.95 2.9 2.3 

Min. -40 -49 -63 -69 

Max. -80 -83 -89 -86 

VI. MULTI WALL EFFECT 

According to [1], the reduction in RSS depends on type of 
the wall. Table (2) shows the attenuation in the RSS due to 
different types of walls. 

TABLE II.  DIFFERENT TYPES OF WALLS ATTENUATION 

Wall type and thickness First wall Second wall 

Concrete 10 cm 16 db 14 db 

Concrete 20 cm 29 db 24 db 

An experiment is performed in another building, to show 
the effect of concrete walls. The walls have 20cm thickness. 3 
offices are used, where each office has one AP. The signal 
strength is measured at the middle of each office, where the 
measurements are done over 5 minutes with 3 seconds 
intervals, Figure(7) shows the result of this experiments. 
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Fig. 6. Administration Building 

 

 
Fig. 7. Effects of walls 

VII. MULTI FLOOR EFFECT 

According to [8], table (3) shows the attenuation in RSS 
caused by floors. Another experiment is conducted to check the 
attenuation caused by floors. The floor is concrete with 22 cm 
thickness. The experiment is done in the second floor.  4 APs 
are placed on the ground, in the first and third floors, to get the 
same distance between each AP and a Laptop located in the 
second floor. RSS measurements are collected at a fixed 
location, over 5 minutes, with 3 seconds intervals. Figure (8) 
shows the effect of concrete floors. 

TABLE III.  FLOORS ATTENUATION 

Floor 2,1 15.4 db 

Floor 2,3 18.7 db 

 

 
Fig. 8. Effects of concrete floors 

VIII. SYSTEM MODEL 

Ranging error, which occurs due to obstructions that 
attenuate the signal, is a major difficulty in indoor localization 
algorithms. A technique is proposed to overcome this error. 
The technique works in two modes, which are range-based and 
range-free modes. The technique first estimates the locality of a 
user node, which depends on the number of reference nodes in 
range. 

In the second step the locality information is used as input 
to the second part of the algorithm. The algorithm then collects 
data about the number and type of obstructions (Table 2 and 3), 
and finally uses multi wall and floor propagation model in (5) 
to estimate the location of user node. 

The proposed technique requires the storage of the building 
layout and the attenuation loss of the obstructions (walls and 
floors). This technique can be implemented in either a 
centralized manner or in a distributed manner. 

In the first step, the algorithm checks whether the user node 
is in the coverage area of the reference node or not. The check 
is passed when the distance between the user node and the 
reference node is less than the maximum radius of the coverage 
area. 

If a user node, in special cases, receives signals from only 2 
reference nodes, it can find its locality based on the geometry 
theory as shown in Figure (9) [8]. 
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Fig. 9. five cases using two circle to determine the location of the unknown 

node 

When the two circles are externally tangent or internally 
tangent as shown in Figures 9(a) and (b), the estimated 
intersection point of the unknown node is taken. If the two 
circles intersect, there are two intersection points as shown in 
Figure 9(c). In this case, a revised RSS between the third 
beacon node and the unknown node as the reference is used to 

compare CEd 3 with CFd 3  and select the smaller 

one as the estimated unknown node. Here, RSS from the third 
beacon node is utilized as a reference to identify the proper 
position between two intersection points. 

In in Figures 9(d) and (e), there may be no intersection 
point because of measurement error. In these cases, we take the 
middle point of and as the unknown node E F. 

IX. ALGORITHM 

- Estimate the locality of the user node from the 
intersection of the strongest reference nodes signals. 

For all user node I; 
Loc_indicator = 0; 
For each reference node j 

If ( xj – xi ) + ( yj – yi ) <= Rj
2 

Loc_indicator ++1; 
- Collect data about the number and type of walls and 

floors between the estimated user node and each 
reference node. 

- Use the multi wall and floor propagation model to 
correct the location of user node. 

X. EXPERIMENTAL SETUP 

A series of experiments are conducted in the Training 
center building and the Administration building. Some of the 
experiments are done in 2-D by keeping the reference and user 
nodes at the same height, while other experiments are done in 
3-D. The first set of experiments is done in the training center 
building, which has 7 reference nodes, and one user node that 
captures RSS via Xirrus WiFi inspector software. The location 
of the user node is estimated using the proposed first part of the 
algorithm. 

The second set of experiments is done in the administration 
building, which has 12 reference nodes. 6 reference nodes are 

on the ground of the first floor, and 6 reference nodes are on 
the ground of the third floor. The error in the estimated location 
is calculated as the distance between the actual and estimated 
locations as expressed in (3). 

   22
YYXXError estest      (3) 

XI. EXPERIMENT RESULTS 

In each experiment, 10 locations are chosen in each 
building to calculate the error before and after adding the effect 
of walls and floors. Experimental results show that the position 
estimation error is less than 2 meters for most locations. 

 
Fig. 10. Location estimation error for various locations in training center 

building 

 
Fig. 11. Location estimation error for various locations in administration 

building 

XII. CONCLUSION 

Currently there is no indoor localization system that can 
provide an accurate position estimation for all environments. 
This paper provides an experiment that illustrates the 
distribution of RSS is presented. A method is then presented to 
predict the location using RSS. Also, the paper provides a 
study on the effects of walls and floors on the RSS, and 
investigates a localization technique that utilizes the finding of 
the effects of obstructions on the RSS. The investigated 
technique uses multi walls and floors model in the estimation. 
The system model showed the major difficulty in indoor 
localization algorithm, especially the difficulty of location 
estimation using the storage of building layout, the algorithm 
has been used to estimate location using three or more 

0

0.5

1

1.5

2

2.5

3

1 2 3 4 5 6 7 8 9 10

Er
ro

r 
(m

) 
Location 

0

0.5

1

1.5

2

2.5

1 2 3 4 5 6 7 8 9 10

Er
ro

r 
(m

) 

Location 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

39 | P a g e  

www.ijacsa.thesai.org 

reference nodes, and in special cases, by using two reference 
nodes. Experimental results show that the position estimation 
error is less than 2 meters for most locations. It is suitable for 
indoor environments with multiple floors and multiple walls. 
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Abstract—The paper describes a novel social network-based 

open educational resource for practicing foreign languages with 

native speakers, based on the predefined teaching materials. This 

virtual learning platform, called i2istudy, eliminates 

misunderstanding by providing prepared and predefined 

scenarios, enabling the participants to understand each other 

and, as a consequence, to communicate freely. The developed 

system allows communication through the real time video and 

audio feed. In addition to establishing the communication link, it 

tracks the student progress and allows rating the instructor, 

based on the learner’s experience. The system went live in April 

2014, and had over six thousand active daily users, with over 

40,000 total registered users. Monetization has been added to the 

system, and time will show how popular the system will become 

in the future. 

Keywords—E-learning, learning tools; peer-to-peer network; 

social network; open educational resources; distance learning 

I. INTRODUCTION 

Open educational resources (OER) have recently become 
quite popular in the area of computer assisted language 
learning [1, 2, 3]. Currently there are several educational 
services on the market with a considerable amount of OERs 
that provide an opportunity to learn foreign languages 
(livemocha.com [4], www.learn-english-online.org [5], 
www.duolingo.com [6]). Most of these systems are 
automated, i.e. don’t require live human interaction. These 
systems can be divided into two categories: autonomous and 
social. Autonomous methods offer tasks, which are checked or 
monitored according with the algorithms set up within the 
system (tests, quizzes, etc., [7]). Social methods allow direct 
or indirect interaction with real people, including 
communication, checking assignments, etc. [8]. Such systems 
have been used in language learning [9, 10, 11, 12]. Tal and 
Yelenevskaya [13] also attempted to integrate computer-
assisted language learning systems into the educational 
process. One of the currently largest and most popular systems 
is livemocha.com, which is a social network for the learning 
foreign languages. The service started in 2007 and currently 
has over 14 million users. The site uses community learning 
approach, where students learn through live human 
interactions using video chat. Currently 38 languages are 
offered, including four levels for each language. Another 
system, learn-english-online.org has predefined learning 
materials, but is complicated to use. There is a chat feature; 
however, it is not clear how to connect the users through 

Skype. Another system, duolingo.com uses predefined 
materials without live human interaction, which is quite 
important in foreign language learning and provides better 
learning outcomes [14, 15]. 

Currently the most popular distance language learning tool 
is Skype [16], the real time audio-video communication 
system, which is not designed for this purpose. Thousands of 
small companies and individuals offer foreign language 
learning through Skype. Skype is even being positioned as an 
instructional resource [17]. Searching for “English via Skype” 
in Google gives over 43 million results, and similar numbers 
appear if the search is conducted in Spanish, Russian and 
other languages. There is a large demand for online foreign 
language education [18]. However, Skype does not allow 
finding the person willing to teach/learn foreign languages, it 
does not provide learning aid materials, and does not track the 
spent time in the user accounts. Several papers discuss Skype 
as the language learning tool [16]. 

The novel method of online collaborative learning of 
foreign languages takes social learning to a new level, using 
direct interaction between users, one of which has the 
competence as a native speaker, and the other one is the 
recipient of knowledge (the language learner). This virtual 
learning platform allows to eliminate the problem of 
misunderstanding each other between all languages, by 
providing participants with prepared and predetermined 
scenarios, which enables the participants to understand each 
other and, as a consequence, to communicate freely. This 
communication is informal, resulting in better learning 
outcomes [14, 19]. The service is utilizing task-oriented 
interactions [21]. It allows overcoming the learner’s anxiety, 
similar to the initial attempts [21], but on a much larger scale, 
currently supporting four languages. 

This system provides an opportunity for the participants to 
have real time audio and video communication with each 
other, based on the WebRTC and Adobe Air technologies, 
followed by interactive prompts, which are controlled by the 
participants in real time. The prompts consist of images, texts 
and videos displayed to each participant in their native 
understandable language. These technological solutions allow 
using this system with the help of virtually any personal 
computer with the microphone and the camera connected to 
the network at the same time without additional specific 
technical requirements. This methodology can be used to learn 
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foreign languages from the native speakers in real time, based 
on the predetermined teaching materials, which simulate real 
life situations using task-oriented interactions [20]. It is also a 
great research tool in the area of computer-assisted learning. 
The paper describes the developed system and ways of viral 
user attraction with gamification elements. 

II. RESEARCH OBJECTIVES 

The i2istudy.com is currently a free multilingual web 
service for practicing foreign languages online. The main idea 
of the service is based on the “time banking” principle [22, 
23]. For every minute that a person teaches in the mother 
tongue, s/he is rewarded with a minute that can be used to 
learn a foreign language. This currently allows using the 
system free of charge [24]. 

The name “i2istudy” comes from the idea of the “eye to 
eye” learning, based on the peer2peer principle [25, 14]. A 
new model of studying with the native speaker according to a 
set of interactive courses was created. Every “lesson” is based 
on the split screen platform (Figure 1). On one half of the 
screen the native language teacher is shown, and on the other 
half is a set of audio and video slides (Figure 1). Together 
with the native speaker, the learner goes through the 
predefined content. Therefore, there is no need for the 
professional teacher, and theoretically every person can teach 
their mother tongue within this format. Furthermore, the 
i2istudy is a self-regulated system, as it allows every user to 
pick their own paste, time, level, gender and plenty of other 
characteristics of their instructor and the lesson, thus everyone 
can find their “right” teacher. 

The i2istudy is an extremely social and informal approach 
to learning languages [14]. It is not only a mere learning 
platform, but also a learning community that brings users 
together and builds relationships [26]. Learning foreign 
languages is a universal international factor uniting like-
minded individuals all over the World. While studying, the 
system users enter into an intense communication process with 
a native speaker, not only studying the language, but also the 
culture, behavior and the manners. They not only discuss the 
set topics, but can also enter into a more personal 
communication. At the present time the system supports four 
languages: English, Spanish, Russian and German, however 
more languages can be added without significant technical 
changes of the system [1]. 

This virtual learning platform provides users with the 
opportunity to discuss particular subjects in situations where 
one of the users is a native speaker and an expert in the 
particular knowledge and the other party is the recipient of this 
knowledge. Each user is provided accompanying materials in 
accordance with the level of competence in the subject. 
Communication in different languages between users is made 
possible with the help of predefined communication scenarios 
for the purpose of studying a foreign language. 

 

Fig. 1. i2istudy lesson user interface 

 

Fig. 2. System user interface layout schematics 

This capacity is provided through the combination of three 
components for the user interaction with each other: one 
component provides real time audio-visual communication for 
users, the next component displays text and a scenario of 
topics in stages used for communication in foreign languages 
understood by the users, and the third component allows 
communicating by sending and receiving instant text 
messages (Figure 2).  

The system user interface is shown in Figure 1 and 
schematically in Figure 2. The system automatically tracks the 
time, which is reported in user accounts for the purpose of 
time banking [27]. The user interface, user interaction and the 
script are presented by means of individual cards (slides), 
connected by a mutual discussion topic. Each slide consists of 
a separate text, graphics and video in an interface, which is 
clear and understandable to each user, in their own native 
language (Figure 2). Each slide consists of a set of common 
fields provided in multiple languages, or in each individual 
language (Figure 3). 
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The instructor, while being the one responsible to issue 
comments, dictates to the student what and how to speak, in 
addition to how to respond to his/her statements. The student 
is displayed with the minimal information required, since 
his/her task is to try to understand the native speaker with the 
amount of information provided. In general, it is assumed that 
the instructor is available to lead the teaching process, namely, 
start the training, switch the information slides and decide 
when to stop the lesson, as well as activate the linguistic tips 
for the student when necessary (Figure 4). The student also 
has the ability to activate available linguistic tips. For the 
purpose of studying foreign languages, the instructor switches 
the slides and reads the tasks, while the student listens and 
sees the native speaker, receiving minimal amount of 
information required for basic understanding. If the student 
does not understand the teacher, the text can be displayed 
corresponding to what the teacher said, along with its 
translation. Depending on the user's role (teacher/student), the 
slides form a coherent set of readily available information for 
both parties. 

In order to implement more complex forms of interaction, 
it may be necessary to have more roles. The system also 
allows for the connection of multiple users with individual 
roles in the educational process. The logic of assigning roles 
within the framework of the system is that each user 
separately determines their own solutions. For example, to 
organize teaching of several students by a specialist in a 
particular knowledge, along with the monitoring of the 
teaching process, it may be necessary to have the roles of a 
teacher, a student and a supervising controller. The teacher 
conveys the material to one or more students. However, the 
decision concerning the successful presentation and mastering 
of the material, for example, whether to jump to the next 
course or not, is taken by the controller (Figure 5). The 
controller oversees the educational process. For example, 
decisions whether the students can independently take the 
interactive tests available in the system, along with assessing 
the competency level of the teacher are taken by the 
controller. Currently, for the study of foreign languages in the 
form of a game, the system allows only two roles: the teacher 
and the student. However, there was a logistic problem of how 
the students and the teachers would be connected, thus a 
special module was designed, called the connector module. 

The connector module 

The connector functions are summarized in Figure 6. The 
main obstacle to the users’ interaction in real-time is the 
search for available users in order to begin the interaction at a 
specific time. While trying to establish a connection with a 
specific user, which for some reason does not answer an 
incoming call, other users are deemed unavailable for the call. 

This is a classic problem of a phone call: when you call one 
number, there is no opportunity to call other recipients, since 
your line is busy, in addition to the fact that the current 
recipient of the call is also unavailable to other users. 

This problem is solved by implementing the multi-call 
system, allowing one user to send requests to multiple 
recipients, increasing the response probability. This solution is 
not burdensome for users, as it allows monitoring the 
availability of users at the moment, while making the user 
inaccessible for additional calls. After the line is freed up, the 
user is given an option to connect missed calls from others 
who called while the line was busy. 

 

Fig. 3. The slide structure, description and the format, based on the different 

user roles 

 

Fig. 4. The teacher - student interaction 
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Fig. 5. Teacher-student-controller interaction 

 

Fig. 6. Connector function diagram 

When the user clicks on the notification for the incoming 
calls, both users receive a notification at the beginning of the 
call (Figure 7). At the same time both incoming and outgoing 
calls of other users will go on hold. The user’s data and their 
incoming and outgoing call information become unavailable 
to all other users. Thus, for the user who answered the call, a 
notification is sent about the beginning of communication. In 
other windows and client pages, a notification is displayed that 
the user is active. The user receiving the call, along with the 
caller, both receive a notice for the administration of a 
connection or its cancellation. In order to initiate the 
connection, the user confirms that s/he is ready; thus 
communication is established between the clients, generating a 
response and confirmation. 

Software implementation and initial challenges 

The server portion was written using the PHP 
programming language combined with the MySQL database. 
The user client needs an HTML browser with the Java Script 
installed. Adobe Flash Air or WebRTC are used for the audio-
visual real time connection [28]. 

Initially there were multiple compatibility problems with 
Adobe Flash Air and WebRTC due to a large number of 
different browsers and their versions installed by the users. 
While the initial testing went quite well, there were browsers 
combinations that could not establish a connection. The 
number of browser combinations was quite high. The problem 
was solved by collecting the statistics with further fine tuning 
of the browser settings and selecting the proper technology 
supported by the system. 

Additionally, there were multiple problems associated with 
the new users, who didn’t understanding how to use the 
system. The whole concept of the i2istudy.com is quite novel, 
and initially puzzled the newly registered users. The problem 
was solved by adding numerous prompts, helping the users 
navigate through the system. Detailed help was also 
developed, including frequently asked questions and videos of 
the demo lessons. The videos of the demo lessons were 
dubbed in the four languages, currently available in the system 
(English, Russia, German and Spanish). The users are more 
likely to follow the steps outlined in the videos, and the 
amount of questions and misunderstanding was reduced 
dramatically. 

 

Fig. 7. Answering an incoming call: waiting for the confirmation of the 

recipient (top) and the initiator of the call confirmation (bottom) 
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While currently the system requires the use of a personal 
computer, in the future there could be an option to use it on 
mobile devices as well, as mobility is the key for the language 
learning [29]. 

Gamification technology and virality 

Currently the i2istudy system allows: 

Choosing the teacher in the system, based on the offered 
language, country, gender and age. Sending requests for 
learning using the Connector module. 

Choosing lessons from the library of themes and the 
language proficiency level. 

Tracking the time in minutes spent teaching and learning 
in the individual user accounts for the purpose of time 
banking. 

Facilitating the teaching/learning process, consisting of the 
three components: live video, step-by-step learning with the 
aid of predefined materials in the native language, and the chat 
window. 

Besides these features, other aspects of gamification and 
virality are being addressed [30]. Gamifincation is needed to 
keep the user short term and long term attention, making sure 
that s/he will come back and continue to use the system in the 
future [31]. The following attributes are utilized. Numerical 
value represents the user involvement, along with the leader 
board. Each user activity is tracked over a month timeframe, 
allowing the user to compare his/her results with others, based 
on their respective progress. The rating system for each user 
allows rating learning/teaching partners after each lesson. The 
scores are accumulated and are visible to other users, 
encouraging them to improve their scores. Accessing parts of 
the lessons is allowed. Passing each set of lessons allows 
opening new lessons, similar to a computer game, intriguing 
and entertaining the user. Each lesson progress is tracked with 
the progress bar, showing how many slides have been studied, 
and how many slides are still left in the lesson. Information 
about the newly learned words and phrases is also displayed. 
Custom decals and badges are awarded to the users, based on 
their activity in the system. After successfully completing 
several lessons, the user gets the “Expert” status, which is 
promoted as an achievement, and is visible to other users. 
Information about completed lessons can be readily shared in 
social networks as well. The user gets more involved in the 
game, achieving higher status with more activity in the 
system. 

Besides keeping the current users involved, the system 
benefits from attracting the new users, using the following 
virality mechanisms: 

Inviting friends through social networks, like Facebook 
and others. 

Encouraging users to send invitations to his/her friends to 
attract them to the system. Currently each user gets extra 30 
minutes of free lessons for each invited friend, who joins. 

Sharing learning/teaching results in social networks if 
desired. 

Detailed description of the system gamification, virality 
and user retention is a subject of a separate publication [31]. 
Based in the conducted market analysis, the users demanded 
system monetization [32], which has been implemented. 

III. CONCLUSIONS 

The paper demonstrates the novel approach to learning 
foreign languages online from the native speakers. The system 
went live in April 2014, and had over 6,000 active daily users, 
with over 40,000 registered users. Over 300 new users 
registered daily. There were over 10 hours of live learning and 
teaching per day and 12 hours spent with an automated teacher 
(recorded lessons). These numbers have been growing even 
without active advertising. However, the project has been 
closed for three months to add monetization and other system 
improvements. The developers hope that the i2istudy.com 
open educational resource will become quite popular with the 
learners of foreign languages around the World. Future work 
includes monetization, viral user attraction and retention by 
adding new lessons and even allowing advanced users create 
their own lessons, along with supporting more languages. 
Chinese demo lessons are in the works. 
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Abstract—Data clustering techniques are often used to 

segment the real world images. Unsupervised image 

segmentation algorithms that are based on the clustering suffer 

from random initialization. There is a need for efficient and 

effective image segmentation algorithm, which can be used in the 

computer vision, object recognition, image recognition, or 

compression. To address these problems, the authors present a 

density-based initialization scheme to segment the color images. 

In the kernel density based clustering technique, the data sample 

is mapped to a high-dimensional space for the effective data 

classification. The Gaussian kernel is used for the density 

estimation and for the mapping of sample image into a high- 

dimensional color space. The proposed initialization scheme for 

the k-means clustering algorithm can homogenously segment an 

image into the regions of interest with the capability of avoiding 

the dead centre and the trapped centre by local minima 

phenomena. The performance of the experimental result 

indicates that the proposed approach is more effective, compared 

to the other existing clustering-based image segmentation 

algorithms. In the proposed approach, the Berkeley image 

database has been used for the comparison analysis with the 

recent clustering-based image segmentation algorithms like k-

means++, k-medoids and k-mode. 

Keywords—k-means; k-means++; k-medoids; k-mode; kernel 

density component 

I. INTRODUCTION 

Unsupervised color image segmentation is an important 
image processing technique that has a wide application in 
computer vision applications, pattern recognition, image 
retrieval [1], image editing [2], and medical image analysis [3]. 
The objective of image segmentation is to partition an image 
into the homogeneous region on the basis of an application [4]. 

Image segmentation algorithms that are based on the 
clustering can be subdivided into the hierarchical and 
partitioned techniques. The hierarchical clustering is a bottom-
up approach, where a nested cluster structure is obtained by 
merging the nearby data points. The partitioning clustering is 
an iterative partitioning process which uses k seed value as an 
input from the user and each object of the data set must be 
assigned to precisely one cluster [5]. Due to simplicity and ease 
of implementation, the k-means clustering [6] and partitioning 
around medoids [7] are the popular choices for the performing 
image segmentation. 

The k-means algorithm uses the feature of an image to find 
the k number of groups. The k-means algorithm aims to 

minimize an objective function [8], in order to find the groups. 
For the dataset   *         n+  with n observations, the 
purpose of k-means clustering is to find the k groups in   as 
               such that the objective function fkm is 
minimized as shown in “ (1)”: 

                       ∑ ∑    ‖  -  ‖
  

   
 
                (1) 

Here, zin is a variable defined in “(2)”. 

    n {
                       

    o    w         
                             (2) 

Here,     represents the k
th
 cluster and µk represents the 

mean vector of the observation     . 

The main advantage of k-means is that it always finds local 
optima for any given initial centroid locations. Despite being 
used in a wide array of application, the k-means algorithm is 
not exempt from limitations. From a practical point of view, 
the seed value of the algorithm is vital since each seed can 
produce different local optima leading to the varying partitions. 
The quality and efficiency of the algorithm can vary far away 
from the global optimum, even under repeated random 
initialization. Therefore, a good initialization is critical for 
finding the globally optimal partitions. Several methods have 
been documented in the literature on improving the 
initialization procedure that changes the performance, both in 
terms of quality and convergence properties. 

In this paper, a density-based color image segmentation 
technique is used to improve the results of classical partition- 
based image segmentation methods, like the k-means 
clustering algorithm. The k-means algorithm is enhanced, by 
providing a reduced-set representation of kernelized center as 
an initial seed value. In the kernel density based clustering 
technique, the data sample is mapped to a high-dimensional 
space for effective data classification [9]. One of the popular 
choices is the Gaussian kernel, which is used in the proposed 
scheme for mapping sample image into a high-dimensional 
color space. Moreover, a reduced-set kernelized center can be 
employed for reducing the computational complexity of 
various algorithms. 

The experimental results were compared by using the four 
types of evaluation measures: Probabilistic Rand Index (NPR), 
Global Consistency Error (GCE), and Variation of Information 
(VOI) on the Berkeley image database. The performance of the 
experimental result indicates that the proposed approach is 
more effective as compared to other existing clustering-based 
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image segmentation algorithms such as the k-means, k-
means++, k-medoids and k-mode. 

The rest of the paper is framed as follows: Section 2 
describes the related works. Section 3 provides the proposed 
approach for Image segmentation via a density-based 
initialization of k-means algorithm and validation measures. 
Result and comparative analysis are discussed in Section 4. 
Finally, the conclusion has been presented in section 5. 

II. RELATED WORK 

The k-means class of algorithms suffers from the random 
selection of initial cluster centers. The arbitrary choice of initial 
cluster centers leads to the non-repeatable clustering results 
that may be difficult to comprehend. The results of partition- 
based image segmentation algorithms are better when the 
initial partitions are close to the final solution. A short review 
of the existing work is included in this section for clustering- 
based image segmentation and computing an initial seed value 
for the k-means algorithm which is used for the color image 
segmentation. 

T. Pavlidis in 1982 shows the image segmentation process 
from a wide perspective. It summarizes the use of different 
methods such as clustering, edge-based segmentation, graph-
based approaches, region growing, probabilistic or Bayesian 
approaches and other approaches for the image segmentation 
[10]. 

Chan, et al. in 2001 introduced a region-based method 
known as Chan–Vese or CV model [11]. This method 
formulates the image segmentation problem as a k-means 
clustering model. As pointed out in [12], a global method, the 
CV model cannot solve the intensity irregularity problem in a 
better way. Wang et al. in 2010 pointed out that the local 
binary fitting (LBF) method is sensitive to the initialization. To 
prevent this, they introduced the local order method [13]. 
Besides improving global methods into local versions, many 
researchers focus on the convexity of the segmentation models. 

Arthur and Vassilvitskii in 2007 introduced the k-means++ 
algorithm to find the initial centers with probability 
proportional to the distance to the nearest center [14]. Maitra, 
in 2009, used the local modes present in the data set to 
initialize the k-means algorithm which is used for the 
segmentation [15]. 

In the k-medoids [7] methods, a cluster is represented by 
one of its points. N-medoids are selected from the given data 
and clusters are defined as the subset of points close to the 
respective medoids. Two early versions of the k-medoids 
methods, the partitioning around medoids (PAM) algorithm 
and the clustering large applications (CLARA) are a popular 
choice for the image segmentation. PAM is an iterative 
optimization that combines the relocation of the points between 
the perspective clusters with re-nominating the points as 
potential medoids. 

Zhiding et al. in 2010 documented an adaptive 
unsupervised method for the color image segmentation. The 
algorithm clusters the pixel in 3D, RGB color space by using 
the ant colony-fuzzy c-means hybrid algorithm (AFHA), which 

uses an ant system for intelligent initialization of the cluster 
centroids [16]. 

Khan et al,. in 2013, introduced a novel initialization 
scheme to determine the number of clusters and obtain the 
initial cluster centers for the fuzzy C-means algorithm to 
segment any kind of color images. The hierarchical approach 
has been used to integrate the splitting and merging techniques 
in order to obtain an initialization for FCM [17]. 

S. Khan et al., in 2013, presented a solution for the 
randomized initialization of the k-mode algorithm. A 
prominent attribute selection method has been used to find an 
initial cluster center. It performs multiple clustering of the data 
based on the attribute values to obtain a deterministic mode. 
These modes are used for initialization [18]. 

The k-modes [19] algorithm allows the user to work with a 
kernel density estimate of bandwidth “σ” but produces exactly 
k clusters. It finds the centroids that are valid patterns and lie in 
the high-density area. The k-modes algorithm uses local 
bandwidth at each point rather than a global one. 

A good initialization scheme will improve the results of 
clustering. Thus, following in the same direction, a new 
initialization technique for color image segmentation has been 
proposed. The k-mean, k-means++, k-medoids, and k-modes 
are cumulatively used to demonstrate the effectiveness of the 
proposed approach. 

III. PROPOSED METHOD 

The pixel of a color is represented by the three values 
corresponding to the R (red), G (green), and B (blue). By using 
either linear or nonlinear transform on the RGB scale, one can 
find the color models such as intensity, saturation, and hue. 

Each color space has its own characteristic. In the color- 
based clustering technique, it is desirable that the selected color 
features are defined in a uniform color space [20]. In order to 
get the uniform color space, kernel density estimation has been 
used for estimating the probability density function of a 
continuous random variable [21]. In the proposed method, a 
Gaussian kernel based initialization scheme for color image 
segmentation is used. Unlike the standard k-means, the 
proposed algorithm uses a density estimate to select an initial 
cluster center from the color space. 

In the following section, the algorithm to select initial seed 
value for the k-means algorithm that has a high impact on the 
color image segmentations is presented. These initial points are 
selected from the denser region of the data sets. 

The algorithm starts by choosing the attribute value in a 
n×m data matrix, having maximum variance. A Gaussian 
kernel is placed over each data point of the selected attribute 
for the estimation of density. Further, the first seed point is 
selected, where the density is maximum. The next probable 
point is selected, that has a density equivalent to the initially 
selected point. In this way, the k points are obtained, having a 
similar density with respect to each other. 

The kernel density technique is used to estimate the 
probability density function of a continuous random variable. 
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Let           n  be a sample from a variable P, then the 
kernel density estimate is a "sum of n kernel functions". In this 
paper, the popular Gaussian kernels have been used. 

Each Gaussian kernel function is centered on a sample data 
point with the variance h, which is defined as the bandwidth 
and it is used to control the level of smoothing. The density of 
the data points depends on the width of Gaussian kernel, so a 
proper value of h is obtained from the Silverman 

approximation rule for which,          | |-     w              
standard deviation of the sample points P [22]. 

In one-dimensional case, the density estimator is defined as 
follows: 

                     (x) 
 

| |√   
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For the d-dimensional case, the kernel function is the 
product of d Gaussian functions, each with its own bandwidth 
   henceforth; the density estimator is defined as follows: 

         (x) 
 

| |,  -
 
 ∏   

 
   

∑ ∏  
-
 x   -p    

 

   
 

  
    p          (4) 

Where a d-dimensional point p is denoted by 
                     . 

The proposed algorithm is briefly described in the 
following steps: 

Step1. The data set is first normalized. 

Step2. The attribute which has the maximum variance is 
selected. 

Step3. The density estimate for the selected attribute is 
computed by using the Gaussian window. For 
multidimensional data, the kernel function is 
computed as the product of d Gaussian function, each 
with its own bandwidth hj and the density estimator is 
given in “(4)”. 

Step4. The first point is selected where the density is 
maximum. The next (k-1) points are selected from the 
other denser regions of the data set, so as the density 
of the points are similar or equivalent with respect to 
each other. 

Step5. The indices of selected k data points are used for the 
initialization purpose. 

Step6. The k-means algorithm is executed with the help of 
initial seed value, computed in the previous step. 

The motive behind the above method is to find the initial 
points from the denser area of the given dataset. In this way, 
the selected data points represent the common characteristics of 
the entire dataset and are used for the initialization. 

The modified k-means algorithm now used to segment any 
color image. A color image is passed to the modified algorithm 
and a suitable value of the number of a segment is also set to 
get the desired segmented image. In proposed algorithm, the 
images from the Berkeley Image Database [26] are used to test 

the validity of the proposed method. Nine images are used 
though it possible to test it over all the images. 

A. Validation Measures 

The Normalized Probabilistic Rand (NPR) index, Variation 
of Information (VOI), Global Consistency Error (GCE), and 
peak signal to noise ratio (PSNR) is used as the validity 
measure to check the quality of the segmented image. It is 
important to evaluate the quality of a segmented image 
obtained by various clustering algorithm because the results of 
various clustering algorithms gives different results. The NPR 
index [23] is the generalized version of rand index, which is 
used to measure the quality of clustering results. The NPR uses 
the hand-labeled set of ground-truth segmentation to perform a 
comparison between two image segmentation algorithms. The 
value of NPR is in the range of -1 to 1, where the high value 
indicates better segmentation. 

The GCE measures the consistency level between the 
outputs of two segmentation algorithm applied to a given 
image. It also shows whether there is a refinement relation 
between the two segments or a possible overlap of pixels. The 
range of the GCE is between 0 and 1. A value close to zero 
represents better segmentation. 

The Variation of Information metric defines the 
information gain or information loss between the two 
segments. It also measures the degree of randomness in the 

given segment. The range of VOI is [0, ∞], a smaller value 

indicates better results [24]. The PSNR value represents the 
region homogeneity between image and its segmented image. 
The higher value indicates the better segmentation results. 

IV. RESULTS AND DISCUSSION 

For each algorithm, its correctness is measured by the NPR 
index, GCE, VOI, and PSNR as well as its stability with 
respect to changes in the parameter settings and with respect to 
the different images. An algorithm which produces correct 
segmentation results with a wide array of parameters on any 
image, as well as accurate segmentation results on multiple 
images with the same parameters, will be useful for the pre-
processing step in a larger system. 

The results are based on the Berkeley image segmentation 
database [25], which contains 300 natural images along with 
several ground truth hand segmentations for each image [26]. 
In contrast to the results presented in this database, the 
proposed algorithm uses the same image feature (position and 
color) for segmentation, thereby making their output directly 
comparable. 

The proposed method can be applied directly to the 
321×481 images taken from the Berkeley database. Due to a 
few homogeneous groups in an image, it is efficient to reduce 
the image size for the computation of centroids. Also the 
MATLAB implementations of k-mode and k-medoids 
clustering encounter memory errors for the high value of image 
resolution (running 32-bit MATLAB on a machine with 2GB 
RAM). Hence, the images are downsized to 64×64. 

Nine images from Berkeley image segmentation database 
are used. The images are   gm n     F gu   “a”  o F gu   “ ”  
for k=2 and k=3 value, see fig. 1. 
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Fig. 1. Segmentation results (Each row from left to right: original image, human segment, test image, k-means based  segmentation, k-means++ based    

segmentation, k-medoids based segmentation, k-mode based segmentation, proposed algorithm) 
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Four validation tests have been performed for comparative 
analysis on each image (NPR = Probabilistic Rand Index, VOI 
= Variation of Information GCE = Global Consistency Error 
and PSNR). 

The Value k=3 represents the number of color segments 
present in an image. The value k=3 is used because the 
database itself segmented it into three regions. In order to 
compare the results of the proposed method with the human 
segmented image, the value of k as three is used. That is why 
the value of k=3 is used for an image a, d, e, f, g, i and k=2 for 
the image b, c, and h. 

In Figure 1, the first column is the true images, the second 
column is for the human segmented images, the third column 
contains the test images, and all other columns are the output of 
the various algorithm used in the paper. 

The result of comparative analysis of recent clustering 
based image segmentation is presented in the Tables 1-9. A 
histogram comparison of the validation test is also included for 
better visualization; see Figures 2-10. 

After analysing the results, it is also observed that the 
proposed approach (kernel) performed better compared to the 
recent clustering based color image segmentation. The NPR 
results indicate that the proposed algorithm is better in 8 out of 
nine images used for segmentation and it is equivalent to an 
image (h), which can be seen in Tables 1-9 and Figures  2-10. 
The PSNR results show that the algorithm is better in 8 out of 
nine cases with respect to other algorithm used for comparison. 
Only for the image (f), the proposed algorithm gives poorer 
results. The GCE and VOI validation test shows that the 
proposed method is better in 7 out of 9 cases and equivalent in 
two cases, see Tables 1-9 and Figures 2-10. It can also be 
observed that the proposed algorithm gives significantly better 
results in terms of PSNR and NPR but for other two validation 
measure results are not significant. The NPR and PSNR value 
indicate that the proposed method is useful for color image 
segmentation. 

TABLE I.  VALIDATION TEST RESULTS ON IMAGE (A) 

  k-means k-means++ k-medoids k-mode Proposed 

NPR 0.291 0.290 0.297 0.291 0.300 

VOI 0.229 0.230 0.229 0.230 0.220 

GCE 5.256 5.303 5.256 5.416 5.244 

PSNR 3.784 4.009 3.784 4.773 5.856 

 

Fig. 2. Comparison of validation results on image (a) for k=3 

TABLE II.  VALIDATION TEST RESULTS ON IMAGE (B) 

 
Fig. 3. Comparison of validation results on image on image (b) for k=2 

  k-means k-means++ k-medoids k-mode Proposed 

NPR 0.375 0.374 0.375 0.334 0.385 

VOI 0.259 0.258 0.259 0.258 0.258 
GCE 3.851 3.873 3.850 4.368 3.850 

PSNR 2.748 3.141 2.748 2.908 3.747 
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TABLE III.  VALIDATION TEST RESULTS ON IMAGE (C) 

  k-means k-means++ k-medoids k-mode Proposed 

NPR 0.317 0.317 0.316 0.318 0.319 

VOI 0.246 0.245 0.245 0.245 0.245 

GCE 4.427 4.414 4.427 4.410 4.404 
PSNR 2.909 2.873 2.908 2.863 2.911 

 

Fig. 4. Comparison of validation results on image on image (c) for k=2 

TABLE IV.  VALIDATION TEST RESULTS ON IMAGE (D) 

  k-means k-means++ k-medoids k-mode Proposed 

NPR 0.313 0.315 0.316 0.316 0.317 

VOI 0.245 0.245 0.245 0.246 0.246 

GCE 5.028 4.989 5.000 5.025 5.016 

PSNR 5.690 4.003 4.257 5.222 5.797 

TABLE V.  VALIDATION TEST RESULTS ON IMAGE (E) 

  k-means k-means++ k-medoids k-mode Proposed 

NPR 0.323 0.323 0.323 0.318 0.325 

VOI 0.259 0.259 0.259 0.258 0.259 

GCE 4.865 4.856 4.875 5.527 4.823 
PSNR 5.214 3.707 4.642 3.897 5.373 

TABLE VI.  VALIDATION TEST RESULTS ON IMAGE (F) 

  k-means k-means++ k-medoids k-mode Proposed 

NPR 0.372 0.375 0.374 0.373 0.380 

VOI 0.232 0.232 0.233 0.232 0.233 

GCE 3.398 3.371 3.373 3.408 3.341 
PSNR 7.077 2.977 7.422 6.978 4.263 

 
Fig. 5. Comparison of validation results on image on image (d) for k=3 

 

Fig. 6. Comparison of validation results on image on image (e) for k=3 
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Fig. 7. Comparison of validation results on image on image (f) for k=3 

TABLE VII.  VALIDATION TEST RESULTS ON IMAGE (G) 

  k-means k-means++ k-medoids k-mode Proposed 

NPR 0.285 0.262 0.283 0.284 0.286 

VOI 0.192 0.191 0.191 0.192 0.191 

GCE 4.304 5.025 4.286 4.383 4.277 

PSNR 5.198 4.433 3.771 4.467 5.368 

TABLE VIII.  VALIDATION TEST RESULTS ON IMAGE (H) 

  k-means k-means++ k-medoids k-mode Proposed 

NPR 0.504 0.271 0.270 0.500 0.504 

VOI 0.165 0.166 0.166 0.165 0.164 

GCE 2.125 3.940 3.940 2.1655 2.121 

PSNR 2.478 2.817 2.863 3.232 3.478 

 

Fig. 8. Comparison of validation results on image on image (g) for k=3 

 

Fig. 9. Comparison of validation results on image on image (h) for k=2 

TABLE IX.  VALIDATION TEST RESULTS ON IMAGE (I) 

  k-means k-means++ k-medoids k-mode Proposed 

NPR 0.393 0.393 0.393 0.383 0.395 

VOI 0.326 0.326 0.326 0.327 0.326 

GCE 4.807 4.796 4.852 4.972 4.852 

PSNR 3.872 3.617 5.860 5.310 5.880 

 
Fig. 10. Comparison of validation results on image on image (i) for k=3 

Numerical experiments on the images from the Berkeley 
database shows that the proposed method is able to perform 
competitively against the popular clustering-based image 
segmentation algorithms and often give a close solution with 
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respect to human segmented images. Therefore, the proposed 
technique can be used for effective image segmentation. 

V. CONCLUSIONS 

A density-based algorithm for initializing the k-means 
algorithm has been proposed and used in the color image 
segmentation. Four popular clustering-based image 
segmentation techniques are used for comparison of the results. 
The list does not include every possible strategy proposed in 
the literature. Indeed, it is not practical to compare every 
method available. However, the work provides a starting point 
in refining and evaluating new strategies for the k-means 
algorithm used in the image segmentation. 

The Image is first segmented with the k-means algorithm 
and then with k-means++, k-medoids, k-mode and at last with 
the proposed method. The results of the segmentation are 
compared with the help of four validation measures. On the 
performance basis, the proposed method is better than the k-
means and other partitioned based segmentation techniques. 
The only difference between these techniques is the way of 
getting initial seed pixel: in the k-means random selection is 
used while in k-means++ pixels are generated by the weighted 
probability distribution of the spectrum while the proposed 
method uses the density of the pixel. 
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Abstract—Time-based online media, such as video, has been 

growing in importance. Still, there is limited research on 

information retrieval of time-coded media content. This work 

elaborates on the idea of extracting feature characteristics from 

time-based online content by means of users' interactions 

analysis instead of analyzing the content itself. Accordingly, a 

time series of users’ activity in online media is constructed and 

shown to exhibit rich temporal dynamics. Additionally it is 

demonstrated that is also possible to detect characteristic 

patterns in collective activity while accessing time-based media. 

Pattern detection of collective activity, as well as feature 

extraction of the corresponding pattern, is achieved by means of 

a time series clustering approach. This is demonstrated with the 

proposed approach featuring information-rich videos. It is shown 

that the proposed probabilistic algorithm effectively detects 

distinct shapes of the users’ time series, predicting correctly 

popularity dynamics, as well as their scale characteristics. 

Keywords—Users’ activity; aggregation modelling; collective 

intelligence; time-based media; pattern detection 

I. INTRODUCTION 

Over the last decade the World Wide Web became the most 
popular medium for watching video content [1]. Online 
multimedia content gains wide acceptance and popularity, due 
to recent advances in related technology and significant related 
hardware cost reductions. User-generated content, ranging 
from personal and how-to videos captured by individuals to 
free online video lectures and documentaries produced by 
organizations and academic institutions, is growing at a fast 
pace online. Broadband Internet connections and increasing 
interest in online applications and games aided the 
unprecedented growth of rich multimedia content. Now more 
than ever more effective methods for indexing, searching, 
categorizing and organizing this information are required [2]. 

As a deterministic following, corresponding research work 
on video retrieval must adopt itself to new techniques and 
methodologies that leave behind traditional video analysis that 
is usually based on automatic spatiotemporal analysis of 
sequences and open up ways to new interpretations. One of the 
new trends towards this direction is the consideration and 

exploitation of the interactive behaviour of users as an integral 
part of the actual video retrieval process. In this research, this 
approach is taken a step further and social video consumption 
activity is considered as a user activity signal within the 
temporally linear video playback. This approach relies on the 
capture and analysis of implicit user interactions in order to 
extract useful information about the video. Previous research 
[3] has suggested that implicit interactions between users 
viewing a video and the video-player benefit video 
summarization. To further explore this, aggregated users’ 
interaction with the video-player using a stochastic pulse 
modelling process is analyzed. 

In principle the concept of analyzing implicit user 
interaction in computing activities in order to develop user 
models and to provide intelligent interactions is far from new 
and tackles both content-based and user-based approaches. In 
the past, Budzik & Hammond [4] developed a system that 
provided dynamic responses to users based on their previous 
interactions with desktop computer applications. Most notably, 
Liu, Dolan and Pedersen [5] have improved personalization of 
news items by analyzing previous users’ interactions with news 
items. In the context of multimedia, previous research has 
considered both content- and user-based methods for video 
retrieval. Kim et al. [6] report a large-scale analysis of in-video 
dropout and peaks in viewership and student activity, using 
second-by-second user interaction data from several Massive 
Open Online Courses (MOOCs) videos. In a different 
approach, Carlier, Ravindra, Charvillat and Ooi [7] propose a 
hybrid method where content analysis is complimented by the 
implicit feedback of a community of users in order to 
recommend viewports. Last but not least, the authors of [8] 
proposed a framework for analyzing human actions in video 
streams by introducing an implicit user-in-the-loop concept for 
dynamically mining semantics and annotating video streams. 
Based on these observations and in the current context of 
online multimedia sharing communities and networks, 
effective analysis of collective intelligence and activity remains 
a hot trending research topic in the area of human-computer 
interaction and provides motivation towards identifying new 
innovative research ideas. 
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Thus, as an example, the methodology presented herein 
could utilise users’ interactions on content, by interpreting 
these interactions as time series. Such time series could be of 
clicks, plays or progression-slider position change of a video 
on YouTube

1
. Modelling the collective intelligence of users’ 

interaction via the detection of characteristic patterns within the 
interaction time series could lead to judgment about the 
importance of the content, in part or whole, from which users’ 
activity originated. 

The rest of the paper is organized as follows: section ΙΙ 
presents recent research works on implicit user interactions 
with multimedia content, mainly focusing on online 
collections. Section III provides the methodology used herein, 
as well as the basic steps of the proposed algorithm. Section IV 
has a two-fold role: initially presents the dataset used in the 
experimentation conducted in order to evaluate the case study 
results, while further discusses an evaluation procedure, which 
enrolled a case study in order to clearly show how the proposed 
mechanism works. Finally, this work ends with conclusions 
and thoughts as far as future work is concerned in Section V. 

II. RELATED WORK 

Research concerning the temporal characteristic of human 
activity has recently attracted increased attention due to the 
increased interactivity provided by Web 2.0, as well as the 
increasing amounts of rich online multimedia content (such as 
videos) available to users through the Web. 

Previous user-based research on web video has focused on 
the meaning of textual comments, tags, re-mixes, and micro-
blogs, but has not examined simple user interactions with a 
web-based video player. In the seminal user-based approach to 
web video, Shaw and Davis [9] proposed that video 
representation might be better off modelled after the actual use 
made by users. In this way, they have analyzed the annotations 
to understand media semantics. Peng et al. [10] have examined 
the physiological behaviour (eye and head movement) of video 
users, in order to identify interesting key-frames. Nevertheless, 
the practical application of this approach is diminished as it 
assumes that a video camera should be available and turned-on 
in the home environment. Shamma, Shaw, Shafton, and Liu 
[11] have created summaries of broadcasts (sports and political 
debate, respectively) by analyzing the Twitter

2
 stream of the 

respective real-time event. Although a Twitter stream is 
considered to be semantically rich, it lacks real-time accuracy 
that is required in the generation of video thumbnails, since it 
does require eventually a minimal amount of time (i.e. a few 
seconds) to type and send a text message. In contrast, the 
proposed method is entirely based on persistent data of real-
time user interactions, such as replay button presses. 

As far as research on the temporal characteristics of human 
social activity is concerned, several interesting areas have been 
identified by previous research. Issues like social behaviour 
analysis, social web evolution and trend detection, similar to 
the works of Yang and Leskovec [12], Papantoniou, Loumos, 
Poulizos and Rigas [13], Patrikakis, Argyriou and Papantoniou 
[14] and Vafopoulos [15] aim mostly in predicting social user 

                                                           
1 http://www.youtube.com   
2 http://www.twitter.com 

behaviour, in order to offer an insight to the potential 
customization of content. Wu and Huberman [16] and Yardi, 
Golder and Brzozowski [17] examined how collective human 
attention to items propagates and eventually fades among large 
populations. Given the vast amount of available online content 
and the ease of producing more, the authors of [18] and [19] 
studied the problem of predicting how much attention an item 
will ultimately receive. Moreover, [20] and [21] offer research 
on response dynamics of social systems with focus on the 
effects of bursts of activity in the social system. Backstrom, 
Kleinberg and Kumar [22] presented research on customizing 
feeds of news articles based on users’ traffic pattern. Spatio-
temporal patterns of user interaction with blog-posts have been 
examined by [23], [24], [25] and [26]. In addition, Aperjis, 
Huberman and Wu [27], presented research on online 
discussion forums focusing on how users behave when trying 
to maximize the amount of the acquired information, while 
minimizing the collection time. 

Yang and Lescovec [11] examined temporal patterns 
associated with online content, by focusing on the popularity of 
content on social media (i.e. Twitter hashtags). Identification of 
the common temporal patterns is done by means of a time 
series clustering algorithm. Their work concludes that temporal 
variation of content popularity, in online social media, can be 
accurately described by a small set of time series shapes, while 
by observation of a small number of adopters of online content 
reliable predictions of the overall dynamics of content 
popularity over time can be attained. 

As far as users' actions in video content is concerned and 
more generally, important scene selection in videos, research 
has mostly been based on content-based methodologies

3
. 

Nevertheless, such content-based methods often fail to capture 
high-level semantics that adhere to non-specialist users' 
navigation to videos as depicted in [28]. The authors of [29] 
proposed that users unintentionally show their understanding of 
the video content through their interaction with the viewing 
system. Syeda-Mahmood and Ponceleon [30] presented a 
client-server-based media playing and data-mining system 
aiming at tracking video browsing behaviour of users in order 
to generate fast video previews. The authors of [28], presented 
a user-centric approach, wherein by analysis of implicit users’ 
interactions on web video player semantic information about 
the events within a video are inferred. Finally, Karydis, 
Avlonitis and Sioutas [31] proposed the aggregation of users’ 
activity in order to infer important video frames. 

III. METHODOLOGY 

In this section, the problem tackled in this work is formally 
defined and then a probabilistic algorithm solution is proposed. 
To begin with, let’s assume a time series of users’ interactions 
for a specific piece of content. This could be a time series of 
clicks or plays of a video on YouTube

4
, the number of times an 

article on a newspaper website was read, or the number of 
times that a hash tag in Twitter was used. The aim, therefore, is 
to detect patterns emerging in the temporal variation of the 

                                                           
3 Interested readers may refer to [32] for an extensive survey. 
4 http://www.youtube.com 
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corresponding time series indicating the importance of a 
segment of content at a specific time interval of its duration. 

The formal definition of the aforementioned scenario as a 
problem of time series correlation based on the correlation 
between the shape of the (experimentally collected) time series 
with the shape of a reference time series indicating local 
maximization of users’ activity. 

In the first stage, a simple procedure is used in order to 
average out user activity noise in the corresponding 
experimental signal. In the context of probability theory the 
noise removal can be treated, for example, with the notion of 

the moving average (e.g., [33]): from a curve 
exp ( )s t  a new 

smoother curve   
   ( ) may be obtained as, 

  
   ( )   

 

 
∫   

   (  )   

     

     

 

where T denotes the averaging “window” in time. The 
larger the averaging window T, the smoother the signal will be. 

It must be noted that the optimum size of the averaging 
window T is completely defined by the variability of the initial 
signal. Indeed, T should be large enough in order to average 
out random fluctuations of the users’ activities and small 
enough in order to reveal, and not disturb, the bell-like 
localized shape of the signal which in turn will demonstrate the 
area of high users’ activity. 

In the second stage, an estimation of the aggregates of 
users’ activity via probabilistic arguments is attempted. This 
can be done by means of an arbitrary bell-like reference 
pattern: it is thus proposed that there is an aggregate of users’ 
actions if within a specific time domain a bell-like shape of the 
experimental signal emerges in the sense that there is high 
probability that the actions are concentrated at a specific time 
instance (the centre of the bell) while this probability tends to 
zero quite symmetrically while moving away from the centre. 

As a milestone of this work it is claimed that it is possible 
to built a scale free similarity metric, by means of the well 
known correlation coefficient (x, y) between two time series 
x(t) and y(t), though introduction of the notion of the 
aforementioned reference bell-like time signal. Indeed, it can 
be shown that for all the cases where local maxima of the 
users’ activity was detected, a bell like shape is encountered. 
Noting that the Gaussian functions are the best approximations 
for a bell-like shape, it is proposed that every local maxima of 
the popularity may be expressed as an approximated Gaussian 
like time signal. This assertion is depicted in Figure 1, where 
an arbitrary smoothed signal of density P(t) of users’ activity 
per time instance t (in seconds) is depicted with the black 
continuous curve (the same interpretation is used for the rest of 
the Figures herein). It can be seen that within a neighbourhood 
of the local maxima of the time series, their shape almost 
perfectly matches with the upper part of a Gaussian curve 
(depicted by a dotted line). 

However, while the Gaussian signals show high similarity 
in every distinct case of high popularity, the respective widths 
and highs are not the same in each case. 

 
Fig. 1. The user activity signal is approximated with Gaussians bells in the 

neighborhood of user activity local maxima 

As a result, a robust characterization of the local behaviour 
of high users’ activities, besides the estimation of the exact 
location of the bell, should estimate its height and width. 
Moreover, the stochastic nature of users’ activity signals has 
the direct consequence of standard signal process methods 
locating signal maxima and/or minima based on the estimation 
of first and second derivatives break down. Indeed, in real-life 
applications the proposed smoothing procedure is not enough 
in order to eliminate signal discontinuities thus resulting to 
infinities derivatives 

A. Scalable stochastic similarity algorithm 

In the following, a two value correlation coefficient 
 (    ) is built, where    is the time centre of the Gaussian 
bell and w is its width. In other words, a Gaussian time signal 
is constructed by shifting its centre    over the time domain of 
the experimental signal and for each position a number of 
different Gaussian time signals are created by gradually 
increasing its width w (see Figure 2 from blue to red and to 
green solid Gaussian bell). For each Gaussian reference signal 
of different width the corresponding correlation coefficient is 
estimated with the experimental signal. The proposed 
formulation is motivated by the well known notion of Gaussian 
kernel density estimation

5
, a non-parametric way to estimate 

the probability density function of a random variable [34]. 
More specifically, this work further elaborates on the 
introduction of a series of Gaussian kernels with variable 
widths and finding the optimum matching or correlation 
coefficient for each point of the state space instead of having 
many Gaussians kernels with constant width and for the entire 
state space of the random variable under study. In this way, a 
two dimension correlation coefficient for each time location 
and for different bell widths is thus achieved. As previously 
stated, whenever, for a specific time centre of the Gaussian 
bell, a high correlation coefficient is identified during the time 
shifted process, a local maxima of the experimentally 
constructed time series is assumed. Indeed this can be seen in 

                                                           
5 http://en.wikipedia.org/wiki/Kernel_density_estimation  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

57 | P a g e  

www.ijacsa.thesai.org 

Figure 3 for an arbitrary time series (top line). The lower line, 
normalized to 10, depicts the corresponding correlation 
coefficient between the arbitrary time series and the shifted 
Gaussian bell. Initially the width of the bell is kept constant (as 
will be discussed in the corresponding section) while a robust 
alternative measure for the initial width could be the variance 
of the smoothed experimental signal). 

It is evident that there is a very clear maximum of the 
correlation coefficient exactly when the centre of the Gaussian 
bell coincides with the maximum of the experimental series. 
As a result, the exact location of the experimental series is 
detected as the point of the local maximum of the 
corresponding correlation coefficient. Then, the assumption of 
the constant bell width is relaxed by keeping constant the 
centre of the bell by building Gaussian bells of different widths 
(as depicted in Figure 2). For each bell of variable width a new 
correlation coefficient is computed. The maximum value of 
this second set of correlation coefficients is estimated 
completing thus the process. The final result is the estimation 
of the maximum correlation coefficient in terms of the 
optimum time moment and optimum bell width. It is thus 
argued that the optimum time moment coincides with the local 
maximum of the online media popularity while the optimum 
Gaussian bell width coincides with the corresponding time 
interval over which popularity is important enough. 

Summarizing, the proposed algorithm, r-algorithm 
performs the following steps: it begins with an initial Gaussian 
bell, the centre of which is located at the time origin of the 
content and its width coinciding with the variance of the 
smoothed experimental signal. Then, a two step procedure 
follows, namely the detection step and the refinement or 
characterization step. Within the detection step the bell is 
shifted along the time domain, computing the corresponding 
correlation coefficient between the Gaussian bell and the 
experimental signal. 

 
Fig. 2. The Gaussian bell is shifted over the time domain. When a local 

maximum of the correlation coefficient is detected a series of variables widths 

is created in order to estimate the optimum width 

 
Fig. 3. Local maxima of the correlation coefficient (lower curve) coincide 

with local maxima of users’ activity signal (upper curve) 

The local maxima of users’ activity are identified as the 
time instances where the computed correlation coefficient 
reaches local maximum, with the local maximum being above 
a user and domain specific threshold. 

In the characterization step, for each local maximum of the 
correlation coefficient, a series of variable width Gaussian bells 
is generated (beginning from a value of few seconds to a 
fraction of the overall duration of the content) and the 
corresponding correlation coefficients are computed again. The 
calculated optimal bell width is an estimation of the interval 
over which the content was important enough for the users. 

Algorithm 1 The r-algorithm 

Require: Experimental time series, upper part of 

Gaussian time series g(ct,w) of centre ct and 

width w. 

for ct=1 to L do (detection step) 

r_ct (the correlation coefficient for  

different centers) 

if r_ct > thress (critical threshold of 

correlation) 

for w=1 to L/10 do (characterization step) 

r_ct_w (correlation coefficient for 

variable widths) 

end for 

end if 

end for 

return r_ct_w (returns seconds of maximum users’ 

activity and the corresponding time 

interval of popularity) 

IV. ALGORITHM EVALUATION 

In order to evaluate the proposed work, an open-access 
data-set is employed, as proposed by Gkonela & 
Chorianopoulos [28], which has been created in the context of 
a controlled user experiment, in order to ensure well-defined 
user-based semantics (ground-truth). 
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In the initialization phase, every video is considered to be 
associated with four distinct series in the time domain of length 
k, where k is the time duration of the video in seconds. Each 
series corresponds to the frequencies the four distinct buttons 
of Play/Pause, GoForward, and GoBackward are used by users 
at specific times. Initially, the users’ activity series is created as 
follows: each time a user presses the GoBackward (the 
GoForward) button, the intervals matching the last 30 seconds 
(the next 30 seconds) of the video, are incremented by one, 
meaning that during all these 30 second the corresponding 
button was assumed pushed. The main experiment assumption 
followed relies on the fact that a user typically rewinds a video 
because there is something interesting to be seen again, while a 
user forwards a video because there is nothing of interest to see 
so far. In this way, a series is constructed for each button and 
for each video that resembles a depiction of users’ activity 
patterns over time. 

Following the above described smoothing procedure, the 
proposed approach focuses on the analysis of video seeking 
user behaviour incorporating the GoBackward and GoForward 
buttons. Of particular interest is the GoBackward button signal, 
since it may contain a quite regular pattern with a small 
number of regions with high users’ activity. In the following, 
preliminary results are presented that demonstrate the proposed 
methodology for detecting patterns of such users’ activity. 

The analysis of the users’ activity signals follows the 
implementation of the proposed r-algorithm. The results of the 
proposed methodology are depicted in Figure 4. The smoothed 
signal is plotted with the upper (black) curve. Moreover, the 
correlation coefficient of the smoothed signal with each 
Gaussian bell (as its centre is shifted over the time domain) is 
also depicted with the lower (red) curve, as extracted from the 
detection step of the proposed r-algorithm. It is evident that the 
exact seconds of users’ activity maxima are surprisingly well 
estimated from the corresponding maxima of the correlation 
coefficient. It must be noted that while a series of small 
maxima is observed in Figure 4, it is obvious that the local 
maxima of the correlation coefficient that is aimed for must be 
above a very clear threshold value. This is done to avoid 
perturbation of the signal, which by no means expresses signal 
trends. For the present case a threshold value of 0.8 is assumed 
for the proposed algorithm. The exact threshold value depends 
on the problem under consideration and could be tackled by 
means of an establishment through a training process. 

For each estimated local maxima the optimum width, as 
computed from the characterization step of r-algorithm, is also 
given for each detected local maxima. It can be seen in Figure 
4 that the computed widths fit the corresponding widths or time 
interval over which important scenes are popular enough. 

In order to compare the outcomes of the proposed r-
algorithm, a surface plot is also provided in Figure 5, depicting 
the evolution of the two valued correlation coefficient  (    ) 
in relation to its variables. It can be seen that the local maxima 
of the correlation coefficient depends on the width of the 
Gaussian bells is used. 

 
Fig. 4. Local The smoothed signal is plotted with the upper (black) curve. 

The optimum correlation coefficient as extracted from the detection step of the 
proposed r-algorithm is plotted with the lower(red) curve 

As a result, the optimum time instance (coinciding with the 
local maximum of the online media popularity) and the 
optimum Gaussian bell width (coinciding with the 
corresponding time interval over which popularity is important 
enough) may be defined from the coordinates      of the 
corresponding local maxima of the plotted surface. 

V. CONCLUSIONS 

In this research work describes a method that detects 
collective activity and identifies collective intelligence patterns 
via the detection of characteristic patterns within the 
corresponding signal monitoring aggregate activity. This 
framework introduces an algorithmic approach for detection of 
aggregates of users’ activity. The latter relies heavily on the 
notion of a two parameter arbitrary Gaussian bell, acting as a 
reference pattern for aggregation. Accordingly, the aggregation 
of users’ actions coincides to the upper part of a bell-like shape 
of the corresponding distribution. The complete pattern of 
users’ interactions is defined by means of two parameters: the 
exact location of the centre of the Gaussian bell   , as well as 
the corresponding width w. In this way, managing to map 
different users’ behaviour to different observed patterns is 
successfully achieved. As depicted herein, initial experimental 
research results are obtained from the application of the 
proposed methodology on web videos utilizing an open-access 
dataset. These results may be used to understand and explore 
social collective intelligence in online media, i.e., the way to 
detect users’ collective behaviour, as well as how the detected 
collective behaviour leads to judgment about the importance of 
multimedia content from which users’ activity originated. 

Although the total improvement is not considered to be 
impressive, it is the belied of the authors that the approach 
successfully incorporates the underlying knowledge and further 
exploits collective activity in the video analysis value chain. 
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Fig. 5. A surface plot depicting the evolution of the two valued correlation 

coefficient  (    ) in relation to its variables. Local maxima of the correlation 

coefficient emerge and submerge depending on the width of the Gaussian bells 
is used 

Moreover, further research intends to use the proposed r-
algorithm as a tool of user-based multimedia content analysis 
towards efficient content adaptation and personalization 
according to evolving users’ preferences. Finally, minor 
enhancements on the implemented algorithmic model, e.g., in 
terms of additional semantic relationships exploitation, would 
further boost its performance and impact. 
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Abstract—Minimum vertex cover (MVC) is a well-known NP-

Complete optimization problem. The importance of MVC in 

theory and practical comes from the wide range of its 

applications. This paper describes a polynomial time greedy 

algorithm to find near optimal solutions for MVC. The new 

algorithm NMVAS is a modification of already existed algorithm 

called MVAS which uses the same principle of selecting 

candidate from the neighborhood of the vertex with a 

modification in the selection procedure. A comparative study is 

conducted between the NMVAS and MVAS which shows that the 

proposed algorithm NMVSA provides better or equal results in 

the most cases of the underlying data sets which leads to a better 

average approximation ratio of NMVAS. NMVAS inherits the 

simplicity of the original algorithm. 

Keywords—Vertex Cover Problem (MVC); Combinatorial 

Problem; NP-Complete Problem; Approximation Algorithm; 

Greedy algorithms; Minimum Independent Set 

I. INTRODUCTION 

Many problems and concrete situations (networks, vehicle 
routing, maps, etc. ) are mapped into graphs and then set of 
algorithms are developed to manipulate these graphs to reach a 
solution for the given problem.  Unfortunately many of such 
problems cannot be solved exactly in a polynomial time. Such 
problems are called intractable but because of their importance 
they must be solved.[10] 

One option to solve such NP-Problems is to use heuristics. 
Heuristics do not guarantee the quality of solution and no 
guarantee also on the time required to solve the problem. 
Another alternative is to use approximation algorithms. In 
approximation algorithms we find a solution with quality 
between optimal and r (r>=1) and we can guarantee that the 
algorithm will finish running in a reasonable time. 

The problem that we are concern about in this paper is 
MVC. MVC the minimum vertex cover is a popular NP-
Complete problem with a high importance in theory and 
practical computer science.[1]. 

There are many algorithms proposed to solve this problem. 
In this paper we will discuss set of solutions existed in the 
literature to solve this problem using approximation 
algorithms. In addition we will present new modified algorithm 
NMVSA and compare the results with already existed 
solutions of the same type. 

Vertex cover is equivalent to two other popular 
optimization problems: MC (The Maximum Clique Problem) 
and MIS (Minimum Independent Set). These three problems 
actually can be considered as three different forms of the same 
problem. [5,19,20] 

The following propositions hold for undirected graph 
G(V,E) 

 The minimum vertex cover does not contain vertex with 
degree zero. 

 Every vertex cover contains v or w where w belongs to 
set of vertices adjacent to v, for every vertex v. 

 If there is a vertex v of degree one, w is adjacent to u, 
there is a minimum vertex cover which contains w. 

 If there is a vertex v of degree two, {u,w} are adjacent 
to u then there is a minimum vertex cover which 
contains both u and w or neither of them. [5,19] 

Definition: A vertex cover in an undirected graph G is the 
subset of vertices S in such that every edge in the graph G is 
connected to at least one vertex of S. The size of a vertex cover 
is the number of vertices it contains. [1] 

Vertex cover takes undirected graph G as input and integer 
number S. It tries to find a vertex cover of size S. 

The size of the vertex cover is the number of vertices inside 
it. If the nodes are weighted by a non-negative number then it 
tries to find vertex cover with the minimum weighted vertices 
[2,15]. 

The vertex cover has applications in bio-informatics, 
security and networking. An example of vertex cover problem 
could be forming a team to perform certain set of tasks then we 
must hire enough people to accomplish each certain task. Many 
applications can use MVC such as network security, 
scheduling, biology and finance [3,16]. 

There are exact solutions for this problem that guarantee 
the optimal solution such as branch and bound but may fail to 
give solution within reasonable time for large instances. Other 
type of solution is to use heuristic algorithms. Heuristic 
algorithms do not guarantee the optimal solutions but they can 
find optimal or near optimal solution in a reasonable time 
[4,21,22]. 
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Fig. 1. Vertex Cover 

Notations 

Given an undirected graph G(E,V), a vertex  cover of  a  

graph G is  a  subset  of  vertices VC  V(G) such that every 

edge has an end point in VC. (That is, for all e  E(G), e  VC 

≠  ). 

Fig. 1 shows examples of a vertex cover and a minimum 
vector cover respectively. The nodes colored red in Fig. 1b are 
the nodes selected in the vector cover. The minimum vertex 
cover is a vertex cover of smallest possible size that appear in 
Fig. 1c. 

The remainder of this paper is organized as follows, the 
different methods and related work in Section 2, the 
terminology, algorithm and the computation complexity in 
Section 3. We then discuss and analyze the results of 
experiments in section 4. Section 5 contains the conclusions 
and points to several directions for further research. 

II. RELATED WORK 

The NP-Completeness of MVC problem has proved by R 
Karp[6]. This means that we don’t have a polynomial time 
solution to solve it. The problem is one of the most well 
studied problems from researchers in computer science due to 
the importance and wide-range of its applications.  As I 
mentioned earlier we can use approximation algorithms such as 
APPROX-VERTEX-COVER and Maximum Degree Greedy 
(MDG) to solve the problem.[ 7] 

The Depth First Search algorithm presented by savage [8] 
computes the spanning tree at the beginning and then returns 
the non-leaves vertices of the depth first search spanning tree 
as a vertex cover. 

The Maximum Degree Greedy (MDG) algorithm is an 
adaptation of a well-known heuristic algorithm used for 
extracting the MIS MDG keeps adding the node with the 
maximum degree until all edges in the graph are covered. 
[7,9,10] 

The Greedy Independent Cover (GIC) is an adaptation of 
the algorithm presented in. In this algorithm we select the 
vertex of the minimum degree and all its neighbors to the 
vertex cover, the process continues until we cover all edges. 
[10,11] 

In the algorithm LISTLEFT is proposed to find vertex 
cover based on a list heuristic. In this algorithm the selection of 
the vertices is known in advance and cannot be changes. 
Another list heuristic algorithm ListRight is proposed in [12]. 

Many of the previous mentioned methods to solve the 
problem of MVC depend on the degree of the vertex itself. 
Balaji et al. presented another technique that depends of a 
value called the support of the vertex.  They proposed 
algorithm called vertex support algorithm (VSA). [6,13] 

A modification of the VAS is called MVAS where the 
selection of the vertex does not depend only on the vertex that 
have the maximum the support value but it finds all the vertices 
with minimum support value and then it selects the vertex with 
minimum support from the list of all neighbors of the selected 
vertices. MVAS shows better results in some benchmarks 
comparing to original VAS. [6, 13] 

Some other solutions depend on genetic algorithms such as 
(HVX). Xu and Ma presented solution that uses annealing 
algorithms to find the minimum vertex cover. In their work 
they show almost 100% approximation ratio for some 
benchmarks but they need to apply it on more benchmarks. 
[14]. 

In this paper we are introducing new greedy algorithm 
(NMVAS) to find the MVC by modifying MVAS. The results 
of applying the two algorithms in a set of benchmark sets are 
then compared. 

III. TERMINOLOGIES, ALGORITHM AND COMPUTATIONAL 

COMPLEXITY 

In this section we present the proposed algorithm, the 
pseudo code of the algorithm, example to clarify the idea, and 
theoretical complexity analysis. 

A. Terminology 

The selection of vertices in NMVSA algorithm relies on the 
degree of the neighborhood vertices. We will introduce the 
definition of neighborhood, degree, and support of vertex: 

Neighborhood of a vertex: Let G be an undirected graph 
G (V, E) where V is set of vertices and E is set of Edges. 

|E|=m, |V|=n. For each vV the neighborhood of v-N (v) = 

{uV | u is adjacent to v. 

Degree of a vertex: The degree of the vertex d (v) is the 

number of adjacent neighbors for vertex v  V. 

The support of a vertex: support of a vertex s (v) is the 
sum of degrees of all neighbors of v. 

 

Vertex Cover: Vertex cover c={x  V | x=u or v if (v,u) is 

an edge eE} 

B. The proposed Algorithm 

In the proposed algorithm we are trying to find an optimal 
or near optimal solution of the vertex cover problem because of 
the absence of a polynomial time solution for this NP-
Complete problem.  The proposed solution depends on the idea 
presented in VAS algorithm [17]. The selections of the vertices 
that will be part of the vertex cover rely on the value of 
support. Value of support is a value represents the sum of the 
degrees of the neighbors of the vertices. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

62 | P a g e  

www.ijacsa.thesai.org 

The algorithm starts by finding the degree of each vertex 
not yet selected in the vertex cover. The degree of the vertex is 
the number of adjacent neighbors for vertex. The second stage 
after finding the degrees is finding the support value for each 
vertex. The algorithm proceeds by finding a list that contains 
all vertices that have the minimum support value. The next step 
is to select the vertex with the maximum support value among 
the neighbors of the vertices of the minimum support value. 
After adding the vertex to the vertex cover, all adjacent edges 
to this vertex are deleted. The process continues until no more 
edges exist. 

C. New Modified Vertex Support Algorithm (NMVSA) 

The idea of selection in the proposed algorithm NMVSA 
shown in the algorithm 1 depends on the fact that the 
candidates of vertex cover are adjacent to the vertices with 
minimum degrees. [18] NMVSA adds a vertex from the 
supporting list with the maximum degree in each iteration to 
the vertex cover and delete all edges connected to this vertex. 
The process continues until no more edges still in E. 

Algorithm 1: NMVSA 

Input:         

Output:    

1: While (   ) 

 //Calculate the degree for each vertex 

2: Foreach       

  Find d (  ) 

3: minSup =   

 //Calculate the support value for each vertex 

4: Foreach       

  Calculate the support of vi        

  If       minSup Then 

   minSup =       

 //Create the list of minimum support vertices 

5: Foreach       

  If          minSup Then 

   Add vi to minSupList   

 //Find the neighbors of minimum support vertices 

6: Foreach       

  Add       to neighborhoodList   

 maxSupNeighbor =    

 c = 0  //Candidate vertex 

 //Find the vertex to be added to the Vc 

7: Foreach       

  If          maxSupNeighbor Then 

   c=      

   maxSupNeighbor =       

          

       

     {    |             

Step one guarantees that we pass through all edge, at each 
iteration we calculate the degrees of all vertices in step 2. In 
step 3,4 we find the support value for each vertex and we find 
the minimum support value among all vertices. Step 5 finds all 
the vertices that have the minimum support value. In step 6 we 
find all the neighbors of vertices listed in the minimum support 
vertices list. In step 7 we select the vertex with the maximum 
support value from the list of all neighbors of the vertices with 
minimum support value. 

The intuition behind the algorithm is to select the vertices 
that connect as much as possible from the vertices that are 
located on the edges of the graph. 

D. Computational Complexity 

According to our terminology, number of vertices is n and 
number of edges is m. The complexity of NMVSA can be 
obtained as follows: step 2 in the algorithm which is used to 
find the degree of each vertex requires    ). Step 4 which is 
used to calculate the support value of each vertex and finding 
the minimum support value is taking       also. To pick all 
the vertices that have supporting value equal to the minimum 
support value in step 5 we need     . Step 7 requires    . 
The whole process will be repeated m times in the worst case. 

The total running time can be expressed in the following 
formula: 

 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

The code of NMVSA has been developed using c++ on a 
machine Intel Core 2 Duo 2.1 GHz with 2GB memory. The 
algorithm has been compared to three other algorithms - 
VSA[17], MVSA[6], and modified MDG[2]. 

The programs have been executed on part of well-known 
dataset DIMACS benchmark set and on BHOSLIB benchmark 
set. The effectiveness of the algorithm NMVSA algorithm was 
evaluated by executing the algorithm on 40 instances of 
BHOSLIB 13 instances of DIMACS dataset. 

Table I lists the results of all experiments hold in the 
algorithms. Table I consists of two parts. The first part is the 
length of the vertex cover found by each of the algorithms. The 
second part shows the ratio of the result of each algorithm and 
the best results obtained. The first column of the table states the 
name of the instance, the second column is the cardinality of 
the instance, and the following two columns are the results of 
applying MVSA and our proposed algorithm NMVSA 
respectively. 

The second part of the table is the Approximation ratio of 
each of the tested algorithms. 

According to Table I we can see that NMVSA gives better 
or equal results in all instances that we used from DIMACS 
benchmark. also NMVSA gives better results in 4 instances of  
BHOSLIB benchmark set and not as good as MVSA in two 
instance of BHOSLIB. 
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TABLE II.  EXPERIMENTAL RESULTS

Benchmark |V| Optimal Vc MVAS NEW MVAS 
Approximation ratio 

MVAS NEW MVAS 

frb30-15-1 450 420 426 426 1.014 1.014 
frb30-15-2 450 420 427 427 1.017 1.017 

frb30-15-3 450 420 426 426 1.014 1.014 

frb30-15-4 450 420 426 426 1.014 1.014 
frb30-15-5 450 420 429 428 1.021 1.019 

frb35-17-1 595 560 567 567 1.013 1.013 

frb35-17-2 595 560 565 565 1.009 1.009 

frb35-17-3 595 560 567 567 1.013 1.013 
frb35-17-4 595 560 567 567 1.013 1.013 

frb35-17-5 595 560 567 567 1.013 1.013 

frb40-19-1 760 720 728 728 1.011 1.011 

frb40-19-2 760 720 728 728 1.011 1.011 
frb40-19-3 760 720 728 728 1.011 1.011 

frb40-19-4 760 720 729 730 1.013 1.014 

frb40-19-5 760 720 728 728 1.011 1.011 

frb45-21-1 945 900 910 910 1.011 1.011 
frb45-21-2 945 900 909 909 1.01 1.01 

frb45-21-3 945 900 908 908 1.009 1.009 

frb45-21-4 945 900 909 909 1.01 1.01 
frb45-21-5 945 900 910 910 1.011 1.011 

frb50-23-1 1150 1100 1111 1111 1.01 1.01 

frb50-23-2 1150 1100 1111 1111 1.01 1.01 

frb50-23-3 1150 1100 1109 1109 1.008 1.008 
frb50-23-4 1150 1100 1111 1111 1.01 1.01 

frb50-23-5 1150 1100 1112 1112 1.011 1.011 

frb53-24-1 1272 1219 1229 1229 1.008 1.008 

frb53-24-2 1272 1219 1229 1229 1.008 1.008 
frb53-24-3 1272 1219 1230 1230 1.009 1.009 

frb53-24-4 1272 1219 1230 1230 1.009 1.009 

frb53-24-5 1272 1219 1230 1230 1.009 1.009 
frb56-25-1 1400 1344 1355 1355 1.008 1.008 

frb56-25-2 1400 1344 1353 1355 1.007 1.008 
frb56-25-3 1400 1344 1355 1355 1.008 1.008 

frb56-25-4 1400 1344 1357 1357 1.01 1.01 

frb56-25-5 1400 1344 1354 1353 1.007 1.007 

frb59-26-1 1534 1475 1487 1486 1.008 1.007 
frb59-26-2 1534 1475 1487 1487 1.008 1.008 

frb59-26-3 1534 1475 1483 1483 1.005 1.005 

frb59-26-4 1534 1475 1487 1485 1.008 1.007 
frb59-26-5 1534 1475 1487 1487 1.008 1.008 

C500.9 500 443 451 451 1.018 1.018 

C1000.9 1000 932 945 945 1.014 1.014 
C2000.5 2000 1984 1988 1988 1.002 1.002 

C2000.9 2000 1920 1934 1933 1.007 1.007 

keller4 171 160 160 160 1 1 

keller5 776 749 752 751 1.004 1.003 
keller6 3361 3302 3311 3311 1.003 1.003 

p_hat300-1 300 292 294 294 1.007 1.007 

p_hat300-2 300 275 279 279 1.015 1.015 

p_hat300-3 300 264 272 271 1.03 1.027 
p_hat700-1 700 689 692 692 1.004 1.004 

p_hat700-2 700 656 660 660 1.006 1.006 

p_hat700-3 700 638 649 649 1.017 1.017 

Table II summarizes the results of the execution of the 
algorithm. Table II shows that our modified version of MVSA 
gave equal results in 40 instances, better solutions in 7 
instances and MVSA was better in two instances. 

TABLE III.  SUMMARY OF RESULTS 

  NMVAS 

Better  7 

Equal 40 

Worse 2 

V. CONCLUSION 

In this paper we developed new algorithm called NMVSA 
by modifying existing algorithm called MVSA. We conducted 
a comparison study depending on the results of execution on 
two different well known benchmark sets. NMVSA gives 
optimal or near optimal solutions with average ratio 1.0101on 
the instances that we executed the algorithm in.  NMVSA 
generally shows better results than MVSA algorithm. 
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Future work includes trying to get more optimal solutions 
and decrease the ratio to be closer to 1 
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Abstract—Pattern generation is one of the ways to implement 

computer science in art. Many methods have been implemented. 

One of them is cellular automata. In a previous work, cellular 

automata (CA) has been used to create an image with stochastic 

and irregular pattern. There are problems in the performance of 

the method because the average number of the occupied cells is 

less than 50 percent. So, this method must be improved. In this 

research, the pedestrian dynamic concept is implemented into the 

pattern generation process. This method is used so that there is a 

combination between stochastic and deterministic approaches in 

generating the pattern. This combination is the key element of 

the method. This proposed model has successfully produced 

irregular pattern image too. Based on quantitative test, the 

occupied cell ratio is still less than 50 percent but the proposed 

model can make a better distance between last position and 

starting point nodes of the pattern. When the number of agents is 

75, the target to reach the occupied cells ratio by more than 75 

percent is achieved. 

Keywords—pattern generation; cellular automata; pedestrian 

dynamic; intelligent agent 

I. INTRODUCTION 

Pattern generation is one of the ways to implement 
computer science in art. Many methods have been 
implemented to create the pattern automatically. Some 
methods used continuous approach [1,2]. Others use discrete 
ones. One of the popular methods that have been used is 
cellular automata (CA). This method has been used because of 
its simplicity and less complex nature. This method is suitable 
for generating homogenous structure pattern. One of the 
examples of homogenous patterns are Tuntrum and Rangrang 
as traditional patterns in Indonesia. 

The previous work has been successfully creating images 
with irregular pattern by using CA [3]. This work used a fully 
stochastic approach. The previous research has met its goal. On 
the other side, there are some problems in its performance. The 
ratio of occupied cells is less then 50 percent. The distance 
between the starting point to the last point is too short. So the 
method needs to be improved. 

In this research, the pedestrian dynamic approach is used to 
improve pattern generation performance. This approach is used 
because of its characteristics. Basically, pedestrian dynamic is 
a deterministic model. This approach is used so that there is a 
combination between deterministic and stochastic approaches 
in this pattern generation model. 

The organization of this paper is as follows. The first 
section is the explanation about the previous work and the 

problems so the research needs to be continued. The second 
section is the explanation about pedestrian dynamic concept 
and the reason why it can be implemented in the pattern 
generation research. The third section is the explanation about 
the proposed method so the performance can be improved, 
which is the combination between pedestrian dynamic method 
and the previous method. The fourth section is the discussion 
about testing for the new proposed model and the result. The 
fifth section is the conclusion of the analysis and the proposal 
for future work. 

II. PEDESTRIAN DYNAMIC 

Pedestrian dynamic is one of the most interesting research 
areas. Many researches have done work in this area, especially 
in computer science. Many of these researches are multi 
disciplinary in nature because there are many aspects that need 
to be used to formulate this behavior, depending on its 
complexity. Apart from the physical aspect, many methods 
implement psychological aspect too [4,5]. 

Pedestrian dynamic researches have been implemented into 
many applications. Many of them are used in simulation, from 
just pedestrian traffic to crowd simulation [6]. Some of the 
simulations are useful in improving the evacuation process [7] 
or building design. 

There are two approaches in pedestrian dynamic modeling: 
the continuous and the discrete ones. The most popular 
continuous method is the social forces model [4,5,7-9]. It is 
popular because it is precise. The disadvantage of this method 
is its complexity in determining the speed and the direction of 
the movement. The most popular discrete method is cellular 
automata [6,10-17]. It is popular because it is simple and light. 
Therefore, this method can be used in simulating the huge 
crowd or traffic. 

There are two points of view in pedestrian dynamic 
modeling, the macroscopic and the microscopic ones [9]. The 
macroscopic one focuses on the situation of the area [9]. So, 
there are many simplifications and generalization. The 
microscopic one focuses on the individual behavior [9]. There 
are many aspects that may be added in the individual decision 
making process and movement. 

In pedestrian dynamic modeling, a person will move from 
their starting point to the destination. When a person occupies 
some area, the others cannot occupy this area. Person can move 
only to the empty area. When a person moves to another area, 
the previous occupied area is now free and can be occupied by 
other persons. 
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This characteristic is useful in pattern generation. The 
movement path can be viewed as a pattern. The difference is in 
pattern generationl; area that has been occupied by  a person 
cannot be occupied by other persons. So, pedestrian dynamic 
can be adopted in pattern generation model. 

III. PROPOSED MODEL 

In this research, CA-based pedestrian dynamic is proposed 
to be combined in the pattern generation model. It is because 
the previous work [3] is based on CA too, so they have same 
approach, the discrete one. In CA-based pedestrian dynamic, 
the occupied area is represented in cell. In this model, an 
intelligent agent is used to represent a person moving from  a 
starting point to the destination. Four-neighborhood cell is 
implemented, so there are four possible directions for every 
agent in every time step. 

The proposed model is the combination between 
deterministic and stochastic approaches. The stochastic 
approach is adopted from the previous work [3]. The 
deterministic approach is adopted from the pedestrian dynamic. 
There is weighting between the stochastic and the deterministic 
approaches. 

In this proposed model, space is represented in two-
dimensional arrays: x coordinate is used to represent the 
horizontal position and y coordinate is used to represent the 
vertical one.  The (0,0) position is located in the left top.  
Variable b with its value from 1 to 4 represents the directions 
of agent and it represents left, top, right, and bottom 
consecutively. Some variables are used in this model. The 
model of the transition for each agent is explained in Equation 
1 to 3. 

n = number of agent 

T = number of iteration 

t = iteration at t 

ai = agent with index i 

ai,x,y = current position of the agent 

si,x,y = starting position of agent i 

di,x,y = destination position of agent i 

w1 = weight of deterministic part 

w2 = weight of stochastic part 

k = random number in stochastic part 

δx,y = cell status 

Pbai = probability in direction b for agent i 

Dcai = distance between agent i’s current position to its 
destination 

Dbai = distance between direction b of agent i to its 
destination 

max Pbai     (1) 

Pbai =  (w1(Dbai  / Dcai) + w2k) δx,y  (2) 

w1 = 1 – w2     (3) 

During the iteration, agent will move to its possible 
direction with the highest probability. The value of δ is 1 if the 
cell is free and 0 if the cell has been occupied. So, if the δ of 
the cell is 0, the probability to occupy this cell is 0 too. If the 
probability of all directions is 0, this agent cannot move again. 
The other conditions that agent will not move are if the 
iteration t has reached T or the agent has reached its destination 
which is represented as ai,x,y = di,x,y. The illustration can be seen 
in Figure 1. 

 
Fig. 1. Movement Path 

Before the iteration starts, the starting point and the 
destination must be determined. In this model, the starting 
point and destination are generated randomly. In this process, 
there are two rules that are implemented. First, there are no 
agents with the same starting point as other agents. So, when 
the random process to determine the starting point for an agent, 
the checking process is done. When the position is owned by 
other agent, the random process still continues. The process for 
an agent stops when it finds a free starting point. Second, the 
destination must be as far as possible from the starting point so 
it will prevent the early stop. The early stop means the agent 
has reached its destination long before the iteration ends. So, 
model generates more than one possible destination for each 
agent. The chosen position is the longest distance between the 
starting point and the destination. 

IV. SIMULATION AND TESTING 

Testing has been done by running the pattern generation 
application. The output of application is an image. Just like the 
previous work, there are 10 agents that create the pattern. The 
application iterates 100 times. The image result can be seen in 
Figure 2. 
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(a) 

 
(b) 

Fig. 2. Result Image 

There are two images in Figure 2. Part a image is produced 
by fully stochastic pattern generator. Part b image is produced 
by deterministic-stochastic combination pattern generator. 
Based on visual observation, there is no difference between 
these two images. It’s very difficult to determine which image 
is produced by the selected model. Thus, it can be said that the 
proposed model has successfully produced irregular pattern 
image. So, it can be continued to quantitative testing. There are 
three aspects that are evaluated in this paper, the occupied cells 
ratio, the number of cells occupied between agents, and the 
start-end distance. 

The first testing is evaluating the occupied cell ratio. The 
occupied cell ratio is the ratio between occupied cells and all 
cells. It is presented in percent. This result can be seen in Table 
1. There are 30 running sessions for this test. In this testing, the 
value of w1 is equal to w2. 

TABLE I.  OCCUPIED CELLS RATIO 

Session Occupied Cell Ratio (%) 

1 42 

2 26 

3 27 

4 17 

5 24 

6 25 

7 16 

8 21 

9 22 

10 26 

11 24 

Session Occupied Cell Ratio (%) 

12 27 

13 24 

14 21 

15 21 

16 22 

17 19 

18 25 

19 16 

20 22 

21 31 

22 23 

23 25 

24 33 

25 25 

26 21 

27 22 

28 26 

29 22 

30 32 

Average 24.2 

Based on the data in Table 1, it can be seen that this 
proposed model has failed in increasing the occupied cells ratio 
and makes this ratio better than the result by previous 
stochastic model [3]. Then the testing is continued by 
comparing the same result by the change in the value of w1. 
The result can be seen in Table 2. 

TABLE II.  OCCUPIED CELLS RATIO WITH INCREMENTED W1 

Session 
Occupied Cell Ratio (%) 

w1=0.6 w1=0.7 w1=0.8 w1=0.9 

1 25 10 38 28 

2 27 27 11 41 

3 23 25 34 45 

4 18 36 31 27 

5 26 39 35 38 

6 25 26 37 32 

7 27 22 35 27 

8 28 31 28 41 

9 22 26 33 29 

10 22 39 41 32 

11 27 27 21 40 

12 29 27 32 44 

13 20 37 23 42 

14 24 36 34 38 

15 16 23 37 24 

16 16 32 25 29 

17 22 31 38 29 

18 26 28 38 28 

19 22 26 36 34 

20 17 31 28 34 

21 26 27 23 28 

22 15 22 33 34 

23 18 19 41 35 

24 22 19 36 34 

25 26 23 21 38 

26 30 34 35 26 

27 28 21 28 31 

28 23 28 39 36 

29 29 24 41 39 

30 23 28 25 37 

Average 23.4 27.5 31.9 34.0 

Based on the data in Table 2, it can be seen that when the 
weight of the deterministic part is increasing, the average of the 
occupied cells ratio is increasing too. Unfortunately, even the 
w1 value is very dominant, which is close to 1, the occupied 
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cells ratio is still below 50 percent. This result is still under the 
performance of the previous model [3]. The performance of 
both models is still below 50 percent. So, it is an opportunity to 
find another method that may increase the result so the 
occupied cells ratio can be higher than 50 percent. 

The second testing is evaluating the performance of every 
agent in occupying the cells. In the first step, there are 30 
running sessions with the value of w1 equal to w2. There are 
three outputs, minimum occupied cells, maximum occupied 
cells, and average occupied cells. The result can be seen in 
Table 3. 

TABLE III.  NUMBER OF OCCUPIED CELLS BETWEEN AGENTS 

Session 
Number of Occupied Cells 

min max average 

1 4 95 51.8 

2 14 55 32.5 

3 4 86 32.6 

4 10 46 21.7 

5 17 75 30.0 

6 13 68 31.1 

7 6 51 20.0 

8 10 49 26.6 

9 13 51 27.4 

10 13 78 31.9 

11 5 64 30.0 

12 15 83 33.7 

13 4 59 29.8 

14 7 62 26.3 

15 10 63 26.3 

16 13 85 27.3 

17 12 75 23.7 

18 8 100 31.1 

19 1 45 19.2 

20 11 65 27 

21 9 100 38.2 

22 9 100 29.2 

23 15 62 31.8 

24 17 85 40.7 

25 15 100 31.4 

26 7 70 25.8 

27 8 48 27.6 

28 18 90 32.5 

29 5 49 28.3 

30 11 96 39.9 

Average 10.1 71.8 30.2 

Based on the data in Table 3, it can be seen that the 
performance of the proposed model in the number of occupied 
cells between agents aspects is lower than the performance of 
the previous stochastic model [3]. This has happened in 
minimum, maximum, and average number of occupied cells. 
On the other side, the gap between the minimum and the 
maximum occupied cells in this proposed model is better. The 
test then is continued for the increment w1. The result can be 
seen in Table 4. 

TABLE IV.  NUMBER OF OCCUPIED CELLS BETWEEN AGENTS WITH 

INCREMENTED W1 

Session 
Average Number of Occupied Cells 

w1=0.6 w1=0.7 w1=0.8 w1=0.9 

1 31.7 11.9 47.2 34.4 

2 33.7 34.3 13.7 50.7 

3 28.7 30.7 42.3 55.7 

4 22.2 45.4 37.7 33.1 

Session 
Average Number of Occupied Cells 

w1=0.6 w1=0.7 w1=0.8 w1=0.9 

5 32.7 48.8 43.2 47.8 

6 31.3 32.1 46.1 39.7 

7 33.9 28.1 43.7 33.6 

8 34.7 39.3 35.6 51.3 

9 27.6 32.5 41.7 36.8 

10 26.8 48.3 50.9 39 

11 33.7 33.8 26.6 50 

12 36.4 34.1 39.9 55.4 

13 25 46.2 29.2 51.6 

14 30.2 45.6 41.8 47.3 

15 19.9 29.2 45.7 29.6 

16 20.4 39.5 31.5 36 

17 28.1 38.3 47.6 36.1 

18 32.3 34.8 46.9 35.4 

19 27.4 32.8 44.8 42.1 

20 21.5 39 34.5 41.7 

21 32.1 33.9 28.7 35.2 

22 19.4 27.9 41.1 42.9 

23 23 23.6 51.4 43.8 

24 27.7 24 45.6 42.7 

25 32.3 28.7 25.7 47.6 

26 37.3 42.6 44 32.4 

27 34.5 26.1 34.5 38.9 

28 28.2 35.4 48.2 44.7 

29 36.1 30.5 50.8 47.9 

30 29.1 35 31.4 45.8 

Average 29.3 34.4 39.7 42.3 

Based on the data in Table 4, it can be seen that the 
increasing in the weight of the deterministic part increases the 
number of occupied cells. Unfortunately, even when the w1 is 
close to dominant, the performance is still below 50 percent 
than the maximum opportunity.  This condition is correlated 
with the first testing. 

The third testing is evaluating the distance between the 
starting point with the last position of the agent. There are 30 
running sessions for this test. In the first step, the value of w1 is 
equal to w2. The result can be seen in Table 5. 

TABLE V.  DISTANCE BETWEEN STARTING POINT AND LAST POSITION 

Session 
Distance 

Min max average 

1 1.4 27.3 13.3 

2 3.6 19.0 12.1 

3 2.0 23.4 12.5 

4 3.6 23.0 10.6 

5 2.0 23.1 12.8 

6 2.0 23.3 11.1 

7 4.5 24.0 12.6 

8 2.2 24.0 12.1 

9 1.4 24.0 10.1 

10 1.0 24.0 14.0 

11 1.0 17.1 9.0 

12 1.0 23.0 13.6 

13 1.0 16.3 6.2 

14 2.0 25.8 12.1 

15 6.3 24.0 15.6 

16 1.0 21.0 10.9 

17 2.2 20.6 10.0 

18 3.2 24.8 11.2 

19 3.0 17.7 9.8 

20 5.1 16.0 10.1 

21 2.8 26.2 13.3 

22 2.2 22.0 11.2 

23 3.2 17.5 10.6 
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Session 
Distance 

Min max average 

24 4.0 21.0 9.2 

25 5.1 24.7 14.2 

26 1.4 26.8 11.5 

27 3.6 23.0 13.6 

28 7.8 21.1 15.3 

29 5.4 22.2 13.5 

30 3.2 21.5 9.3 

Average 2.9 22.2 11.7 

Based on the data in Table 5, it can be seen that the 
performance of the proposed model in distance aspect is better 
than the performance of the previous model. The average 
distance of the previous model is 10.5. The next step is 
evaluating the performance for the higher weight on 
deterministic part. The result can be seen in Table 6. 

TABLE VI.  AVERAGE DISTANCE WITH INCREMENTED W1 

Session 
Average Distance 

w1=0.6 w1=0.7 w1=0.8 w1=0.9 

1 10.3 9.3 14.7 10.9 

2 10.6 10.7 10.1 16.5 

3 10.5 13.8 13.5 12.9 

4 10.2 15.5 11.9 7.7 

5 12.3 12.5 11.1 12.2 

6 10.3 10.7 17.4 8.5 

7 8.1 6.9 11.5 12.5 

8 12.2 12.8 9.15 13.8 

9 10 11.8 11.7 12 

10 11.2 13.3 13.6 10.1 

11 10.8 10.2 9.3 10.4 

12 11.9 11.6 10.3 11.5 

13 11.9 12.7 10.9 16.3 

14 11.5 11.4 12.8 12.6 

15 9 8.6 10.3 9.2 

16 9.3 13.1 12.9 13.5 

17 12.8 11.7 15.3 13.9 

18 13.1 11.3 13.9 11.2 

19 10.1 9.2 11.2 15.8 

20 9 10.3 12.8 14.4 

21 8.9 11.4 11.5 15.8 

22 9.9 12.6 12.3 13.2 

23 10.4 9.3 10.4 11.1 

24 7.7 14.1 10.5 12.1 

25 11.7 11.3 8.8 10.7 

26 13 18.2 10.7 11 

27 8.8 9 10.8 9.2 

28 9.2 11.6 13.6 12.7 

29 10.7 13.3 11.6 9.9 

30 11.5 14.2 9.6 14.1 

Average 10.6 11.7 11.8 12.2 

Based on the data in Table 6, when the weight of 
deterministic part is increasing, there is improvement in the 
average distance. Unfortunately, this performance is still far 
from its maximum potential. With 100 iterations, 100 cells 
width, and 50 cells height, the distance should be higher than 
now. So, it may be starting point and destination problem. 

As the result in occupying cells is not increasing 
significantly, another method has been tried by increasing the 
number of agents. In the fourth test, the number of agents has 
been changed by 25, 50, and 75 agents. The result can be seen 
in Table 7. 

 

TABLE VII.  OCCUPIED CELLS RATIO WITH INCREMENTED NUMBER OF 

AGENTS 

Session 
Occupied Cells Ratio 

n=25 n=50 n=75 

1 47 74 77 

2 57 74 82 

3 52 73 80 

4 56 68 81 

5 49 75 78 

6 59 71 79 

7 49 78 82 

8 61 66 83 

9 48 73 80 

10 54 76 83 

11 54 71 81 

12 54 68 79 

13 42 70 76 

14 52 70 77 

15 49 71 84 

16 56 75 75 

17 54 71 83 

18 53 73 81 

19 58 70 80 

20 62 70 78 

21 55 68 81 

22 50 76 80 

23 62 68 80 

24 50 69 83 

25 53 76 78 

26 47 68 82 

27 50 68 80 

28 56 77 81 

29 54 73 82 

30 47 76 85 

Average 53.0 71.8 80.4 

The occupied cells ratio increases significantly by 
increasing the number of agents. When number of agents is 50, 
the occupied cells ratio is below but close to 75 percent. When 
the number of agents is 75, the occupied cells ratio is 80.4 
percent. So, the goal of improving the occupied cells ratio has 
been achieved. 

V. CONCLUSION AND FUTURE WORK 

Based on the explanation above, the proposed model has 
been developed and implemented in the pattern generation 
application. Based on the visual result, the pattern seems 
irregular. Based on the quantitative testing, the performance of 
the proposed model is below the performance of the previous 
model in occupied cells aspect. When the number of agents is 
increasing, the occupied cells ratio is increasing too. When the 
number of agents is 75, the research target to improve the 
occupied cells ratio by more than 75 percent has been 
achieved. The performance of the proposed model is better 
than the performance of the previous model in the distance 
aspect. 

There are many research opportunities to improve the 
performance of the model, especially in the 3 aspects. There is 
opportunity in distributing the starting point and the destination 
position. The key aspect is how to avoid the premature stop of 
the agent before the iteration finishes. 
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Abstract—Operating speed, which is reciprocal of critical 

path computation time, is one of the prominent design matrices 

of finite impulse response (FIR) filters.  It is largely affected by 

both, system architecture as well as technique used to design 

arithmetic modules. A large computation time of multipliers in 

conventionally designed multipliers, limits the speed of system 

architecture. Distributed arithmetic is one of the techniques, used 

to provide multiplier-free multiplication in the implementation of 

FIR filter. However suffers from a sever limitation of exponential 

growth of look up table (LUT) with order of filter. An improved 

distributed arithmetic technique is addressed here to design for 

system architecture of FIR filter. In proposed technique, a single 

large LUT of conventional DA is replaced by number of smaller 

indexed LUT pages to restrict exponential growth and to reduce 

system access time. It also eliminates the use of adders. Selection 

module selects the desired value from desired page, which leads 

to reduce computational time of critical path. Trade off between 

access times of LUT pages and selection module helps to achieve 

minimum critical path so as to maximize the operating speed. 

Implementations are targeted to Xilinx ISE, Virtex IV 

devices. FIR filter with 8 bit data width of input sample results 

are presented here.  It is observed that, proposed design perform 

significantly faster as compared to the conventional DA and 

existing DA based designs. 

Keywords—Critical Path; Multiplier less FIR filter; Distributed 

Arithmetic; LUT Design; Indexed LUT 

I. INTRODUCTION 

Digital Signal Processing (DSP) systems are generally 
implemented using sequential circuits, where numbers of 
arithmetic modules in the longest path between any two storage 
elements are members of critical path. The Critical Path 
Computation Time (CPCT) determines the minimum feasible 
clock period and hence maximum allowable operating 
frequency of DSP system. Finite impulse response (FIR) digital 
filter is one of the widely used Linear Time Invariant (LTI) 
systems, has gained popularity in the field of digital signal 
processing due to its stability, linearity and ease of 
implementation. However, attention need to pay specifically 
while designing the high speed FIR filter, as CPCT is affected 
by both, system architecture as well as techniques used to 
design arithmetic modules. For such critical design of system 
architecture, fixed structure offered by Digital signal processor 
is not suitable. However, high nonrecurring engineering (NRE) 
costs and long development time for application specific 
integrated circuits (ASICs) are making field programmable 

gate arrays (FPGAs) more attractive for application specific 
DSP solutions. FPGA also offers design flexibility to 
arithmetic modules then ASICs. 

For an N
th
 order FIR filter, each output sample is inner 

product of impulse response and input vector of latest N 
samples[1] given in (1). 
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For critical path minimization, direct implementation of (1) 
is not a cost effective solution because of two reasons. First, 
critical path increases with the order of filter and second, 
multiplier is an expensive arithmetic module with respect to 
area and computational time. More than two decade, many 
researchers [2-10] have worked on various multiplerless 
techniques for FIR filter design. In case of constant coefficient 
multiplication, look-up-table (LUT) multipliers [11-13] and 
distributed arithmetic (DA)[14-24] are two memory based 
approaches found in FIR filter design. An improved distributed 
Arithmetic technique is addressed here to design for system 
architecture for FIR filter, as its operating speed is almost 
independent with order of filter.  

In recent years Distributed Arithmetic has gained 
substantial popularity due to its regular structure and high 
throughput capability, which results in cost-effective and 
efficient computing structure. This technique was first 
introduced by Croisier [14] and further development was 
carried out by Peled [15] for efficient implementation of digital 
filters in its serial form. Apart from its several advantages; DA 
based structure is facing a serious limitation of exponential 
growth of memory with order of filter. Many researchers [16-
27] have addressed this problem, while dealing with this issues. 
Partial or full parallel structure with two and more than two 
bits [16,25] has been exploited to overcome the speed 
limitation, inherent to bit serial DA structure. Attempts were 
also been made to reduce memory requirement by recasting 
input data in Offset Binary Coding(OBC)[16], modified OBC 
and LUTless DA-OBC[19],  instead of normal binary coding. 
Yoo and Anderson [22] extended this work and proposed a 
hardware efficient LUTless architecture, which gradually 
replaces LUT requirements with multiplexer/adder pairs. 
However gain in area reduction is achieved at the cost of 
increased critical path over the conventional design. LUT 
decomposition or slicing of LUT, proposed in [23], is one of 
the ways to restrict the exponential growth of memory. Though 
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this technique has elucidated a problem of exponential growth 
of memory, involves the fact that latency and access time are 
the dependent parameters of level of decomposition. 

As the operating speed of a filter is governed by worst case 
critical path, improved technique is suggested in this paper to 
increase the speed of operation by reducing critical path. In 
proposed technique, a single large LUT of conventional DA is 
replaced by number of smaller indexed LUT pages to restrict 
exponential growth and to reduce system access time. Indexing 
the LUT pages eliminates the use of adders of existing 
techniques [16,17,19,22-24].  

Selection module selects the desired value from desired 
page, and feed the value for further computation. Trade off 
between access times of LUTs and selection module helps to 
achieve minimum critical path so as to maximize the operating 
speed. 

In organization of the paper, section II elaborates lookup 
table concept of conventional DA and proposed DA structures. 
Critical Path Computation Time (CPCT) analysis of previous 
and proposed techniques is given in section III. Section IV 
presents the realization of proposed architecture. Initially 
component level access time analysis of proposed design is 
presented in section V, followed by comparison of operating 
frequency of proposed and previous techniques. Paper is ended 
with conclusion, in section VI. 

II. CONVENTIONAL DISTRIBUTED ARITHMETIC  

ALGORITHM FOR FIR IMPLEMENTATION 

Distributed Arithmetic is one of the preferred methods of 
FIR filter implementation, as it eliminates the need of 
multiplier, particularly when multiplication is with constant 
coefficients. By this technique, sum-of-product terms in (1), 
can easily be transformed into addition. Let B be the word 
length of input samples, then, in an unsigned binary form, X(n) 
can be represented as: 
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where xn,i is the i
th
 bit of X(n). By Substituting the value of 

X(n) from (2) into (1), inner product can be expressed as: 
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TABLE I.  CONVENTIONAL LUT DESIGN 

LUT address bits LUT contents 

x3 x2 x1 x0  

0 0 0 0 0 

0 0 0 1 A0 

0 0 1 0 A1 

0 0 1 1 A1 +A0 

     

1 1 1 1 A3 +A2 + A1 +A0 

Interchanging the sequence of summation in (3), results 
into: 
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Further, compressed form of (4), can be expressed as: 
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Where,   xAxAxAxA iNNiNNii ,11,22,11,00
...




 

Xni∈{0,1} 

Thus (5) creates 2
N
 possible values of γ. All these values 

can therefore be precomputed and stored in form of look up 
table shown in table. I. The filtering operation is performed by 
successively accumulating and shifting these precomputed 
values, based on the bit address formed by input samples, X(n). 
A method is proposed to choose desired size of LUT for 
minimum Critical Path Computation Time of LUT unit. Let N= 
(n+m); where n and m are arbitrary positive integers. A single 
large LUT size of 2

N
, in conventional design is converted into 

2
m 

LUT pages, each page with 2
n
 memory locations. Applying 

this concept to the (5), number of terms in γ can be divided into 
two groups: n LSB terms and m MSB terms. It is represented 
by: 

    

 
 xAxA

xAxAxAxA
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      (6) 

LSB n bits, defines the size of each LUT page, however, 
MSB m bits defines number of LUT pages. Instead of 
consisting coefficient sum in conventional look up table, 
proposed design LUT consists of indexed-sum-of-filter-
coefficients. 

TABLE II.  PROPOSED LUT DESIGN 

n- LUT address bits 
LUT contents of each page 

x3 x2 x1 x0  

0 0 0 0 I + 0 

0 0 0 1 I + A0 

0 0 1 0 I + A1 

0 0 1 1 I + A1 +A0 

0 1 0 0 I + A2 

0 1 0 1 I + A2 + A0 

0 1 1 0 I + A2 + A1 

0 1 1 1 I + A2 + A1 + A0 

1 0 0 0 I + A3 

1 0 0 1 I + A3 +A0 

1 0 1 0 I + A3 + A1 

1 0 1 1 I + A3 + A1 + A0 

1 1 0 0 I + A3 +A2 

1 1 0 1 I + A3 +A2  + A0 

1 1 1 0 I + A3 +A2 +A1 

1 1 1 1 I + A3 +A2 + A1 +A0 

TABLE III.  INDEX TERM FOR EACH LUT PAGE 

Page 
number 

m - Address Bits Index terms ‗I‘ for LUT 
pages x5 x4 

0 0 0 0 

1 0 1 A4 

2 1 0 A5 

3 1 1 A5 + A4 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

73 | P a g e  

www.ijacsa.thesai.org 

A page selector module selects desired output from one of 
the LUT pages, addressed by m bits. A desired combination of 
n and m facilitates to select the minimum execution time of 
LUT page and page selector module to attain maximum 
operating frequency. LUT page structure of 6

th
 order filter, for 

n=4 and m=2 and indexed term of each page, is elaborated in 
table II and table III respectively. Each LUT page contains 
summation of filter coefficients and index term I. 

III. CRITICAL PATH COMPUTATION TIME ANALYSIS OF 

PROPOSED ARCHITECTURE 

In this section, CPCT analysis [13] of conventional DA 
[14-16], LUTless DA [19,22], sliced DA [16,17,23,24]and 
proposed DA based FIR filter techniques are elaborated. These 
designs are taken into consideration as they are found more 
comparable with proposed technique. 

Conventional form of distributed arithmetic FIR filter given 
in fig.1 consists of bank of input registers, LUT unit, and 
accumulator/shifter unit. Apart from these hardware units, it 
needs control unit, which defines sequence of filter operation. 

 
Fig. 1. Functional block diagram of conventional DA based FIR filter 

Serially arriving input data values X(n) are stored in 
parallel form, in input register bank. Right shift of it in every 
clock cycle; create a word, which is used to address LUT. 
Successive shift and accumulation of LUT outputs in B cycle 
gives Y(n). 

Data flow graph (DFG) of conventional DA based FIR 
filter, is as shown in fig.2. It consists of nodes L as LUT, A as 
accumulator and S as shifter. Access times of L and A are CL 
and Cas respectively, contributes in critical path. Thus CPCT of 
conventional DA based FIR filter is expressed as: 

CPCT(cnv)= CL + Cas                           (7) 

 
Fig. 2. Data flow graph of conventional DA based FIR filter 

A. LUTless DA based FIR filter 

Exponential growth of LUT is key issue while designing 
DA based FIR filter. Elimination of LUT is an attempt found in 
[13,24] to overcome exponential growth of LUT. In such 
LUTless structure, shown in fig.3, LUT is replaced by 
multiplexer-adder pair. On-line data generated by multiplexers 
are accumulated to create the filter output. 

DFG of LUTless DA based FIR filter, shown in fig.4, 
consists of multiplexer node M, adder nodes Ta and 

 
Fig. 3. LUTless DA based FIR filter 

 

Fig. 4. Data flow graph of LUTless DA based FIR filter 

accumulator node A. Though the number of multiplexers is 
governed by order of filter, access time of only one multiplexer 
contributes in CPCT, as they are operating concurrently. 

Assuming the adders in adder tree are arranged in 4:2 form, 
access time of log2(N) adders are taken into consideration 
while calculating CPCT of structure Ca. It will be expressed as: 

 Ca= log2N x Ta                                                  (8) 
Thus Ca is highly filter order dependent as indicated in (9). 

CPCT of structure becomes: 

CPCT(LUTless) = CM +Ca+ Cas                               (9) 
where   CM - access time of multiplexer. 

Ca- access time adder tree 

Cas – access time of accumulator/shifter unit. 

B. Sliced LUT DA based FIR filter 

Another well-known attempt found in [21,22,27] to restrict 
the exponential growth of LUT, is the use of multiple memory 
banks. 

Latest, Longa and Miri [23], highlighted that, FIR filter 
structure will be an area efficient structure by replacing a single 
large LUT by number of 4-input, smaller LUTs. However, this 
arrangement leads to put a burden of an adder tree, as it is 
required to add partial terms generated by each smaller LUT. 
Generally such LUT arrangement is referred as partitioning or 
slicing of LUT. Architectural details of sliced DA based FIR 
filter is shown in fig.5. 
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Fig. 5. Sliced LUT DA based FIR filter 

Data flow graph of sliced LUT DA based FIR filter, shown 
in fig.6, consists of concurrently operating 4-input LUT nodes 
Ls, adder nodes Ta, accumulator A and shifter node S. 

In this architecture, requirement of adders in adder tree is 
governed by number of slices. Assuming the order of filter is 
divisible by 4, for N

th
 order FIR filter, N/4 will be number of 

slices and (N/4)-1 will be the number of adders. Thus LUT 
node Ls, [log2(N/4)] adders and accumulator are the members 
of critical path. So the CPCT of the structure will be: 

CPCT (Slice) = (CSL+ Ca+ Cas)                     (10) 

Where 

CSL = access time of one slice of LUT. 

Ca  = access time of adder tree 

      = [log2(N/4)]Ta 

Ta  = access time of an adder. 

Cas  = access time of accumulator/shifter 

 
Fig. 6. Data flow graph of sliced LUT DA based FIR filter 

Access time of LUT get reduced from CL to CSL due to 
slicing technique, however it has added the over heads of adder 
tree access time Ca in CPCT(slice). 

C. Indexed LUT DA based FIR filter 

LUTless and SlicedLUT has restricted the exponential 
growth [22,23], however it has increased the burden of access 
time of adder tree.  

So an attempt is made, to eliminate the use of adder tree by 
designing an indexed LUT based FIR filter technique. In 
proposed design of Indexed LUT (ILUT) DA structure, node L 
of fig.2 is replaced by smaller, desirably indexed LUTs Li and 
multiplexer M. 

 

 
Fig. 7. Data flow graph of indexed LUT DA based FIR filter 

DFG of the proposed design derived from (6), is shown in 
fig.7. CPCT of this structure, contributed by Li-M-A nodes, 
will now be: 

CPCT(Index)=Ci+Cm+Cas                                    (11) 

Where 

Ci = access time of an indexed LUT. 

Cm  = access time of multiplexer 

Cas  = access time of accumulator/shifter 
Access time Ci and Cm are interdependent. The trade off of 

an exponentially varying LUT with linearly varying 
multiplexer size helps to choose optimum CPCT of a structure. 
Hence, improves overall operating frequency of filter. It also 
eliminates the need of adder tree, which further helps to 
improve the operating frequency. 

IV. REALIZATION OF PROPOSED ARCHITECTURE 

Proposed structure of indexed LUT DA based FIR filter is 
elaborated in following sections. It is built up with four major 
components bank of input registers, look-up-table unit, 
accumulator/shifter unit and control unit. 

A. Input register bank 

Register Bank, shown in fig.8, built up with N serial-in 
parallel-out shift registers, accepts X(n) input samples, 
n=0,1,..,N-1. In every clock pulse, register contents take a right 
shift and generates B terms of length N. 

 
Fig. 8. Input register bank and address bifurcation 

LUT address generated by register bank is split into two 
address groups n and m. LSB n bits define address of LUT, 
whereas number of LUT pages is defined by m bits. 

B. Proposed LUT unit 

Indexed LUT DA based FIR filter, comprises of indexed 
LUT pages, each of size 2

n
 and m bit multiplexer unit as a page 

selection module. It selects the desired value from desired 
page. Structural details of an example, considered in section 
2A, of 6

th
 order FIR filter, with n=4 and m=2, is shown in fig.9. 

Four LUT pages, each with 16 locations are connected in 
parallel, by set of 4 address lines. A multiplexer unit of size 4:1 
selects an appropriate output for further stage. 
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Fig. 9. Proposed structure of LUT unit 

C. Accumulator and Shifter Unit 

Accumulator and shifter are two separate combinational 
units, however jointly these are responsible for calculating the 
dot product term of filter output. Its hardware complexity is 
greatly influenced by the way of LUT addressed and 
accordingly a shift is given to accumulator/shifter unit to 
generate partial products. 

D. Control Unit 

It is a finite state machine, shown in fig.10, defines 
sequence of operation and has overall control on filtering 
operation. 

 
Fig. 10. Control unit of proposed structure 

Filtering operation remains in idle state with application of 
reset. It starts with enable signal E and takes iteration equal to 
input precision for every clock cycle. At the end of count it 
gives filter output and operation begins with next fetch cycle. 

V. PERFORMANCE ANALYSIS 

Performance is evaluated based on operating frequency. 
Design is implemented on FPGA Vertex IV, for particular 
filter order N and for all possible combinations of n and m, as 
shown in table IV. Each node of proposed structure is critically 
analyzed for CPCT of proposed structure, for the range of filter 
from 4 to 8. Table IV gives the details of filter operating 
frequency with variation in access times of LUT page Ci and 
multiplexer unit Cm. 

Graphical representation for 8
th
 order FIR filer is shown in 

fig. 11. It indicates that, access time of LUT page Ci increases 
exponentially with n, at the same time access time of 
multiplexer Cm decreases linearly. 

If fmax is assumed to be the maximum operating frequency, 
Tsample is the minimum time required to process each output 
sample, then 

Tsample ≥ CPCT 

                      ≥ Ci + Cm + Cas                              (12) 

As 

fmax = 1/ Tsample               

fmax ≤ 1/ Ci + Cm + Cas                                 (13) 
As CPCT minima of filter is obtained at the point of 

intersection of LUT access time Ci and MUX access time Cm, 
which leads to maximum operating frequency. Thus filter 
design corresponds to these values of m and n will be treated as 
optimized design. 

TABLE IV.  ACCESS TIME ANALYSIS OF LUT UNIT MODULES 

Order 

of 
Filter 

Address Line 

distribution 

LUT Unit 
Access time 

analysis 

Operating 

freq. in 
MHz 

n m Ci Cm 

8 7 1 6.58 3.6 151.389 

  6 2 5.45 4.06 160.937 

  5 3 5.02 4.46 155.876 

  4 4 4.65 4.8 184.834 

  3 5 4.65 5.16 169.544 

  2 6 4.6 5.5 168.714 

  1 7 3.84 6.1 176.625 

 7 6 1 5.45 3.6 189.92 

 
5 2 5.02 4.06 180.874 

  4 3 4.65 4.46 183.441 

  3 4 4.65 4.8 191.18 

  2 5 4.6 5.16 182.45 

  1 6 3.84 5.5 190.13 

 6 5 1 5.02 3.6 190.3 

 
4 2 4.65 4.06 192.417 

  3 3 4.65 4.46 205.495 

  2 4 4.6 4.8 190.389 

  1 5 3.84 5.16 192 

5  4 1 4.65 3.6 206.793 

  3 2 4.65 4.06 228.645 

 
2 3 4.6 4.46 239.664 

  1 4 3.84 4.8 215.736 

 4 3 1 4.65 3.6 242.93 

  2 2 4.6 4.06 242.93 

  1 3 3.84 4.46 244.09 

 

Fig. 11. Relation between access time analysis of LUT unit modules and 

operating frequency of 8th order FIR filter 

LUT Contents Indexed with I= 0  

LUT Address Bits Indexed LUT 
Contents A0 A1 A2 A3 

0 0 0 0 I+0 

0 0 0 1 I+A0 

0 0 1 0 I+A1 

0 0 1 1 I+A1+A0 

0 1 0 0 I+A2 

0 1 0 1 I+A2+A0 

0 1 1 0 I+A2+A1 

0 1 1 1 I+A2+A1+A0 

1 0 0 0 I+A3 

1 0 0 1 I+A3+A0 

1 0 1 0 I+A3+A1 

1 0 1 1 I+A3+A1+A0 

1 1 0 0 I+A3+A2 

1 1 0 1 I+A3+A2+A0 

1 1 1 0 I+A3+A2+A1 

1 1 1 1 I+A3+A2+A1+A0 

 

LUT Contents Indexed with I= A4 

LUT Address Bits Indexed LUT 
Contents A0 A1 A2 A3 

0 0 0 0 I+0 

0 0 0 1 I+A0 

0 0 1 0 I+A1 

0 0 1 1 I+A1+A0 

0 1 0 0 I+A2 

0 1 0 1 I+A2+A0 

0 1 1 0 I+A2+A1 

0 1 1 1 I+A2+A1+A0 

1 0 0 0 I+A3 

1 0 0 1 I+A3+A0 

1 0 1 0 I+A3+A1 

1 0 1 1 I+A3+A1+A0 

1 1 0 0 I+A3+A2 

1 1 0 1 I+A3+A2+A0 

1 1 1 0 I+A3+A2+A1 

1 1 1 1 I+A3+A2+A1+A0 

 

LUT Contents Indexed with I= A5 

LUT Address Bits Indexed LUT 
Contents A0 A1 A2 A3 

0 0 0 0 I+0 

0 0 0 1 I+A0 

0 0 1 0 I+A1 

0 0 1 1 I+A1+A0 

0 1 0 0 I+A2 

0 1 0 1 I+A2+A0 

0 1 1 0 I+A2+A1 

0 1 1 1 I+A2+A1+A0 

1 0 0 0 I+A3 

1 0 0 1 I+A3+A0 

1 0 1 0 I+A3+A1 

1 0 1 1 I+A3+A1+A0 

1 1 0 0 I+A3+A2 

1 1 0 1 I+A3+A2+A0 

1 1 1 0 I+A3+A2+A1 

1 1 1 1 I+A3+A2+A1+A0 

 

LUT Contents Indexed with I= A4+A5 

LUT Address Bits Indexed LUT 
Contents A0 A1 A2 A3 

0 0 0 0 I+0 

0 0 0 1 I+A0 

0 0 1 0 I+A1 

0 0 1 1 I+A1+A0 

0 1 0 0 I+A2 

0 1 0 1 I+A2+A0 

0 1 1 0 I+A2+A1 

0 1 1 1 I+A2+A1+A0 

1 0 0 0 I+A3 

1 0 0 1 I+A3+A0 

1 0 1 0 I+A3+A1 

1 0 1 1 I+A3+A1+A0 

1 1 0 0 I+A3+A2 

1 1 0 1 I+A3+A2+A0 
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Fig. 12. Relation of maximum operating frequency with order of filter 

This technique can further be extended to any desired order 
of filter. Filter performance upto 256 order is shown in fig. 12. 
Results obtained by the proposed technique are compared with 
Conventional DA, LUTless DA[22] and Sliced LUT DA[23] 

TABLE V.  OPERATING FREQUENCY COMPARISON OF VARIOUS 

ARCHITECTURES 

Order 

of 

filter 

Operating frequency of DA based filter in MHz 

Conven 

tional DA 

LUTless 

DA 

Sliced  

DA 

Proposed DA 

design 

4 242.4 242.93 240.13 244.09 

5 239.01 239.06 220.037 239.664 

6 200.95 174.074 200.122 205.495 

7 184.65 175.503 185.685 191.18 

8 176.22 174.28 167.726 184.834 

techniques, which were implemented on Altera Stratix 
FPGA chip. To surmount the platform differences, these 
techniques are faithfully implemented on same platform as that 
of the proposed technique. Desired filter coefficients are 
obtained from FDATool, a special toolbox of MATLAB, 
which are truncated and scaled to 8-bit precision. Xilinx 
Integrated Software Environment (ISE) is used for performing 
synthesis and implementation of the designs. 

To validate the correct functionality using random input, 
each implementation is simulated with the simulation tool 
provided by Xilinx. 

A comparative study of maximum operating speed of 
conventional DA,LUTless DA, Sliced DA and proposed DA 
based filter techniques is presented in table V and its graphical 
representation is in fig.13. 

 

Fig. 13. Comparison of operating frequency 

TABLE VI.  STRUCTURAL COMPLEXITY OF PREVIOUS AND PROPOSED 

DESIGNS 

Order of filter 

Structural Complexities 

Conventio
nal DA 

LUTless 
DA  

Sliced DA 
Proposed 
DA design 

Input Register NxB NxB NxB NxB 

Memory Bits MC= 2Nx B - 
MS= (a x 

2l) x B 

MI= (2m x 

2n) xB 

Decoder N: 2N -  a(l:2l) 2m (n:2n)  

Number of 

Adders 
- N-1 a-1 - 

Depth of 
Adders 

- B+log2N B+log2a - 

Multiplexers - - - 2m:1 

CPCT CL + Cas 
CM+ Ca+ 
Cas 

CSL +Ca+ 
Cas 

Ci+Cm+Cas 

Latency B+1 B+1 B+1 B+1 

Throughput B+2 B+2 B+2 B+2 

Operating frequency reduces with the order of filter is one 
of the obvious observations indicated in table V. It is also 
observed that operating frequency of proposed technique is 
higher than conventional DA and existing DA[22,23] 
techniques. No much gain in rise of frequency is obtained at 4

th
 

order as techniques are get correlated with technology 
platform, however frequency growth is increasing along with 
the order of filter. 

Structural complexities of N
th
 order filter are analyzed and 

performances are compared for random input samples x(n). 
Word length of input sample and filter coefficient is assumed 
to be of B bits, which makes size of input register bank to be 
same for all designs under consideration. Latency and 
throughput found same in all DA based structures; however 
operating speed of individual technique makes the value to 
differ. 

For implementation of N
th
 order conventional DA based 

FIR filter requires memory array of 2
N 

x B bits and the size of 
decoder is N:2

N
. CPCT of the structure is (CL + Cas), increases 

exponentially due to exponential rise in CL, however Cas is 
independent with order of filter. Thus it is almost constant in 
all structures. Structural complexities of conventional DA 
based FIR filters are considered as bench marks for 
performance comparison. 

Slicing of single large memory reduces the memory 
requirement of design from 2

N
 X B of conventional DA to (a X 

2
l
) X B; where a and l are the factors of N. Thus decoder also 

get changed from single N: 2
N
 to a, l:2

l
. As multiple terms are 

generated by this technique, need at least a-1 adders to generate 
coefficient sum as partial term. A single large LUT is replaced 
by smaller LUTs, reduces LUT access time from CL to CSL, 
however it adds adder access time Ca, tending to increase 
CPCT of structure. 

LUTless technique selects filter coefficient on-line by 
multiplexer, eliminates the need of memory and corresponding 
decoder at the cost of N-1 adders. As LUT is replaced by 
multiplexers and adders, CM and Ca are the contributors of 
CPCT, which are highly filter order dependent. 

In proposed technique, indexing of LUT pages reduces its 
access time Ci instead of CL as well as eliminates Ca as a prime 
contributor of CPCT of LUTless and sliced LUT DA based 
techniques. It adds a small burden of LUT page selection 
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module Cm, to CPCT of structure. However it leads to reduce 
overall CPCT, leading to increase in operating frequency. This 
rise in frequency is significant with higher filter order as 
indicated in table V. 

VI. CONCLUSION 

For high speed FIR filter implementation in distributed 
arithmetic, the exponential rise of memory access time with the 
filter coefficients has always been considered to be a 
fundamental drawback. LUTless DA and sliced LUT DA 
based technique restricts exponential growth, however needs 
adders to generate partial term. Number of adders and depth of 
adders, is governed by order of filter in LUTless technique. 
However in sliced LUT based technique, number of slices 
defines number of adders. Even for particular filter order, 
number of adders increases with increase in number of slices, 
tending to increase CPCT of structure. An innovative technique 
to reduce CPCT of FIR filter is designed and implemented 
successfully, which leads to increase in operating frequency. 
Indexing of LUT restricts exponential growth and also 
completely eliminates need of adders which results in 
significant reduction in CPCT and maximizes operating 
frequency. 
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Abstract—The increasing innovations in web development 

technologies direct the augmentation of user friendly web 

applications. With activities like - online banking, shopping, 

booking, trading etc. these applications have become an integral 

part of everyone’s daily routine. The profit driven online 

business industry has also acknowledged this growth because a 

thriving application provides the global platform to an 

organization. Database of web application is the most valuable 

asset which stores sensitive information of an individual and of 

an organization. SQLIA is the topmost threat as it targets the 

database on web application. It allows the attacker to gain 

control over the application ensuing financial fraud, leak of 

confidential data and even deleting the database. The exhaustive 

survey of SQL injection attacks presented in this paper is based 

on empirical analysis. This comprises the deployment of injection 

mechanism for each attack with respective types on various 

websites, dummy databases and web applications. The 

paramount security mechanism for web application database is 

also discussed to mitigate SQL injection attacks. 

Keywords—Injection Attacks; SQL vulnerabilities; Web 

Application Attacks 

I. INTRODUCTION 

Rapid advancement in web technologies has expedited the 
rate of adoption of database driven web application. The 
backend database servers of these web applications accumulate 
some general data along with critical & sensitive information 
about organizations and clients [40].As the database is 
accessible from anywhere over internet makes it prone to 
attacks. The most hazardous attacks against database driven 
web applications are –SQL injection attacks [48]. These attacks 
are very serious threat to any web application that receives 
inputs from user and incorporate it in to SQL queries to an 
underlying database[10][38].Although web application keeps 
the user‘s data secure for making any online exchange of 
information but presence of vulnerabilities makes this attack 
feasible. SQLIA are mostly caused by the insufficient 
validation of user input.  

An attacker can submit a query (utilizing SQL command) 
directly to the database which can extract categorical 
information depending upon the severity of vulnerability. 
Database is the main asset of any web application to which 
attackers are keenly fascinated. SQL injection is very lucrative 

for attackers as there is a successful black market that deal all 
scarcely digitally purloined data like credit card information, 
bank accounts detail and social security numbers etc.[21].  

With a little knowledge of SQL commands and ingenious 
conjecture work to crucial table name SQL injection attacks 
can be launched. These commands alter the desired output of 
queries to break in to database. Injection attacks were ranked 
1st attack in 2013 by OWASP (Open Web Application 
Security projects) in TOP ten attacks and found that 80% of 
web applications are Vulnerably susceptible to SQL injection 
attacks [14] [33][47]. Before moving further, one must go 
through some fundamental definition for better understanding 
of the SQL injection attacks on web application and its 
underlying database [49]. 

Vulnerability: Vulnerabilities are the impuissance, 
loopholes, bugs or fault/imperfection in the subsisting system. 

Attack: An attack is an illicit access i.e. a method to exploit 
vulnerabilities. 

Threat: a series of events that utilizes the system in an 
unauthorized way compromising the principles of information 
security i.e. confidentiality, integrity and availability of the 
system. 

Risk: Impact of the threat. 

Albeit many researchers and practitioners have done the 
survey on SQL injection attacks against database but a detailed 
survey is done to elaborate the other aspects of attacks against 
database. In this paper an endeavour is done to provide the 
taxonomy of SQL Injection Attacks against database of a web 
application. This repository is the relegation scheme of attacks 
which includes- Research papers, white papers, technical 
reports and web sites. It can become a vital auxiliary in 
designing the security for web application and its underlying 
database. 

The rest of paper is organized as follows: Section 2 
describes the architecture of web application. Section 3 covers 
SQL injection attacks preview. Section 4 explains SQL 
injection classification and section 5 have explorative study of 
SQLIA. Findings of the study are described in Section 
6.Section 7 briefs the security mechanisms. Finally section 8 
concludes the paper. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

80 | P a g e  

www.ijacsa.thesai.org 

II. ARCHITECTURE OF WEB APPLICATION 

For the better understanding of SQLIA one must have the 
cognizance of web application architecture. Web applications 
are a set of web pages and programs which reside on a web 
server [17]. The inputs provided by the user are sent to the 
server in the form of parameter string. These inputs are used to 
engender SQL query to retrieve information from the database. 
An authorized user can access it over the cyber world or over a 
public network and store the data in the database. A web 
application utilizes a web browser as an interface to extract the 
data from database server to accommodate the queries placed 
by the users [11][48]. Every web application is predicated on 3 
–tier architecture consisting of three layers [48] .Each layer can 
run potentially on a different machine and each layer should be 
independent of other layers. The three layers are 

Presentation Layer: Presentation layer contains 
presentation logic. It is the top most level of application and 
handles the interactions with users. Its main function is to 
receive input from the user and provide the result in a 
convenient way that user can facilely understand. 

 
Fig. 1. Architecture of web application 

Business Layer:  This layer is present in between 
presentation layer and database layer. It is a logic layer which 
consists of a set of rules for processing the information 
between two layers. It contains application process commands 
which retrieves the data from database and sends to 
presentation layer for viewing the data. This tier can be 
programmed in any server scripting language like JSP, PHP, 
and ASP etc. 

Database Layer: This is a physical storage layer for data 
persistence. It manages all access to database and file system. 
Information is stored and retrieved from database .It is then 
passed back to the presentation layer for processing and 
eventually back to the user. The main function of this layer is 
to provide access to authorized user and restrict the maleficent 
user. 

Working principle of architecture: The presentation layer 
receives the request from web browser, processes it and then 
passes the dynamic part to the business layer which processes 
server scripting languages. All requests for database access are 
passed to the database server. The result is then dispatched to 
web browser as web pages. This architecture is easy to 
maintain and all the components are reusable. For the faster 
and smooth functioning, all the layers are governed and 
managed by different groups of experts. Web designer looks 
after the presentation layer. Software engineer does the logic 
and database administrator manages the database servers. 

III. SQL INJECTION ATTACK- PREVIEW 

The focus on implementing the functionality rather than 
security from internal and external environment causes the 
susceptibilities in web applications. These are described as 
most solemn threat for web application as it may allow attacker 
to gain access to the web application and its underlying 
database. The potential of attacker perforates the system to 
extract sensitive information. Exploitation of loopholes in the 
design breaches the fundamental principles of information 
security i.e. confidentiality, Integrity, authenticity and 
availability of information [39][50].Information stolen is loss 
of confidentiality. Loss of integrity takes place when data is 
modified in an unexpected manner. The Denial of service takes 
place when information is expunged for genuine user. Loss of 
authenticity means when information is accessed by 
unauthorized user. These attacks are application level attacks 
which are not obviated by firewalls [35][36][46].It is hard to 
detect SQL injection prior to its impact. In most of the cases 
the unauthorized activity is performed through a valid user 
credentials for accessing the critical section of database of web 
application. The database servers are convinced that injected 
code is syntactically as valid as a SQL code. The inputs 
provided by the user form the dynamic SQL query to access 
the backend database. If these inputs are not opportunely 
sanitized, they can cause the web application to generate 
unintended outputs. The basic underlying fact is that SQL 
injection attacks are very easy to execute without any 
professional training. 

Consider the following SQL statement. 

SELECT Emp_info from Employee where E_name=‘abcd‘ 
AND E_id = ‗12345‘; 

The above query will provide the information about a 
particular desired employee for supplied input values but a 
SQL expression with injection will deport differently because 
the logic of the query is transmuted by the attackers, as 

SELECT Emp_info from Employee where E_name=‘abcd‘ 
AND E_id = ‗12345‘ OR ‗1‘=‘1‘; 

Because of an injection statement (OR ‗1 =1‘) the list of all 
the employees from the table in lieu of a desired output 
exposes the whole database. Such types of susceptibilities form 
the attacks [11]. Example expounded above is a very 
fundamental injection attack. The professional attacker uses 
very logical and resourceful keywords to extract the data from 
database servers. 

IV. ORGANIZATION OF SQL INJECTION ATTACKS 

The objective of SQL Injection Attack (SQLIA) is to 
penetrate the database system into running inimical code that 
can reveal confidential information. This is done by injecting 
the SQL queries and expressions as an input string to gain an 
unauthorized access. SQL  injection  is  a  threat  that  leads  to  
a  high  level  of compromise - conventionally the ability to run 
any database query. It is web-predicated application level 
attacks that connects to backend database and bypass the 
firewall. The advantage of insecure code and deplorable input 
validation is clinched by the attacker to execute unauthorized 
SQL commands. On the substratum of attacks against the 
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database management system, SQL injection attack can be 
classified as [7][10][16][43][45][46]. 

SQL Injection attacks against web application databases 
can be divided in four sections as follows: 

1) Code Injection 

2) SQL Manipulation 

3) Function Call Injection 

4) Buffer Overflows 
Code injection is when an attacker inserts new database 

commands or SQL statements into user‘s statement. The 
manipulation involves modifying the SQL statement through 
set operations or altering the WHERE clause to return a 
different result. When attacker injects a customized function or 
already existing function into a SQL statement, that type of 
injection is known as function call injection. These are used to 
manipulate data in the database. Buffer overflows is a subset of 
function call injection. In several commercial applications 
vulnerabilities exist in database functions that may result in a 
buffer overflow. 

a) Code Injection 

In code injection, attacker attempt to add additional SQL 
statement or commands to the existing SQL statements. 

Original query 

SELECT Emp_salary FROM Employee WHERE 
E_name=‘kushagra‘ and E_id=‘abc123‘; 

Output 

A salary statement of desired employee is extracted from 
the database. 

Injection query 

SELECT Emp_salary FROM Employee WHERE 
E_name=‘kushagra‘ and E_id=‘abc123‘; DELETE FROM 
Employee WHERE username = 'kushagra'; 

The above query uses the stored procedure command which 
is inserted between original query and injected query so that 
the both queries executes in a single run as a single query. 

Output 

Information about desired employee is deleted from the 
database due to additional command. 

 
Fig. 2. Classification of SQLIA against database 

b) SQL Manipulation 

A very familiar kind of SQL Injection attack is SQL 
manipulation. The most significant examples of this type is by 
adding elements to the WHERE clause with set operators like 
UNION, INTERSECT etc. Or comparators like OR, <,> and 
many more. The simplest example is login authentication that a 
web application may check. 

Original query 

SELECT * FROM Employee WHERE 
username=‘kushagra‘ and Password=‘abc123‘; 

Output 

A desired employee details are returned by the database. 

Manipulation query 

SELECT * FROM Employee WHERE 
username=‘kushagra‘ OR ‗2‘ > ‗1‘and Password=‘-----‘; 

Based on operator precedence, the clause WHERE is true 
for every entry and (------) regarded as comment consequently 
ignored by server granting access to attacker. 

Output 

Information about all users is received without 
authorization. 

It can also extract information about all the users using 
union query. 

SELECT * FROM Employee WHERE username like 
'%kushagra‘; UNION SELECT username FROM users 
WHERE username like '%'; 

c) Function call injection 

Function call injection is the insertion of functions which 
executes with a SQL statement. Functions which are marked as 
―PRAGMA TRANSACTION‖ are executed as part of a SQL 
SELECT statement. Using INSERT, UPDATE, or DELETE in 
SQL statement attacker is able to modify data in the database. 
By using custom functions an attacker can send information to 
a remote computer or execute other attacks on the database 
server. 

Example:  A custom application has the function 
NEWUSER in the custom package MYAPP. The developer 
marked the function as ―PRAGMA TRANSACTION‖, since it 
is marked ―PRAGMA TRANSACTION‖, it can write to the 
database even in a SELECT statement 

SELECT TRANSLATE ('' || myapp.newuser ('admin', 
'newpass') || '', '12345ABCDE', 'abcde56789') FROM dual; 

This type of injection can even exploit the simplest SQL 
statement at runtime. 

d) Buffer Overflow 

When the process of writing data to buffer overruns the 
boundary of buffer and overwrites adjacent memory then an 
abnormality is recorded known as Buffer overflow. These 
injection attacks are triggered either by variations in inputs or 
by amending the method of program operation. The standard 
database functions which can be exploited through a SQL 

SQL injection 
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injection are tz_offset, to_timestamp_tz, and bfilename. A 
buffer overflow attack is executed using the function injection 
methods. The very effective buffer overflow attack is denial of 
service [44][52]. 

Example: The web process gets hanged until connection to 
the client is terminated. 

V. EXPLORATIVE STUDY OF SQLIA 

In this section the above briefed attacks are discussed in 
detailed with their code injecting mechanism, types and 
subtypes with appropriate SQL statements and queries. 

A. Code Injection 

Injection Mechanism: The   attacker   attempts   to   
manipulate   the   SQL   statement by injecting additional code, 
operator sub query   in to original query. 

The code injection attacks can be further divided in to four 
types. 

 
Fig. 3. Types of code Injection attacks 

a) Like queries: Like query is used to compare a value 

to similar values using wildcard operators.Bascically two 

wildcards are used 

i) % represents zero,one or multiple characters 

ii) underscore ( _ ) represents a single number or character. 

The   attacker  manipulate   the   SQL   statement   using  
these wildcards. A Denial of Service attack can be launched 
with a few changes in  a  LIKE query by overloading the 
database [7][44][51]. 

Example: 

SELECT Employement_No FROM Employee WHERE 
E_Name LIKE ‗A%‘; 

It provides the list of all employees starting with name A 
or having name an alphabet A 

b) Column Mismatch: This particular attack occurs 

when there are errors like mismatch operand type or ―Queries 

containing a UNION operator must have same number of 

expressions‖. To gather the information of this type of 

injection, consider a random SQL query.  

Example: 

SELECT product_name FROM all_products WHERE 
product_name like '&Chairs&' 

It provides the name of product according to the query 
input but attacker changes the logic of the query it becomes 

SELECT product_name FROM all_products WHERE 
product_name like '' UNION SELECT ALL FROM Objects 
WHERE ‗‘ = ‗‘; 

Above query would give errors that indicate that there is 
mismatch in the number of columns and their data type in the 
union of Objects table and the columns that are specified 
using ALL. The error is caused by the injected string. Another 
error is because the number of columns is not matching. This 
information is enough to penetrate the database of any web 
application [40][43]. 

c) Additional where queries: The attacker can also 

extract the information from the message displayed by the 

database while using an additional WHERE clause with the 

input string. 

Example: 

SELECT FName, LName from Employees WHERE 
City= ‗Delhi‘ AND Country=‘India‘; 

This query will provide first name and last of all the 
employees working in a particular city & country. The 
modified query with injected additional WHERE clause will 
be 

SELECT FName, LName from Employees WHERE 
City= ‗Nosuchcity‘ UNION ALL SELECT SomeField from 
SomeTable WHERE 1 = 1 AND Country = ‗USA‘; 

Due to this insertion clause the detailed error message 
displayed by the database reveals the name of table and column 
name in error message- like Invalid column Name ‗Country‘ 
because ‗Table1‘ does not have a column called ‗Country‘. 
It exposes the database with table name 

d) Insert subselect Queries: 

The insertion of a sub query into a query can also help the 
attacker to access all the records of the database 

Example: 

SELECT E_Name FROM Employee WHERE Employee 
Employement_No = (SELECT work_in.Employement_no 
FROM work_in WHERE D_No= 23) 

The result of above query will provide the result to find the 
name of all employees working in department no 23.If the 
query is executed then the result is displayed otherwise there 
will be an error message like ―subselect returned too many 
rows‖. Attacker can go through all the record using NOT 
operator. This attack is possible where users are allowed to 
edit user information [7][52]. 

Code Injection   

Like queries 

Column Mismatch 

Additional WHERE 
queries 

Insert Subselect 
Queries 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

83 | P a g e  

www.ijacsa.thesai.org 

B. SQL Manipulation 

Injection Mechanism: The   attacker   attempts   to   
manipulate   the   SQL   statement by injecting the code in one 
or more conditional statements. 

These SQL manipulation attacks have four types as shown 
in the figure given below. 

 
Fig. 4. Types of SQL manipulation 

a) Tautology: In this type of SQLIA, an attacker 

exploits an injectable field that is used in a query. The query 

always returns result upon evaluation of a WHERE 

conditional parameter. The aim of this attack is to inject 

malicious codes into one or more conditional statements 

which are always evaluated to be true.All the rows in the 

database table targeted by the injected   query   returns the 

conditional WHERE into a tautology. 

Example: It allows an attacker to log on to application 
without supplying a valid user name. The attacker submits 

‗Abcd‘ OR ‗1‘=‘1‘/‘A‘=‘A‘ in login field and ‗-----‗in 
password or pin field. 

The resulting query is: 

SELECT Emp_id FROM Department WHERE 

Login=‘Abcd‘ OR ‗A‘=‘A‘ AND pass=‗-------‗; 

As the condition (OR A=A) is always true and ---- is used 
for comments, it converts the entire WHERE clause into a 
tautology [38][40][45]. 

b) Inference: when the attacker tries extracting 

information from not enough secured backend database via 

error messages then inference injection is executed. A 

different method must be used by the attacker to get the 

response from the database since database error messages are 

not available without executing a query or statement .The 

error messages displayed by database may become useful 

tools for attacker to plan an attack. In this situation, the 

attacker injects commands and then observes the change 

i n  function/response of application.  By carefully observing 

the behaviour of application vulnerable parameters can be 

extrapolated by attacker with added information about the 

database. 

Example: SELECT Employee from Bankers where 
E_number=‘ $%^&*!@#‘and E_id =‘AZ+=79%‘: 

The input provided in query is incorrect & results in an 
error message. The displayed error message should be like 

―Microsoft OLEDB provider for SQL Server 
(0x80040E07) error converting nvarchar value ‗E_number‘ to 
column of data type int‖. 

The Information about version and schema of backend 
database and is reveled to attacker to plan further Inference 
attacks [10][40][43]. 

c) Basic union queries: This type of attack is also called 

statement injection attack. The attacker tricks the database 

server to return data that which is not intended by the 

authentic user. The vulnerable parameters are exploited with 

the help of keyword UNION, which is used to join original 

query and an injected query. The attacker controls the injected 

query completely, to retrieve information from database. The 

output of this attack causes the database return values which is 

union of two queries 

Example: SELECT Basic_info from Employee where user 
E_name=‘xyz‘ and E_id=‘------‗; UNION SELECT 

Salary _info from Employee where Emp_id= ‗1234‘; 

The first part of the query gives null values but second part 
of the query returns the information of employee having id 
1234 [10] [16][40][51]. 

d) piggy- backed queries: In this category the 

attacker‘s aim is not to modify the query. The addition of 

distinct queries with the valid query is desirable. When 

database receives multiple queries, shows extremely harmful 

results like deletion or removal of information with a harming 

intention. 

Example:  SELECT Basic_info from Employee where user 
E_name=‘xyz‘ and E_id=‘1234‘; DROP table Employee; 

Here two queries are separated by delimiter (;). So both the 
queries get executed. After execution of first query the 
database proceeds for the injected second query. When 
second query executes, it will drop table ‗Employee‘, from 
database which results in potential damage to important 
information. In the similar manner there are various other 
types of queries like inserting new employees to table etc. 
[10][40][45]. 

C. Function Call Injections 

Injection Mechanism: The   attacker   attempts   to   
manipulate   the   SQL   statement by inserting database 
functions or custom functions into a vulnerable SQL statement 
[43][53]. This type of injection attack has two types role 
function and system stored procedure 
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Fig. 5. Types of function call injection 

the knowledge of this type of injection, Consider the 
Webportal of a company which provides press release on 
regular intervals. 

Example: 

www.company.com/PressRelase.php?pRealeaseID 

The corresponding SQL statement used by the application 
would look as under, if pRelease is 7 

Select title, description, releasedate, body from 
pressRelease WHERE pRelease ID=7 

All the information requested corresponding to the 7th 
press release is returned by the database server. This 
information is in a HTML page (understood by the browser) 
and provided to the user. Certain changes in parameters in the 
address of a HTML page by attacker can change the role of a 
query. Like 

Select title, description, releasedate, body from pRelease 
WHERE pRelease ID=7 AND 2 > 1;                  or  

Select title, description, releasedate, body from 
pressRelease WHERE pRelease ID=6; 

If the application still returns some document i.e. it is 
susceptible to SQL injection attack and attacker can plan the 
attack accordingly [7][47]. 

a) Stored system procedures: In this type the in-built stored 
procedures are attacked by attacker using malicious sql 
injection codes. Every database uses the stored procedures. The 
knowledge of running backend server allows the attacker to 
penetrate the system using the stored procedures. This attack is 
like Piggy Backed queries attack in which stored procedure 
command is inserted inbetween original query. The both 
queries execute as one. 

Example: SELECT Emp_ Salary from Employee where 
username=‘abcd‘; SHUTDOWN; and password=‘12345‘; 

In above query SHUTDOWN is a stored procedure which 
causes shutdown the database. The admittance to system store 
procedures depends on the access privileges to user by the 
application [10][40][51]. 

D. Buffer Overflow 

Injection Mechanism: The   attacker   attempts   to   
manipulate   the   SQL   statement by using database functions 
which are susceptible to buffer overflows. In several databases 
some database functions are vulnerable to buffer overflows that 
can be exploited through a SQL injection attack. A very 
efficacious denial of service attack hangs the process until the 

connection is terminated with the above said attack 
[44][52][53]. 

During the preparation of this repository some other 
methods are encountered. These methods do not fit under any 
attack schema but can be used to inject malevolent code in to 
user‘s code for executing SQL injection attacks. The methods 
are explained as under [17][35][36][46][48][52]. 

a) Sophisticated Matches: One of the prevalent 

signatures utilized by such mechanisms is some remotely 

variant on the famous OR‘ 1‘=‘1‘attacks. Sophisticated 

matches technique uses alternative expression of OR‘ 1‘=‘1‘. 

For example: OR ‘Unusual‘ = ‘Unusual‘, OR ‘Simple‘ 

=‘Sim‘+‘ple‘, OR 2 > 1 and OR ‘Simple‘ BETWEEN ‘R‘ 

AND ‘T‘ all have the same effect as OR‘ 1‘=‘1‘. 

b) Hex Encoding: Hex encoding technique uses 

hexadecimal encoding to represent a string. For example, the 

string ‘SELECT‘ can be represented by the hexadecimal 

number 0x73656c656374, which most likely will not be 

detected by a signature protection mechanism. 

c) Char Encoding: Char encoding technique uses build-

in CHAR function to represent a character. For example, the 

string ‘SELECT‘ can be represented by the CHAR function as 

char (73)+char (65) +‖LECT‖, which make it very arduous for 

detection system to build a signature that match it. 

d) In-line Comment: In-line comment technique 

obscures input strings by inserting in-line comments between 

SQL keywords. For instance, 

/**/UNION/**/SELECT/**/name designation can elude 

detection from signatures that expects white space between 

SQL keywords. 

e) Dropping White Space: Dropping white space 

technique obscures input strings by dropping white space 

between SQL5 keyword and string or number literals. For 

example, OR ‘Simple‘=‘Simple‘ works precisely the same 

way as OR ‘Simple‘ = ‘ Simple‘, but has no spaces in it, make 

it capable of eschewing any spaces predicated signature. 

f) Break Words in the Middle: With MySQL, the in-line 

comments would not work as supersession for a space. The in-

line comments can be utilized in MySQL to break words in 

the middle, for Instance: UN/**/ION/**/ SE/**/LECT/**/ is 

evaluated as UNION SELECT. 

VI. FINDINGS OF STUDY 

The study of the SQL injection attacks (SQLIA) against 
database centric web application concludes that these attacks 
possess the great threat. Unfiltered user inputs invite these 
attacks. Bypass the authentication process sanctions the 
attacker to postulate all privileges associated with genuine user. 
The Retrieval of personal and sensitive information is highly 
desirable by the attackers. Mostly SQL injection attacks are 
done to steal the sensitive information. By knowing the version 
and type of the database utilized by the user makes it facile for 
the attacker to craft a query. Sometimes the goal of attacker is 
to integrate the information in a database to mark one‘s 
identity; if it is done for enjoyment then no harm is caused but 
an attacker with destructive intention can delete the whole 
database. By remote command execution attacker can even 
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shutdown the database. Based on above discussion some 
findings are listed as under 

A. Most common reasons are behind SQLIA 

a) Mismatch Data type 

b) Accounts with more access 

c) Insufficient input validation 

d) Detailed Error messages 

e) No sanitization of data sent to the server through 

URL. 

B. Privileges gained on successful SQLIA 

a) Access to Database schema. 

b) Disclosure threats of the asset. 

c) Gain access to host and internal network. 

d) Exploitation of susceptibilities of the web 

application. 

e) Privilege escalation. 

f) Impose deception and usurpation threats. 

C. Methods for eschewing SQLIA 

a) Avoid building dynamic SQL expression from user 

input. 

b) Length of input string must be constrained. 

c) Avoid using query delimiter, SQL keyword, character 

data string delimiter and single line comment in user input. 

d) Use different Database account for different calibers 

of privileges. 

e) Error messages must be customized to hide the 

details of injectable parameters. 

f) Use parameterized queries for Database access. 

g) Use stored procedures to avoid direct access of 

Database. 

h) Evade building SQL statements from cookie and 

HTTP variables. 

VII. SECURITY MECHANISMS 

When good programming habits and eschewing methods 
are not sufficient for the avoidance of SQL injection attacks 
then some manual and automated security mechanisms are 
applied for the protection of web application database. These 
are very inimical attacks which target the most valuable assets 
of web application. The consequences of SQL injection attacks 
range from modification in data to denial of data. Researchers 
have proposed several techniques to contravene SQL-injection 
attacks which include - Code review, Defensive programming, 
Software hardening techniques, and Hardware extensions 
feature in modern processors, Attack detection and 
containment mechanisms and many more. These approaches 
are not sufficient to counter the problem of SQL injection 
attacks. Some security mechanisms are suggested to faceoff 
SQL injection attacks. 

A. Detection and Prevention tool 

When the techniques like defensive coding & operating 
system hardening [13] are not enough to stop SQLIA, some 

tools are required for detection and prevention of web 
application and its underlying database. Prevention designates 
to evade unauthorized user (attacker) from accessing any 
component of system or data. Prevention tools [26][30][34] are 
runtime analysis for checking susceptibilities by placing a 
validation checker between web server and database server. It 
additionally averts the attacks that capitalize on type mismatch, 
sanitization of inputs and input sources withal [20][22]. 
Detection determines whether someone has attempted to break 
into your system, if yes, then up to what extent of damage may 
have been done. Detection tools are implemented in two 
approaches [18][31][37] – Static technique and Dynamic 
technique. Static technique [33] is applied directly without 
running the code, it includes approaches [6][27][28] like – 
Pattern Matching, Lexical Analysis and Parsing (includes type 
qualifier, dataflow analysis, taint analysis and model 
checking).Whereas dynamic techniques [33] include 
approaches like- Fault injection, Fuzzy testing, Dynamic taint 
& Sanitization of inputs [5]. Most of the approaches [31] are 
not implemented yet as a tool. So the scope of developing 
prevention tool, detection tool or the combination of both 
prevention and detection tool is on the cards for the 
researchers. 

B. Instruction Set Randomization 

A technique to counter SQL- injection attack, is instruction 
set randomization (ISR) [1][4][12][46]. The fundamental idea 
behind this approach is that attacker doesn‘t know the language 
spoken by the runtime environment on which an application 
runs, so a SQL-injection attack will ultimately fail because the 
foreign code, however injected, is written in a different 
language. An ISR to SQL injection is straightforward 
approach. It randomizes both the underlying runtime 
environment the SQL parser and the SQL program (the 
template that the Web application uses). A simple approach for 
randomizing the SQL grammar consists of appending a random 
numeric tag (the randomization key) to each statement and 
operator in SQL .This can be an efficacious way of ceasing 
injection attacks, but it typically requires extensive 
modifications to the runtime environment. 

C. Intrusion Detection System and Proxy Server 

Most of the SQL injection attacks are application level 
attacks. A model can be built to filter the SQL queries which 
work as security layer between database server and web server 
to filter the queries at run time[9][12][19][24]. Similarly a 
Proxy filter can be developed to intercept the HTTP request 
and enforce input validation so that malevolent SQL 
expression would be averted to send to database server 
[15][23][29].Many models have been proposed by researches 
based on different approaches like machine learning, intended 
structure of SQL verbalizations, data flow analysis, 
identification of critical points and many more but are not 
sufficient to avert SQL injection attacks [29][31]. So an 
incipient hybrid model can be proposed which may be the 
combination of several approaches to counter injection attacks. 

D. Threat Model 

Threat modeling [2][3][8][13] is a procedure for optimizing 
Security by identifying objective, susceptibilities and then 
defining countermeasure to avert the effects of threat to the 
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system [19].The threat modeling process customarily involves 
identifying information sources to be bulwarked, ingression 
points or access points to the system‘s assets, analyzing the 
threats, evaluating the associated risks and developing 
mitigation strategies[25].There are three different approaches 
of threat modeling – Asset centric (Find risks associated and 
rank the risks), Attacker centric (Find level of harm, Evaluating 
damage potential and risk rating) and Software centric 
(Decomposes the application to identify the threats and then 
mitigate the threats).Many more threat models [41][42] or a 
hybrid model (amalgamation of two or more models) can be 
proposed to filter the susceptibilities and malevolent SQL 
verbal expressions from different input sources and mitigate 
the attacks. 

VIII. CONCLUSION 

In this paper the detailed analysis is presented on various 
types of SQL injection attacks with related vulnerabilities and 
injection mechanisms. SQL Injection is a common technique 
that attackers employ on web based data centric applications. 
These attacks modify the SQL queries in a manner to alter the 
behaviour of application. This paper also provides the 
taxonomy of mechanisms for avoidance, prevention and 
detection from these attacks. In future work, a Threat model 
will be proposed as a security mechanism for securing database 
of web applications. 
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Abstract—In the digital forensic, recovery of deleted and 

damaged video files play an important role in searching for the 

evidences. In this paper, MP4-Karver tool is proposed to recover 

and repair the corrupted videos. Moreover, MP4-Karver extracts 

frames from video for automatically screen-video to detect illegal 

cases instead of targeting or watching complete video. Therefore, 

many existing approaches such as Scalpel’s method, Garfienkel, 

Bi-Fragment Gap Carving, Smart Carving and Frame Based 

Recovery attempts to recover the videos in different ways, but 

most of the recovered videos are usually not complete playable. 

The proposed MP4-Karver focuses on recovery of video files and 

repair corrupted videos to complete and playable. Experimental 

results show that the proposed MP4-Karver effectively restores 

corrupted or damaged video for an improved percentage of the 

video restoration compared with existing tools. 

Keywords—Digital forensic; File carving; Repairing; 

Corrupted; Frame extraction 

I. INTRODUCTION 

Recovery of corrupted or damaged video files, is playing a 
crucial part in digital forensics for detecting illegal cases. In the 
last decade, for video recording the digital devices with built-in 
cameras like surveillance camera, CCTVs and mobile cameras 
are increased enormously [1]. Similarly, the large amount of 
recorded video data has been made due to the common usage 
of these digital devices. Although digital devices have their 
own internal memory or external devices like external hard 
disk, flash memory and multimedia card. 

Besides the increase digital devices and data storage, the 
numbers of users of these devices are also increased, according 
to Pew Research Center Globalization review in which 26 out 
of the 36 countries surveyed [2]. The video data files stored in 
the digital storages can be easily fabricated and modified, thus 
the role of digital forensics has increased to collect, analyze 
and process the digital evidences. 

To recover the video data from digital devices, File carving 
is a powerful method used in digital forensic by taking 
advantage of the video file’s structure. Studies on the file 
carving have targeted the restoration of different file types like 
pdf, zip, and image files[3]. But there are small number of 
methods on carving of the file type like video and audio files 
[4].  These techniques uses header and footer to recover the 
video files[5]. However, when video file structure is not 
present or corrupted (fragmented), then by using the existing 
techniques the recovering possibility of that file is below than 
50% [6]. 

After retrieving video data, each video file is to be screened 
manually in order to find the presence of any illegal cases. The 
screening of each individual video a very stressful process and 
also a time consuming job, because a video file is a series of 
several still images called frames [7]. A few minutes of video 
might consist of thousands of video frames. 

In this paper, MP4-Karver tool is proposed to recover and 
repair the corrupted MP4 videos and make it playable. Even if 
the MP4 video is produced from CCTV or any other device. 
The proposed tool performs better than the existing tools and 
techniques by having three main features. 1) Retrieving video. 
2) Repairing corrupted video. 3) Frames extraction. All other 
tools have the ability to retrieve video but they are unable to 
repair the corrupted one. This tool can extract frames from 
video into image files, for analyzing video. The rest of the 
paper is organized as follows; Section 2 discuss the related 
work consists of an overview of digital forensic, file carving 
and existing method video recovery while Section 3 defines 
MP4  restoration and repairing framework. Section 4 presents 
experimental and result discussion. Finally, Section 6 
concludes this paper. 

II. RELATED WORK 

Digital forensics is an improving method and commonly 
refers to the process of investigating digital files. For digital 
forensic, file carving is powerful method to recover data from 
unallocated space and it depends upon the file structure instead 
of file’s metadata [8]. Following are the different video 
recovery techniques. 

The most common techniques are Scalpel’s method, 
Garfienkel method, Bi-fragment gap carving technique, smart 
carving and Frame based recovery. Scalpel technique  
proposed a popular tool that does not depend on file system  or 
metadata of the file for recovering a video file[9]. In this 
technique, it is necessary to have an indexing step to find the 
file header and footer from a whole disk image. Similarly, a 
restoration step is required to restore indexed header and 
footer. This technique can be used to restore non-fragmented 
files and cannot recover partially overwritten video files. 

Another technique that is used to recover video is 
Garfienkel method [10]. This technique can restore video files 
even if the header or footer is fragmented. An extension of the 
signature based file restoration is used to recover damaged file. 
Like Scalpel technique, this technique does not also use the 
metadata of the file system. 
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In this technique, additional file size and length information 
is added to the header of the video. Therefore, based on the 
length information, a video file can be restored even when 
fragmentation happens and the file footer is removed. 
However, this technique fails when the allocated memory to 
the file that is to be recover, is overwritten. 

Bi-fragment Gap Carving [11] is used to restore the video 
files. In this technique, a combination of region containing file 
header and footer are found and analyses. The difference 
between header and footer regions are measured and tested. If 
the differences do not qualify the default validation procedure, 
it is required to repeat the process until the gap passes the 
validation check. Nevertheless, this technique can only be used 
in a video file with two fragments and the main limitation is 
when the gap between the two file fragments is large. 

Smart carving [12] is a technique proposed to restore files 
without considering the number of fragments in the file. It 
identifies the fragmented parts of the file, and then it performs 
permutation and combination process on that file. In this 
process the frames order of video identified and then restored it 
back to the original video file to check whether the recovered 
video is meaningfully and playable or not. However, there is a 
drawback of this technique. When a part of allocated memory 
to the video is overwritten, smart carving fails to retrieve that 
video. 

A new technique known as Frame based recovery of 
damaged video file using video codec specification is recently 
proposed [13]. In this method a video file is separated into 
frames where every frame has at least a meaningful unit of a 
video. Each unit of video frame is encoded by using a codec 
description. Similarly, each frame has decoding header 
information at the start and end of a frame. Therefore, in this 
technique video carving is done by using video frames and 
decoding header information. However, the frame based 
recovery method can repair frames of the non-overwritten 
video files and partial overwritten video files [14]. Moreover, 
this technique cannot recover completely over-written videos. 

In this paper, MP4-Karver tool is proposed to carving video 
files and repair corrupted videos. Then extract frames from 
videos for digital forensic analyzing. 

III. MP4-KARVER VIDEO METHOD 

This section describes about the benchmark data sets and 
compared tools which are used to evaluate the performance of 
the proposed MP4-Karver against other video carving tools. 
Also, this section explains the methodology of the proposed 
tool for recovering and repairing MP4 videos. 

A. Data sets 

The standard data sets are used to evaluate in a digital 
forensic investigation are commonly bitwise-copies of full hard 
drives. Table 1 presents the statistics of three data sets that are 
used in the proposed tool. 

 Digital Forensic Research Workshop challenge data set 
(DFRWS-2007-challenge.img). 

 Baseline Carving Data Set (BCDS.raw). 

 Level_3-(Video.dd) from computer forensic tool testing 
(CFT) 

TABLE I.  STATISTICS OF THE DATA SETS 

B. MP4 Video carving tool 

There is a wide selection of video carving tools available 
ranging from expensive proprietary forensic tools (blade 
forensic) to open source tool (PhotoRec). A total of 3 file 
carving tools are selected for testing the proposed tool and they 
are listed in Table 2. The basis for tool selection criteria 
included: MP4 video file support, advanced carving features 
and tool availability. Each tool listed has the associated license, 
tool version number and tool platform details. 

TABLE II.  PROPERTIES OF THE CARVING TOOLS 

C. Implementation Overview 

The main aim of this research is to develop MP4-Karver 
tool for the carving of MP4 videos, repairing corrupted videos 
and extracting frames from videos. C-Sharp (C#) programming 
language is used for developing the proposed MP4-Karver tool. 
The hardware setup for this tool was Intel® Core i7 CPU and 
4GB of physical memory with windows 7. 

Figure 1 presents the steps of proposed MP4-Karver tool 
for recovering and repairing videos. Disk images are computer 
files that comprise two types, the contents and structure of 
whole data in the storage devices. Reading MP4 video in the 
disk image files, by using streaming files of MP4 video and 
this contains hexadecimal value. Hexadecimal format pattern is 
used by searching offsets to find the location of all the headers 
of the video file signature. 

For the recovery MP4 videos, the signature of MP4 video 
header is first to be identified. The file header is about 4bytes 
size shown Figure 2. In this figure, the offset of 4 bytes (hex: 
0x 66, 74, 79, 70) ftyp header signature of the MP4 video can 
be seen.  

After verifying the header files of MP4 video using that 
pattern signature, it is possible to extract MP4 video data. Then 
the videos are recovered and the corrupted videos are passed to 
the second part of the method to be repaired. The repairing 
corrupted MP4 video files can be solved by taking advantage 
the structure of the video. 

Data sets Size  Number of files  

DFRWS.img    (BFRWS) 330 MB 8 MP4 

BCDS.raw      (BCDS) 237 MB 3 MP4 

Level_3-  Video.dd    (Level) 48.5 MB 1 MP4 

Name License  Version   Platform  

MP4 -karver Proprietary v.1.1 Windows 

PhotoRec Open source v 7.1 Multi 

blade forensic Proprietary v1.11 Windows 
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Fig. 1. Methodology of Proposed MP4-Karver Tool 

 
Fig. 2. MP4   Video Signature 

Figure 3 shows a proper MP4 -format file structure. It 
begins with file type box (ftyp) and Movie box (moov), 
followed by a Mdat (Media Data Box). Normally, this 'mdat' 
would contain raw video data (H.264 NAL units). Also, this 
figure shows the corrupt video file which looks a like the 
normal structure however, it contains the 'ftyp' and 'mdat' 
atoms only. Therefore, the file can be repaired simply by 
skipping over the initial 'ftyp' and 'moov' atoms, and the header 
for the 'mdat' atom, and copying the remaining data into a new 
file. Now, the videos are fully recovered and repaired. 

MP4 video after recovery and repaired videos then are 
extracted the video frames for automatically screening. A video 
file is actually a combination of several still images which are 
called frames. Extracting frame starts with reading number 
frames of video contains which are still images and can be 
captured. Then, captured frames are converted into image 
formats jpg. 

 

Fig. 3. Comparing Normal and Corrupted MP4  Structure 

IV. EXPERIMENT AND RESULTS 

To evaluate the performance of the proposed MP4-Karver 
tool for video carving and repairing corrupted videos, we use 
three data sets, i.e. 1) DFRWS 2) BCDS and 3) Level. These 
data sets contain corrupted and partial videos, which can be 
seen in Table 1. The experimental results of the total video 
carved by the proposed tool and the existing tools are given in 
Table 3. 

TABLE III.  TOTAL MP4 VIDEO CARVED 

We tested the tools and the results can be seen in Table 3. It 
can be seen that for the BFRWS data set, 100% videos are 

DATA SETS 
Total 

Videos 
File Carving Tools Total Carved 

DFWRS2007.img 8 

MP4-karver 8 

Photorec 8 

Blade forensic 1 

bcds.raw 3 

MP4-karver 3 

Photorec 2 

Blade forensic 2 

L3_Video.dd 1 

MP4-karver 1 

Photorec 1 

Blade forensic 1 
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recovered by MP4-Karver and Photorec tools.  The Blade 
Forensic tool recovers only one video. For BCDS data set in 
Table 3, it shows that, total of three videos are recovered by 
MP4-Karver tool. The Blade Forensic and Photorec tools 
recover only two videos. However, Photorec recovered and 
Blade Forensic tools, two videos recovered are playable. 
Whereas Level data set, in Table 3 one video is recovered by 
the MP4-Karver tool. The Blade Forensic and Photorec tools 
also one video is recovered. 

After the recovery of the videos, they may be playable or 
corrupted. According to table 4, In DFWRS dataset the 
recovered videos after repairing by MP4-Karver are all 
playable while Photorec recovered only one playable. On the 
other side Blade Forensic recovered only one video and that is 
playableOnce the videos are recovered, they could be playable 
or corrupted. The recovered videos by MP4-Karver is playable 
while Photorec and Blade Forensic recovered video is not 
playable. The rest videos of video recovered are partial videos 
mean not complete and playable video. BCDS data set, three 
videos are recovered through using MP4-Karver tool and 2 
video is playable and one is partial is not playable. In the Level 
data set, one video is recovered by Photorec and Blade 
Forensic tools and that video is partial not playable. 

TABLE IV.  REPAIRED AND PLAYABLE 

The percentage improvement of the MP4-Karver over 
existing tool is given in Table 5. The percentage improvement 
is calculated as follows: 

         
       

|                    |
     (1) 

Where        is the percentage improvement of MP4-
Karver over existing (E) tool.  VCE is the video carved by 
existing tools and VCM is the video carved by MP4-Karver 
tool. The obtained value form VCE-VCM is divided by the 
total number of videos in a data set. To get the percentage 100 
is multiplied. In next step the average of percentage 
improvement of MP4-Karver over existing tools is calculated 
by using the equation: 

          
∑          

|         |
   

|         |
     (2) 

The Equation 2 sums up all the values of Equation 1 
obtained for all the data sets and divided it by the total number 
of the data sets. 

TABLE V.  AVARAGE IMPROVEMENT OF MP4-KARVER TOOL OVER 

EXISTING TOOLS 

Subsequently, the calculation of average improvement of 
MP4-Karver tool as compared to the existing tools. The Table 3 
& 4 results obtained from it also used to view and presented a 
graphical way. Figure 4 shows the total of carved videos from 
data sets and by comparing the file carving tools. Also, Figure 
5 demonstrates the result of repairing corrupted videos from a 
data set by using carving tools. 

Next part highlights the results of the last step of the MP4-
Karver video method of extraction frames. In Table 6 and 
Figure 6, the number of extracting frames from video 
recovered is presented, MP4-Karver tool is extracted 3522 
frames from BFRWS data set where from BCDS data set 
extracted 19314 frames and the Level data set, and 262 frames 
are extracted. The Photorec and Blade Forensic tools they do 
not have the feature to extract frames from videos. 

TABLE VI.  RESULT OF VIDEO FRAMES EXTRACTED 

DATA SETS 
File Carving 

Tools 

Playable-

Complete 

Not 

playable 

Partial 

Video 

DFWRS2007.img 

MP4-karver 8 0 0 

Photorec 1 7 0 

Blade forensic 1 7 0 

bcds.raw 

MP4-karver 2 0 1 

Photorec 2 0 0 

Blade forensic 2 0 0 

L3_Video.dd 

MP4-karver 1 0 0 

Photorec 0 0 1 

Blade forensic 0 0 1 

DATA SETS File Carving Tools 
Percentage 

Improvement 

DFWRS2007.img 
Photoric 88% 

Blade forensic 88% 

bcds.raw 
Photoric 0% 

Blade forensic 0% 

L3_Video.dd 
Photoric 100% 

Blade forensic 100% 

Average - 63% 

DATA SETS 
Total 

Videos 

File Carving 

Tools 

Total 

Extracted 

Frames 

DFWRS2007.img 8 

MP4-Karver 3,532 

photorec 0 

Blade forensic 0 

bcds.raw 3 

MP4-Karver 19,313 

photorec 0 

Blade forensic 0 

L3_Video.dd 1 

MP4-Karver 262 

photorec 0 

Blade forensic 0 
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Fig. 4. Total video Carved 

 
Fig. 5. Total video repaired 

 
Fig. 6. Graphical representation of MP4 video frames 

V. CONCLUSION 

This paper proposes a new MP4-Karver tool for video 
carving and repairing corrupted videos. The proposed MP4-
Karver tool guarantees the efficient video restoration and 
repairing if it’s corrupted or damaged and making complete 
playable videos and then frames can be extracted from videos. 
Moreover, MP4-Karver tool has the ability of restoring videos, 
if these are corrupted and overwritten or non-overwritten video 
files because many existing file-based techniques such as, 
Scalpel’s method, Garfienkel, Bit fragment gap carving, smart 
carving and Frame based recovery cannot restore overwritten 
video files. 

Most of the previous methods have been used to recover 
video files by searching for Metadata of the files, but the 
proposed tool recovers video file by taking advantage of the 
file structure and repairing corrupted video files without being 
affected by the corrupted parts. It is evaluated that the video 
restoration and repairing rate of MP4-Karver tool is higher than 
existing tools, i.e. Photorec and Blade forensic. 

This research recommends doing further research on this 
tool and will add automatic video analysis for illegal activities 
detection such as child sexual graphic and also add 
enhancement, clarification and enlargement of the video in 
order to increase the filtering of evidence correctly to solve a 
criminal case. 
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Abstract—Linear representation based face recognition is 

hotly studied in recent years. Competitive representation 

classification is a linear representation based method which uses 

the most competitive training samples to sparsely represent a 

probe. However, possible noises on a test face image can bias the 

representation results. In this paper we propose a facial noise 

detection method to remove noises in the test image during the 

competitive representation. We compare the proposed method 

with others on AR, Extended Yale B, ORL, FERET, and LFW 

databases and the experimental results show the good 

performance of our method. 

Keywords—face recognition; sparse representation; biometrics; 

noise detection 

I. INTRODUCTION 

Face recognition (FR) technology has been attracting many 
researchers to study so far [1,2].In recent years, a lot of FR 
methods using linear representation are proposed [3,4].There 
are at least two obvious merits of linear representation based 
methods: First, a test sample synchronously matches with all 
training samples from gallery set, which guarantees high 
recognition accuracy. Second, it is verified that the recognition 
results are not sensitive to the type of feature, which means 
very simple feature such as down-sampled images can serve 
well. In a linear representation based FR method, an 
assumption is made that samples from the same class are 
distributed in a same subspace, which means a given test image 

y  can be linear represented by a training set A  as follows: 

 y Ax         (1) 

where x  is a coding vector and in this model images are 
transformed from matrix into a vector. In classical biometric 
methods a test sample need to match each training sample one 
at a time, but we can see from (1) that the correlation between 
the test sample and all training samples is built in one linear 
representation model. It is quite common that the training set 

matrix A  is over-complete, so that a sparse representation 
scheme is proposed to enforce only a few training samples to 

respond in the representation model. One way to implement the 

sparse representation scheme is to introduce a 
0l -norm 

constraint on a coding vector, which is formulized as: 

 
0 2min || || . . || ||s t  x y Ax             (2) 

where 
0|| . ||  denotes the 

0l -norm, which counts the number 

of nonzero entries of the coding vector and   is a small error 

tolerance. Since to solve the model (3) is a NP-hard problem, 
in [5] a new model was built as 

 
1 2min || || . . || ||s t  x y Ax             (3) 

where 1|| . ||  is the 
1l -norm of a vector, which sums up all 

absolute values of entries in the vector. It is proved that under 
some conditions the solution of (3) is a good approximation of 
(2). To optimize (3), a further equal transformation is made to 
link the sparse representation model to the Lasso regression, 
which is 

 
2 1min || || + || ||y Ax x        (4) 

where   is used to balance the 
1l -norm based 

regularization term and the 
2l -norm based fidelity term. 

Many follow-up studies improved the performance of the 
recognition using (3) in their sparse representation FR 
methods. In [6], robust sparse coding (RSC) methods is 
proposed which is robust to various kinds of noises. In RSC, 
the fidelity term is replaced with sigmoid-like function, which 
makes the representation less sensitive to outlier pixels. In [7], 
a sparse representation model is proposed based on the 
maximum correntropy criterion, which is also a method using a 

more robust function to replace the 2l -norm based fidelity term 

in (4). But, furthermore, a new technique called half-quadratic 
framework is proposed in this work, which improves the sparse 
representation in terms of both error correction and error 
detection [8]. 

Some researchers argue that without imposing sparsity on 
coding vector can still obtain good classification accuracy. In 
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[9], linear regression models are used to represent a probe one 
class at a time. And their later work uses Huber estimator to 
achieve more robust regression against different levels 
illumination changes. In [10],authors suggest that to use ridge 
regression instead of Lasso regression model is good for the 
case of Gaussian distributed noise and introduce the 
collaborative representation based classification (CRC) with 

the non-sparse 
2l -norm to regularize the representation 

coefficients. However according to the investigation in [11] to 
restrict the number of training samples in the collaborative 
representation can increase the performance of CRC further. 
Inspired by this study, a two-phase collaborative representation 
method is proposed, in which the first phase is to choose a 
subset of training samples which is close to the test sample and 
the second phase is to conduct CRC on the chosen training 
samples. The two-phase collaborative representation can be 
considered as another way to realize sparse representation in 
the sense that only a few training samples are involved in final 
representation. This kind of sparse representation scheme is 
called supervised sparse representation because the sparsity 

comes from the supervision in representation itself not 
1l -norm 

based regularization. In [12], experiments are conducted to 
show that to use several rounds of representation to subtly 
choose the training set is better than one-shoot training sample 
picking. It is not surprising that multiple rounds of training 
sample picking is quite time-consuming and however a fast 
calculation method, called competitive sparse representation 
classification (CSRC), is proposed in [13]. The method only 
deletes the lowest competitive samples in each round of 
representation and uses a fast algorithm to avoid repeatedly 
calculating the matrix inverse in each round. 

However the supervised sparse representation has not 
considered the possible massive noises on a probe such as scarf 
occlusion so far. The noise could harm the procedure of 
picking the competitive training sample subset so that the 
chosen samples show the appearance of bias in favor of the 
occlusion. In this paper, we propose a new competitive sparse 
representation classification using facial noise detection 
(CSRC-FND). We do not only employ the multiple round of 
representation to select the most competitive subset of training 
samples, but also to delete the possible outlier pixels. 

The paper is organized as follows: In section 2, we first 
introduce the competitive sparse representation classification 
method and then we propose our CSRC-FND method. In 
section 3, an analysis of the proposed method is given by 
illustrating the difference between CSRC and CSRC-FND. We 
conduct several experiments in section 4. And the conclusion is 
made in Section 5. 

II. THE PROPOSED METHOD 

A. Competitive representation classification 

We first briefly introduce the competitive representation 

classification method. m nRA
  denotes a subset of training 

samples, where each column is an training sample with m  

pixels and n  is the number of training samples in the subset. 

The procedure of competitive representation is multiple rounds 

of representation of a probe sample mRy  and in each round 

of representation the least competitive training samples are 
removed from the subset A . For the first round, n  equals the 

total number of training samples. To implement the 
competitive representation, the following ridge regression 
model is used: 

  2 2

2 2=arg min || || || ||
x

 x y Ax x     (5) 

where   balances the regularization term and the fidelity 

term. The coding vector x  has the close form solution: 

 -1=( + )T Tx A A I A y    (6) 

where I  is an identity matrix. In each round, the coding 
vector x  is calculated according to the subset A . Then we 
need to sort the absolute value of entries of x  and remove the 
samples associating with the smallest the absolute value (the 
number may be more than 1) from the subset A . We 
repeatedly do the competitive representation until the subset 
A  is small enough. 

In the final decision, (5) is used to find the coding vector 
again. Then the decision is made by 

  

2
ˆID( ) arg min ( ) arg min || ||

ˆ

1,2,...,

i i i i

j j

i i i

j

i d

a x

i c

 







y y - y

y  (7) 

where c  is the total number of classes, ˆ
iy  is the prediction 

of the test sample by the i th class, j

ia is a training sample of 

the i th class in the final subset and j

ix  is the corresponding 

coefficient in the coding vector. 

B. New method using facial noise detection 

The competitive representation classification method 
performs very well in the cases where noises on test samples 
are not strong. However in some applications of FR faces can 
be contaminated by severe variations such as massive partial 
occlusion and pixel corruptions. These noises can make the 
procedure of competitive representation bias, which means the 
chosen training samples show preference for matching the 
noise so that the competitiveness of the genuine samples would 
be suppressed. Inspired by supervised sparse representation 
itself, we consider to combine the noise detection with the 
competitive representation procedure. Hence in each round of 
the competitive representation of a test sample we not only 
pick training samples with high competitiveness but also to 
identify some possible contaminated pixels. To facilitate the 
presentation of our method, a unified model is used to 
implement the idea given as: 

2 2

2 2
Diag( )( ) Diag( )argmin

x

w y Ax d xl- +       (8) 

where Diag( )g  is to transform a vector to a diagonal 

matrix. Using this model, we use index vector to identify active 

pixels and active samples. mRÎw  is the index vector to 

specify which pixels are used in the model and nRÎd  

specifies which training samples participate the representation. 
The entries of w  and d  are binary: 
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iw  and 

jd
1

0

active

inactive

ìïï= í
ïïî

          (9) 

To set the value of w  and d , it is easy to specify the active 

training samples and active pixels. The model (8) can be seen 
as a weighted representation model with binary weights and w  

is the weight for pixels and d  is the weight for training 

samples. A good feature of model (8) is that it has close form 
solution as follows: 

 1( Diag( ) Diag( )) Diag( )T
x A w A d A w yl -= +       (10) 

At the beginning, we set the initial value of w  and d  to 

vectors with all entries equal to one. Then we start the 
competitive representation. In each round of representation we 
calculate the results by (10) and then we find the entries 

(associated with 1id = ) in x  which have the least absolute 

values and set corresponding values in d  to 0 ( the changed 

values will not ever change back again). At the same time we 
calculate the representation residual by =Diag( )( )-e w y Ax , 

and find the entries in e  (associated with 1iw = ) whose 

absolute values are greater than a preset small positive value x  

and set corresponding values in w  to 0 ( the values will not 

ever change back again). By doing so, we try to identify the 
contaminated pixels on the test sample. The reason why we can 
find out corrupted pixels is that clear pixels can be matched by 
the linear model well while contaminated pixels deviate the 
real grey scale, which causes a big absolute residual. In 
addition we limit the lowest percentage of number of pixels 
that are involved in the representation. That is to say the ratio 
of zero entries to all number of entries in w  should be no more 

than r  (which is preset). 

The stop condition of competitive representation is that 
there are only the k  most competitive training samples are 

active in the representation. That is to say, if there are only k  

entries in d  are equal ones, we stop the representation phase 

and do final representation. At last, the decision is made as in 
CRC method: 

 * ( )Diagx d x               (11) 

where *x  is the final active coding vector. 

 2 2
ID( ) argmin | | * || * 1,2,...,i i i ii i c  y - A x x  (12) 

where   is used to prevent denominator equal to zero. So 

that the proposed method can be summarized as the following 
algorithm: 

Algorithm: Competitive sparse representation 
classification using facial noise detection (CSRC-FND) 

Input: a probe image nRy , the initial dictionary m nRA
 . 

Initial value: [1,1, ,1] mR= Îw L  and [1,1, ,1] nR= Îd L  

Repeat 

Compute the coding vector x  according to  (10); 

Set the entries of d  associated with the least absolute 

values of x  to 0; 

if 
(

 
)sum

r
m

<
w

 

Set the entries of w  associated with the entries of e  that 

je x>  to 0, 

1,2, ,mj = L ; 

end; 

Until  ( )sum k£d  

Compute the coding vector x  according to(10); 

Compute the final active training samples according to (11)
; 

Identify :  2 2
ID( ) arg min | | * || *i i i ii  y - A x x  

1,2,...,i c  

Output: i  (the identity of y ). 

III. EXPERIMENTS 

In this section, the performance of CSRC-FND is validated 
by extensive experiments. All the experiments are carried out 
using MATLAB on 2014a on a desktop with 3.30GHz CPU 
and 16G RAM. The normalized images are used in all 
experiments. 

A. Parameter Setting 

The proposed method includes three parameters, i.e. the 

representation steps N  which represents the iterations of 

algorithm, the number M of removed feature in every step, 

and the number S  of removed sample in every step. The three 

parameters codetermine which features and samples can be 
retained to linearly represent the testing image. Generally, the 
fewer the number of the retained noise and the number of the 
retained interferential samples are, the higher recognition rate 
of our method is. Through many experiments and analysis, the 
proposed method can obtain a good performance when 

20N  , 0.03*M m , and 0.04*S n . 

B. Face Recognition without Occlusion 

In this subsection, the performance of CSRC-FND is 
shown in FR without occlusion, such as posture variations and 
expression changes. Moreover, we compare the proposed 
method with LRC [9], CRC [10], SRC without expansion 
version [5], and CESR [7]. In addition, all experiments are 
performed on three public databases, namely, AR [14], ORL 
[15], FERET [16], and LFW [17]. 

1) AR Database 
In the experiment, 2600 images of 50 male and 50 female 

are chosen from the AR database. Each subject contains 26 
images that are divided into two sessions, i.e. session 1 and 
session 2. We use 7 images of session 1 and session 2 for 
training and testing (i.e. Fig. 1), respectively. Moreover, the 

resolution of the images is 50 40 . The recognition results of 

CSRC-FND and the compared methods are shown in TABLE

Ⅰ. CSRC-FND obtains the highest recognition rate among the 
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several methods, i.e. 96.71%. CESR uses a robust loss function 
to reduce the effect of noise in representation, but its 
recognition rate is lower 5.42% than our method. In addition, 

the recognition rate of CRC which uses 2l norm  to loss 

function is also lower than CSRC-FND. That is, it is very 

effective that CSRC-FND removes some invalid pixels and 
samples for improving the recognition rate. Moreover, the 
recognition rate of CSRC-FND is 76.14%. 

       

       
Fig. 1. The part of images of one subject in AR. Top: these facial images are the first seven images in session 1. Bottom: these images are the first seven images 
in session 2 

TABLE I.  THE RATES OF THE SEVERAL METHODS ON THE AR DATABASES 

Methods LRC CRC SRC CESR CSRC-FND 

Recognition rates 76.14% 92.71% 75.71% 91.29% 96.71% 

2) ORL Database: 
ORL database contains 40 subjects and per subject consists 

10 images with expression and posture changes, (i.e. Fig. 2). 
Each subject is separated into two parts: the first five images 
are used for training and the last five images are used for 

testing. All used images are cropped to 50 40 . The in 

TABLE Ⅱ lists the recognition results of LRC, CRC, SRC, 

CESR and CSRC-FND. CESR and CSRC-FND obtain the 
highest recognition rate among all methods, i.e. 91.50% and 
91.00%, respectively. In addition, the recognition rates of LRC 
(88%), CRC, and SRC are 3%, 5%, and 1.5% lower than our 
methods, respectively. 

          

Fig. 2. The images of the first subject in ORL 

TABLE II.  THE RATES OF THE SEVERAL METHODS ON THE ORL DATABASES 

Methods LRC CRC SRC CESR CSRC-FND 

Recognition rates 88.00% 86.00% 89.50% 91.50% 91.00% 

3) FERET Database 
FERET database consist of 1400 images of 200 subjects, 

i.e. each subject has 7 images, i.e. Fig. 3. These images mainly 
include posture variations. The first two images of per 
individual are using for training set, and the rest five images 

are used for testing. These images are resized to 40 40  in 

this experiment. From in TABLE Ⅲ, we can observe that the 

recognition rates of CESR and CSRC-FND are very close, the 

margin is only 0.1%, i.e. CESR is 65.90% and CSRC-FND 
65.80%. LRC also obtains very high recognition rate, i.e. 
64.10%. The performance of CRC is poor, the margin between 
it and our method is 17.20%. Therefore, CSRC-FND largely 
improves the performance of recognizing face image with 
posture variations by removing invalid features and samples. In 
addition, SRC obtains a good result, i.e. 61.50%. 

       

Fig. 3. The seven images of the first subject in FERET 

TABLE III.  THE RATES OF THE SEVERAL METHODS ON THE FERET DATABASES 

Methods LRC CRC SRC CESR CSRC-FND 

Recognition rates 64.10% 48.60% 61.50% 65.90% 65.80% 

4) LFW Database 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

98 | P a g e  

www.ijacsa.thesai.org 

This database is a large-scale database of face photographs 
designed for unconstrained FR, which includes of pose 
variations, illumination variations, expression variations, 
misalignment variations and occlusion variations, and so on. 
Some examples are presented in Fig. 4. We gray the images in 
the LFW database and resize into . We choose a 

subset which consist of 143 subjects with no less than 11 
images each individual from LFW. Training set consists of the 

first ten images in each subject, and remaining images are used 
as testing. The recognition rates of the several methods are 

listed in TABLE Ⅳ. It is obvious that the margins between our 

method and the other several methods are very large the 
minima margin is 7.03%. Only is the recognition rate of 
CSRC-FND higher 60% among all methods. The recognition 
rates of LRC, CRC, SRC, and CESR are 40.09%, 55.14%, 
24.31%, and 44.64%, respectively. 

          

Fig. 4. A part of images in a specific subject from LFW 

TABLE IV.  THE RATES OF THE SEVERAL METHODS ON THE LFW DATABASES 

Methods LRC CRC SRC CESR CSRC-FND 

Recognition rates 40.09% 55.14% 24.31% 44.64% 62.17% 

C. Face Recognition with Occlusion 

In this subsection, the robustness of methods is tested by 
dealing with the complex problems, such as corrupted facial, 
and occluded facial. And LRC, CRC, SRC, and CESR are 
compared with our method in these experiments. And the 

resolution of images in these experiments is . 

1) FR with Pixel corruption 
In this experiment, 1984 images of 31 individuals are 

chosen from the Extended Yale B database [18,19] and each 
individual has 64 images which are divided into 5 subsets 
according to different light intensities.  

As in Fig. 5 (a), subset 1 includes the low light intensity 
and this subset is used for training, and subset 3 with high light 
intensity shown in Fig. 5 (b) is used for testing. Moreover, a 
certain percentage pixels in the testing are randomly chosen 
and replaced with random value in the range between 0 and the 
maximum value of pixel in the testing (Fig.5. (c)).  

We list recognition results of LRC, CRC, SRC, CESR and 
CSRC-FND under different percentage of corruption in 

TABLE Ⅴ. We observe that performance of CSRC-FND is 

more stable than the other several methods under different 
corruption percentages. The recognition rate of our method 
occurs change until corruption percentage equals to 50%. 
However, the rates of the other methods are reduced when 
corruption percentage exceed 10%. It could illustrate that 
CSRC-FND can detect accurately the noise in testing facial 
image, and removing interfere samples is favor of face 
recognition. 

   
(a) (b) (c) 

Fig. 5. Recognition under 40% random corruption. (a): An image in subset 

1. (b): An image in subset 3. (c): A testing image with 40% random corruption 

TABLE V.  THE RATES (%) OF THE SEVERAL METHODS ON THE VERSUS 

DIFFERENT PERCENTAGE OF CORRPTUION 

Corruption 

(%) 
LRC CRC SRC CESR CSRC-FND 

0 100.0 100.0 100.0 71.77 100.0 

10 100.0 99.46 80.65 71.04 100.0 

20 98.66 93.55 79.57 70.97 100.0 

30 95.97 77.15 76.34 70.16 100.0 

40 87.63 52.42 71.28 65.86 100.0 

50 65.86 30.65 58.06 65.32 99.93 

60 39.52 19.36 38.44 59.68 98.39 

70 24.19 6.183 23.39 52.96 83.07 

2) FR with Block Occlusion 
In this experiment, we validate the performance that 

CSRC-FND recognizes the images with block occlusion. And 
LRC, CRC, SRC, and CESR are tested as the comparisons. As 
in previous experiment, the subset 1 in Extended Yale B is 
used for training and subset 3 for testing. A middle block in the 
testing image is replaced by an unrelated image, i.e. Fig.6 (b). 
The results of LRC, CRC, SRC, CESR and CSRC-FND under 
different the occlusion percentage from 10% to 60% are listed 

in TABLE Ⅵ. From the table, we can observe obviously that 

10% occlusion is more serious than 20%, 30% occlusion for 
recognition. This is due to the fact that the value of the noise 
with 10% occlusion has larger different with the value of the 
fidelity pixel than 20%, 30% occlusion. However, the 
recognition rate of our method still equals to 100%. In addition, 
the performance of CSRC-FND is very stable, the margin 
between 10% and 50% is only 3.76%. Even the occlusion 
percentage reaches at 60%, its recognition rate is equal to 
73.66%. It is more robust than CESR with using robust loss 
function. The performance of the other methods is also 
nonideal, i.e. their performance is very sensitive to the 
occlusion percentage. 

  
(a) (b) 

Fig. 6. Recognition under 30% block occlusion. (a) An image in subset 3. 

(b) A testing image with 30% block occlusion 

100 80

50 40
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TABLE VI.  THE RATES (%) OF THE SEVERAL METHODS ON THE VERSUS 

DIFFERENT PERCENTAGE OF OCCLUSION 

Occlusion (%) LRC CRC SRC CESR CSRC-FND 

10 68.28 37.10 54.83 68.55 100.0 

20 75.27 57.80 59.95 63.98 100.0 

30 77.69 47.31 63.44 64.25 100.0 

40 70.67 43.01 60.21 55.91 99.46 

50 68.55 43.01 54.84 52.15 96.24 

60 47.85 30.11 40.05 37.90 73.66 

IV. CONCLUSION 

In this paper, a new competitive representation based FR 
method called CSRC-FND is proposed. In order to void the 
bias of choosing the training samples subset of high 
representation competiveness, the noise detection method is 
employed to remove the pixels which are very likely to have 
been contaminated. To implement both the competitive 
representation and noise detection, a weighted regression 
model is presented which involves two binary weight vectors 
that one is used to identify the active samples and another is to 
specify the active pixels in repeated competitive 
representations. According to the experiments, the proposed 
method outperforms the competitive sparse representation 
classification and show promising performance. However, the 
noise on facial image  is very various. It is hard for CSRC-
FND to remove the noise on the image and inference samples 
in training set, accurately. Therefore, we will focus on this 
problem in the future. 
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Abstract—Energy limitations have become fundamental 

challenge for designing wireless sensor networks. Network 

lifetime represent the most important and interested metric. 

Several attempts have been made for efficient utilization of 

energy in routing techniques. This paper proposes an energy 

efficient routing technique for maximizing the networks lifetime 

called swarm intelligence routing. This is achieved by using ant 

colony algorithm (ACO) and artificial immune system (AIS). AIS 

is used for solving packet LOOP problem and to control route 

direction. While ACO algorithm is used for determining 

optimum route for sending data packets. The proposed routing 

technique seeks for determining the optimum route from nodes 

towards base station so that energy exhaustion is balanced and 

lifetime is maximized. Proposed routing technique is compared 

with Dijkstra routing method. Results show significant increase 

in network lifetime of about 1.2567. 

Keywords—ant colony algorithm; artificial immune system; 

adaptive routing; network lifetime; wireless sensor networks 

I. INTRODUCTION 

Recent years advances show serious progress in wireless 
networking. The progress and growth in wireless 
communication technology have made WSNs attractive for 
multiple application areas, such as medical and health, 
security surveillance, habitat monitoring, military 
reconnaissance, disaster management, industrial automation, 
etc. [1-4]. The development of small and ubiquitous WSNs 
computing devices is ultimately required. WSNs are 
comprised of considerable number of limited capabilities 
sensor nodes with one or more high capability base stations. 
Each sensor node is a small embedded system, low-power, 
low-cost, multi-functional [3] Each sensor node performs 
several functions: sensing, data processing, and 
communication. Sensor nodes perform wireless 
communications with each other in order for delivering 
gathered data to base station. The development of ubiquitous, 
inexpensive, small and low-power computing devices became 
available through miniaturization technologies [3]. Due to 
this, using multi-hop communication helps to reduce 
transmission distance as well as increasing network lifetime. 
Every node consists of four parts: a processer, sensor, 
transceiver, and battery. Nodes involve bounded power source 
with abilities of sensing, datum processing along with 
communication. The onboard sensors collect datum about the 
environment through event driven or continuous working 

mode. The gathered datum may be temperature, pressure, 
acoustic, pictures, videos, etc. The gathered datum is then 
transferred across the network in order to form a global 
monitoring view for objects [5,6]. 

Since bounded energy source is involved, energy 
exhaustion is the most important metric for WSNs. In order 
for maximizing networks lifetime, energy exhaustion must be 
well managed [7,8]. Balancing energy exhaustion refers to the 
major problem in characterizing WSNs. Network lifetime 
might reduce significantly if the energy exhaustion is not 
balanced, and may lead to network partition quickly. Several 
techniques can be used for maximizing network lifetime, in 
which one of the important technique is network layer routing. 
Generally, in network layer routing algorithm, choosing the 
best route between nodes and base station represent the main 
objective of routing algorithms. If same path be chosen for all 
new communication by taking the benefit of fast transmission 
at the expense of battery energy exhaustion, sensor nodes of 
this path would drain its energy quickly and may cause 
network partition. 

In this paper, an improved routing technique is proposed. 
The main goal of the suggested routing technique is balancing 
energy exhaustion along with maximizing network lifetime. 
The suggested routing technique is established by combining 
ant colony algorithm and artificial immune system so as for 
finding optimum path from sensor nodes towards sink. 

The rest of the paper is organized as follows: related work 
is stated in section II. The suggested routing method is 
presented in section III. Simulation settings and configuration 
is presented in section IV. Section V describe simulation 
results and discussion. Conclusion is depicted in section VI. 

II. RELATED WORK 

The primary consideration upon WSNs refer to the design 
of energy efficient system. WSNs routing protocols have been 
widely used for minimizing energy exhaustion along with 
maximizing overall network lifetime. Routing techniques is 
responsible for determining the optimum route from nodes 
towards base station. The good routing protocol involves 
determining the optimum path with the investigating of 
minimum energy exhaustion. Hence, network lifetime is 
maximized. Maximizing the lifetime of the network has 
gained significant interest in recent years. 
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The work proposed by Aniket et al. [9] presents a bio 
inspired ACO optimization for optimum route identification. 
The proposed method is achieved by three steps. First, the 
base station made aware about network topology. Second, the 
base station find the optimal path using ant colony 
optimization. Last, the optimal path is used by sensor nodes to 
communicate with other neighbor nodes and the base station. 
Simulation results show an increase in throughput and an 
increase in network lifetime. 

Fatemeh [10] proposed ACO routing technique with 
colored pheromones with clustering method in order to satisfy 
QoS metrics. Four types of classes have considered in the 
proposed method. Each class identified by color pheromone. 
These types provide some routing metrics. Node energy, 
bandwidth, energy exhaustion, and end-to-end delay are used 
as routing metrics for the proposed method. Simulation is 
carried out in GloMoSim simulator. The proposed method is 
compared with EAQR and AntSensNet methods. Simulation 
demonstrates the performance of suggested method is better 
than other two methods with respect to lifetime, throughput, 
packet delivery ration, and delay. 

The work proposed by Ahmed et al. [11] presented a self-
optimization method for optimize sensor node energy to 
investigate energy consumption balance by using ant colony 
optimization to enhance the route with the best path. Several 
routing metric are used in this method. These metrics are 
residual energy, hop count, and average energy of route and 
network. Simulation is carried out in QualNet simulator. The 
proposed method is compared with EEABR method. 
Simulation results demonstrate an increase in the lifetime and 
reduction in energy consumption. 

Bharathi et al. [12] proposed a reversed game theory for 
aggregation nodes selection with ACO routing algorithm. The 
suggested algorithm first selects a node for aggregation, which 
is a cluster head, then ant colony algorithm finds a route 
toward base station through cluster heads. Energy 
consumption is used as routing metric. Simulation is carried 
out in MATLAB. The proposed method is compared with 
LEACH algorithm. Simulation demonstrates an increase in 
lifetime, low energy consumption, high throughput, low delay, 
and high packet delivery ratio. 

The work proposed by Lianyu et al. [13] presented a 
routing technique depending on artificial ant colony system. 
The suggested routing technique is collaborated with the direct 
diffusion routing. The proposed method consider the network 
as two categories, main nodes and other nodes. Main nodes 
are nodes that are located nearest to base station, which 
exhausts their energy faster. The proposed method try to 
maintain energy consumption of master nodes. Simulation 
results demonstrate that the presented method has average 
energy consumption of master nodes and maximize network 
lifetime. 

Wenjing et al. [14] presented a comprehensive routing 
method by using ant colony algorithm. The proposed routing 
method uses four routing metric, remaining energy, square 
distance, path pheromone strength with nodes reputation. 
Simulation is carried out in NS2. The proposed method is 
compared with energy and activity aware (EAR) routing 

protocol. Simulation results show an increase in lifetime and 
decrease in packet loss rate. 

Wang et al. [15] presented LEACH clustering routing 
algorithm by using ant colony algorithm for WSNs. The 
proposed algorithm seeks for finding optimum path between 
cluster heads and the sink. Remaining energy and cluster head 
distance to sink are used as routing metrics. The proposed 
method is compared with LEACH routing protocol. 
Simulations demonstrate that suggested method has decreased 
energy exhaustion along with increasing network lifetime for 
about 30%. 

The work proposed by Zhen et al. [16] presented ant 
colony system routing algorithm by using energy prediction. 
In the proposed routing protocol, remaining energy is used as 
the routing metric. When a node wants send data to base 
station, ant colony systems determine the route with optimum 
energy consumption, and learning mechanism involve 
predicting power exhaustion for neighboring nodes after node 
selects optimum one for route. Comparison with minimum 
spanning tree algorithm, least energy tree algorithm, and 
Dijkstra algorithm is presented. Numerical experiments show 
that the proposed routing algorithm gained lifetime best than 
the other three routing algorithms along with keeping power 
consumption in low level. 

The work proposed by Yaofeng et al. [17] presented an 
energy and delay model algorithm depending on ACO 
algorithm (E&D Ants). The proposed technique try to 
minimize the delay for transferring a fixed number of data 
using an energy-constrained manner. Node energy and delay 
are used as routing metrics for the proposed algorithm. 
Simulation is carried out in OPNET. The proposed method is 
compared with AntNET algorithm. Simulation results show 
increase in lifetime, decrease in energy consumption, high 
throughput, and low packet loss. 

Selcuk et al. [18] proposed an adaptive ACO routing 
algorithm. They have used the ant colony optimization to get a 
dynamic and reliable routing protocol. Node energy and 
number of neighbors nodes are the two metrics that is used in 
this routing protocol. The proposed routing protocol is 
implemented on a small sized router chip. The implementation 
is examined and efficiency demonstrated by simulation 
results, which are obtained by Proteus program. Results show 
an increase in network lifetime. 

III. THE PROPOSED ROUTING METHOD 

The proposed routing technique involve ant colony 
algorithm and artificial immune system. The objective due to 
proposed routing protocol is balancing energy exhaustion so 
as for maximizing network lifetime. Ant colony algorithm is 
used for finding the optimum path from sensor nodes to sink. 
Artificial immune system is used to solve packet LOOP 
problem and to control route direction. 

Sensor nodes are responsible for collecting data from its 
neighbors nodes. In this paper, time driven routing schedule is 
supposed. So that each node find the optimal rout for sending 
data packets to the sink in every time cycle. Using this 
scheduling for routing, the procedure of determining optimum 
route while sending data packets to the sink for all nodes will 
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repeated for each round. For the proposed routing protocols: 
(1) for a specified field random deployment is involved for 
whole nodes along with knowledge about their positions and 
their neighbors positions within its range and the position of 
the sink; (2) initial energy and maximum transmission range 
are identical for all sensor nodes. 

Energy management efficiency is the most important 
WSNs design challenges; it gives a measure about WSN 
lifetime which perhaps the most serious metric owing to 
evaluating WSNs. The definition of net lifetime give a 
meaning for time from net turning on till first node exhausts 
its energy. The lifetime is the most challenging problem in 
WSN. Several techniques might be used to maximize network 
lifetime in which one of them is improving the routing 
protocols. 

This paper suggests an improved routing technique for 
maximizing overall network lifetime. The suggested routing 
technique is achieved by combining ant colony algorithm and 
artificial immune system. Two metrics have been used, which  
are the remaining energy and shortest hop, for selecting 
optimum next hop node. The proposed routing protocol is 
responsible for selecting next hop of highest remaining energy 
and shortest hop to sink. Hence, energy exhaustion can 
balanced along with maximized network lifetime. 

The general structure for suggested routing technique is 
illustrated in figure 1. Suggested algorithm is working 
according to the following detail. When any sensor node like 
to send packet to the sink, the algorithm, firstly, find all its 
neighbors, and then by applying artificial immune negative 
selection algorithm, the algorithm classify good neighbor 
nodes (GNBR) and bad neighbor nodes. The good neighbor 
nodes will contribute in the final operation of finding the 
optimal path for sending or forwarding the packet. If there is 
no at least one good neighbor node, the algorithm response is 
failure because there is no path to send the packet. The 
operation of finding the optimal path involves ant colony 
algorithm with two metrics, which are the node remaining 
energy and shortest hop to the sink. The ant colony algorithm 
make a balance between these two metrics so as to find the 
optimal next node. This operation involve finding the 
probabilities of good neighbor nodes (GNBR) to be the next 
node depending on the probability function value of ACO 
algorithm. Probability function with regard to ACO algorithm 
has two parameters, which are tao (pheromone concentration) 
and eta (visibility function that is heuristic function). These 
two parameters are connected to our routing problem in which 
the pheromone concentration is considered as the node 
remaining energy (RE) and the visibility function is 
considered as the shortest hop (SH). The max-min ant system 
is considered which involves the pheromone is start with max 
and end with min for each city visit. The proposed algorithm 
calculates the probability values for all good neighbor nodes 
(GNBR). Then it, from the good neighbor nodes (GNBR), 
select the GNBR node of highest probability value to be the 
next optimal node and add it to OPEN list and flag it as the 
current node. The proposed algorithm then check this node if 
it is inside sink range. If so the algorithm ends and the optimal 
path is OPEN list. If no, the current node (the latest node 
added to OPEN list) is then uses the proposed algorithm to 

find its optimum node to send packet (classifying GNBR 
nodes, finding their probability values, and selecting node of 
highest probability value). In other words, the algorithm is 
repeated for the new node that like forward the packets. The 
OPEN list is used in the algorithm to temporality store the 
nodes for the operation of finding the optimal path. OPEN list 
is used to store the elected nodes for finding the optimal path. 
The OPEN list is then stores the optimal path when the 
algorithm ends and the optimal path is found. Hence, the 
operation of the proposed algorithm is repeated for every node 
like send or forward data packets. 

A. Artificial Immune System 

The AIS has deduced from biological immune system of 
humans that defend the body against the threats. Naturally, the 
immune system is so complicated system and involve several 
functions. The master function is to defend against attacker 
cells. This is achieved by using two techniques, which are 
innate and acquired techniques. The master function takes the 
responsibility of classifying human cells into two categories 
which are self and non-self cells [19]. By using special type of 
defense, the immune system enforce non-self cells for some 
treatments that lead them to disintegration. The immune 
system has the ability of learning via mutation in order for 
distinguishing among external antigens, such as bacteria or 
viruses, and self cells of body. 

Immune system framework involves negative selection 
process. The purpose of this algorithm is providing existence 
probability of self cells [20]. Processing of this algorithm 
involves some activities. First is ability of detecting strange 
antigens along with discarding reaction to self cells. By using 
random processing genetical arrangement, receptors be made 
during T-cells generation. Second, under sensory processing 
in thymus, receptors’ T-cells that affect self-proteins subject 
for destroying along with allowing ones that not affect self-
proteins for leaving thymus. The forward T-cells spread over 
the body for subjecting to immunity reactions. This processing 
can protect bodies from strange antigens. The algorithm 
artificially has been used in this thesis and the negative 
selection has been applied. 

Forrest [21], in 1994, were firstly introduced the algorithm 
for detecting datum in computer systems when they handling 
viruses. This processing is carried out by generating two sets. 
The first set is self categories that give an indication about 
normal situation of that system. The second set is detectors 
that discover S-complement. Hence, datum have to be 
subjected to detectors set so as for recognizing them as self 
and non-self. 

This section investigates the application of artificial 
immune in WSNs to solve packet LOOP problem and to 
control the direction of the route. Artificial immune system 
provides the ability for detecting danger neighbor nodes. This 
is done by classifying as good neighbor nodes (GNBR) and 
bad neighbor nodes (danger nodes). Artificial immune 
negative selection algorithm is used in the proposed routing 
method. Route direction control is crucial feature in the design 
of any routing algorithm. If this algorithm is not used, the 
packet may sent faraway from sink and encounter packet 
LOOP. Implementing route direction control will improve the 
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routing algorithm, ensure that the packet will not get a path 
faraway from sink, minimize energy exhaustion, and 
maximize network lifetime. 

Good neighbor nodes (GNBR) will contribute to the 
optimal path finding, using the ant colony algorithm, while the 
bad neighbor (danger neighbors) will discarded from 
contributing to find the optimal path. The criteria used for 
classifying the good and bad neighbors nodes depends on the 
distance to sink metric. The artificial immune negative 
selection algorithm that used in the proposed routing 
algorithm is as listed below. 

Algorithm 1: Negative Selection Algorithm 

1. Inputs : S has the criteria to classify good neighbor nodes; 

S={S:sP| distance to sink D(s)<distance to sink D(n)}; 

where, n is the node want to send packets, s is a neighbor 

node, P is the set of all neighbors nodes for node n 

2. Output : D is the set of good neighbors nodes (GNBR) 

3. Repeat for all neighbors nodes in the set P for node n       

a. Determine the affinity of each member of P with good 

neighbors criteria S 

b. If neighbor node satisfies the criteria S, add it to set of 

good neighbors D 

c. Else discard the neighbor node and define it as danger 

node for node n. 

4. Stop when all neighbor nodes for node n has been 

classified 

B. Ant Colony Algorithm 

ACO algorithm is presented as swarm intelligence 
procedure along with involving some metaheuristic 
optimizations. ACO algorithm was first presented in 1992 by 
Dorigo in his PhD thesis [22]. Ant colony algorithms studies 
is derived from the observation of real ants’ behavior. Its first 
involvement was for seeking for an optimum trajectory inside 
a diagram depending on ants’ behavior for searching paths 
among their colony and food sources. Naturally, ants 
wandering at random, when discovering eating go back to 
their colony along with putting down pheromone lines. Then 
ants follow these lines instead random wandering. Pheromone 
is subjected to an evaporation. Subsequently, ants go after 
good path found among colony and eating. 

ACO algorithm conception involves representing the 
problem being solved with demonstrated ants travelling 
around graph that mimic the behavior of natural ants. Ant 
colony algorithms are used as an improved design for novel 
algorithms for solving optimization and distributed control 
problems. The ant colony algorithm is outlined below [22]. 

Algorithm 2: Ant Colony Optimization Algorithm 

Procedure ACO MetaHeuristic 

1. While (cover all GNBR nodes) 

a) GenerateSolutions(); 

        
           

∑            
                                       (1) 

b) DaemonActions(); Select the node of highest 

probability value from set GNBR nodes and add it 

to OPEN list. 

c) PheromoneUpdate(); A Max-Min Ant System is 

used. 

                                                   (2) 

2. End while 

End procedure 

where, Prob(k) is the probability function, (k) is the ants 

pheromone concentration,  (k) is the visibility function 

(heuristic function), k is GNBR member node,  and  refer to 
ACO parameters that utilized for adjusting pheromone 
strength with heuristic magnitude for specified significance. 

The values of  and  are restricted, 0, and 1. 

 is the pheromone evaporation ratio and is expressed by 
the following equations. 

For Transmitting Packets,   
  

                         (3) 

For Receiving Packets,       
  

                         (4) 

Eres is the residual energy. 

   {
 

 

  

                                    
             

                    (5) 

Q is constant and L is the length of the path found by the 
ant. 

This section investigates the application of ACO algorithm 
in WSNs for determining optimum route from nodes towards 
base station. ACO algorithm provide the ability for balancing 
energy exhaustion with the use of shortest distance to the sink. 
Balancing energy exhaustion leads for maximizing network 
lifetime. The suggested ACO algorithm not only balance 
energy exhaustion but also determines the optimal solution of 
node energy and node distance combination. This structure 
leads to the efficient optimum solution that ensure energy 
balance and maximum network lifetime. 

For the proposed routing protocol,  is the ants pheromone 

concentration and is related to node energy,   is the visibility 
function and is related to the node shortest hop to sink SH(n). 
The visibility function is expressed in equation (6). Each 
GNBR node is considered as a city for the simulated ants. Ant 
visit all cities (GNBR nodes) at least one time. A Max-Min 
ACO arrangement has used for updating pheromone. 
Maximum and minimum ant system pheromone amounts 

suppose that all edges are initialized to max and reinitialized to 

max when nearing stagnation. For the proposed routing 

protocol, the nodes residual energy is considered as max. 

  
 

     
                                                                                (6)  

where, n is a sensor node. 

IV. EXPERIMENTAL SETTINGS AND CONFIGURATION 

Simulation is carried out in MATLAB. Two topological 
areas are considered in this paper, which are A1 and A2. A 
100 nodes are randomly scattered for every two topological 
areas. The topological areas A1 and A2 have the dimension of 
100mx100m for area A1 and 200mx50m for area A2. One 
base station “Sink” has been used for each topological area. 
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The position of the sink is (90m,90m) for topological area A1, 
and is (180m,45m) for topological area A2. Every node 
operates with maximum transmission range equals to 30m. 
Every node has initial energy equals to 0.5J. A 200 bit packet 
length is used for simulation. The value of hop count limit 
(HCL) is equals to 10 and 15 for areas A1 and A2, 
respectively. Performance evaluation of suggested routing 
technique is tested for each of the two topological areas A1 
and A2. The proposed routing technique utilized with first 
order radio model proposed by [23]. This model is shown in 
the following equations. 

   (         )                                        (7) 

 

   (         )           
      

                                              (8) 

where, ETx and ERx are the energy exhaustion for 
transmitting and receiving respectively. pktlength represents 
number of bits per packet. d represents distance between two 
communicating nodes. Eelec represents per bit energy 
exhaustion for broadcasting or receiving for electrical 
hardware. Eamp is the per bit per meter square energy 
exhaustion. Eelec and Eamp values that used for simulation are 
50nJ/bit and 100pJ/bit/m2, respectively. For ant colony 

algorithm, magnitudes of (,,∆) have chosen as (0.5,2,zero), 
respectively. 

V. RESULTS AND DISCUSSION 

Simulation is carried out for the two topological areas. 
Two routing protocols have been considered in the simulation, 
which are Dijkstra routing, and the proposed routing protocol. 
Number of alive nodes in each round has used to give the 
indication about the lifetime of the WSNs. A comparison has 
been made for the two routing techniques with reference to 
overall network lifetime beside other metrics. Network 
lifetime defined as period between network starting work till 
the first sensor node die or exhaust its energy. 

Figure 2 depicts network lifetime for the two topological 
areas A1 and A2 in terms of number of still alive nodes in 
each round till network partition. From this figure, it can be 
seen that the proposed energy efficient swarm routing protocol 
is better than the Dijkstra routing. It shows an increase in 
network lifetime of about 1.2567 for area A1 and 1.9717 for 
area A2. Without using artificial immune system route 
direction control, the packets sent will encounter loops and 
may not successfully delivered to the sink casing the PDR to 
decrease to 0.877 for area A1 and 0.881 for area A2. Results 
show the improvement of the proposed energy efficient 
routing protocol in comparison with the Dijkstra routing. The 
proposed method shows the improvements in terms of 
balancing energy consumption, route direction control, solving 
packet LOOP, and maximizing overall network lifetime. 
Depending on the trace of experiments for searching optimal 
path, the proposed routing protocol changes the optimal path 
every round depending on the metrics used, remaining energy 
and shortest hop towards base station. This change in the path 
used to send data packets from any node to sink proves the 
balance in energy consumption and as a result maximizes 
network lifetime. A network partition feature has been 
activated for the simulation. Network partition is works out 
when any of the 100 deployed sensor nodes has not find a 

neighbor nodes to send data packet. This is due to the dyed 
sensor nodes. Hence, simulation is stopped when network 
partition is occurred. Table 1 details the overall network 
lifetime, partition time, and PDR for the two methods and for 
the two topological areas A1 and A2. 

Figure 3 illustrates the network average remaining energy 
in each round for the two topological areas A1 and A2 as a 
comparison between the proposed energy efficient routing 
protocol and Dijkstra routing. It is obvious from this figure, 
that the average remaining energy of the suggested energy 
efficient routing technique is less than Dijkstra routing, which 
gives the fact that Dijkstra routing has more nodes subjected 
to inefficient use by unbalanced energy exhaustion. Less 
remaining energy due proposed routing reflects the efficient 
use of nodes that provide energy consumption balance. This 
figure shows that Dijkstra routing method has some nodes 
exhaust its energy quickly due to the continuous usage of 
these nodes. This reflects the unbalanced energy consumption 
in the Dijkstra routing. This is due to the usage of the same 
path for sending data packets from sensor node to sink. 
According to the experiments trace for optimal path finding 
process, the proposed routing method changes the optimal 
path for each round depending on the remaining energy (RE) 
and shortest hop (SH) to sink metrics. So that the route used to 
send data packets from a sensor node to the sink, take different 
path in each round to deliver the data packets. In addition, 
tracing results show that without using the artificial immune 
route direction control, the packets sent will encounter loops 
and may not delivered to the sink. The proposed energy 
efficient routing technique results in energy exhaustion 
balance, unity PDR along with maximized overall lifetime 
network. 

Figure 4 illustrates the average consumed energy in each 
round for the two topological areas A1 and A2. From this 
figure, consumed energy for proposed SI routing is higher 
than the Dijkstra routing. The key feature of the proposed SI 
routing protocol is investigating energy consumption balance 
and avoiding the continuous using of same nodes by using 
more hop nodes. This reflect the effectiveness of proposed 
swarm routing protocol for balancing energy exhaustion along 
with prolonging network lifetime and guarantying unity PDR. 

Figure 5 depicts the Packet delivery ratio in each round for 
the two topological areas A1 and A2. From this figure the 
proposed SI routing shows unity PDR method along with 
higher network lifetime in comparison with Dijkstra routing 
which shows less network lifetime. This result give the power 
point for the proposed SI routing method which guarantying 
unity PDR along with higher network lifetime. Also this figure 
shows the importance of introducing the artificial immune 
system, in which without using artificial immune system for 
route direction control and solving packet LOOP problem, the 
PDR will decrease to 0.877 for area A1 and 0.881 for area A2. 

Figure 6 depicts the maximum number of hops in each 
round for the two topological areas A1 and A2. This figure 
shows that proposed SI routing is better than Dijkstra routing, 
which change the path for sending packets continuously 
depending on the remaining energy and shortest hop metrics 
instead of using the same path as Dijkstra routing. Changing 
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transmission path leads to energy consumption balance by 
using more hops and avoid continuous using for some nodes. 
Using more hops helps to investigate energy consumption 
balance leads to increase the PDR of the network. This 
adaptive operation of the proposed SI routing protocol 
increased network lifetime significantly. 

Figure 7 depicts the average simulation time “end-to-end 
delay” in each round for the two topological areas A1 and A2. 
From these figure, simulation time for proposed swarm 
routing is approximately equal or little less than of Dijkstra 
routing. So that applying the proposed swarm routing will not 
affect on computation time for finding the optimal path for 
sending packets from source to destination. 

TABLE I.  NETWORK LIFETIME, PARTITION TIME, AND PDR 

Routing Technique Area Lifetime Partition Time  PDR 

Dijkstra Routing A1 1001 2452 1 

Proposed SI without AIS A1 2650 More than 10000 0.877 

Proposed SI Routing A1 2259 2260 1 

Dijkstra Routing A2 602 1498 1 

Proposed SI without AIS A2 1828 More than 10000 0.881 

Proposed SI Routing A2 1789 1792 0.998 

VI. CONCLUSION 

WSNs available with limited source power through their 
life cycle. Since the battery of the sensor node cannot be 
replaced or recharged, energy preservation occupies first 
crucial problem in designing WSN infrastructure.  This paper 
presents an adaptive routing technique for maximizing WSNs 
lifetime using ACO algorithm and the AIS. The AIS is used 
for solving packet LOOP problem and to control route 
direction, so that the packet will not sent far away from the 
sink. While ant colony algorithm in the suggested routing 
algorithm has used for determining optimum routes for 
sending data packets. 

The proposed energy efficient routing protocol ensures 
that optimum paths from nodes towards base station is 
determined along with energy balance. Two topological areas 
have been used for simulation, which are topological areas A1 
and A2. Simulations demonstrate that suggested energy 
efficient routing technique has better performance against the 
Dijkstra routing. Simulation results show an increase in 
network lifetime of about 1.2567 for area A1 and 1.9717 for 
area A2. Simulation results show that without using artificial 
immune system for route direction control, the PDR is 
decreased to about 0.877 for area A1 and 0.881 for area A2. 
This prove the importance of introducing artificial immune 
system for route direction control. Our experiments showed 
that without the use of the artificial immune route direction 
control, the goal of the routing protocol would not be satisfied. 
Simulation results show that the lifetime is maximized and the 
energy exhaustion is balanced. 

The efficiency of suggested method depicts good 
contribution in field of maximizing network lifetime using 

adaptive routing techniques. Simulation results prove the 
generality of the proposed energy efficient routing technique, 
so that the proposed routing technique could be used for any 
design framework. 

 
Fig. 1. General structure of the proposed method 

 
Fig. 2. (a). Number of Alive Nodes for Areas A1 
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Fig. 2. (b). Number of Alive Nodes for Areas A2 

 
Fig. 3. (a). Average Remaining Energy for Areas A1 

 

Fig. 3. (b). Average Remaining Energy for Areas A2 

 
Fig. 4. (a). Average Consumed Energy for Areas A1 

 
Fig. 4. (b). Average Consumed Energy for Areas A2 

 

Fig. 5. (a). Packet Delivery Ratio for Areas A1 
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Fig. 5. (b). Packet Delivery Ratio for Areas A2 

 
Fig. 6. (a). Maximum Number of Hops for Areas A1 

 

Fig. 6. (b). Maximum Number of Hops for Areas A2 

 
Fig. 7. (a). Average Simulation Time for Areas A1 

 
Fig. 7. (b). Average Simulation Time for Areas A2 
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Abstract—the field of DNA Computing has attracted many 

biologists and computer scientists as it has a biological interface, 

small size and substantial parallelism. DNA computing depends 

on DNA molecules’ biochemical reactions which they can 

randomly anneal and they might accidentally cause improper or 

unattractive computations. This will inspire opportunities to use 

evolutionary computation via DNA. Evolutionary Computation 

emphasizes on probabilistic search and optimization methods 

which are mimicking the organic evolution models. The research 

work aims at offering a simulated evolutionary DNA computing 

model which incorporates DNA computing with an evolutionary 

algorithm. This evolutionary approach provides the likelihood 

for increasing dimensionality through replacing the typical 

filtering method by an evolutionary one. Thus, via iteratively 

increasing and recombination a population of strands, 

eliminating incorrect solutions from the population, and choosing 

the best solutions via gel electrophoresis, an optimal or near-

optimal solution can be evolved rather than extracted from the 

initial population. 

Keywords—Parallel Computation; DNA Computation 

Algorithm; Evolutionary DNA Computing Algorithm 

I. INTRODUCTION 

Leonard Adleman was the first person to demonstrate that 
DNA computing could be utilized for computing in a 
laboratory environment and without using conventional 
computing devices. As a paradigm for his novel approach, he 
selected the Hamiltonian Path Problem (HPP) to obtain 
solutions via experimental DNA tests [1]. It is of interest to 
mention that further or more rapid progress would have been 
achieved if he had selected an easier problem. Subsequently, he 
selected the HPP on the use of conventional computers [2].This 
choice opened stimulating avenues and allowed other 
researchers to think more favorably of DNA computing. In 
doing so, he considered that the power of this technique was 
great and involved substantial prospects for parallel computing, 
as is feasible via operations with DNA. Adelman is now 
considered the founding father of DNA computing [3]. 

Currently, DNA computing is an interdisciplinary area in 
which ecologists, biologists, computer scientists, physical 
scientists, mathematicians, chemists, and other related 
specialists identify interesting problems that may be useful for 
the theoretical and practical sides of DNA computing [4]. DNA 
computers are essentially assortments of chosen DNA strands. 
The combinations of these strands imply solutions to a given 
problem that is to be solved. Tools are currently available to 

select the preliminary components and winnow candidate 
solutions. 

The potential of parallel processing algorithms is 
substantial. DNA computing on large problems can involve 
parallel processing, given a preliminary arrangement and 
ample DNA. These challenging tasks are easily and effectively 
accomplished using DNA computing. In contrast, standard 
computers would require substantial parallelism and more 
hardware [2]. On the other hand, DNA computing is 
determined by DNA molecules’ biochemical reactions, which 
they can unsystematically anneal and they might yield 
unsuitable computations. Therefore, the use evolutionary 
computation via DNA might be a good solution. Evolutionary 
computation emphasizes on optimization method and a search 
which is probabilistic. It mimics the organic evolution models 
via using operators such as recombination and randomized 
mutation or so called the progression of interaction between the 
formation of fresh generations and their assessments and the 
choice wherever a sole individual in a populace is affected by 
the surroundings and also by other individuals. It is considered 
that individuals that can perform better in such circumstances, 
they will have greater chances for surviving [5, 6]. 

The contribution of this work is to propose an evolutionary 
DNA algorithm based on the standard DNA algorithm as it is 
presented in this paper to solve the shortest path to increase the 
possibility of having an optimum solution and to improve the 
average cost of the final paths. In the next section, some of the 
techniques and approaches that have been used in the area of 
DNA computing are reviewed and outlined. 

II. RELATED WORKS 

DNA computing was primarily conceived by Leonard 
Adleman; in 1994, Adleman developed the idea of using DNA 
computing to address the HPP [1]. From the primary 
investigations and early tests by Adleman, innovations and 
progress emerged, e.g., a number of Turing machine devices 
were systematically developed and tested. Although the 
primary efforts to exploit this fresh methodology unveiled 
computationally complex problems, it was rapidly and 
conclusively shown that the methods were clearly inapplicable 
to this type of computational algorithm [3, 4, 7, 8]. 

In 1997, a research team led by Ogihara and Ray 
recommended the analysis of Boolean circuits, it is clear that 
Nand Boolean circuits cover only Nand gates. The research 
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team showed that the relationship between the logarithm of the 
maximum fan-out of the Boolean circuit and the runtime slow-
down is proportionate, also they showed that the relationship 
among the product of the size and the maximum fan-out and 
the space complexity is proportionate [ 9, 10, 11, 7, 12, 13]. 

In 2002, researchers from Israel announced a computing 
device based on molecular programming. This computing 
device was constructed from DNA molecules and enzymes in 
contrast to the silicon materials of microchips and integrated 
circuits [14, 12].  Shapiro and his research team wrote in 
Nature that they had created a deoxyribonucleic acid computer 
[14]. The device was able to locate tumor-related entities 
within a cell, and the team was able to produce drugs that 
conferred cancer resistance whenever the disease was detected 
[14, 15]. 

Another study was conducted to determine SSCP 
sensitivity in detecting factor IX mutation [16]. The study 
investigated the blood of hemophilia B patients in Iran. Phenol, 
chloroform and other reagents were used to extract DNA. The 
gene regions were amplified using primer pairs and PCR. PCR 
fragments with improved flexibility were obtained. The study 
concluded that SSCP sensitivity was high in the system 
investigated [16]. 

In 2006, Dimitrova outlined and summarized examples for 
various DNA computing applications such as aqueous 
computing, molecular computing, DNA Turing machines, and 
the nascent field of synthetic biology [15]. In 2008, Abdulla 
successfully inserted a heuristic search in a DNA computing 
algorithm to generate better efficiency and flexibility. That 
study improved the DNA search technique by increasing the 
number of solutions and reducing the running time and 
memory capacity. The modifications of A* and alpha beta 
using DNA produced better results than ordinary A* and alpha 
beta algorithms [17]. 

Hari and his research team have suggested an advanced and 
efficient technique for addressing the problem of minimum 
vertex cover using a DNA computing algorithm. They 
suggested that a DNA computing algorithm could make it 
possible to address problems that are intractable on silicon 
computers. Nevertheless, the study stated that DNA computing 
algorithms are not feasible for solving simple problems due to 
their high degree of parallelism. Thus, computer scientists are 
required to design and elaborate more DNA computing 
algorithms [18]. The same research team has suggested that 
appropriate enzymes and legitimate approaches will 
dynamically shape biology to address more subtle problems 
and reduce the amount of error associated with the use of the 
algorithm. 

The focus of this research paper is to incorporate an 
evolution strategy into DNA computing based only on the 
crossover operator and strategy parameter. This approach is 
expected to enhance or optimize the quality of the final 
solutions by increasing the size of the final solutions and also 
by evolving the most correct solutions to obtain an optimum or 
near optimum solution(s). This optimization could take place 
regardless of the increase in the time and memory capacity of 
the modified algorithm. 

The structure of this paper is as follows. In the next section, 
DNA computing algorithms and operations are described. 
Then, a DNA interpretation for the problem of the shortest path 
is described in detail. Then after, the proposed evolutionary 
DNA computing method is established. Next, experimental 
results are described in detail. Finally, the conclusions are 
outlined. A glossary or list of terminology is presented in 
appendix A at the end of this paper. 

III. DNA COMPUTING ALGORITHM AND OPERATIONS 

Bioinformatics is now viewed as the study of information 
stored in DNA. The strings of letters correspond to 
combinations of the four bases A (adenine), T (thymine), G 
(guanine) and C (cytosine). These strings transmute 
information via convolution operations on the unit cell [18, 
15]. DNA polymerase is the key enzyme. With a specified 
strand of DNA under suitable circumstances, this enzyme 
generates the complementary strand, another Watson-Crick 
DNA sequence in which the letter C stands opposite G, G 
stands opposite C, A stands opposite T and T stands opposite 
A. From the molecular sequence CATGTC, for example, the 
new molecular sequence GTACAG is created by DNA 
polymerase. DNA is regenerated by DNA polymerase. This 
capability allows cells to regenerate and eventually permits the 
investigator to make a replica of the original object of study or 
analysis. The replication of DNA via DNA polymerase is the 
most important life process. DNA polymerase is, in essence, a 
nano-machine. It links to DNA strands, it reads each base, and, 
as it passes, it writes the complementary information as a fresh, 
lengthening strand of DNA [18, 15]. 

The resemblance between the Turing machine and DNA 
polymerase is striking. It is known that Alan Turing created 
and designed a computer in the shape of a toy, which was later 
called the Turing machine. Originally, the device was intended 
to be conceptual and appropriate for precise mathematical 
examination. 

Thus, it was meant to be truly simple, and Alan Turing 
fully succeeded. In one account, the Turing machine is 
described as a limited control device consisting of pairs of 
tapes. The limited control device moves sideways through the 
tape input, reading information. It moves sideways through the 
output of the tape, which reads and writes other data. It is noted 
that the limited control device is programmed with basic 
instructions; it would be easy to code programs for reading the 
letter strings (A, T, C, G) on the input of the tape and produce 
the complementary Watson-Crick string as the tape output. 
Thus, a Turing device can be used for coding different 
programs, e.g., to produce the complementary Watson-Crick 
strings or to play Chess. The key operations of DNA 
computing used in a DNA algorithm are defined below [19, 20, 
17, 21, 15, 22, 23, 24, 25]:- 

a) Watson-Crick pairing, as mentioned above, is 

pervasive; it is obvious that any DNA strand has its Watson-

Crick complement. The pairing will occur when a DNA 

molecule encounters the complement of the original Watson-

Crick strand. Later, both DNA strands will be annealed. Both 

strands join to produce the well-known double helix. 
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b) Polymerases allow the copying of information from 

one molecule to another. The DNA polymerase is able to 

generate strands of DNA complementary to the original 

Watson-Crick DNA string. 

c) Ligases connect molecules. This concept can be 

illustrated with DNA ligase, which creates one single strand 

from two DNA strands. DNA ligase can be utilized in the cell 

to repair disruptions or breaks that can occur in strands of 

DNA. This phenomenon can be observed when skin cells are 

exposed to certain types of light. 

d) Nucleases break down and thereby repress 

deoxyribonucleic and ribonucleic acids. 

e) Gel electrophoresis serves to analyze and segregate 

DNA, RNA and protein macromolecules. It allows 

heterogeneous DNA molecules to be run on a gel with an 

electric current and identified. 

f) Synthesis. Sequences of DNA can be written on paper 

and sent to a synthesis facility. The synthesis facility then 

returns a tube containing 1018 DNA molecules within a few 

days. Each of the molecules contains the specific sequence 

requested. Sequences of approximately 100 nucleotides in 

length can be synthesized dependably in the laboratory. The 

DNA is delivered in dry form in a narrow tube, and the 

molecules appear white in color. 

IV. DNA SOLUTION FOR THE SAMPLE OF NETWORK 

DIAGRAM 

Let a directed graph be given by Graph= (Ver, Edg), where 
Ver is defined as a group of vertices and Edg is defined as a 
group of weights (See Fig. 1). A sequence of these vertices 
such as Ver1, Ver2, Ver3... Vern can define a basic path, as 
long as Ver1, Ver2, Ver3... Vern are considered distinct [2, 8, 
25, 16]. The path length can obviously be calculated by adding 
up every edge weight in the path. Of course, considering 
walking from a specific source to a specific destination, the 
shortest simple path is the path that has the least weight among 
all of the paths in the graph. The objective is to minimize the 
total cost in the directed path. This is, of course, the simple 
shortest path going all the way from the key source to the 
destination. The shortest path problem is a network of several 
nodes and edges that are used to link all of the nodes, and the 
problem can be solved using the standard DNA algorithm. 

 

Fig. 1. Sample of Network Diagram 

The standard DNA algorithm aims to handle the key DNA 
operation stages; these stages include the coding of the 
problem, which is performed in DNA, the production of 

random solutions, the amplification of the random DNA 
solutions using PCR, the elimination of repeated nodes using 
SSCP, and finally the sorting of the final solutions using 
electrophoresis (see Fig. 2). 

 
Fig. 2. Shows Block Diagram of Normal DNA Algorithm for Solving 

Shortest Path Problem 

The key stages of the standard DNA algorithm can be 
described below [2, 16, 15, 26] :- 

a) DNA problem representation (Coding) 

It is obvious that in the graph, each vertex Veri must be 
linked to a specific palindromic 10-mer DNA sequence, which 
is represented via Veri. Therefore, every single edge Veri  
Verj (in the directed graph, a complementary oligonucleotide 
sequence of a 3’ 5-mer of Veri is tracked via a complimentary 
sequence of a 5’ 5-mer of Verj) can be combined. 

b) Building of random pathways (Construction) 

It can be said that every oligonucleotide coding vertex and 
every oligonucleotide coding edge must be combined to build 
random paths in the graph; tweaks or a tweak for each of the 
various sequences can be selected and are kept inside test 
tubes. 

c) DNA path intensification using PCR (Amplification) 

In this stage, the process of intensification is performed. It 
would begin with the source of the vertex and would end at the 
destination of the vertex. Note that 2 specific primers can be 
designed to target the source of the vertex and destination of 
the vertex, which will further amplify the PCR response. 

d) Dismissal of repetitive vertices (Elimination) 

SSCP is a simple and common practice of mutation 
detection. This process prevents nodes from reappearing within 
the strands of DNA. Basically, the PCR serves to proliferate 
and aggregate the region of interest. The subsequent DNA 
would be separated via electrophoresis to produce single-
stranded molecules. 

e) Sequencing of the DNA strands 

At this stage, the strands achieved in stage 4 are sequenced. 
By reading the sequence, the weight of each strand is defined. 
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The desired solution is considered to be the path that has the 
least weight. 

Applying the normal DNA algorithm to solve the shortest 
path problem, the above key operational stages can be 
expressed as follows: 

a) DNA problem representation (Coding) 

This can be performed via random synthesis of a 
palindromic 10-base strand of DNA for every single vertex, 
keeping in mind that Veri signifies the ith vertex (See Table 1). 
Thus, to represent every edge, Veri  Verj, a palindromic 10-
base strand of DNA can be synthesized, which is a sequence 
consisting of the 3’ 5-mer complement of Veri and the 5’ 5-mer 
sequence complement of Verj. The result of the graph (see Fig. 
1) is shown in Table 2. 

b) Building of random pathways (Construction) 

In this stage, all sequences that correspond to both vertices 
Veri and edges Veri  Vj, as synthesized in stage 1, must be 
stored in test tubes to allow ligation. Subsequently, ligation 
will occur when both sequences of the DNA Ver1 
(GCGAGATCTG) and DNA Edge Ver1Ver2 
(TAGACCTTCA) accidentally come into contact with each 
other. 

The fact that the earlier sequence ended via ATCTG and the 
latter sequence started via TAGAC is important because these 
two sequences are complementary. Thus, the annealing process 
will occur. If the resultant composite encounters a sequence 
that matches Ver2 (GAAGTCAGTC), at that point, it may also 
be able to join the composite, as the earlier sequence 
complements the later starting sequence. It can be observed 
that composites can grow lengthwise when edges of DNA 
sequences are joined together via a vertex of DNA sequences. 
Accordingly, the paths can be expressed as follows:- 

Ver3  Ver4  

GTCACGACGAGCCATAGACC  

Ver1  Ver2  Ver3  Ver5  Ver4  Ver6 

GCGAGATCTGGAAGTCAGTCGTCACGACGAGTTCGTTTA

GGCCATAGACCGATGAGAGTA  

Ver2 Ver3 Ver5  Ver4 

GAAGTCAGTCGTCACGACGAGTTCGTTTAGGCCATAGAC

C 

Ver1 → Ver2  Ver3  Ver5 

GCGAGATCTGGAAGTCAGTCGTCACGACGAGTTCGTTTA

G  

Ver1  Ver3  Ver4  Ver6 

GCGAGATCTGGTCACGACGAGCCATAGACCGATGAGAG

TA 

Ver1  Ver2  Ver3  Ver5 Ver4  Ver6 

GCGAGATCTGGAAGTCAGTCGTCACGACGAGTTCGTTTA

GGCCATAGACCGATGAGAGTA  

Ver1 Ver2 Ver5  Ver1  Ver3 Ver5 Ver6 

GCGAGATCTGGAAGTCAGTCGTTCGTTTAGGCGAGATCT

GGTCACGACGAGTTCGTTTAGGATGAGAGTA 

Ver1  Ver2  Ver3 Ver5 Ver6 

GCGAGATCTGGAAGTCAGTCGTCACGACGAGTTCGTTTA

GGATGAGAGTA 

Ver2  Ver3  Ver4  Ver6 

GAAGTCAGTCGTCACGACGAGCCATAGACCGATGAGAG

TA 

Ver1  Ver3  Ver5  Ver4 

GCGAGATCTGGTCACGACGAGTTCGTTTAGGCCATAGA

CC  

etc. 

c) DNA path intensification using PCR (Amplification) 

The generation of all paths that can hold both source and 
destinations (Vers and Verd) can be accomplished via DNA 
path intensification using PCR. This process occurs as follows: 

I. If the source Ver1 and the destination Ver6 are 
selected, at that point, both primers that correspond to 
the source and destination (Ver1 (GCGAGATCTG) and 
Ver6 (GATGAGAGTA)) are added to the resulting 
solution. Then, the PCR can occur. 

II. Additionally, the GCGAGATCTG primer would anneal 
to its target sequence that is established in the Ver1 
Ver6 path; a similar phenomenon will occur with the 
other primers. 

Consequently, immediately after the accomplishment of 
PCR, every path from the Ver1 source to the Ver6 destination 
can be expressed as follows:- 

Ver1 Ver2 Ver3 Ver5  Ver6  

GCGAGATCTGGAAGTCAGTCGTCACGACGAGTTCGTTTA

GGATGAGAGTA 

Ver1  Ver2  Ver3  Ver5  Ver4 Ver6 

GCGAGATCTGGAAGTCAGTCGTCACGACGAGTTCGTTTA

GGCCATAGACCGATGAGAGTA 

Ver1  Ver2  Ver5  Ver1  Ver3  Ver5 Ver6 

GCGAGATCTGGAAGTCAGTCGTTCGTTTAGGCGAGATCT

GGTCACGACGAGTTCGTTTAGGATGAGAGTA 

Ver1  Ver2  Ver4  Ver6 

GCGAGATCTGGAAGTCAGTCGCCATAGACCGATGAGAG

TA 

Ver1 Ver3  Ver5  Ver6 

GCGAGATCTGGTCACGACGAGTTCGTTTAGGATGAGAG

TA 

Ver1 Ver3  Ver5  Ver4  Ver6 

GCGAGATCTGGTCACGACGAGTTCGTTTAGGCCATAGA

CCGATGAGAGTA 

Ver1  Ver2  Ver5  Ver6 

GCGAGATCTGGAAGTCAGTCGTTCGTTTAGGATGAGAGT

A 

d) Dismissal of repetitive vertices (Elimination) 

In this stage, the rule is obviously not to allow the vertices 
to reappear. In other words, repetition is not allowed; thus, 
nodes that are repeated for the second time will be dismissed. 

The process of elimination can be performed via a single-
stranded conformation polymorphism approach (SSCP). A 
hairpin structure can be formed via the series. It can hold 
reappearing nodes that can be connected to their corresponding 
split ends. The strands that hold hairpin loops will eventually 
be eliminated via the SSCP approach. Thus, the representation 
for all paths that have vertex repetition can be expressed as 
follows:- 
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Ver1  Ver2  Ver5  Ver1 Ver3  Ver5  Ver6 

GCGAGATCTGGAAGTCAGTCGTTCGTTTAGGCGAGATCT

GGTCACGACGAGTTCGTTTAGGATGAGAGTA 
It can be observed that with a path Ver1  Ver2 Ver5 

 Ver1  Ver3 Ver5 Ver6, the vertices Ver1 and Ver5 
are repeated. Thus, subsequently disregarding strands with 
loops, the achieved paths are expressed as follows: 

Ver1  Ver2  Ver3  Ver5 Ver6  

GCGAGATCTGGAAGTCAGTCGTCACGACGAGTTCGTTTA

GGATGAGAGTA 

Ver1  Ver2 Ver3  Ver5  Ver4 Ver6 

GCGAGATCTGGAAGTCAGTCGTCACGACGAGTTCGTTTA

GGCCATAGACCGATGAGAGTA 

Ver1  Ver2  Ver4 Ver6 

GCGAGATCTGGAAGTCAGTCGCCATAGACCGATGAGAG

TA 

Ver1 Ver3 Ver5  Ver6 

GCGAGATCTGGTCACGACGAGTTCGTTTAGGATGAGAG

TA 

Ver1 Ver3  Ver5 Ver4 Ver6 

GCGAGATCTGGTCACGACGAGTTCGTTTAGGCCATAGA

CCGATGAGAGTA 

Ver1 Ver2  Ver5  Ver6 

GCGAGATCTGGAAGTCAGTCGTTCGTTTAGGATGAGAGT

A 

e) Sequencing of the DNA strands. In this stage, each 

weight path achieved in stage 4 is defined by interpreting the 

equivalent sequence. 

Ver1  Ver2 Ver4  Ver6 

Overall weight for path is 15 

Ver1 Ver2 Ver3  Ver5  Ver6 

Overall weight for path is 13 

Ver1  Ver2  Ver3  Ver5 Ver4  Ver6 

Overall weight for path is 19 

Ver1 Ver3 Ver5 Ver6 

Overall weight for path is 12 

Ver1 Ver3 Ver5  Ver4 Ver6 

Overall weight for path is 18 

Ver1 Ver2  Ver5  Ver6 

Overall weight for path is 13 
Note that Ver1  Ver3  Ver5  Ver6 path produces 12; 

this is the least weight cost. Therefore, Ver1  Ver3  Ver5 
 Ver6 is our solution to the problem path, which holds an 
equivalent DNA sequence that can be described as follows: 

GCGAGATCTGGTCACGACGAGTTCGTTTAGGATGAGAG

TA 

V. PROPOSED EVOLUTIONARY DNA COMPUTING 

The Java programming language is used to design a 
simulation of DNA computing to solve the problem of the 
simple shortest path. The standard DNA algorithm is 
implemented; then, the cleaning stage is used to obtain the 
desired solutions randomly. However, the produced solutions 
that are not desirable are discarded through this stage. The 
shortest path is established; however, there are some 
restrictions that must be addressed:- 

1) It is clear that the DNA algorithm generates random 

solutions that are governed by chance with respect to the DNA 

strands meeting each other or not; thus, the DNA algorithm 

might not produce all of the potential solutions as there is no 

evolutionary progress involved here to produce solutions via 

progress within considerable sequence populations arising 

from the DNA. 

2) In case the DNA algorithm cannot produce all of the 

potential solutions, identification of the best solution is not 

assured. 

3) The random generation solution size can be amplified; 

thus, the number of potential solutions could also be 

amplified. This process will allow us to obtain more final 

solutions; however, the downsides are that the search process 

will take more time and there is a greater need for memory 

capacity. Still, the best solution is not assured. 
There must be other ways to enhance the standard normal 

DNA computing algorithm to obtain more diversity in the 
scope of the produced solutions, to create more correct 
solutions and also to obtain the best solution. In this regard, a 
method is suggested to conglomerate DNA computing with an 
evolutionary algorithm (Evolutionary DNA Computing). 
Evolutionary algorithm features are used in this research to 
produce solutions through progress within substantial sequence 
populations arising from the DNA. This evolutionary algorithm 
will increase the dimensionality of the system by replacing the 
customary filtering approach with an evolutionary approach. 
Thus, the best solutions might be obtained through iterative 
intensification, recombining strand populations, eliminating 
inappropriate solutions included in the population, and 
selecting the best solutions through gel electrophoresis instead 
of mining them from the preliminary population. 

This proposed improvement of the algorithm has four 
modifying operations (See Fig. 3). Each operation has an effect 
on the algorithm, while they all share the same representation 
of the knowledge. The four operations are the following:- 

1) Adding/Replacing the start/end of the PCR-dropped 

strands 
The normal DNA algorithm is modified by 

adding/replacing the start/end of the PCR-dropped strands. The 
first level of enhancement is finished by obtaining all of the 
dropped PCR solutions, adding a start node to the beginning of 
the solution strand, and adding an end node to the end of the 
solution strand. By performing this operation, the PCR-
dropped solution can address PCR solutions in such a manner 
that the chance of obtaining more final solutions will increase. 
Another level that is accomplished using the same function is 
to switch the start and end nodes of the dropped PCR solution 
strand by the desired start/end nodes. This step can add 
diversity to the solution space by increasing the number of 
PCR solutions and consequently increasing the chance of 
obtaining many solutions in the end. These 2 modifications are 
solely applicable to the Shortest Path problem. Details of the 
pseudo code snippet are shown below. 

Replace and Add the start/end of the PCR solution: 

Input: Dropped PCR solution 

Output: Added PCR Test Tube Solution 
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For each dnaStrand in the PCR Test Tube 

    If dnaStrand.length > Size 

 newStrand= replaceStartEnd (dnaStrand) 

 Add newStrand to PCR Test tube 

               newStrand= addStartEnd (dnaStrand) 

              Add newStrand to PCR Test tube 

End For 

replaceStartEnd (dnaStrand) 

replacedStrand= dnaStrand.substring(Size, dnaStrand.length()-Size) 

   Return startNodeStrand+replacedStrand+endNodeStrand 

addStartEnd (dnaStrand) 

 Return startNodeStrand+ dnaStrand +endNodeStrand 

replacedStrand= dnaStrand.substring(Size, dnaStrand.length()-Size) 

 Return startNodeStrand+replacedStrand+endNodeStrand 

addStartEnd (dnaStrand) 

 Return startNodeStrand+ dnaStrand +endNodeStrand 

 
Fig. 3. The proposed technique 

2) Crossovers Dropped in the PCR Solutions 
Modifying the normal DNA algorithm by adding semi-

crossovers of the dropped PCR strands involves applying 
another modification in the algorithm. The process works by 
obtaining the dropped PCR solutions and randomly selecting 
two nodes in the solution strand to be replaced by two random 
nodes obtained from the set of original nodes. This step is 
similar to a semi-crossover operation for increasing the 
possibility of obtaining more solutions. The output of this 
function is sent to the PCR function to obtain the correct PCR 
solutions and to send them to the next function, which is the 
SSCP function. The details of the pseudo code snippet are 
shown below. 

PCR Semi-Crossover: 

Input: Dropped PCR Solution TT, Nodes TT 

Output: Added PCR Test Tube Solution 

For each dnaStrand in PCR Dropped Test Tube 

    If dnaStrand.length > Size 

     While no termination do // two crossovers or break 

       Get random nodeS in dnaStrand 

       Get random NodeS from initial Test Tube 

        Replace nodeS with NodeS 

 Od 

 If isPCR (dnaStrand) // isPCR function already available 

 Add dnaStrand to PCR Test Tube 

          End If 

         End If 

End For 

3) Crossovers Dropped in SCCP Solutions 
Modifying the normal DNA algorithm with semi 

crossovers of the dropped SSCP strands proceeds as follows:- 

This modification is the same as the PCR Semi-Crossover 
but is applied on dropped SSCP solutions, and the difference is 
that the two random nodes are semi-crossed over, but not the 
start/end node, because there are already correct nodes in the 
solutions strand. The output of this function is sent to the SSCP 
function to obtain the correct SSCP solution from within the 
set. Details of the pseudo code snippet are shown below. 

SSCP Semi-Crossover: 

Input: Dropped SSCP Solution TT, Nodes TT 

Output: Added SSCP Test Tube Solution 

For each dnaStrand in the SSCP Dropped Test Tube 

    If dnaStrand.length > Size 

    While no termination do // two crossovers or break 

     Get random nodeS in dnaStrand but not start/end node 

     Get random NodeS from initial Test Tube 

     Replace nodeS with NodeS 

    Od 

If isSSCP (dnaStrand) // isSSCP function already available 

Add dnaStrand to SSCP Test Tube 

End If 

End For 

4) Evolutionary SSCP 
Modifying the normal DNA algorithm with the 

evolutionary approach: 

The following is the real evolutionary improvement to the 
algorithm: the best SSCP solution and 10% of the other SSCP 
solutions (not the best ones) are taken from the SSCP solution 
list. A new generation is made from these selected solutions by 
crossing over one node of the solution randomly and checking 
if any solution is generated with a lower cost; it is used if no 
better solution is generated. The strategy parameter is tuned, 
and instead of crossing over only one node, two nodes are 
crossed over, and the evolution of the algorithm is evaluated. 
The generation of a new population from an initial population 
is continued until either a better solution is obtained or the 
termination criterion is met. Details of the pseudo code snippet 
are shown below. 

SSCP Evolution Strategy: 

Input: SSCP Solution Test Tube, Nodes Test Tube 

Output: Added SSCP Test Tube Solution 

While no termination do // two crossovers or break 

 Get best solution and 10% random solutions 

  For i=0 to EdgesTT.length // number of generations 

    If (new generation worse than previous one) 

     Set crossinOverNodes=2 // strategy parameter setting 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

115 | P a g e  

www.ijacsa.thesai.org 

   Else 

    Set crossinOverNodes=1 

    makeNewGeneration() 

   Get best solution and 10% random solutions from new generation 

End For 

Get best solution from new generation 

End While 

makeNewGeneration() 

While no termination do 

makeSemiCrossOver(currentStrand,Nodes TT) // function is already 

//defined 

add crossedOver strand to new population  

End While 

VI. EXPERIMENTAL RESULTS 

It is clear that the evolutionary SSCP improves the 
algorithm by evolving the solution into a better solution. In the 
next first, second or third generation, a better solution is 
generated by semi-crossovers of the nodes in the current 
generation; occasionally, this occurs in later generations. A 
better indication of the evolutionary improvement is that in 
some iteration, a solution is given even when there is no 
solution found in the normal algorithm. 

An improved DNA computing algorithm for solving 
complex optimization problems is presented in this research 
study. The algorithm not only shows whether a solution exists 
but also provides more possible solutions; hence, the likelihood 
of obtaining the optimum solution is increased. The proposed 
algorithm might be extended to solve other optimization 
problems. This will be shown in the test result tables. To 
improve the algorithm, the focus is on the generation of more 
solutions rather than decreasing the running time or memory 
capacity, as current computers have sufficient CPU speed and 
memory capacity. The variables to be used are defined in the 
results of the Shortest Path Problem; all of the results in this 
section are supported by tables and charts to display the 
intermediate and final results, with statistical curves that 
represent the comparison between the standard DNA and 
improved DNA algorithms. The data tables of the results of the 
DNA Algorithm and Evolutionary DNA Algorithm for solving 
the Shortest Path problem are found below. Table 3 shows the 
solution of the standard DNA algorithm for SPP, which is the 
basic result to be compared with the results generated by the 
improved DNA algorithm. 

Table 4 shows the first improved solution of SPP by the 
DNA algorithm. As explained in the previous sections, the 
algorithm is improved by working on the dropped solution at 
the PCR operation; the first step’s desired start node will be 
added to the beginning of the strand, and the end node is added 
to the end of the strand. At the second step, the beginning node 
and end node of the strand will be replaced by the desired start 
and end nodes. It is clear in the table and by comparing with 
the previous table that the number of PCR solutions is 
dramatically increased (which increases the SSCP solutions 
automatically), which results in having more final solutions 
and a better average cost for the final paths. 

By embedding the crossover operation in the PCR 
operation, as observed below the table, the number of PCR and 
SSCP is increased, which again results in an increased number 

of final solutions and the improvement of the average cost of 
the final paths, but the percentage of improvement is less than 
that of the previous modification. By embedding the SSCP 
crossover in the SSCP operation, the percent increase in the 
SSCP solution is even lower; hence, it has a smaller number of 
final solutions and therefore does not have good improvement 
in the average cost of the final paths. Until now, replacing 
Start/End in the PCR operation generates better results than the 
PCR and SSCP crossover operations. Even combining the PCR 
and SSCP does not yield good results (Tables 5, 6 and 7). 

As is shown in Tables 8, 9 and 10, by Replacing Start/End 
in the PCR Operation with the PCR and SSCP crossover, the 
number of final solutions and the average cost of the final paths 
is improved. Thus, replacing Start/End in the PCR operation 
improves the standard DNA algorithm much more than the 
PCR and SSCP crossover. Tables 11 and 12 show the results of 
the evolutionary SSCP, evolving the resulting SSCP solution 
through several generations until the best SSCP solution is 
obtained. Although the number of PCRs, SSCPs and final 
solutions is low, the average cost of the final route is good; this 
finding indicates that the performance of the algorithm can be 
increased by evolving the final solution rather than increasing 
the search space of the problem. By adding the supportive 
operations to the evolutionary SSCP operation, the result is 
improved. There are more solutions in the end; therefore, the 
possibility of having the optimum or near-optimum solution is 
increased, and the average cost of the final paths is improved as 
well (See Tables 13, 14, 15 and 16). 

The effect of the modifications on the standard DNA 
algorithm and the optimization of the algorithm by obtaining 
more solutions and better results in the end are clearer when 
the above data tables are converted to many distinct charts. The 
section below shows the corresponding charts of the main 
factors of the problems to better highlight the improvement in 
the algorithm. Below, the figures of the DNA Algorithm and 
Evolutionary DNA Algorithm for solving the Shortest Path 
problem can be found. Fig. 4 shows the number of solutions 
versus the number of nodes for the DNA Algorithm and 
Evolutionary DNA Algorithm. Clearly, the number of solutions 
is increased with the proposed evolutionary techniques. 

 
Fig. 4. shows Average No. of PCR Solutions; DNA Algorithm, SSCP Evol, 

SSCP Evol+PCR Corss, SSCP Evol+ SSCP Cross, SSCP Evol+PCR+SSCP 
Cross, SSCP Evol+PCR+SSCP Cross+RepAdd 

Fig. 5 shows the number of PCR solutions versus the 
number of nodes for the DNA Algorithm and Evolutionary 
DNA Algorithm. The PCRCross+RepAdd produced more 
solutions than others 
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Fig. 5. Average No. of PCR Solutions; DNA Algorithm, RepAdd, PCR 

Corss, SSCP Cross, +PCR+SSCP Cross, PCR Cross+RepAdd, SSCP 
Cross+RepAdd 

Fig. 6 shows the number of SSCP solutions versus the 
number of nodes for the DNA Algorithm and Evolutionary 
DNA Algorithm. 

 
Fig. 6. shows,  Average No. of SSCP Solutions; DNA Algorithm, SSCP 

Evol, SSCP Evol+PCR Corss, SSCP Evol+ SSCP Cross, SSCP 

Evol+PCR+SSCP Cross, SSCP Evol+PCR+SSCP Cross+RepAdd 

Fig. 7 shows the number of SSCP solutions versus the 
number of nodes for the DNA Algorithm and Evolutionary 
DNA Algorithm. 

 
Fig. 7. shows – Average No. of SSCP Solutions; DNA Algorithm, RepAdd, 

PCR Corss, SSCP Cross, +PCR+SSCP Cross, PCR Cross+RepAdd, SSCP 

Cross+RepAdd 

Fig. 8 shows the number of solutions versus the number of 
nodes for the DNA Algorithm and Evolutionary DNA 
Algorithm. 

 
Fig. 8. Average No. of Final Solutions; DNA Algorithm, SSCP Evol, SSCP 

Evol+PCR Corss, SSCP Evol+ SSCP Cross, SSCP Evol+PCR+SSCP Cross, 

SSCP Evol+PCR+SSCP Cross+RepAdd 

Fig. 9 shows the number of solutions versus the number of 
nodes for the DNA Algorithm and Evolutionary DNA 
Algorithm. 

 
Fig. 9. Average No. of Final Solutions; DNA Algorithm, RepAdd, PCR 

Corss, SSCP Cross, +PCR+SSCP Cross, PCR Cross+RepAdd, SSCP 
Cross+RepAdd 

Fig. 10 shows the Average path cost versus the number of 
nodes for the DNA Algorithm and Evolutionary DNA 
Algorithm. It is clearly seen that the average path cost using 
DNA algorithm is the most expensive among others. 

 
Fig. 10. Average Path Cost; DNA Algorithm, SSCP Evol, SSCP Evol+PCR 

Corss, SSCP Evol+ SSCP Cross, SSCP Evol+PCR+SSCP Cross, SSCP 

Evol+PCR+SSCP Cross+RepAdd 

Fig. 11 shows the Average Path Cost versus the number of 
nodes for the DNA Algorithm and Evolutionary DNA 
Algorithm. 
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Fig. 11. Average Path Cost; DNA Algorithm, RepAdd, PCR Corss, SSCP Cross, +PCR+SSCP Cross, PCR Cross+RepAdd, SSCP Cross+RepAdd 

TABLE I.  SHOWS VERTICES SND THEIR COMPLIMENTS 

COMPLIMENTS 

Ver1 =  5'GCGAGATCTG3'   Comp: 3'CGCTCTAGAC5' OR   5'CAGATCTCGC3'   

Ver2 =  5'GAAGTCAGTC3'   Comp: 3'CTTCAGTCAG5' OR   5'GACTGACTTC3'   
Ver3 =  5'GTCACGACGA3' Comp: 3'CAGTGCTGCT5' OR   5'TCGTCGTGAC3'   

Ver4 =  5'GCCATAGACC3' Comp: 3'CGGTATCTGG5' OR   5'GGTCTATGGC3'   

Ver5 =  5'GTTCGTTTAG3' Comp: 3’CAAGCAAATC5’   OR   5'CTAAACGAAC3'   
Ver6 =  5'GATGAGAGTA3' Comp: 3'CTACTCTCAT5' OR   5'TACTCTCATC3'   

TABLE II.  SHOWS THE REPRESENTATION OF EDGES SND THEIR CORRESPONDING WEIGHTS 

Edge                      Weight 

Ver1 Ver2= TAGACCTTCA    2 

Ver1 Ver3= TAGACCAGTG   4 

Ver2 Ver3= GTCAGCAGTG    3 
Ver2 Ver4= GTCAGCGGTA   5 

Ver2 Ver5= GTCAGCAAGC   5 
Ver3 Ver4= GACGACGGTA   2 

Ver3 Ver5= GACGACAAGC   2 

Ver4 Ver6= CGGTACTACT   8 
Ver5 Ver4= AAATCCGGTA   4 

Ver5 Ver6= AAATCCTACT   6 

TABLE III.  STANDARD DNA ALGORITHM 
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10 18 6248 55 2 2 2 19 13 27 13 0 0 0 0 0 0 0 
15 23 26198 100 3 3 2 26 17 46 54 0 0 0 0 0 0 0 

20 30 90071 171 4 4 3 38 16 88 172 0 0 0 0 0 0 0 

25 39 170626 267 6 5 3 47 14 142 397 0 0 0 0 0 0 0 
30 47 338264 386 15 8 3 43 30 290 1077 0 0 0 0 0 0 0 

TABLE IV.  IMPROVED DNA ALGORITHM USING REPLACING START/END AT PCR OPERATION 
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10 18 5892 55 186 139 28 16 13 53 7 52 0 186 47 0 0 0 

15 23 23858 101 360 259 57 27 17 48 48 98 0 360 101 0 0 0 
20 30 80279 169 661 498 101 33 16 91 165 164 0 661 163 0 0 0 

25 38 164058 266 1064 699 165 33 14 157 712 259 0 1064 365 0 0 0 

30 47 348691 381 1409 945 222 40 30 288 1219 367 0 1409 464 0 0 0 
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TABLE V.  IMPROVED DNA ALGORITHM USING PCR CROSS OVER 
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10 18 6825 55 87 71 5 18 13 46 27 51 4159 84 16 0 0 0 
15 23 27003 100 194 150 7 22 17 68 81 95 10268 189 43 0 0 0 

20 30 91793 173 454 349 15 31 16 132 610 168 21817 449 104 0 0 0 

25 39 173501 267 461 285 18 45 14 227 532 260 37273 455 176 0 0 0 
30 47 348751 385 520 300 29 42 30 398 1246 363 54790 499 220 0 0 0 

TABLE VI.  IMPROVED DNA ALGORITHM USING SSCP CROSS OVER 
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10 18 5826 55 3 5 2 25 13 25 20 51 0 0 0 45 3 0 

15 23 26540 100 3 13 2 25 17 48 212 96 0 0 0 42 11 0 
20 30 87468 170 4 47 3 39 16 94 263 165 0 0 1 68 44 0 

25 39 168514 264 7 70 3 40 14 148 544 256 0 0 2 248 65 0 

30 47 364737 383 16 195 4 43 30 288 1081 367 0 0 5 656 184 0 

TABLE VII.  IMPROVED DNA ALGORITHM USING PCR+SSCP CROSS OVER 
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10 18 6098 55 60 1457 5 20 13 47 29 52 4290 58 15 173 1412 0 

15 23 27694 99 175 4790 7 23 17 70 96 94 10275 172 51 693 4666 0 
20 30 85079 168 272 9312 11 42 16 142 546 162 20665 267 105 2527 9145 0 

25 39 166696 265 432 17259 18 43 14 252 621 257 36308 425 192 3903 17019 0 

30 47 334954 383 686 26016 37 41 33 458 1309 367 55369 671 310 9978 25640 0 

TABLE VIII.  IMPROVED DNA ALGORITHM USING PCR CROSS OVER + REPLACING START/END AT PCR OPERATION 
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10 18 5911 55 187 137 28 16 13 30 19 52 0 187 50 0 0 0 

15 23 23973 101 359 257 55 27 17 52 60 97 0 359 102 0 0 0 

20 30 82685 169 634 475 98 35 16 95 354 163 0 634 158 0 0 0 
25 39 167655 268 995 645 154 36 14 156 513 262 0 995 351 0 0 0 

30 48 343511 386 1421 898 205 39 30 288 1008 370 0 1421 523 0 0 0 
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TABLE IX.  IMPROVED DNA ALGORITHM USING SSCP CROSS OVER + REPLACING START/END AT PCR OPERATION 
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10 18 5786 55 186 4793 28 16 13 41 31 52 0 186 50 570 4657 0 
15 23 25132 101 360 8347 59 27 17 68 320 98 0 360 94 2554 8081 0 

20 30 84607 169 632 14160 100 32 16 120 391 163 0 632 161 4421 13689 0 

25 39 164140 266 1010 30632 158 34 14 212 696 259 0 1010 342 7742 29964 0 
30 47 346084 380 1397 41136 217 40 30 368 1237 364 0 1397 470 12694 40210 0 

TABLE X.  IMPROVED DNA ALGORITHM USING PCR+SSCP CROSS OVER + REPLACING START/END AT PCR OPERATION 
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10 18 6523 55 186 4856 29 16 13 71 50 52 0 186 50 429 4719 0 

15 23 25262 100 358 8853 57 26 17 120 381 97 0 358 102 3012 8597 0 
20 30 82588 170 652 13386 105 31 16 215 745 164 0 652 154 4783 12888 0 

25 38 167798 264 1053 31748 162 33 14 369 1209 257 0 1053 360 9255 31055 0 

30 47 338903 381 1404 47527 209 40 30 656 2245 366 0 1404 533 12219 46656 0 

TABLE XI.  IMPROVED DNA ALGORITHM USING EVOLUTIONARY SSCP 
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10 18 6383 55 3 32 3 17 13 1319 1285 51 0 0 0 0 0 11,400 

15 23 25712 100 4 37 3 23 17 1721 664 95 0 0 1 0 0 16,847 
20 30 88395 171 5 46 3 35 16 2093 876 165 0 0 0 0 0 15,270 

25 39 169204 264 7 54 3 37 14 2847 1019 256 0 0 2 0 0 26,411 

30 47 340939 387 16 69 4 42 30 4189 855 371 0 0 5 0 0 11,195 

TABLE XII.  IMPROVED DNA ALGORITHM USING EVOLUTIONARY SSCP + PCR CROSS OVER 
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10 18 6503 55 141 117 5 17 13 1190 1177 51 4416 138 52 0 0 48911 

15 23 28113 101 261 223 7 26 17 1560 1208 96 10645 257 71 0 0 18559 

20 30 88658 171 328 264 10 33 16 2022 477 165 21173 323 105 0 0 18237 
25 39 167883 266 461 326 21 37 14 2619 705 258 36408 454 185 0 0 9635 

30 47 340505 385 478 344 26 43 30 3720 795 370 56308 464 193 0 0 33182 
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TABLE XIII.  IMPROVED DNA ALGORITHM USING EVOLUTIONARY SSCP + SSCP CROSS OVER 
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10 18 6308 55 2 31 2 17 13 1254 967 52 0 0 0 0 0 17900 
15 23 25644 100 3 48 3 24 17 1537 1231 96 0 0 0 48 11 19387 

20 30 92930 171 4 76 3 34 16 2130 459 166 0 0 1 36 32 18593 

25 39 161309 266 8 125 4 38 14 2712 789 257 0 0 2 316 70 26349 
30 47 329616 386 16 369 4 43 30 3500 1120 369 0 0 6 615 301 24955 

 

TABLE XIV.  IMPROVED DNA ALGORITHM USING EVOLUTIONARY SSCP + PCR+SSCP CROSS OVER 
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10 18 5839 55 97 3086 5 17 17 1324 1150 52 4577 94 32 431 2993 48161 
15 23 28748 99 161 2665 7 23 17 1484 1068 96 11258 158 31 1226 2502 22009 

20 30 86501 170 345 10233 13 31 16 2086 829 165 21433 340 113 2483 9961 16995 

25 39 167654 268 382 12767 17 39 14 2653 1208 261 37471 377 146 3875 12480 9759 
30 47 356121 383 555 19193 27 39 30 4100 683 362 54019 536 222 6353 18802 27878 

TABLE XV.  IMPROVED DNA ALGORITHM USING EVOLUTIONARY SSCP + REPLACE/ADD START/END AT PCR OPERATION 
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10 18 6089 55 186 166 29 16 13 1162 1496 52 0 186 49 0 0 24942 

15 23 23191 101 361 285 53 27 17 1471 1091 98 0 361 110 0 0 17620 
20 30 84220 170 666 541 106 28 16 2003 430 166 0 666 167 0 0 15522 

25 39 158626 267 1014 697 152 35 14 2539 890 261 0 1014 367 0 0 28331 

30 47 330718 381 1496 1007 211 38 30 2952 1201 365 0 1496 547 0 0 23650 

TABLE XVI.  IMPROVED DNA ALGORITHM USING EVOLUTIONARY SSCP + PCR+SSCP CROSS OVER + REPLACE/ADD START/END AT PCR OPERATION 
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10 18 5696 55 188 4477 30 16 13 1266 1399 52 0 188 48 855 4308 22460 

15 23 24291 101 361 9325 58 27 17 1442 1187 98 0 361 99 1484 9029 15070 

20 30 81129 169 637 13710 101 31 16 1959 462 165 0 637 163 5782 13195 13177 
25 39 153987 267 1018 34081 151 34 14 2542 1165 261 0 1018 383 8935 33396 24580 

30 47 347375 385 1410 41275 214 39 30 3079 1194 368 0 1410 473 13073 40279 21016 
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VII. CONCLUSIONS 

In this paper, the fundamental ideas of DNA computing and 
evolutionary strategies are presented and elaborated. DNA 
computing is employed to resolve the shortest path 
problem. The results of the DNA computing algorithm are 
obtained and the performance of the algorithm is evaluated. 
Better results are thereby verified. Thus, a suggested 
Evolutionary DNA Algorithm was considered to take 
advantage of the Evolutionary Strategies by being embedded in 
the normal DNA Algorithm to optimize it and hence obtain 
better results. The optimization produces better results; this 
means that the number of solutions is increased; thus, the 
possibility of obtaining optimum solutions is increased as well. 
Additionally, because the evolutionary technique is used, the 
initial resulting solutions are evolved; hence, the average 
quality of the solution generation after generation is increased. 
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APPENDIX A 

AP  Represents the Average Path  
DNA  Deoxyribonucleic Acid   

drpPCR  Represents the number of dropped PCR solutions 
drpSSCP                   Represents the number of dropped SSCP solutions 

E  Represents the number of network edges  

EA  Evolutionary Algorithm    
evolSSCPcross Represents the number of Evolutionary SSCP  

Crossover operations  

GA  Genetic Algorithms   
GELP  Represents the number of Gel Electrophoresis solutions 

GRS  Generate Random Solutions  

HDNA  Heuristic Deoxyribonucleic Acid  
HPP  Hamiltonian Path Problem  

LIG  Represents the number of DNA Ligations  
MC Represents the Memory Capacity of the DNA 

Algorithm  

MER The length of the oligonucleotide is usually denoted by 
"mer" (from Greek meros, "part")   

PCR   Polymerase Chain Reaction  

pcrCross      Represents the number of PCR Crossover operations 
pcrGen   Represents the number of PCR solutions generated by  

Crossover Operation    

PCRP     Represents the number of PCR solutions 
RNA    Ribonucleic Acid 

RSG   Represents the number of Random Solutions Generated 

SP      Represents the Shortest Path 
SPP     Shortest Path Problem  

SSCP   Single Strand Conformation Polymorphism, Represents             

                                    the number of SSCP solutions 
sscpCross   Represents the number of SSCP Crossover operations 

sscpGen                      Represents the number of SSCP solutions generated by 

Crossover Operations   
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Abstract—Playfair cipher is the first known digraph 

polyalphabetic method. It relies on 5x5 uppercase alphabets 

matrix with simple substitution processes to be used for 

encryption and decryption. This paper proposes an enhanced 

variant of Playfair cipher algorithm that incorporates an 

algorithm for elaborate key generation starting with a seed 

accompanying the ciphertext and will be referred to as a Novel 

Paradigm for Symmetric Cryptosystem (NPSC). 

The key generation, encryption and decryption processes 

implement modular calculations instead of the simple 

substitution used in the traditional Playfair cipher. It supports 

both alphabetic characters and numerals. This variant 

considerably enhances the security strength without increasing 

the matrix size as demonstrated by the experimentation results. 

Comparative studies of various critical factors with other 

reported versions of Playfair cipher and results were also 

included. 

Keywords—cryptography; security; symmetric systems; 

polyalphbetic cipher; key generation 

I. INTRODUCTION 

The first practical digraph substitution cryptosystem was 
Playfair cipher which is invented by Charles Wheatstone in 
1854. It encrypts pairs of letters rather than single letters as in 
simple substitution cipher, hence reducing the hazard of 
frequency analysis attack significantly. Playfair cipher is 
reasonably fast and easy to be applied by low skilled persons, 
hence it was tactically used during World Wars I & II by all 
warring parties. Due to its powerful then and simple 
calculations, it proved suitable for the protection of non-critical 
information during combat. By the time the enemy 
cryptanalysts could break the message the information was 
useless to them [1]. 

The traditional Playfair cipher structure is a 5x5 matrix that 
contains the uppercase English alphabet with letters I and J are 
treated as equals. Uncounted books, papers and surveys 
included the structure, operation and characteristics of this 
ciphering technique were reported [2-8]. Due to its many 
peculiarities and shortcomings outlined by Srivastava and 
Gupta [9], many extended or modified versions of Playfair 
cipher schemes that would include alphanumeric and special 
characters were suggested in recent years as listed in section 2. 
However, this paper presents a new variant that incorporates 
modular arithmetic calculations rather than simple substitution 
and involves alphabetic and numerals text messages. It 
suggests a new key creation method out of a key seed for 
constructing the matrices for the encryption/decryption 
processes. 

After the definition o Playfair Cipher in section 1, a brief 
survey of related work is given in section 2, followed by a 
detailed explanation of the proposed cryptosystem scheme in 
section 3. Section 4 includes the implementation of the 
algorithm and section 5 lists the experimental results and 
comparison with the original Playfair cipher and some of its 
variances. Finally section 6 concludes the paper. 

II. PLAYFAIR CIPHER VARIANTS 

The most important variants of Playfair cipher will be 
chronically considered here. 

Murali and Senthilkumar [10] reported a rapid increase in 
security of the transmission over an unsecured channel by 
mapping random numbers to keyword of Playfair cipher. The 
corresponding numbers are then transmitted to the recipient 
instead of alphabetical letter. 

Sastry et. al. [11] considered the 7 bits ASCII characters 
representation for the plaintext message characters denoted by 
codes from 0 to 127. Shanon’s concept of confusion and 
diffusion was achieved by suitable variation in the traditional 
Playfair rules together with modification in the substitution 
tables. 

Babu et. al. [12] implemented 6x6 matrix instead of 5x5 
matrix in order to include number in their cipher, however, 
lowercase letters, white space and other printable characters 
cannot be handled. In order to include other uppercase letters 
and other characters, Srivastava and Gupta [9] modified their 
work by forming an 8 x 8 matrix. Beside they extended the 
technique by converting obtained cipher to the corresponding 
ASCII code values in decimal and further to corresponding 7 
bits binary values, then applying Linear Feedback Shift 
Register to obtain the final ciphertext. 

Agrawal et. al. [13] also used 5x5 matrix with consideration 
of letters I and J, but the frequency of digraph in the message is 
calculated first and the two letters with the lowest frequency 
were combined in the matrix immediately after the letters of 
the keyword. 

Tunga and Mukherjee [14] extended the matrix to 16x16 in 
a multiple array structure in order to facilitate for information 
regarding spaces and the inclusion of “X” in the alphabet 
matrix. Besides it incorporated a shifting mechanism for rows 
and columns of the matrix to ensure that the encrypted text 
contains any ASCII code ranging between 0 – 255. Another 
16x16 Matrix Playfair variant is also suggested by Dhenakaran 
and Ilayaraja [15]. 

http://practicalcryptography.com/cryptanalysis/stochastic-searching/cryptanalysis-playfair/
http://practicalcryptography.com/ciphers/playfair-cipher/#references
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Basu and Ray [16] implemented a rectangular 10x9 matrix 
in order to support almost all the printable characters including 
white space, and therefore increasing the size of the key 
domain to 90! and hardening the cryptanalysis tasks. 

Hans et al. [17] implemented pattern swapping to produce a 
multiple key changes up to a maximum of fifty times. He 
adopted Random pattern of eight digits containing only 
numbers from 1-4. 

Chand and Bhattacharyya [18] added to the 6x6 matrix of 
Babu et. al. [12] four iteration steps. They included letters and 
numbers from 0 to 9 without combining I and J in the same 
cell, hence user can write messages with all alphanumeric 
characters. 

III. THE NOVEL PARADIGM FOR SYMMETRIC 

CRYPTOSYSTEM (NPSC) 

An enhanced cryptographic scheme (NPSC) is proposed in 
this work which is inspired by Playfair cipher that can encrypt 
alphanumeric messages. However it follows completely 
different and elaborate procedure. It adopts an elaborate key 
creation method and consists of two encryption/decryption 
algorithms and relies on modular arithmetic calculation for key 
generation and cryptographic processes. Two 5x5 matrices 
were employed as the backbone for this scheme, one for the 
alphabetic characters and the other for numerals. The key 
creation algorithm starts with a key seed that is chosen by the 
sender and attached to the encrypted message in order to 
produce these matrices, and then they will be used for message 
encryption at the sender side and decryption of the received 
cipher message at the receiver side. Details of all algorithms 
will be listed below. 

A. Key generation Algorithm: 

The key generation of the key starts with a seed that must 
consist of reasonable number both letters and numbers decided 
by the sender and embedded as a header for the ciphertext 
message. Its length is defined by certain agreement between 
the communicating parties. This seed is used independently by 
both sending and receiving parties to create the key according 
to properly designed process, and then produce two 5x5 
matrices; one for the text and the other for the numerals. The 
first step for the key creation is to split the seed in two strings; 
text string and numerals string. Then text string is treated with 
algorithm-A of Fig 1 to create the first matrix and the numerals 
string is treated with algorithm-B of Fig 1 to create the second 
matrix. 

Algorithm-A:  for the text key string.  

1. Open a file for the text string 

2. Remove duplicate characters from the text file 

3. Determine needed characters in the text file until length 

equals 4, 9 or 16 

4. Invert text file 

5. Remove duplicate letters from the text file. 

6. Repeat step 3until key length equals 4, 9 or 16 

7. Place the text file in the lower right corner of 5x5 matrix 

using lower case letters 

8. Subtract the text’s characters from the alphabet, place the 

result into set  X 

9. Place contents of X in the matrix using lower case letters 

in clock wise manner. 

Number each matrix position sequentially and save it for later 
encryption and decryption 

Algorithm-B: for the numeral key string. 

1. Open file for numerical string 

2. Convert each number into a letter using the alphabet 

array 

3. Save the new text file 

4. Remove duplicate letters from the text file 

5. Add missing letters in the text file until length equals 4, 9 

or 16 

6. Invert text file 

7. Remove duplicate letters 

8. Add unused letters to the text file from the alphabet until 

length equals either 4, 9 or 16 

9. Place the text file in the upper left corner of 5x5 matrix 

using upper case letters 

10. Subtract the text’s letters from the alphabet, place the 

result into X 

11. Place X in the matrix using upper case letters in 

clockwise manner 

Number each matrix position sequentially and save it for later 
encryption and decryption 

Fig. 1. The key creation algorithms 

The created key length must be either equals 4, 9, or 16 
characters. However, if the length of the key seed is not equal 
to any of these required number of characters, then some 
characters shall be added. For the algorithm-A, the added 
letters are determined by eq. 1, so, if the current key contains m 
characters, then next added character is determined by 
calculating its location value k first. 

            

26mod)(
1

rpk
m

i

i  
       .     .     .      .      (1) 

where pi is the location value of the i
th
 characters of the 

current key so far and r = m+1. The character matching the 
value of k is then added to the key string. This process is 
repeated until the required key length is achieved. For example 
if current key length is 7, then 2 more characters need are to be 
added. When the required key length of characters string is 
achieved, it is re-written in reverse order and checked for 
duplicate characters, if found, they are removed and replaced 
by unused letters from the alphabets in order. Moreover, in the 
case of obtaining the key with the required number of 
characters immediately from the message, there will be no 
need for any more calculations. It should be stated here that 
letters I and J are considered the same. Obviously, increasing 
the key length would enhance the security; hence it is 
recommended to add more characters to the key seed till the 
next required length is achieved. 

A certain pointer is agreed upon by the communicating 
parties in order to distinguish the key seed from the ciphered 
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text. This can be either an integer number stating the length of 
the seed or an agreed upon separator between. 

B. Encryption Process 

To encrypt a message M which composes of both letters 
and numerals in the proposed NPSC cryptographic scheme, 
two possible algorithms are followed depending on the 
message contents whether it is text or numerical. The 
characters are encrypted sequentially and taken as ciphertext in 
the following procedure. 

Each character is first identified; if it is a letter then 
algorithm 1 is used for encryption and if it is an integer 
number, algorithm 2 is used for encryption. The two algorithms 
are shown in Fig 2. 

The resulting ciphertext string (C) content will be a mixture 
of lower case and uppercase letters corresponding to letters or 
numerals, respectively. 

Algorithm 1: For letters encryption 

1. Read letter 

2. Read matrix A. 

3. Read letter’s sequential position in alphabet, call it P 

4. Read letter’s position in matrix A, call it X 

5. Calculate T = (P+X) mod 26 

6. Read the letter having the value T in the matrix A and save 

it as lowercase ciphertext letter in C. 

Go to next character in the message M 

Algorithm 2: For numerals encryption 

1. Read numerical 

2. Read matrix file B 

3. Read number’s sequential position, call it P 

4. Read number’s position in matrix B, place it into X 

5. Calculate T = (P+X) mod 26 

6. Read the letter which has the value T in matrix B, and save 

it as lowercase ciphertext letter in C. 

Go to next character in the message M 

Fig. 2.  The encryption algorithms 

To clarify how this process in executed, a detailed example 
is shown in the implementation section. 

C. Decryption Algorithm 

At the receiving end, the obtained message contains the key 
seed attached to the ciphered message. For the receiver to 
decrypt a ciphertext message first the key seed is identified and 
the removed from the received message in order to be used for 
creating the two matrices A and B. then the decryption process 
starts in order to recover the original plain text. Lowercase 
characters are treated by algorithm A and uppercase letters are 
treated by algorithm B. and since decryption is the reverse of 
the encryption process, hence subtraction is used instead of 
addition. It should be noted here that numbers might be 
negative; in such case, an addition of 25 is performed in order 
to acquire the original number. 

IV. IMPLEMENTATION 

To clarify the proposed NPSC variant, some examples will 
be included here for the use of the key seed to create the 
encryption/decryption matrices and to execute encryption and 
decryption processes. Two matrices are generated one for the 
letters and one for the numerals. 

Example 1: matrices creation: 

Suppose the key seed is the word “security5167”, then the 
seed for matrix A is “security” and that for matrix B is “5167”. 
The following will be followed for creating matrix A: 

The alphabet is numbered first from 0 to 25, then seed 
letters are put in a table as in table I-a after removed duplicates, 
with the target to have 4 or 9 or 16 letters. In this table one 
extra character is required to get 9 letters. It is calculated in eq. 
2. 

TABLE I.  DETERMINING THE KEY 

s e c U R I t y _ 

1 2 3 4 5 6 7 8 9 

(a) 

r y t I u c e s _ 

1 2 3 4 5 6 7 8 9 

(b) 

18 + 4 + 2 + 20 + 17 + 8 + 19 + 24 + 9 mod 26 = 17 .  .  .  (2) 
The value of 17 represents [r] in the alphabet, therefore the 

obtained key will be “securityr” 

Now reversing the letters of this key and removing 
duplicates produces table I-b which again requires another 
letter. 

Now repeating calculation similar to eq. 2, results into letter 
[v], hence the key becomes “rytiucesv”. It is used to filled the 
bottom left corner of a 5x5 matrix A, then this matrix is 
completed with remaining letters of the alphabet without 
duplication as described in section 3.1 using lowercase letters, 
see Fig. 3. 

1   
p 

2   
q 

3   
w 

4   
x 

5   
z 

6   
o 

7   
f 

8   
g 

9   
h 

10  
k 

11  
n 

12  
d 

13   
r 

14   
y 

15   
t 

16 
m 

17  
b 

18 
i/j 

19  
u 

20  
c 

21  
l 

22  
a 

23  
e 

24  
s 

25  
v 

Fig. 3. Matrix A 

The key seed for the numeral segment in this example is 
“5167”, which will be used for the creation of matrix B. After 
removing duplicate numbers the will look like table II-a, then 
replacing the corresponding letters from the alphabet produces 
table II-b. 

TABLE II.  DETERMINING THE KEY 

5 1 6 7 

1 2 3 4 

                              (a) 

F B G H 

1 2 3 4 

                        (b) 

Then after reversing the letters sequence of table II-b, the 
key will be “HGBF”. These letters will be placed in the upper 
right corner of a 5x5 matrix B, and will be completed with 
remaining letters of the alphabet without duplication as 
described in section 3.1 using uppercase letter, see Fig. 4. 
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1     
H 

2    
G 

3    
A 

4     
K 

5   
R 

6     
B 

7    
F 

8     
C 

9     
L 

10  
S 

11  
I/J 

12    
E 

13  
D 

14  
M 

15  
T 

16   
Q 

17    
P 

18  
O 

19   
N 

20  
U 

21    
Z 

22   
Y 

23  
X 

24  
W 

25  
V 

Fig. 4. Matrix A 

Example 2: Encrypt the message M = “security5167” 

Solution: 

s: 24 + 1 = 25 which is [v] 
e:  23 + 2 = 25 which is [v] 
c: 20 + 3 = 23 which is [e] 
u: 19 + 4 = 23 which is [e] 
r: 13 + 5 = 18 which is [i] 
i: 18 + 6 = 24 which is [s] 
t: 15 + 7 = 22 which is [a] 
y: 14 + 8 = 18 which is [a] 
5  which equal F:  7 + 9 = 16  which is [Q] 
1  which equal B:  6 + 10 = 16  which is [Q] 
6  which equal G: 2 + 11 = 13  which is  [D] 
7  which equal H: 1 + 12 = 13  which is[D] 

Therefore the ciphertext is “vveeisaaQQDD”. 

V. EXPERIMEENTAL RESULTS 

The proposed NPSC variant has been programmed in C++ 
language, and executed on different platforms with the 
following aspects in mind: 

 Execution speed measurement for different package 
size under various operating environment (Windows 7, 
Windows Server 2012 and Linux). 

 Transmission speed of encrypted messages over 
various network setups (wired and wireless networks). 

  Comparison with playfair cipher. 

 All results have been tested  on the same environment 
using Intel Laptop core I .7 processor with 8GB RAM 

Therefore, the test included measurements of some 
important factors, such as CPU run time, power consumption, 
and the packet transmission time. All measurements were 
conducted for different package sizes; namely small package 
(1MB), medium package (10 MB) and large package (1 GB) 
for two different environments; namely wired network and 
wireless network. The results were listed in tables III –V and a 
comparison histogram is plotted for all studies cases in Figures 
5-7. 

Table III compares the measured factors of the proposed 
NPSC Cipher with the original Playfair cipher tested on a 
network using Intel Laptop core i7 processor with windows 7 
operating system (OS), and then a histogram plot is drawn in 
Fig 5. It is shows that all measured factors have improved 
values in case of NPSC as compared with Playfair Cipher. 

 

TABLE III.  MEASUREMENT OF VARIOUS FACTORS FOR A NETWORK 

USING WINDOWS 7 OS 

 
Fig. 5. Comparison of various factors for a network using windows 7 OS 

Table IV compares the measured factors of the proposed 
NPSC Cipher with the original Playfair cipher tested on a 
network using windows Server 2012 operating system, and a 
histogram plot is drawn in fig 6. It is also shows that all 
measured factors have improved values in case of NPSC as 
compared with Playfair Cipher. 

TABLE IV.  MEASUREMENT OF VARIOUS FACTORS FOR A NETWORK 

USING WINDOWS SERVER 2012 OS 

  Wired Network Wireless Network 

Algorithm 

Name 

Packet 

Size 

CPU 
Time 

(ms) 

Power 

Consump-

tion  
(mw) 

Transm-

ission 

Time 
(ms) 

CPU 
Time 

(ms) 

Power 

Consump

tion 
(mw) 

Transmi-

ssion 

Time 
(ms) 

 

Playfair 

 

Small 

(1MB) 
2.9 5.1 6.7 6.2 11.3 12.8 

Medium 
(10MB) 

14.
3 

25.2 29.1 21.3 35.6 39.2 

Large 

(1GB) 

20.

4 
35.4 40.3 31.6 42.1 50.6 

 
NPSC 

Small 

(1MB) 
2.1 5.3 5.2 6.5 10.3 11.1 

Medium 
(10MB) 

11.
2 

22.9 27 21 30 34.2 

Large 

(1GB) 

18.

7 
33.2 39.5 30.2 41.6 49.1 

  Wired Network Wireless Network 

Algorithm 

Name 

Packet 

Size 

CPU 

Time 
(ms) 

Power 
Consump

tion 

(mw) 

Transmi 
ssion 

Time 

(ms) 

CPU 

Time 
(ms) 

Power 
Consump-

tion 

(mw) 

Transm-
ission 

Time 

(Mbps) 

 
Playfair 

 

Small 
1MB 

3.7 10.6 9.5 7.4 17.2 12.5 

Medium 

10MB 
16.9 26.1 35.9 24.2 38.4 40.2 

Large 
1GB 

23 45.6 50.6 37.6 52.1 59.2 

 

NPSC 

Small 
1MB 

3.5 10.0 7.4 6.5 16.1 12 

Medium 

10MB 
15.5 27.6 30.2 20.3 34.6 34.7 

Large 
1GB 

22.7 43.3 45.3 33.1 50.2 51.1 
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Fig. 6. Comparison of various factors for a network using windows Server 

2012 OS 

Table V compares the measured factors of the proposed 
NPSC Cipher with the original Playfair cipher tested on a 
network using Linux operating system, and a histogram plot is 
drawn in fig 7. Again it is shows that all measured factors have 
improved values in case of NPSC as compared with Playfair 
Cipher. 

 
Fig. 7. Comparison of various factors for a network using Linux OS 

TABLE V.  MEASUREMENT OF VARIOUS FACTORS FOR A NETWORK 

USING LINUX OS 

  Wired Network Wireless Network 

Algorithm 

Name 

Packet 

Size 

CPU 
Time 

(ms) 

Power 

Consump

tion 
(mw) 

Transmi-

ssion 

Time 
(Mbps) 

CPU 
Time 

(ms) 

Power 

Consump

tion 
(mw) 

Transmis

sion 

Time 
(Mbps) 

 

Playfair 

 

Small 

(1MB) 
1.9 7.2 4.2 4.1 9.6 11.6 

Medium 
(10MB) 

10.2 26.3 14.9 20.3 33.6 33.2 

Large 

(1GB) 
15.6 38.7 26.4 29.6 40.1 36.6 

 
NPSC 

Small 

(1MB) 
1.5 6 5.3 3.5 10.3 10.1 

Medium 
(10MB) 

7 24.3 14.2 19.3 31 23.4 

Large 

(1GB) 
12 38 25 22.5 40.3 37.2 

Despite the elaborate computation involved in the proposed 
NPSC design which includes modular mathematics rather than 
only substitution as for the original Playfair cipher, the 
observed empirical results have all demonstrated 
improvements in algorithm execution time, power 

consumption and transmission speed over computer networks 
for different platforms. 

The security of NPSC can be also compared with variant of 
playfair cipher, as shown in table VI. 

VI. SECURITY ISSUES OF NPSC CIPHER 

Any cryptosystem is designed to stand cryptanalysis attacks 
relying on time complexity and space complexity. The original 
Playfair Cipher is vulnerable to Brute force attack but has 
reasonable resistance to frequency analysis attack. For the 
NPSC cipher, these two attacks may be considered here. 

A. Brute Force Attack [2]: 

This attack systematically attempts all possible key 
combination; hence, larger the key space results into more 
secure cipher. In NPSC cipher, two independent 5x5 matrices 
were for encryption and decryption purpose. Therefore, the key 
space for building these matrices will be (26x26)x(26x26) 
resulting into 456976 different possible combinations for the 
Brute force attack as compared with 26x26 diagrams for 
Playfair cipher. 

B. Frequency Analysis 

Frequency analysis is the study of the frequency of 
occurrence for letters or groups of letters in a ciphertext [20]. It 
is based on the statistical fact that, each letter or group of letters 
for any language has certain frequency of occurrence. This 
frequency would be decided with more accuracy if the written 
text was of considerable size. The characteristic distribution of 
these letters is found to be almost the same for any stretch of 
text of reasonable length [21]. However, the proposed NPSC 
cipher relies mathematical calculations and not digraph 
substitution; a thing put the frequency attack out of the 
question. 

C. Comparison Analysis: 

A comparison study is conducted for the proposed NPSC 
cipher in contrast with the original Playfair cipher and some of 
its reported variants and listed in table VI [8]. It includes the 
key space that is available for Brute force attack, the number of 
possible diagrams need to be searched for ciphertext only 
attack, and the probability of occurrence of an element for 
frequency analysis attack. 

TABLE VI.  PLAYFAIR VARIANT COMPARISON 

Playfair Cipher 

Key space 

for Brute 

force attack 

Number of diagrams  

to be searched for 

ciphertext only attack 

Probability of 

occurrence of an 
element for frequency 

analysis attack 

Original 25! 676 0.038 

Srivastava & 

Gupta [9] 
64! 4096 0.016 

Babu et al [12] 36! 1296 0.028 

Hans et al [17] 26!*24*24 Difficult Difficult 

Chad et al [17] 36! 1296 0.028 

Verma et al 
[19] 

64! 4096 0.016 

Proposed 

NPSC 
36! 456976 Difficult 
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VII. CONCLUSIONS 

This paper introduced few variations to Playfair ciphers 
such as using numerals together with letters, creating the 
encryption/decryption key from an alphanumeric seed, and the 
expansion of the encryption/decryption matrices to two instead 
of one matrix. Also the encryption/decryption processes are 
performed using modular arithmetic. 

These added values to the ciphering technique have given 
larger key domain size for brute force attack and increased 
number of diagrams needs to be searched for ciphertext only 
attack and also handicapped the frequency of occurrence 
analysis attack. More work is needed to be pursued to study the 
avalanche effect on this cipher. 

REFERENCES 

[1] Wikipedia (http://en.wikipedia.org/wiki/Playfair_cipher), last visited 
Oct. 2015. 

[2] W. Stalling, “Cryptography and network security: Principle and 
practice”, 5th ed, Pearson Education, 2011. 

[3] D. Bruff, “The Playfair cipher revealed wynne”, MLAS 280-07 
Cryptography July 13, 2009. 

[4] E. Baldwin and D. Bruff,” Playfair cipher”, FYWS Cryptology October 
27, 2010.  
<http://derekbruff.org/blogs/fywscrypto/files/2010/11/Baldwin-Essay-
2.pdf> 

[5]  K. R. Babu, S.Udaya Kumar and A.V. Babu, “A survey on 
cryptography and steganography methods for information security”, 
International Journal of Computer Applications (0975 – 8887), Vol. 12,  
No.2, November 2010, 

[6] “The Playfair algorithm description”, http://macliang.acns.carleton.edu/ 
falk /other/ playfair.htm. 

[7] M. Kumar, R. Mishra, R. K. Pandey and P. Singh, “Comparing classical 
encryption withmodern techniques”, proceedings of S-JPSET, Vol. 1, 
No. 1, 2010. 

[8] P. Goyal, G. Sharma and S. S, Kushwah, “Network security: A survey 
paper on Playfair cipher and its variants”, International Journal of Urban 
Design for Ubiquitous Computing Vol. 3, No.1, 2015, pp.1-6. 
http://dx.doi.org/10.14257/ijuduc.2015.3.1.01  

[9] S. S. Srivastava and Nitin Gupta, “Novel approach to security using 
extended Playfair cipher”, International Journal of Computer 
Applications (0975 – 8887), Vol 20, No.6, April 2011. 

[10]  P. Murali and G. Senthilkumar, “A modified version of Playfair cipher 
using linear feedback shift register”, International Journal of Computer 
Science and Network Security (IJCSNS), Vol.8, No.12, December 2008.  

[11] U. Sastry, N. R. Shankar and S. D. Bhavani, “A modified Playfair cipher 
involving interweaving and iteration”, International Journal of Computer 
Theory and Engineering, Vol. 1, No. 5, December, 2009, 1793-8201. 

[12] K. R. Babu, U. Kumar, A. V. Babu, I.V.N.S Aditya and P. Komuraiah, 
“An extension to traditional Playfair cryptographic method”, 
International Journal of Computer Applications, (0975 – 8887), Vol.17,  
No.5, March 2011.  

[13] G. Agrawal, S. Singh and M. Agarwal, “An enhanced and secure 
Playfair cipher by introducing the frequency of letters in any plain text”, 
Journal of Current Computer Science and Technology Vol. 1, No. 3, 
2011, PP10-16.  

[14] H. Tunga and S. Mukherjee, “A new modified Playfair algorithm based 
on frequency analysis”, International Journal of Emerging Technology 
and Advanced Engineering, Vol. 2, No. 1, January, 2012. 

[15]  S. S. Dhenakaran and M. Ilayaraja, “Extension of Playfair cipher using 
16X16 matrix”, International Journal of Computer Applications (0975 – 
888) vol. 48, No. 7, June, 2012. 

[16] S. Basu and U. K. Ray, “Modified Playfair cipher using rectangular 
matrix”, International Journal of Computer Applications (0975 – 8887) 
Vol. 46, No.9, May, 2012.  

[17]  H. Hans, R. Johari and V. Gautam, “An extended Playfair cipher using 
rotation and random swap patterns,” 5th IEEE International Conference 
on Computer and Communication Technology, 2014.  

[18]  N. Chan and S. Bhattacharyya, “A Novel approach for encryption of 
text messages using Playfair cipher 6 by 6 matrix with four iteration 
steps”, International Journal of Engineering Science and Innovative 
Technology (IJESIT), Vol. 3, No. 1, January, 2014. 

[19]  V. Verma, D. Kaur, R. K. Singh and A. Kaur, “3D- Playfair cipher with 
additional bitwise operation”, Control Computing Communication & 
Materials (ICCCCM), 2013 International Conference on IEEE, (2013), 
August, 2013, PP1-6. 

[20]  R. P. Dhiren, “Information security theory and practice”, 1st ed, 
Prentice-Hall of India Private Limited, 2008. 

[21]  Harrison K., B. Munro and T. Spiller, “Security through uncertainty”, P 
Laboratories, February, 2007. 

http://en.wikipedia.org/wiki/Playfair_cipher


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

128 | P a g e  

www.ijacsa.thesai.org 

Integrating Semantic Features for Enhancing Arabic 

Named Entity Recognition 

Hamzah A. Alsayadi 

Ibb University, Yemen 

MSc student in Faculty of Computers and 

Information, Cairo University 

Cairo, Egypt 

Abeer M. ElKorany 

Dept. of Computer Science, Faculty of Computers and 

Information, Cairo University 

Cairo, Egypt

 

 
Abstract—Named Entity Recognition (NER) is currently an 

essential research area that supports many tasks in NLP. Its goal 

is to find a solution to boost accurately the named entities 

identification. This paper presents an integrated semantic-based 

Machine learning (ML) model for Arabic Named Entity 

Recognition (ANER) problem.  The basic idea of that model is to 

combine several linguistic features and to utilize syntactic 

dependencies to infer semantic relations between named entities. 

The proposed model focused on recognizing three types of named 

entities: person, organization and location. Accordingly, it 

combines internal features that represented linguistic features as 

well as external features that represent the semantic of relations 

between the three named entities to enhance the accuracy of 

recognizing them using external knowledge source such as 

Arabic WordNet ontology (ANW). We introduced both features 

to CRF classifier, which are effective for ANER. Experimental 

results show that this approach can achieve an overall F-measure 

around 87.86% and 84.72% for ANERCorp and ALTEC 

datasets respectively. 

Keywords—Arabic Named Entity Recognition (ANER); 

Conditional Random Fields (CRF); Domain Ontology; Semantic 

Relation Feature (SRF); Arabic WordNet ontology (ANW) 

I. INTRODUCTION 

Named Entity Recognition (NER) was introduced in 1990 
at the Message Understanding Conferences (MUC-6) 1  [1]. 
NER is one task of an information extraction to classify proper 
names from raw texts into types of names [1].  Three major 
tasks of NER were covered: (person, location, and 
organization) called ENAMEX, (temporal expressions) called 
TIMEX, and (some numerical expressions such as monetary 
amounts and other types of units) called NUMEX [1, 5]. There 
are other Named Entities (NEs) were defined by NER such as 
biology domain (like gene, DNA, and RNA NEs), Behavioral 
Health like (healthy food), and biomedical like (diseases NE) 
[10 - 12]. In this paper, we deal only with ENAMEX. The 
goal of Named Entity Recognition (NER) task is the 
enhancing the accuracy concerning the named entities 
recognition and extraction [3]. NER task is important for 
many natural language processing applications such as Search 
results clustering, Machine Translation, Navigation Systems, 
enhancing Information Retrieval, and Improving results in 
Question Answering [1,4]. 

                                                           
1 http://cs.nyu.edu/cs/faculty/grishman/muc6.html 

Due to the political and economic importance of the 
Arabic language, in the last decades, the NLP researchers 
started to get interest in research fields in the Arabic language 
such as Arabic Named Entity Recognition (ANER) [5]. The 
Arabic language has a rich vocabulary, morphology, and 
syntax; also, it has a complex morphology [1, 6]. The Arabic 
language has three styles, Classical Arabic (CA), Modern 
Standard Arabic (MAS) and Colloquial/Dialects Arabic (DA) 
[5]. In this work, MSA are dealt. There are challenges for 
ANER such as high morphological ambiguity, complexity and 
common noun/words ambiguities. The researchers in ANER 
tried to collect appropriate data to include all possible 
language cases having these characteristics and peculiarities 
such as ANERCorp

2
 and ALTEC

3
 datasets. Also, they 

developed tools for that data such as MADA
4
, Stanford POS 

Tagger
5
, and AMIRA

6
. 

The ANER researcher developed system depends on two 
approaches Ruled Based approach [7, 8, 9, 13, 14] or Machine 
learning (ML) approach [15 - 18]. The systems were built 
using Ruled-Based approach, which depends on linguistic 
rules for recognizing NEs. These rules are usually regular 
expressions or finite-state transducers. The advantage of the 
rule-based NER systems is that they are depend on the core of 
linguistic knowledge. However, any update or maintenance 
required for these systems is time-consuming and labor-
intensive; also, it requires full knowledge of the language [1]. 
ML approach is to learn NE tagging decisions from annotated 
texts. The most common approach that is used in ML for NER 
is Supervised Learning (SL). It represents the NER problem as 
a classification task that distinguishes between different types 
of names entities. The advantage of ML-based NER systems 
are the ease of maintenance, modifications, and adaptation 
over time.  According to [4, 15], CRF and SVM had been 
proven as the best techniques for ANER. The researchers in 
[4] proved that CRF is better than other techniques while in 
[15] they did not state whether CRF is better than SVM or not 
in Arabic NER. 

In this paper, an integrated semantic-based ML is applied 
for ANER. CRF is used CRF as the classification engine for 
recognizing three named entity (NE) classes; person, location, 

                                                           
2 http://users.dsic.upv.es/~ybenajiba/ 
3 http://www.altec-center.org/Repository_65.html 
4  http://www1.ccls.columbia.edu/~cadim/MADA 
5  http://www-nlp.stanford.edu/software/tagger.shtml 
6  http://www.cs.columbia.edu/~mdiab/ 

http://users.dsic.upv.es/~ybenajiba/
http://users.dsic.upv.es/~ybenajiba/
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and organization names. This integration is new for ANER, to 
the best of our knowledge, since it has not been utilized in 
ANER. This model combines internal features that represented 
linguistic features as well as external features to represent the 
semantic of Arabic language.  Arabic semantics relate 
primarily to the semantic correlates of morphological patterns.  
This correlation is extracted from two different resources each 
represented the relationships that could exist between the 
extracted named entities such as ontology (Arabic wordNet 
ontology) in form of classes, instances, and relations between 
entity classes, and feed it to CRF classifier as a set of features 
to enhance the classification process. These semantic features 
are efficient for ANER, and over performed other CRF that 
used less number of features with better accuracy. 

The paper is organized as follows: Section 2 illustrates 
some of Arabic Language challenges; Section 3 gives an 
overview of the domain ontology; Section 4 explain some of 
the previous systems as related work; Section 5 discusses the 
components of architecture system; Section 6 show the data 
that used in this system; Section 7 contains an Evaluation 
Criteria; Section 8 includes an experimental; Section 9 
submits results and discussion Finally; Section 10 present the 
conclusion and future work. 

II. ARABIC LANGUAGE CHALLENGES 

We focus on Arabic NER that has several challenges and 
characteristics: 

1) Lack of capital letters: A named entity in Latin 

languages is usually distinguished by a capital letter at the 

word beginning. However, Arabic lack the capital letter, so the 

detection of NE in text based on the letters case more difficult. 

The lexical triggers used to overcome this problem, which has 

used that are derived from analyzing the surrounding context 

of NEs while some others researchers have used the English 

translation of the NE what is known as the glossing feature 

produced by the MADA tool [2, 3, 22]. 

2) Complex Morphology: the Arabic language has a 

complex morphology due to the agglutinative nature of 

language. Agglutinative morphemes have three types: stems, 

affixes, and clitics. The stem is the primitive form of the word. 

Affix letters are usually added to the stem, which has three 

types: prefixes attached to beginning of the stem, suffixes 

attached to end of the stem, and circumfixes that surround the 

stem. Clitics are also added to the stem after affixes. Clitics 

are either proclitic that come before the word or enclitics that 

come after the word. The conjunction “ً” (waw, and) and 

object pronoun “ىن” (hn) are examples of proclitic and 

enclitics, respectively. A more general example is the word 

 .[1] (and-they-will-study-it) ”ًسيدرسٌنيب“

3) Ambiguity: Arabic text has the different meaning for 

one word (Ambiguity). For example (رجت /Ragab) in Arabic 

may be used as a person name, and month. The word 

diacritization is important factor for word meaning, for 

example, (قطر) which if it is diacritized as قَطر it means 

country Qatar but if it is diacritized قُطر it means Diameter or 

territory [1, 2, 22]. 

4) Arabic is a high inflectional language; often a single 

word has more than one affix such that it may be expressed as 

a combination of prefix(s), lemma, and suffix(s) as Word = 

prefix (es) + lemma + suffix (es). The prefixes are 

prepositions, conjunctions, or articles. The suffixes are 

generally personal/possessive or objects anaphora. For 

example, the Arabic word “ًثعرًثتنب ” is interpreted in English 

as “and with our Arabism”[2, 3]. 

5) Writing Styles Arabic (Spelling variants) has a high 

level of typographic forms and ambiguity spelling: An NE can 

be writing in a many of ways. This multiplicity arises from 

both different ways of writing the Arabic writers and 

ambiguous form of transcription schemes. There is no fixed 

standardization for writing the word like English. For 

example, the word „ ًجرا ‟, jrAm1, „Gram‟, can also be written 

as ًغرا„ ‟, grAm, with the same meaning, also the word جٌجو / 

Google can be written as غٌغو, other example the word سٌريب / 

Syria can be written as [22 ,2 ,1] سٌريخ. 

6) Systematic Spelling Mistakes Typographical errors 

were frequently made by Arabic writers according to certain 

characters. For example,  الإسلامي/ The Islamic with (إ) can be 

written الاسلامي with (ا), and اىعرثيخ/ the Arabia with (ح) can be 

written as اىعرثيو with (ه) [1]. 

7) Some foreign persons‟ names when it was 

transliterated into Arabic could be identified as pronouns or 

prepositions such as [Ho, Anna, Ann, and, Lee] their different 

pronouns or prepositions are [He, I, That, Mine] [22]. 

8) Lack of Resources: Large collections of tagged 

documents (corpora), gazetteers (predefined lists of typed 

NEs), and NLP tools, are either rare or not free. This challenge 

makes collecting and analyzing the data is time-consuming 

particularly if the NER technique depends on such resources 

[23, 24]. There are few corpora such as the free ANERCorp, 

the commercial ACE (2003 – 2005)
7
 and ALTEC. 

III. DOMAIN ONTOLOGY 

Domain ontology, as a formal specification of a shared 
conceptualization, defines the Knowledge base of the concept, 
attributes, relations between concepts and properties even 
relations between properties. Moreover, it describes axioms, 
individuals and relations between them, and provides sharing 
knowledge. It has a better capacity of semantic Interpretation. 
The specific domain wordNet ontology was used. 

WordNet is a large lexical database for English by 
Princeton. It contains information about 147,278 words 
divided into nouns, adjectives, verbs, and adverbs. Then the 
words are expand divided into 206,941 senses, with an 
average of 1.4 senses per word. These senses are grouped by 
synonymy into 117,659 unorganized sets called synsets. 
Words in the same synset refer to the same concept and are 
may be used in many contexts mutually. There are also some 
semantic relations between the synsets such as the hyponym 
and hypernym relations. Thus, WordNet is sometimes 
considered as a lexical ontology. WordNet has realized great 

                                                           
7  https://catalog.ldc.upenn.edu/LDC2006T06 
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success and became the dominant English lexicon in NLP 
applications [25]. 

The Arabic WordNet (AWN) is a wordNet for Modern 
Standard Arabic (MSA), it was built depend on the design and 
contents of WordNet (WN) [26]. Thus, the AWN synsets are 
linked to WN synsets directly. Up to now, AWN consists of 
13,808 non-diacratized Arabic words divided into 23,481 
senses that form 11,269 Arabic synsets. All of the synsets are 
connected to the corresponding English synsets in WordNet. 
The low AWN/WN ratios suggest low coverage of Arabic 
words in AWN, which can be easily verified as some of the 
commonly used Arabic words are missing, such as the noun 
 and the ,(meet) ‟تقبثو„ the verb ,(championship) ‟ثطٌىخ„
adjective „أفريقي‟ (African) [25]. 

IV. RELATED WORK 

There are many researchers that applied ML-based for 
ANER in order to learn NE tagging decisions from annotated 
texts. There are techniques utilized for ANER are Support 
Vector Machines (SVM), Conditional Random Fields (CRF), 
Maximum Entropy (ME), artificial neural network (ANN), 
and Decision Trees. Each technique need features for NEs 
identification such as gazetteers features, POS tags and 
morphology features. Some researchers used CRF [4, 16, 19] 
depend on their features while in [20] used SVM, other 
researchers used ME [21]. Finally, in [3], the authors used 
ANN. Other researchers used CRF and SVM in [15, 17]. 

In [16] authors introduced a system for improving NER on 
microblogs, it contain three methods: (1) using large 
gazetteers from Wikipedia, (2) domain adaptation, and (3) a 
two-pass semi-supervised method. They used CRF classifier 
(CRF++

8
). They tagged new training set from Tweeter. The 

evaluation of system depended on ANERcorp and new 
training set (which they tagged). They compared their system 
with other systems; this system shows an improvement of 35.3 
F-measure points over other systems. 

The authors [17] proposed a simplified feature set system. 
This system dealt with only some of the Arabic morphological 
and Arabic orthographic complexities features. They used 
CRF classifier to identification NEs. They evaluated their 
work using ANERcorp and ACE2005 dataset. The result of 
the system proved the effectiveness of simplified feature set 
for ANER. 

In [18] the authors developed system using Cross-lingual 
Features. They used three Arabic and English Wikipedia 
cross-language links Cross-lingual Capitalization, 
Transliteration Mining and using DBpedia. The work used 
CRF, was evaluated using ANERcorp dataset for training and 
testing, also used NEWS Test Set and TWEETS Test Set. In 
this work, the authors showed how cross-lingual Features 
enhanced ANER. 

Semi-supervised learning was used in [27] to develop 
ASemiNER, a semisupervised algorithm for identifying 
Named Entities (NEs). The system including Pattern 
Induction, Instance Extraction, and Instance 
Ranking/Selection Methodology. ASemiNER does not require 

                                                           
8  https://taku910.github.io/crfpp/#download 

any annotated corpora or any gazetteers, but it was compared 
with ANERcorp and ACE2005 dataset. 

In [15] the authors investigated a large of features sets in 
order to get the optimal feature sets. Multiple classifiers were 
used in this system to recognize NEs SVM and CRF. They 
ACE 2003, ACE 2004 and ACE 2005 data sets. The multi-
classifier and language independent features outperform the 
system in [20] that used one classifier by 0.79 F-measure. 

In [3] the authors developed the system using Artificial 
Neural Networks (ANN) approach. The system including 
three processes preprocessing of the data, transforming the 
Arabic letters to Text Romanization and applying the ANN 
classifier to the text. They used ANERcorp dataset and data 
collected manually from diverse web sources for evaluation. 
The authors compared the result of the system between 
decision trees and ANN approaches. The result demonstrated 
the ANN achieves higher results than that to get from the 
decision trees approach. 

In [2], the authors presented a solution for ANER; this 
solution is an integration between two machine learning 
approaches, bootstrapping semi-supervised pattern recognition 
and CRF classifier as a supervised technique. This system 
including three modules CRF classifier, pattern recognizer, 
and the matcher module. In this solution is used RDI-
ArabSemanticDB tool and RDIArabMorpho-POS tagger. 
They used ANERcorp (person, location, and organization) and 
crawled from the web other NEs for the system evaluation. 
This integration is designed to increase the CRF F-measure. 

In [4], the authors developed their previous works 
(ANERsys) in [21] to enhance the accuracy of this system 
using Conditional Random Fields. The performance results 
achieved on ANERcorp dataset. They identify Person, 
Location, and Organization classes with F-measure of 73.34%, 
89.74%, 65.76%, and 61.47% respectively. They prove that 
CRF achieves the result better than their previous work in [21] 
by 12 points in the F-measure average of all classes. 

In [22] the authors developed their system in [28]. They 
used integrated approach: a) name dictionaries and b) name 
clusters with a statistical model based on extracting patterns 
that indicate the existence of person's names. They used list of 
names more than list in [28] was named 
full_names_19000_list. The result in this system is better than 
their previous work [20] by 4.09 F-measure. 

In [29] the authors used semi-supervised and distance 
learning techniques, then Bayesian Classifier Combination 
(BCC) to recognize Arabic NEs. They built Wikipedia-derived 
corpus (WDC). They used the dataset that built and 
ANERcorp dataset for evaluation. Previous Systems perform 
better than this work. 

For the best of our knowledge, there is no work used 
semantic information in ontology such as semantic relations in 
Arabic Named entity recognition (ANER). The semantic 
information in ontology was utilized in this work, but there are 
systems in other languages implemented it with some 
differences. 
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In [10] the authors used semantic information in ontology. 
They used internal features (POS and Word n-gram) and 
external features from ontology using notebook domain 
ontology. The CRF classifier was utilized in this system. The 
system evaluated using ChnSentiCorp corpus. 

The ontological features in [31] used for Vietnamese 
named entity recognition (NER). The authors used CRF 
classifier and VN-KIM dataset. 

In [11] the authors proposed system for Recognize Named 
Entity in Behavioral Health. They built the manual ontology. 
The specific domain was used in this system using wordNet 
ontology. 

The three last works showed the advantage of adopting 
semantic information in the ontology for NER. 

V. THE SYSTEM ARCHITECTURE 

In this work, ML-based ANER is proposed which utilizes 
two types of features: a) internal features, b) external features. 
Figure (1) illustrates the Architecture of this system. This 
system includes four phases: preprocessing (prepare and clean 
data), features extraction, training, and testing. 

A. Pre-Processing 

This step includes cleaning the data such as splitting the 
sentence and tokenization. For preparing and cleaning data, 
the following processes was applied [31]: 

 Remove the Redundant space among the words; 
remove all characters and symbols that attached to the 
word from the corpus such as (-, *, +, etc.) [4]. 

 Omit the prefixes and suffixes that attached as the 
conjunction ((wa /ً) and (ba/ ة)). 

  Remove the preposition li (lam) (ه). 

 Delete all diacritics within the text. 

Splitting the sentence is the task of segmenting the text 
into the sentences. The goal of this step is to define the 
boundaries of phases in the text according to POS tagger. The 
tokenization is the process that analyses and splits the input 
text into tokens such as, word, number, symbol, space. The 
objective of this step is to divide the sentence into the tokens 
in order help us to extract the features from ontology. In this 
step, the white space characters was used to define the tokens 
in the sentence. 

 
Fig. 1. The system Architecture 
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B. CRF classifier 

In this work, a modified Conditional Random Fields 
(CRF) is applied.  CRF as described in [32] is a probabilistic 
framework used for segmenting and labeling the sequential 
data. It is a generalization of Hidden Markov Model in which 
its undirected graph contains nodes to represent the label 
sequence y corresponding to the sequence x. CRF finds the 
label which maximizes the conditional probability p(y|x) for a 
sequence x. The following equations represent CRF model: 

 ( | )  
 

 ( )
     (∑      (   ))       ( )

 

 

 ( )   ∑

  

    (∑      (   
 ))           ( )

 

 

Where c is the class, x is a context information and fi(x,c) 
is the ith feature. 

In any ML approach for NER, there are two steps, training, 
and testing, as shown in figure (1). The first one builds the 
classifier model by using a set of features. In the second step, 
the classifier model that was built by the training step is 
utilized to predict a class for each token (word). 

C. Features sets 

In the proposed framework, there are two category of 
features into two types: a) internal features, and b) external 
features that 

a) Internal features some important features for Arabic 

text are introduced as following: 

1) Word (WF): is the word itself. 

2) Part of speech features (POS): part of speech tag is 

useful for ANER for determine the noun. The Stanford POS 

Tagger
9
 was utilized to extract many tags NNP, NN, IN, JJ, 

NNPDT, NNDT, … etc. 

3) Gazetteers features (GAZ): external resources and 

classes in Corpus are used, which are mentioned in data 

collection in section 5 to represent the existence of the word in 

the gazetteers. 

4) Indicator features (CF) 
Indicator features are one of the most important features 

that lead to enhance the accuracy of NER recognition as it 
support the usage of semantic field feature [2]. They 
represents a set of words that may be used to identify NE such 
as preceding indicator words and post indicator. These words 
are used to recognize some names. For example, (اىريس|اىرئيس) 
(the President), (اىسيدح|اىسيد) (Mrs. | Miss), and (ٌأث) (Abu) for 
person names, (دًىخ | Country), (مدينخ | City), and (شبرع | Street) 
for location names, and (مجمٌعخ | Group), (ىيئخ | Organization), 
 for (Bank | ثنل) and ,(Company | شرمخ) ,(Culp | نبدي)
Organization names. 

5) Gram character features (GF) 
These features Presents the first/last two and three letters 

of the word. This feature is very important for ANER. For 

                                                           
9  http://www-nlp.stanford.edu/software/tagger.shtml 

example, (عجد | Abd) is very repetitive prefix in Arabic person 
names. 

b) External features (ontology or semantic features) 

AWN tool
10

 has been modified to be able to analyze texts 
of wordNet ontology and establish correspondence between 
syntactic dependencies and semantic relations in order to 
extract the following features: 

1) Class feature: represents the ontology's concept for the 

token as person for person names, (city | country or location) 

for location names, and (company or organization) classes for 

organization names. 

2) Instance feature: which represent the corresponding 

instance for NE's token. 

3) Relation features these features represent the relations 

between each two named entities. Therefore, in this step we 

aim to identify the trigger words that express the semantic 

relations between NEs from Arabic text. Based on the 

probability of relation that could exist between pairs of named 

entities (person, organization, location), cross multiplication is 

applied and we extracted all possible combination that may 

appear in the ontology. Furthermore, since Arabic relations 

could appear before the first NE, between NEs or after the 

second NE [33] such as (لعب أثٌ ترينخ ىلأىيي or أثٌ ترينخ لعب ىلأىيي) 

[Abu Trika played for Al Ahli]. In this work we only focus on 

the relation between a pairs of NEs such as a relation between 

person's concept and location's concept for example ( ثبرك أًثبمب

 Barack Obama, the President of the United] (رئيس امرينب

States] (Obama) is person name, (United States) is location 

name and (the President of) the relation between them. The 

relation between the person's concept and organization's 

concept for example (ثيو جيتس مالك شرمخ مبينرًسٌفت) [Bill Gates, 

owner of Microsoft Company.]. The relation between 

location's concept and organization's concept for example ( نبدي

 Finally relation .[FC Barcelona from Spain] (ثرشيٌنخ من اسجبنيب

between the location's concept and themselves for example 

  .[Cairo is the capital of Egypt] (اىقبىرح عاصمة مصر)

Accordingly, two types of relations are identified: 

a) Explicit relations which explicitly identified by 

Arabic wordNet (AWN) and are targeting the following pairs 

(PERS–PERS, LOC-LOC, PERS–ORG, ORG–LOC, and 

PERS-LOC) 

b) Semantic Relations which are extracted depending 

on relationship between classes and their properties in AWN. 

Those types of relations are used to identify the following 

pairs (PERS–ORG, PERS-LOC, ORG–LOC, and LOC-LOC). 

The following algorithm shown in figure (2) is developed, to 

identify  those possible relations between pairs of names 

entities. The algorithm works as follows: 

1) For each sentence in the corpus, each two tokens are 
recognized and their classes are identified. 

2) If both tokens are not belonging to the same class, 
calculate the semantic distance (SD) [11], which is 

                                                           
10 http://sourceforge.net/projects/awnbrowser/ 
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considered as the distance in hypernym/hyponym tree 
between the two classes of tokens.  

3) If the semantic distance (SD) less than 3 and greater 
than 1 there is a relation between two tokens. 

4) else if both classes are not found in AWN or both 
tokens have the same class, then there is no relation 

Initialize R= O  // Represent the relation between classes 

Take two tokens from sentence 

Find the classes for two tokens from AWN 

    CT1, CT2          // Represent the classes of token1, and 

token2 respectively 

IF CT1 and CT2 not found OR CT1= CT2 Then 

    Return O 

Else  

    SD=Calculate the semantic distance between CT1 and CT2 

    IF          Then 

        R= REL 

        Return R 

    Else   

        Return O 

    End IF 

End IF     

Fig. 2. Semantic relation extraction algorithm (SREA) 

VI. DATA COLLECTION 

In order to train, and test the proposed ANER, necessary 
linguistic resources of different main categories were used: 
corpus, gazetteers, dictionaries, and AWN. Two corpuses are 
used for training, and testing the system. In this section, a 
description of all linguistic resources is presented. 

1) ANERcorp
11

 dataset, which is freely available for 

research purposes, is a corpus prepared by Yassine Benajiba in 

ANER. It has 4901 sentences with 150286 tokens. Each token 

in this corpus is tagged according to the following classes: 

 B-PERS: The Beginning of the person name. 

 I-PERS: The Inside of the person name. 

 B-LOC: The Beginning of the location name. 

 I-LOC: The Inside of the location name. 

 B-ORG: The Beginning of the organization name. 

 I-ORG: The Inside of the organization name. 

 O: The word is not a named entity (Other). 

2) ALTEC
12

 dataset which is not free, is a corpus 

prepared by Arabic Language Technology Center, it has 

288737 tokens. Each token in this corpus is tagged according 

to the following classes: 

 B-nep: The Beginning of the person name. 

 I-nep: The Inside of the person name. 

 B-nel: The Beginning of the location name. 

 I-nel: The Inside of the location name. 

                                                           
11  http://users.dsic.upv.es/~ybenajiba/ 
12 http://www.altec-center.org/Repository_65.html 

 B-neo: The Beginning of the organization name. 

 I-neo: The Inside of the organization name. 

 O: The word is not a named entity (Other). 

3) Gazetteers 
Different gazetteers are integrated such as: 

ANERGazet
13

 is prepared by Yassine Benajiba gazetteers 
contained 2305 person names, 1785 location names and 390 
organization names. 

Gate gazetteers were containing 1883 person names, 403 
location names and 215 organization names 

Lists of names
14

 form Wikipedia gazetteers were 
containing 16037 person names, and 4857 location names. 

4) Arabic Wordnet
15

 
The AWN ontology contains a large amount of location's 

class instance and a few instance of person class and 
organization class. We dealt with sub-ontology: person, 
location, and organization such as Figure (3). 

 
Fig. 3. Sub-ontology of AWN ontology 

VII. DATA EVALUATION 

The CONLL evaluation standard metrics of precision, 
recall and F-measure are used [34]. Precision and recall can be 
express as shown in the Equation (3) and (4): 

            
             

                             
            ( ) 

          
             

                            
                 ( ) 

Also the F-measure (F) was used, which is defined as a 
weighted combination of precision and recall as Equation (5): 

                 
                      

                     
               ( ) 

VIII. EXPERIMENTS 

For the evaluation of this system, the two corpora datasets 
that are mentioned in section (6) are used. Since both datasets 
do not follow the same tagging conventions as in section (6), 
training and testing were conducted separately for each 
dataset. The ANERCorp dataset was used to compare our 
work with previous works. The datasets is divided into 80% as 

                                                           
13 http://users.dsic.upv.es/~ybenajiba/ 
14 http://en.wikipedia.org/wiki/List_of_Arabic_names 
15 http://globalwordnet.org/arabic-wordnet/awn-browser/ 
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training dataset and 20% as testing dataset according to 
Abdul-Hamid and Darwish [17], and Kareem Darwish [18]. 

New Semantic information features have added into CRF. 
CRF++ tool

16
 is used for training and testing. In training step, 

the CRF++ tool needs two input template files and training 
data file. The tool output is the classifier model file. The 
template file describes which features are used in training and 
testing. In each template, special macro %x[row , col] will be 
used to specify a token in the input data. Row specifies the 
relative position of the current focusing token 
and col specifies the absolute position of the column. In 
training data file, each word is represented by a set of features 
and its actual NE‟s class in order to produce a CRF classifier. 
In testing step, the tool needs the output of training step 
(model file) and testing data file. Output of this step is the 
predication class for each word. 

For semantic information features in ontology, the AMN 
tool is modified to extract all features from ANW ontology for 
all words in datasets (mapping between the dataset and AWN 
ontology). The information was extracted that needed, such as 
person information, location information and organization 
information. The semantic information features was 
introduced in a features file as CRF features. Other feature 
were added called PART, it represents the classes of two 
words and a relation between them. For example ( اىقبىرح عبصمخ
  .all sentence is a PART [Cairo the capital of Egypt] (مصر
Contextual window size parameter was used as experimental 
factor to our feature engineering experiments. Window size 
significantly effects on NER accuracy. Three type of window 
size was utilized in this work -1/+1, -2/+2, and -2/+1. Based 
on the experiments conducted, the window size -2/+1 is best 
choice for that datasets used in this work. 

IX. RESULTS AND DISCUSSION 

The system was trained on the data in cumulative additions 
of features. That said, the system was trained on first two 
features (WF and POS), then adding GAZ, and so on. The last 
added is the semantic information features. Table [1] shows 
the results of ANERcorp and ALTEC datasets obtained from 
CRF for all feature sets in terms of precision(P), recall(R) and 
F-measures(F) for Person, Location and Organization. The 
best results for P, R, and F are bolded in the tables.  These 
results show the effect of using cumulative additions of 
features on training accuracy. There is the most significant 
impact on performance when adding GAZ. The second feature 
is semantic information. When all were combined (Table [1]), 
the resulting precision is (94.44%) which was almost (0.46%) 
above the best precision obtained, by WF_POS features 
(93.98%). The recall is (82.13%) which was about (1.04%) 
above the best recall obtained, by WF_POS_GAZ_CF_GF 
features (81.09%). In addition, F-measure (87.86%) was most 

                                                           
16 https://taku910.github.io/crfpp/#download 

(0.90%) above the best F-measure achieved, by 
WF_POS_GAZ_CF_GF features (86.96%) when used 
ANERcorp dataset. While when applied on ALTEC dataset, 
the recall (79.52%) was (0.95%) point over the best recall got, 
by WF_POS_GAZ_CF_GF features (78.57%). In addition, F-
measure (84.72%) was (1.59%) over the best F-measure 
acquired, by WF_POS_GAZ_CF_GF features (83.13%). 

The results of the experiment illustrate that the ANER with 
semantic information (ontology features) can achieve better 
performance. The precision, recall, and F-measure of semantic 
information (ontology features) are higher than other features, 
which means that adding semantic information (ontology) can 
improve the precision, recall, and F-measure of ANER. The 
reasons may be that ontology is a kind of concept models that 
could describe the system at the level of semantics and 
knowledge. 

Tables [2] and [3], summaries the best results of this 
system on ANERCorp and ALTEC datasets respectively. 

In comparison to results with previous work, this system 
outperforms result of other Arabic NER systems when applied 
on ANERcorp dataset as shown in Table [4]. It also 
outperforms the previous systems regarding F-measure in 
extracting Person, Location and Organization NEs from 
ANERcorp with an overall F-measure= 87.86 %. 

We compare our work with previous works done by 
Benajiba et al. [4], Abdul-Hamid et al. [17], and Darwish [18], 
which produce better results than their system with less 
number of features. 

X. CONCLUSION 

This paper presented an integration of features set fort 
named entity recognition in Arabic. This integration combines 
internal features that represented linguistic features as well as 
external features to represent the semantic of Arabic language. 
The internal features such POS, GAZ, indicator, and Cram 
character features while the external features is semantic 
information features were extracted from Arabic wordNet 
ontology such as classes, instance and relations.  

The integration model helped overcome some of the 
orthographic and morphological complexities of Arabic. 
Experimental results show F-Measure for ANERCorp and 
ALTEC around 87.86% and 84.72% respectively. The 
proposed feature set achieved improved results over those in 
the literature with as much as 3.56% F-measure improvement 
for recognizing NE. 

In the future, we intend to study the possibility of 
improving the system performance using other approaches 
such as Ruled Based approach and Hybrid approach with 
semantic information features. 
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TABLE I.  RESULTS FOR SUCCESSIVE ADDITION OF FEATURES ON ANERCORP AND ALTEC DATASETS 

  ANERCorp ALTEC 

Feature sets Type P R F P R F 

WF + POS 

PERS 93.26 58.14 71.63 92.81 61.92 74.28 

LOC 95.35 71.69 81.85 93.27 80.16 86.22 

ORG 93.33 53.85 68.29 89.66 64.11 74.76 

Overall 93.98 61.23 74.15 91.91 68.73 78.65 

WF + POS+ 
GAZ 

PERS 95.20 84.25 89.39 89.91 74.68 81.59 

LOC 94.05 84.87 89.22 86.74 85.76 86.25 

ORG 91.32 72.25 80.68 83.23 74.80 78.79 

Overall 93.52 80.46 86.49 86.63 78.41 82.32 

WF + POS+ 

GAZ+ CF 

PERS 96.06 81.80 88.36 90.02 75.20 81.95 

LOC 92.57 87.87 90.16 89.43 85.33 87.29 

ORG 92.83 71.15 80.56 85.81 71.23 77.85 

Overall 93.82 80.28 86.52 88.39 77.26 82.45 

WF + POS+ 

GAZ+ CF + GF 

PERS 93.90 84.28 88.83 90.11 74.04 81.29 

LOC 94.60 88.85 91.63 90.70 85.78 88.17 

ORG 92.75 70.14 79.88 83.94 75.89 79.71 

Overall 93.75 81.09 86.96 88.25 78.57 83.13 

All 

PERS 95.44 85.13 89.99 91.21 78.80 84.55 

LOC 94.59 88.94 91.68 92.65 86.90 89.68 

ORG 93.29 72.33 81.48 88.08 72.88 79.76 

Overall 94.44 82.13 87.86 90.65 79.52 84.72 

TABLE II.  BEST RESULTS ON ANERCORP DATASET 

Type P R F 

PERS 95.44 85.13 89.99 

LOC 94.59 88.94 91.68 

ORG 93.29 72.33 81.48 

Overall 94.44 82.13 87.86 

TABLE III.  BEST RESULTS ON ALTEC DATASET 

Type P R F 

PERS 91.21 78.80 84.55 

LOC 92.65 86.90 89.68 

ORG 88.08 72.88 79.76 

Overall 90.65 79.52 84.72 

TABLE IV.  COMPARISON WITH OTHER ARABIC NER SYSTEMS ON 

ANERCORP DATASET 

System 

Person Location organization Overall 

F-Measure F-Measure F-Measure 
F-
Measure 

CRF-based 

system [4] 
73.35 89.74 65.76 79.21 

Abdul-Hamid 
and Darwish 

[17] 

82.00 88.00 73.00 81.00 

Kareem 

Darwish [18] 
82.10 90.00 72.90 84.30 

Our System 89.99 91.68 81.48 87.86 
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Abstract—The number of nodes in wireless sensor networks 

(WSNs) is one of the fundamental parameters when it comes to 

developing an algorithm based on Network Coding (NC) with 

LDPC (Low Density Parity Check) code because it directly 

affects the size of the generator matrix of the LDPC code and   to 

its dispersion. Optimizing Wireless Communication Systems by 

decreasing BER (Bit Error Rate) is one approach to analyze the 

network into clusters (at the level of their nodes).  In this paper, 

the authors present a fully distributed clustering algorithm and 

they consider different node values by cluster, then they select 

the curves that have the best compromise. They examine the 

effects of SNR (Signal-to-noise ratio) quantization on system 

performance obtained for different scenarios (by varying the 

parameter corresponding to the number of the symbol during the 

forwarding phase).  Finally, the results prove that the increased 

number nodes improve LDPC code properties. 

Keywords—Clustering Techniques; Network Coding; LDPC 

codes; distributed algorithms; wireless sensor network 

I. INTRODUCTION 

A wireless sensor network (WSN) is a group of specialized 
transducers with a communications infrastructure for target 
tracking, environmental monitoring and recording conditions at 
diverse locations. WSN consists of multiple detection stations 
called sensor nodes, each of which is small, lightweight and 
portable. 

Hierarchical clustering [1], [2] is particularly useful for 
applications that require scalability to hundreds or thousands of 
nodes. Moreover, clustering [3] can stabilize the network 
topology at the level of sensors and thus cuts on topology 
maintenance overhead. The need for clustering in WSNs has 
been first motivated, and a brief description of the implied 
hierarchical network pattern has been given. The sensor nodes 
periodically transmit their data to the corresponding particular 
node called cluster head (CH) nodes. The CH nodes aggregate 
the data and broadcast them to the base station (BS) either 
directly or through the intermediate communication with other 
CH nodes. 

NC [4] is a recent field of the information theory that 
breaks with this assumption. Instead of only forwarding data, 
nodes may recombine several input packets into one or several 
output packets. 

The concept of NC has been first introduced for satellite 
communications in [5] and then fully developed in [4] for 
general networks. 

With NC, a network node allows combining several 
packets (messages) that it has generated or received into one or 
several outgoing packets. NC replaces the conventional routing 
(data packets have given by store-and-forward mechanisms in 
which the intermediate nodes only repeat data packets that they 
have received). 

Recently, NC has been applied to wireless networks and 
received significant popularity as a means of improving 
network capacity and the End-to-End Delays of transmissions 
[6]. It can also increase the capacity and reduces the delay [7] 
in networks and at point-to-point communications [8], in 
broadcast networks [9]. NC increases the energy efficiency in 
broadcast networks [10]; it optimizes capacity and energy 
consumption in the network [11], [12].Also, it can be 
combined with routing for improved performance [13], and 
adaptive algorithms of appropriate node mobility networks 
[14]. 

In fact, the unreliability and broadcast nature of wireless 
links make wireless networks a natural setting for network 
coding. Moreover, network protocols in wireless networks, 
e.g., wireless mesh networks and mobile ad hoc networks, are 
not fully developed yet and hence there is more freedom to 
apply network coding in such environments compared to wire 
line networks such as the Network Management System  [6]. 

Low-Density Parity Check (LDPC) codes [15] deliver very 
good performance when it decoded with SPA [16]. As LDPC 
codes are being used in a wide range of applications, the search 
for efficient implementations of decoding algorithms is being 
pursued intensively. 
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Error-correcting coding schemes using LDPC codes and 
belief propagation decoders based on the sum-product 
algorithm (SPA) have recently achieved some of the highest 
performance results in the literature. The SPA has been 
presented to decode LDPC codes. 

The main contribution in this paper is reducing the BER 
value (through a distributed coding using LDPC codes) in 
ANCC (Adaptive Coded Cooperation Network) for WSN by 
using a very effective method adapted to this type of network. 
It studies two novel scopes in communication. The authors 
focus on the analysis of the BER. Regarding NC, they propose 
a coding algorithm adequate for dense and extensive. They 
create a set of scenarios in which several parameters have been 
modified to analyze how they affect the BER versus SNR 
curve. What is more, this paper aims to get the right values of 
these parameters to find a compromise, which seeks to 
decrease the BER 

The rest of the paper is organized as follows. In Section II, 
the model on which to base our approach is described. In 
section III, the authors discuss the results; they compare the 
different approaches, and they analyze their applicability. The 
conclusions as well as future work are discussed in Section IV. 

II. NETWORK MODEL OVERVIEW 

A. Description Working Scenario and ANCC Scheme 

The network coding scheme to being used as a basis for 
development is the ANCC [18],[19] that adapt precisely to 
extensive and dense  network like WSN, on which each fixed 
period, the N sensor nodes should send the information 
collected to the CH. To avoid interference, in the type of WSN 
in question, it is often established access scheme TDMA (Time 
Division Multiple Access) in which each node has a particular 
time for the transmission while all other nodes remain in 
silence. 

The fundamental idea of the scheme ANCC network 
coding is that neighboring nodes can linearly combine the 
correctly received information and send it to the cluster head in 
a later phase of the communication. In particular, the ANCC 
scheme uses LDGM codes (Low Density Generator Matrix) 
[19]. This type of LDPC code fits to   WSN scenario by the 
structure of its generator matrix. In LDGM codes, the generator 
matrix G is being constructed as the concatenation of two 
matrices: the identity matrix    and one dispersed and random 
matrix P. The matrices involved in encoding and decoding are 
as follows [19]: 

 Generator matrix G, of size      (since the encoding 
rate is 1/ 2; the matrix P is of size    ): 

           ],[ PIG N                                            (1) 

 Parity check matrix H of size     : 

],[ N
T IPH                                            (2) 

 Syndrome vector   this vector is the result of checking 
a word with the parity check matrix H. When the 
decoding performed by syndrome, we must have 
syndrome validates a coded word   must be the null 
vector as follows from: 

    
THc.                                             (3) 

The Network Coding scheme ANCC gets applied the 
coding LDGM of distributed form: 

1) Diffusion phase (or initial transmission): In this phase, 

each of the N nodes in the WSN transmitted orderly (with 

TDMA) its corresponding information symbol (systematic 

symbol) to the head cluster, while the rest of the nodes remain 

in listening mode. 

2) Forwarding phase (or combined retransmission 

combined): the N nodes transmit a linear combination (coded 

symbol). It composed of symbols   , randomly chosen from the 

symbols of a node, which had received correctly in the 

previous phase. 

3) Decoding phase: once the Forwarding phase has been 

completed, the CH has already received all the symbols 

(systematic and codified) and it is capable constructing the 

parity check matrix  , using, for this, the headers received in  

Forwarding phase. After building the matrix  , the cluster 

head  decodes the received symbols  obtaining gain 

codification (decrease of BER) proper to the use of an LDGM 

code. 

B. Topologies 

Hierarchical network allows assigning different roles to 
nodes; exploiting that to the control node and link activity. 
Grouping sensor nodes into clusters has been widely pursued 
by the research community to achieve the network scalability 
objective. Every cluster would have a leader, often referred to 
the CH. The strategy is to divide the total set of nodes in 
several clusters or groupings involving a high number of nodes 
of each one. To ensure the functioning of the system, each 
cluster is chosen so that all its elements may have a direct link 
to the most important node of the cluster, which has already 
called the cluster head (CH) node (see Figure 1). This mode 
takes charge of being the destination node broadcasts 
performed by the other nodes of the cluster, being the element 
that receives and decodes all the information of this grouping 
(cluster) and, therefore, allows data communication in a 
clustered network. 

 
Fig. 1. Network model with clustering 
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C. Parameters affecting our system 

Grouping sensor nodes into clusters has been widely 
pursued by the research community to achieve the network 
scalability objective. Every cluster would have a leader often 
referred to as the CH. 

The main parameters to have analyzed for the scenario are: 

1) The number of iterations of the Sum-Product algorithm 

SPA: It is analyzed for a concrete example the improvement of 

having a greater number of iterations in the SPA. 

2) The parameter   : Several options were tested to see 

how it affects the number of nodes involved as a response of 

linear combination sent by each node during forwarding phase 

to the BER obtained in an ANCC scheme. 

3) The number of nodes per cluster: In this case, it is 

mainly analyzed how the number of nodes that intervene in the 

distributed encoding LDPC affects the BER   and how the 

results present themselves for various options. 
We define a relationship between the symbols, which has 

combined in the forwarding phase and the number of nodes 
that can intervene in this combination. The Dispersion Grade 
(DG) refers to the dispersion having the generator matrix of the 
LDPC code, this DG is calculated as: 

                      
1


N

s
DG                                           (4) 

Where   is a parameter that indicates the values of the 
coded symbol (randomly chosen) which are correctly received 
in the previous phase,    is the total number of nodes. A 
parameter DG is the percentage of symbols involved in the 
response of forwarding phase (among the symbols that could 
intervene). The goal is to see if it can get a range of values of 
DG between which algorithm behave optimally, with in order 
to establish a priori the values of the parameter   and the 
number of nodes that give the best BER-SNR performance. 

D. Methods of Performance Evaluation 

A typical BER curve, for LDPC code, is shown in figure 2. 
Three regions [20] namely low SNR region, waterfall region, 
and error floor region, can be identified .In the low SNR 
region, BER decreases slowly as SNRT increases. For the 
intermediate value of SNR, the BER decreases rapidly in the 
waterfall region with an increase in SNR. In this region, the 
coding gain approaches the theoretical limit. The error Floor is 
due to the weight distribution of LDPC codes .Normally, 
LDPC codes do not have large minimum distances. Hence, 
lowering the Error floor region result in better codes, which in 
some cases, may result in faster convergence in decoding. 

The method have to be followed to determine which 
scenario is better than another is based on the inspection of 
their BER versus SNR curves, choosing to get a better 
compromise between the values of BER obtained at high and 
low values of SNR. The studies carried out show that there is a 
relationship between the position of the threshold      , the 
slope in the Waterfall region and BER values obtained in the of 
Error Floor region. 

 

 
Fig. 2. Regions BER-SNR curve for a LDPC codes 

Therefore, the goal is to find a compromise among which 
this threshold      , it is located at the lowest possible,  so that 
the  SNR for BER values obtained in the region of Error Floor 
will be better and this region appears for reasonable SNR 
values in a wireless communication. 

III. RESULTS AND DISCUSSION 

In this section, we analyze the data results obtained from 
simulations for the clustering analysis of different scenarios, 
which corresponds to the sending and forwarding the data 
nodes of each aggrupation of their cluster head node. We start 
by cutting the network in groups of nodes called clusters, 
thereby giving, at the network, a hierarchical structure [21]. 

Within each phase, behavior is also studied in each cluster 
for different values of the parameter s. 

For the simulations, we use a total of 1500 TDMA network  
nodes , depending on the number of nodes per cluster and so 
that it can give an exact value of cluster head nodes . We have 
1500 nodes, which means N=1500 nodes. 

The number of nodes defined as N, the size of the generator 
matrix will be   N x 2 N. This leads to one of the objectives is 
to make a cluster of large size, encompassing the largest 
possible number of nodes. If the total number of nodes is 
defined as  NTotal  and divides into regular cluster of N nodes, 
therefore, number of cluster head node NCluster is: 

N

N
N Total

Cluster                                (5) 

Table I gives the exact value of cluster head. 

TABLE I.  TOTAL NUMBER (1500 NODES) DIVIDED BY CLUSTER NODE 

FOR OBTAINED AN EXACT CH NUMBER 

 Number of nodes  Number of cluster head  

150 10 

250 6 

375 4 

500 3 
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A. Influence of the number of iterations 

Before embarking on an approach, analyzing the results of 
different nodes per cluster there is a need to explore the 
influence of iteration number. By Sum-Product Algorithm, we 
measured, with MATLAB Profiler tool, a distributed LDPC 
coding for a WSN with 100 nodes.  

SPA performs a series of operations on the received 
symbols so that they can comply with the condition of the 
syndrome shown in equation 3. 

The aim is to analyze if the use of a large number of 
iterations improve, significantly, BER values obtained to 
compensate the time delay that occurs during decoding. 

 
Fig. 3. BER-SNR curve obtained for a distributed LDPC coding in WSN 150 

nodes. The combinations of the forwarding phase  s = 7 nodes and the 

maximum number of iterations of the decoding algorithm is varied by taking 

the values 10, 30, 50 and 70 

Figure 3 shows the different curves obtained in simulations 
for the case of a cluster of 150 nodes where the value of the 
parameter   is 7, using different maximum numbers of 
iterations in the decoding algorithm. 

Then we concluded that increasing the number of iterations 
does not offer a significant advantage. Therefore, from now on, 
we use 10 (as maximum number for the sum-product 
algorithm) iterations in our system for all decoders. 

B. Clustering analysis 

1) Clusters of 60 nodes 
We analyze one grouping of 60 nodes. In this case, our 

approach is to compare simulation results with experimental 
data to obtain valid and accurate results. 

a) Simulation results 

With 60 nodes, the generator matrix will have a size of 60 
×120, which it could be considered a small size; due to high 
DG .The range in which we study the behavior of the 
parameter s is comprised between 4 and 8 in order to offers a 
better SNR-BER curve. 

The figure 4 shows the different curves obtained for a 
grouping of 60 nodes by varying the value of the parameter 
  and using a maximum of 10 iterations of the decoding SPA. 

 
Fig. 4. BER-SNR curve obtained for a distributed LDPC coding in a 60 WSN 

nodes and the value of the parameter s varies between 4 and 8 

The curve, which presents a better compromise between the 
position of the threshold values       and BER obtained in the 
region of error floor, is the curve with      . DG (with the 
principal parameters) presenting these curves are summarized 
in Table II. 

TABLE II.  DG FOR 60 NODES AND DIFFERENT VALUES OF THE 

PARAMETER  S 

 Parameters     DG 

4 6.77 % 

5 8.47 % 

6 10.16 % 
7 11.86 % 

8 13.55 % 

These values of the DG are too high and may be associated 
to sparse matrices that widely dispersed, which does not appear 
good option to use the groupings of this size. 

b) Experimental Results 

To verify our next simulation results, we analysis the 
experimental results, we choose 60 sensor nodes within a 
cluster view the Figure 5. 

 
Fig. 5. Experimental topology of the wireless sensor network a (cluster of 60 

nodes) the value of the parameter s is 6 
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The following figure (Fig 6) shows the experimental 
results. 

 
Fig. 6. Comparison between Simulations and Experimental Results obtained 

for a distributed LDPC coding in a 60 WSN nodes, and the value of the 

parameter s is 6 

We note that the results of this simulation are very similar 
indeed; to those obtained by practice. Consequently our 
preliminary simulation results fully confirm the validity of our 
next simulations results. 

2) Clusters of 150 nodes 
With 150 nodes, the generator matrix of network coding 

with LDPC codes will have a size of 150x300.   In addition, the 
parameter s is varied from 5 to 11(to view which of them offers 
a BER versus SNR curve with a better compromise) while the 
SPA is kept constant at 10 iterations. Figure 7 shows the 
different curves obtained for a cluster    containing 150 nodes 
by varying the value of the parameter  . It can be appreciated 
that  for values of s, greater than 8, the Error Floor region 
appears for very high SNR values  (over 18 dB), which 
provokes a  good BER obtained at very high SNR values , 
often situated above the range of SNR in which is located a 
wireless system. 

 
Fig. 7. BER-SNR curve obtained for a distributed LDPC coding in a 150 

WSN nodes. The value of the parameter s varies between 5 and 11 

The DG values are summarized in the following table. 

TABLE III.  DG FOR 150 NODES AND DIFFERENT VALUES OF THE 

PARAMETER S 

 Parameters     DG 

6 4.02 % 

7 4.69 % 

8 5.36 % 

By Analyzing the graphs, we can see that the curves, with 
greater compromise, are given for the parameter values  = 6, 7 
and 8, whose matrices offer the DG that are displayed in Table 
III 

3) Clusters of 250 nodes 
In this case, all nodes are divided into several clusters of 

250 nodes. With 250 nodes, the generator matrix of network 
coding with LDPC codes will have a size of 250x500.   In 
addition, the parameter s is varied from 7 to 12, while the SPA 
always keeps the same value 10 iterations. 

 
Fig. 8. BER-SNR curve obtained for a distributed LDPC coding in WSN 250 

nodes. The parameter s varies between 7 and 12 

The figure 8 represents the different curves obtained for a 
cluster of 250 nodes by varying the value of the parameter s 
and using a maximum of 10 iterations of the decoding SPA. 

This figure shows that BER-SNR curves which obtain a 
greater compromise and whose DG are shown in the Table IV. 

TABLE IV.  DG FOR 250 NODES AND DIFFERENT VALUES OF THE 

PARAMETER  S 

 Parameters     DG 

8 3.21 % 

9 3.61 % 
10 4.01 % 

4) Clusters of 375 nodes 
In this case, we divide the nodes into clusters of 375 nodes. 

With 375 nodes, the generator matrix of the NC with LDPC 
code has a size of 375x750. In addition, as in previous cases, 
the parameter   is varied from 7 to 11 and BER versus SNR. 

The Figure 9 shows the different curves obtained for a 
cluster of 375 nodes, varying the value of the parameter   . In 
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all, the simulations were performed using a maximum of 10 
iterations of the algorithm Sum-Product decoding 

 
Fig. 9. BER-SNR curve obtained for a distributed LDPC coding in WSN 375 

nodes. The parameter s varies between 7 and 11 

By observing the resulting graphics to these groups, it can 
be seen that the best curves are obtained for values of the 
parameter    between 8 and 10. For these parameter values s its 
DG are marked in Table V. 

TABLE V.  DG FOR 250 NODES AND DIFFERENT VALUES OF THE 

PARAMETER  S 

 Parameters     DG 

8 2.13 % 

9 2.40 % 
10 2.67 % 

5) Clusters of 500 nodes 
In the final case, the total nodes are divided into several 

clusters (grouping) so that each cluster includes 500 nodes. 

Figure 10 shows the curves obtained in simulations clusters 
of 500 nodes, using a maximum of 10 iterations of the 
decoding algorithm Sum-Product 

With 500 nodes, the generator matrix of the LDPC code 
has a size of 500x1000. In addition, the parameter   is varied 
between 8 and 13 and the BER simulation results versus SNR 
are show in the following figure. 

By observing the resulting graphics to these groups, it can 
be seen that the curves, that offer a better compromise, are 
given for the parameter values d comprised between 9 and 12. 
The DGs obtained are detailed in Table VI. 

 

 
Fig. 10. BER-SNR curve obtained for a distributed LDPC coding in WSN 500 

nodes. The parameter s varies between 8 and 13 

TABLE VI.  DG FOR 500 NODES AND DIFFERENT VALUES OF THE 

PARAMETER S 

 Parameters     DG 

9 1.8 % 

10 2 % 
11 2.2 % 

12 2.4% 

C. Better options of Clustering analysis 

We examine the best BER versus SNR curves obtained for 
the scenarios described above. We choose for each scenario the 
best compromise solution. 

We compare and analyze results of the proposed scenarios: 

 Cluster of   150 nodes and parameter        . 

 Cluster of   250 nodes and parameter        . 

 Cluster of   375 nodes and parameter         . 

 Cluster of   500 nodes and parameter         . 

We have the following figure11 

Dispersion grades that correspond to those curves are 
shown in Table VII. 

The curves represented in the figure 11 are the curves that 
offer better compromise for each cluster of those studied. 

By analyzing the curves obtained in Figure 11, we see that 
the slope of the curve BER-SNR in the Waterfall region 
increases when using a greater number of nodes per cluster. 
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Fig. 11. Comparison of BER-SNR curves obtained for a distributed LDPC 

coding which offers a better compromise 

TABLE VII.  DG  FOR BETTER OPTIONS OF  DIFFERENT VALUES OF THE 

PARAMETER S 

Number of nodes Parameters     DG 

150 7 4.69 % 
250 9 3.61 % 

375 10 2.67 % 

500 11 2.2 % 

IV. CONCLUSIONS 

We examine and we analyze the best BER curves versus 
SNR obtained for different scenarios. In light of these results, it 
can be concluded that the best BER vs. SNR curves obtained 
correspond to the clusters of 375 and 500 nodes. As a result, 
we prove that an increasing the number of the node improves 
LDPC code properties.  The application of the LDPC code with 
NC can improve consistently, considerably and significantly 
the BER versus SNR when we increase the number of node per 
cluster in Hierarchical clustering for WSN. On the other side, it 
is also important to mention that    the increase of iterations 
number has a negligible impact on the performance of our 
system. 

Our future work (which is the next phase of the present 
paper) is to improve the BER in WSN   at the level of clusters 
heads using NC with low-density parity-check (LDPC) codes. 
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Abstract—The evolution of the Internet and the 

competitiveness among companies were factors in the explosion 

of Web services. Web services are applications available on the 

Internet each performing a particular task. Web users often need 

to call different services to achieve a more complex task that 

can’t be satisfied by a simple service. And users often prefer to 

have the best services responding to their requests. In this 

context, we should measure the Quality of Service (QoS) which is 

a very important aspect of Web services in order to offer to the 

user the best services. 

“How can we ensure the composition of different services to 

respond the user request” is the first problem that we contribute 

to resolve, proposing a multi-agent based model for the 

automatic planification of Web services. And “guarantee the 

required quality of the composite Web services” is a complex 

task regarding the unpredictable nature and dynamics of 

composite Web services, so our contribution to remedy to this 

problem consists of the use of two classes of quality attributes. 

The first one considers generic and the second contains specific 

attributes. 

Keywords—Agents; Model; Quality of Service; Service 

composition; Web services 

I. INTRODUCTION 

Web services are applications available on the Internet 
performing each a special task, such as booking a flight ticket. 
However, the use of Web services is very limited because they 
perform only one special task; for example, to go on vacation, 
a person will find a Web service for each booking he wants to 
achieve (plane, train, and hotel). 

To resolve this problem, Web services can be combined 
manually to form a single service; it is the composition of Web 
services. 

There are several standards used specifically to describe, 
locate and compose Web services. We can mention for 
example: UDDI for Universal Description, Discovery and 
Integration, WSDL for Web Services Description Language, 
WSCI for Web Service Choreography Interface, WSFL for 
Web Service Flow Language and more recently WS-BPEL for 
Web Services Business Process Execution Language [3, 4, 9, 
12 and 13]. 

The UDDI provides the discovery of services. In practice, it 
contains technical information and information on business 
processes such as the address for accessing Web services, but 
also much more contextual information such as the name of the 
responsible for their management, a brief description of their 

functionality or the name and the company's business branch 
on which they depend. 

The present article consists of five sections; after a brief 
introduction, the second section is devoted to the presentation 
of the problem of the Web services composition. The third one 
concern exhibition of some research works made to remedy 
various problems related to the composition of Web services. 
We move then to the fourth section where we present the 
concept of quality, and some works based on the quality of 
Web services, issues in Web services composition. 

In the fifth section, we present our multi-agent based 
model, specifying the detailed functional architecture of each 
agent proposed in the model. 

The last part of this paper presents a conclusion about our 
proposed model, and we exhibit some perspectives of our 
future research works. 

II. THE WEB SERVICES COMPOSITION 

Web service composition refers to the process of creating a 
composite service, offering new functionality, from simple 
existing Web services. Several kinds of process ensure this 
operation like the dynamic process of discovery, the process of 
integration and the execution process of these services in a 
particular order to satisfy a definite need [7]. 

The composition of Web services has the objective of 
determining a combination of services based on a client or a 
user request. On this side, this operation appears as a single 
service and it will be transparent to the user, even if it 
represents the combination of several Web services. 

III. STATE OF THE ART OF WEB SERVICES COMPOSITION 

Various studies have been made to compose Web services 
like those presented in [1, 3, 4, 5, 7, 9, and 10]. A planning 
process can be used to find the correct order of Web services in 
the composition. As the number of services can be relatively 
important, it is necessary to add an optimization phase whose 
purpose is to provide the user with the best service 
compositions according to special criteria. 

The proposed approach of A. Yachir et al. in [11] aims to 
build a plan for a composition of services after verifying its 
feasibility. 

M. El Falou used different planning techniques to 
overcome some problems related to the composition of 
services in [5]. He proposed a distributed agent-based model, 
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developed architecture to respond to user requests, diagnosed 
online the status of implementation of the plan and repaired 
automatically his proposition in the case of fault detection, 
during the execution. 

D. Pellier and H. Fiorino proposed in [9] an original 
architecture of automatic composition of Web services by 
planning techniques. They presented a fully distributed 
planning model in which agents were reasoning together to 
achieve a common goal predefined by the user, creating a 
global plan representing a possible composition of their 
services. 

The objective of D. B. Claro [3 and 4] was to compose 
automatically and optimally Web services dedicated to produce 
cost estimates using planning services to detect which belong 
to the composition. She proposed a framework made up of 
several phases that can negotiate services to automatically 
provide users with optimum results with generic optimization 
criteria. 

However, users can have their evaluation criteria or even 
contradict the generic one, which has been the work of P. 
Albers and O. Licchelli in [1]. They utilized the SPOC 
prototype presented in [3 and 4] and they used the user profiles 
in order to improve the performance of this system, and they 
presented the most adequate solutions to a particular user. 
Researchers validated this approach using an example of 
building construction based on the ontology of French public 
market. 

HSN is a model of composition that permits correcting and 
validating a service made before his execution proposed in [2]. 
The editor allows the progressive-composition followed by 
verification of time constraints. That means that the user could 
locate and correct any temporal conflicts in its specification 
and he can export the RSH file for future use. 

The work presented by N. Temglit et al. in [10] proposed a 
model for the composition of semantic Web services. In this 
model the concepts handled by Web services application 
domain are represented semantically, i.e., operations and static 
concepts used to describe the properties of Web services. 

The convergence between Web services and Semantic Web 
aims to increase the expressiveness of descriptions and make 
more efficient management, discovery, composition and 
invocation of services through a communication protocol and a 
directory service UDDI (Universal Description, Discovery, and 
Integration). This protocol allows a "supplier" to register his 
service and a "consumer" to find the right service. 

Researchers proposed different levels of abstraction to the 
“operation” concept to allow a progressive-access to concrete-
services. Thus, two levels of composition at different 
granularities (abstract and concrete) may be generated which 
will reuse plans already constructed to meet similar needs, 
even with modified preferences. 

IV. SOME WORK ON THE QUALITY OF SERVICE 

The term QoS refers to the ability to provide a service (such 
as a communication medium) according to the requirements of 
response time and bandwidth. 

Many types of research corresponding to the quality of 
Web services have been published in recent years [14, 15, 16 
and 17]. They revolve around different areas of research such 
as: 

 How to define a variety of factors of service quality? 

 How to specify QoS runtime information based on their 
volatility and complexity? 

 How to match user needs with existing services 
regarding quality? 

 How to set user preferences for Web services? 

 How to perform the classification of similar services on 
user preferences? 

 What are the factors that predict the quality of service in 
some environmental conditions that involve 
dependencies between QoS parameters and 
relationships with contextual factors? 

N. Kokash and V. D’Andrea proposed a method based on 
risks to the assessment of Quality of Service [6]. Their 
approach allows a simple choice of Web services with 
consideration of several service quality factors. They studied 
the risk factors to measure the impact of failures of atomic 
services in the composition of services. The major 
disadvantage of this metric is that different compositions 
require redundant recalculate risks, making the computational 
approach less effective than methods based on the evaluation 
of QoS for well-defined attributes. 

A new approach, to monitoring the composition of services, 
has also been proposed by A. Yachir et al. [11], in addition to 
that of the composition of services, to take into account the 
dynamic and stochastic aspects of the ubiquitous environment. 
This second approach takes into account the context of use and 
the quality of services available. Three mechanisms are the 
basis of the proposed method, namely the Bayesian learning 
for the invocation of services, automatic discovery of services 
and the automatic and dynamic reorganization plan 
composition of services. Authors of these approaches tested 
them in various application scenarios. The results have shown 
their feasibility and their usefulness in robotics ubiquitous. 

SPOC, which is a system proposed by D. Claro in [3 and 
4], consists of four phases: 

 Discovery service that helps to identify services from an 
ontology UDDIO services; 

 Planning that allows you to organize the tasks to be 
performed; 

 Execution that sends a request to each service to get 
information such as cost, duration, etc.; and 

 Optimization whose goal is to provide the user with 
some compositions optimized according to predefined 
quality criteria such as cost, price, revenue and 
reputation, and that using the genetic algorithm NSGA-
II. 
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The proposed approach in [8] is to change, dynamically, the 
path of execution of a composite Web service when it is 
necessary to meet the QoS requirements. A prototype has been 
proposed to evaluate the proposed QoS monitoring and 
adaptation architecture on all for minimizing the response time 
of composite Web services. 

L. Zeng et al. proposed AgFlow, a prototype of Web 
services composition with the support of quality characterized 
by [12]: 

 A model of service quality to assess the overall quality 
of Web services. 

 Two alternative approches to service selection for the 
execution of composite services. 

AgFlow is a platform that provides tools for the definition 
of ontology services; the specification of composite services 
using state diagrams; and the connection of the service tasks 
corresponding to a composite service. 

AgFlow platform was used to validate the feasibility and 
benefit of the proposed approaches. In particular, the greatest 
composite services incorporating a big number of candidate 
services components have been created and used to conduct 
experiments with very encouraging results: the computational 
cost of the planning phase of a composite service with 80 tasks 
is to about 8 seconds in a static environment and about 190 
seconds in a dynamic environment. The comprehensive 
planning approach leads to a better quality of service, 
particularly to reduce costs and execution times. 

L. Li et al. Presented in [14] a selection approach based on 
multi-dimension QoS which introduced multi-dimension QoS 
to describe the QoS properties of Web service composition and 
computes the QoS of every dimension of Web service 
composition. The most important result according to this 
research is the ability to extract the Web services composition 
which can best respond to the non-functional constraints from 
the Web service compositions that can satisfy functional 
requirement of users. 

C. Jatoth and G.R. Gangadharan proposed in [15] two 
fitness metrics using. First, they choose the best fit services for 
composition by their local fitness value based on the 
combination of various QoS factors and prioritization.  Then, 
they use a global fitness value to minimize the computational 
complexity, around service composition. The experiment 
results indicated the importance of the proposed approach 
towards scalable and robust QoS-aware service composition. 
They also plan to focus their future work on another approach 
based on fuzzy logic in order to evaluate the local fitness value 
metric. 

Z. Zheng et al. conducted evaluations on user-observed 
QoS of Web services from distributed locations. Service users 
invoked great number of Web services under heterogeneous 
environments on real-world Web services. They presented 
comprehensive experimental results, and released reusable data 
sets [16]. 

W. Khowfa et al. used A Multi-Criteria Decision Making 
(MCDM) and Quality of Service (QoS) attributes in [17] to 

obtain the appropriate non-functional service from similar 
service’s pool available in the cloud. 

V. OUR MULTI-AGENT ARCHITECTURE FOR PLANNING THE 

COMPOSITION OF WEB SERVICES 

Our solution to remedy to the problem of user satisfaction 
constraints, when their requests need composition of different 
Web services, is to propose a fully distributed model in which 
various kinds of agents complete their tasks, jointly, to achieve 
a common goal preset by the user. Those agents create a global 
plan to define a possible composition of their services. We will 
describe our detailed proposition in the following sections. 

A. Basic work 

We can represent the set of available Web services by a 
graph whose nodes represent the input and output attributes as 
well as Web services. And the arcs between these nodes 
correspond to be links between input attributes and a Web 
service or connections between a Web service and its output 
attributes i.e. the results produced after the execution of the 
Web service. A Web services composition corresponds to a 
sub-graph of the graph of available Web services. 

M. El Falou proposed two algorithms, in this context [5]. 
The basic idea is to extract the best locally with the use of a 
global heuristic based on a local evaluation of the best local 
plan to achieve the goal, and also on an estimation of the 
globally distributed heuristic that guides the agent to choose its 
best local plan, ensuring the completeness and the optimality of 
the algorithm. 

To calculate the global heuristic, each service which joins 
the group of Web services agents must calculate any links 
between its local services as well as all relationships with all 
other services. 

An agent calculates the global heuristic associated with a 
service once for each query, back chaining the goal state to the 
initial state. The global heuristic always involves estimating a 

distributed distance of a local state   
 of the agent    to the 

goal state, taking into consideration the best local plans of the 
others. 

Initially, agent    calculates, locally, the distance from   
   

to the nearest node to the goal node. This distance (  
    

  ), 

where   
        

   is the result of execution best local partial 

plan πi at the local state    
 . Then, each other agent    can 

calculate its local distances distance (   
     

  ) between all pairs 

of states    
          

  of all the local states. 

We ensure the propagation of these local distances, from 

the local state   
  to neighboring agents, by using the 

dependencies between the agents i.e. a link appears between a 
service of an agent    

 and a service of another agent      
, 

when the first agent produces effects that are pre-conditions of 
the last one. And this is to obtain a global heuristic measure 
that can be defined by: 

           
       

        (  
    

  
)  ∑              

     
            where:  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

147 | P a g e  

www.ijacsa.thesai.org 

   
         

   .e. the final state of the    
 has a direct 

external link to the original state of the agent      
; 

I:  the index set of agents {1... n}. 

The best local plan    of an agent    is one that reaches a 

state   
   such that: 

  [  
 ]=  

  
 and   

  
                (  

     )  

Upon receipt of a query R = (init, goal) by an agent, and 
once the global heuristic calculated, the extraction of the plan 
is achieved by a forward strategy from the initial state to the 
goal state. 

At initialization, the system proceeds to color all executable 
services in the init state. 

Then, for each neighbor service Sn of a colored service Sc, 
Sn is also colored if and only if all its incoming arcs out 
colored services. By doing this, we get the executable sub-
graph of services; where each service in this graph is an 
accessible and executable service. 

To response to user’s exigencies of composite Web 
services, the system must consider all specified features, to 
extract the mains criteria to which they must respond. 

Such a system should consider the fact that the QoS may 
have multiple dimensions, and that the QoS of the composite 
services is, essentially, determined in function of QoS of all 
services used to compose the global Web service. 

For example, the user may be required to minimize 
execution time while satisfying some constraints regarding 
price and reliability, while another user may give more 
importance to price at runtime. QoS approach to service 
composition is, therefore, essential that maximizes the QoS 
performances of composite services, taking into account the 
constraints and preferences set by the user. 

UDDI directory can locate on the network the desired Web 
service. This step is very important because it allows access to 
directories of potential users of Web services. 

B. Our contribution 

We were based on the various descriptions of qualification 
present in the UDDI for selecting the best Web services that 
may belong to a composite service. This task will be assigned 
to each agent when choosing its best locally, taking into 
account the different qualifiers specified by the client, when 
running the application. 

1) Formal definition of Web services 
E is an environment consisting of the following: 

SW: is a set of Web services SWi, 

SW = {SW1, SW2... SWn} = {SWi / i = 1...n}. 

SWi: is a Web service described by a set of input 
parameters Pei and output parameters Psi, 

SWi = (Pei, Psi). 

Pei: is a set of input parameters of the Web service SWi, 

Pei = {pei1, pei2... peim} such that m is the number of 
input parameters (m = Card (Pei)), 

Pei = {pei1, pei2... peim} = {peij / j = 1...m}. 

Psi: is a set of output parameters of the Web service SWi, 

Psi = {psi1, psi2... psik} such that k is the number of output 
parameters (k = Card (Psi)), 

Psi = {psi1, psi2 … psik} = {psij/j=1...k}. 

2) Formal definition of semantic links 
LS: is a set of semantic connections between Web services. 

We can represent LS by a square matrix SWxSW. 

   [
   
   
   

] 

LSij: is a set of semantic connections between Web 
services SWi and SWj defined as follows: 

           

 {
                                        

                                              
 

       a function that measures the intensity of the semantic 

link between two Web services SWi and SWj, defined as 
follows: 

      
          

         
                                    

Where: 

                                                  

                   . 

This equation is evident, if all output parameters psik of a 
Web service SWi match exactly with all input parameters pejt 
of another Web Service SWj. 

                                      
That means that we can’t find any output parameter psi of a 

Web service SWi in Pej, the set of input parameters of a Web 
service SWj. 

3) Formal definition of the criteria of the quality of 

service 
In the same environment defined above, we can integrate 

the following: 

 C: is a set of vectors quality parameters Ci 
corresponding to different Web services SWi. 

 Ci: is a vector of quality parameters, Ci = (ci1, ci2... 
cik) Such that k is the dimension of vector Ci. 

Relative to a given domain D, it is possible to classify the 
attributes of service quality by generic or specific attributes. 
Such as generic attributes are independent of domains to which 
they belong and the specific attributes are related to the Web 
services associated with domain to which they depend on. 

The model we propose is composed of two classes of 
quality attributes: 

 CGEN: is the set of generic attributes 
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 CSPE: is the class of specific attributes 

In the case of generic attributes CGEN, we can distinguish 
between measurable attributes and non-measurable ones. So 
we extend the notation of those parameters as follows: 

   
 : is a measurable attribute of a generic Web service 

SWi. 

   
  : is a generic non measurable parameter of a Web 

service SWi. 

Therefore,    
   the jth measurable generic attribute for Web 

service SWi and    
   the kth non measurable generic one for 

the same Web service SWi. 

We note that most of the measurable attributes are 
described using performance parameters like: 

 The flow: representing the number of service requests 
during a time interval. 

 The response time: indicates the time required to 
complete a request for a Web service. 

 Reliability: this reflects the ability of a service to 
perform his duties properly. 

 Scalability: representing the service's ability to handle 
the largest number of operations or transactions during 
a given period, while maintaining the same 
performance. 

 Robustness: this is the probability that a service can 
respond correctly to invalid input messages, incomplete 
ones or with conflicts. 

 Availability: the possibility of availability of a service. 

There are QoS attributes that are not measurable, but are 
useful for Web services such as: 

 The cost or price of performance: it is the price payable 
by a Web service client for service. 

 The reputation is a measure of the credibility of the 
service. It depends on the user experience. 

 The security is a grouping of a set of qualities including 
confidentiality, message encryption, and access control. 

The question that we can ask about our model is the 
following: How can we measure a non-measurable generic 
attribute   

  ? 

Within the class of specific attributes CSPE, it is clear that 
since these kinds of parameters can only be set following the 
domain belonging of a SWi Web service, then it is impossible 
to enumerate or classify these elements with the same way. 
Therefore, any particular parameter, in our model can be 
represented as follows: 

   
    a specific attribute on a Web service SWi. 

4) Description of our model: 

a) General presentation 

We propose an automatic architecture for Web services 
composition based on agents, in order to achieve a distributed 
planning leading to the creation of a composite Web service 
seen as a plan defining precedence relationships and causality 
between basic services and ensuring number of conditions. 

Our model is to make a client request, covering a set of 
parameters and requiring a certain number of constraints that 
will be considered by an intelligent agent of cognitive type, 
named «UserAgent», and which will be responsible for 
managing the preferences of the user, who form his beliefs. He 
will be responsible also for the synthesis of these constraints, in 
order to classify them by type. 

Another agent used in our model is the «ServiceAgent». A 
set of them will be, automatically, generated for the purpose of 
search services that can respond to the request of the user, to 
filter these services and ordering them according to their 
relevance by matching each service implicated with an 
autonomous agent capable of discovering the various offers 
related to the requested service to choose the best offer and to 
invoke the service, if necessary. 

The third agent in our architecture is «PlanAgent». It’s 
responsible for the Web services composition involved in our 
process, trying to propose an optimal planning, in terms of time 
of execution of the overall plan and taking into account the 
specific constraints imposed by the client. 

Each «ServiceAgent» will collaborate with «UserAgent» 
and «PlanAgent» to propose a global plan to response to the 
user query, as shown in Fig. 1. 

Collaboration between several «ServiceAgent» can take 
place to try to provide partial plans corresponding to a part of 
the user query, representing a response to a partial composite 
service. In this case, it’s possible to destroy all «ServiceAgent» 
implicated in the creation of the partial plan provided by fusion 
of local solutions and the birth of a new «ServiceAgent» with 
assigning roles of all agents destroyed. This agent will be able 
to collaborate with «UserAgent» and «PlanAgent», to search 
the optimal global plan. 

 

Fig. 1. Agent-based Architecture for Automatic Web services composition 
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b) The different agent’s functional architecture 

THE «USERAGENT» ARCHITECTURE: 

The «UserAgent» is responsible for processing the user 
request before forwarding it to the «PlanAgent» will try to find 
a solution to it. Its primary role is to analyze the application to 
derive all the parameters related to the purpose and the list of 
constraints imposed by the user. The «UserAgent» consists of 
two main modules (see Fig. 2). 

 

Fig. 2. The «UserAgent» functional architecture 

a) The reasoning module: it is the party responsible for 
the analysis of the user query to determine the parameter list 
and the input constraints. Based on all knowledge acquired by 
the agent and his skills, he is able to reason, and to extract the 
intensions and desires of the user. 

b) The communication module: it allows you to manage 
the communication and interaction with other agents 
«UserAgent». 

THE «PLANAGENT» ARCHITECTURE: 

The «PlanAgent» must be able to reason about the task he 
has to perform and be able to communicate with other agents 
(«UserAgent», «ServiceAgent»). It is initialized with the 
semantic description of the user to achieve the goal. Its role is 
to coordinate the work of different agents «ServiceAgent» type 
to reach the goal. 

The «PlanAgent» consists of four modules (see Fig. 3). 

 

Fig. 3. The «PlanAgent» functional architecture 

a) reasoning module: it is the party responsible for defining 
the behavior of the agent on its interactions with other 
agents and with the environment, consisting primarily of 
three essential elements which are: 

 The data transmitted by the user, through its request or 
by other agents. 

 Own and skills. 

 Knowledge. 

b) The data module: which supports the information 
provided by other agents? 

c) The decomposition task module: useful for the 
decomposition of a major task in elementary sub-tasks where 
the «PlanAgent» doesn’t find a solution to the problem posed 
by the client. 

d) The communication module: it manages the 
communication and interaction with other agents, and ensures 
the exchange of messages between them. 

THE «SERVICEAGENT» ARCHITECTURE 

When the «PlanAgent» cannot find a solution to the query 
raised by «UserAgent», it invokes The «ServiceAgent. The 
«PlanAgent», therefore, proceed to the decomposition of the 
task he could not accomplish to subtasks, and ask agents like 
«ServiceAgent» to find partial solutions to various elementary 
tasks. The main role of a «ServiceAgent» is to find a partial 
plan that meets the client's request, taking into account 
constraints. It’s possible to have talks with a «UserAgent» to 
negotiate on its preferences. Two essential modules can 
describe its architecture (see Fig. 4). 

 

Fig. 4. The «ServiceAgent» functional architecture 

a) The reasoning module: it is the party responsible for 
the search for a partial solution proposed by «PlanAgent» 
order to contribute to solving part of the problem. The 
reasoning will be based on the knowledge and skills 
«ServiceAgent». 

b) The communication module: it allows you to manage 
communication and interaction «ServiceAgent» with another 
agent which can be either: 

 «UserAgent» for the negotiations on the constraints 
posed. 

 Another «ServiceAgent» to collaborate with him in 
order to get closer to the overall plan, merging their 
partial plans. 

 The «PlanAgent» to provide a partial solution on the 
stain that has been assigned. 

VI. CONCLUSION AND PERSPECTIVES 

In this paper, we proposed a multi-agent based model to 
solve the problem of Web service composition. Our 
contribution consists of the description of the detailed 
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functional architecture of each kind of agent used in our 
prototype. 

We suggest to clients to employ two kinds of constraints 
during the execution of their requests, thus ensuring a better 
quality of service. A formal presentation of their criteria was 
introduced to facilitate the evaluation of the optimal plan either 
in the case of a partial plan or in the case of global one. To 
validate our model, simulation work is in progress under the 
«NetLogo» platform where we try to decompose a complex 
planning problem "P" into N elementary sub-problems "Pi" to 
find the optimal solution. 

An agent type «PlanAgent» is responsible for: 

1) Analysis of the query of the «UserAgent» 

2) The search of a «ServiceAgent» able to find a solution 

to the query Q. 

3) Presentation of the optimal solution found. 

4) If we can’t find, the «PlanAgent» is responsible for 

decomposing the problem Q, into a set of problems Qj that we 

can resolve, separately, by «ServiceAgent» 

5) «PlanAgent» will then be responsible for the 

composition of partial solutions proposed by the various 

«ServiceAgent» involved, answering the initial query Q where 

different strategies in the field of artificial intelligence may be 

adopted, in this case, among other scheduling algorithms. 
Our simulation environment can contain a set of N agents 

of type «ServiceAgent», as each of them will be responsible for 
seeking a global or partial solution to the problem Q. 
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Abstract—Big Data mining is an analytic process used to dis-

cover the hidden knowledge and patterns from a massive, com-

plex, and multi-dimensional dataset. Single-processor's memory 

and CPU resources are very limited, which makes the algorithm 

performance ineffective. Recently, there has been renewed inter-

est in using association rule mining (ARM) in Big Data to uncov-

er relationships between what seems to be unrelated. However, 

the traditional discovery ARM techniques are unable to handle 

this huge amount of data. Therefore, there is a vital need to scal-

able and parallel strategies for ARM based on Big Data ap-

proaches. This paper develops a novel MapReduce framework 

for an association rule algorithm based on Lift interestingness 

measurement (MRLAR) which can handle massive datasets with 

a large number of nodes. The experimental result shows the effi-

ciency of the proposed algorithm to measure the correlations 

between itemsets through integrating the uses of MapReduce and 

LIM instead of depending on confidence. 

Keywords—Big Data; Data Mining; Association Rule; MapRe-

duce; Lift Interesting Measurement 

I. INTRODUCTION 

The recent advances in computers and communications 
have increased the number of relevant applications associated, 
such as a Radio Frequency Identification Devices (RFID), 
Wireless Sensor Networks (WSNs), Internet of Things (IoT), 
and other applications. Usually, these applications create a 
huge stream of non-stop data that is currently well-known as 
big data, denoted as “Big Data” [1]. Big Data is a massive set 
of data that is too complex to be managed by traditional appli-
cations. Nowadays, it includes huge, complex, and abundant 
structured, semi-structure, and unstructured data as well as 
hidden data that are generated and gathered from several fields 
and resources [2]. There are many challenges to manage such 
sets of Big Data include extracting, analyzing, visualizing, 
sharing, storage, transferring and searching [3]. These data 
(Big Data) are stored in powerful computers; include many of 
hidden patterns indicators that help in decision making. Data 
mining approaches facilitate decision making through deter-
mining and explain those patterns in a meaningful knowledge 
format [4]. 

Since, traditional data processing approaches and its appli-
cations could not be directly implanted when working with the 
big data management [5], it is necessary to apply new tech-
niques, algorithms, and frameworks to manage, extract, and 
execute the big data mining development, and make these data 
mining techniques very helpful and more efficient. 

Frequent pattern mining is one of the well-known data min-
ing techniques that focused on discovering a number of inter-
esting patterns from a large set of data items [6]. The associa-
tion rule is a frequent pattern mining that is usually applied to 
find all the frequent co-occurrence relationships from a set of 
transactions [7]. Usually, the association rule strength is meas-
ured through two parameters (Support and Confidence).  How-
ever these two parameters may not be sufficient to discover 
some interesting patterns, thus another measuring criteria is 
used which is the “Lift” [8]. 

On the other hand MapReduce is a parallel-based approach 
proposed for parallel processing of large datasets. This paper 
investigates the efficiency of the integration of both approaches 
(the Association Rule and the MapReduce). Therefore this pa-
per proposed a parallel-based MapReduce approach for an as-
sociation rule algorithm based on the Lift interestingness 
measurement. 

This paper presents a MapReduce approach that has been 
used for defining the association rule importance based on the 
Lift interestingness measurement. This approach can be easily 
applied to many commodity machines to deal with big data. 
Finally, the work presented in this paper is in agreement with 
the published literature [1, 9, 10], and concludes that the tradi-
tional data processing tools and its applications are incapableof 
handling the current huge and complex data, such as, managing 
big data mining, and the newest industrial age of the IoT. 
Therefore, the parallel algorithm is the suitable solution for the 
big data mining techniques. This paper proposes a solution to 
solve one of the most critical problems of big data mining by 
emerging data mining, big data with parallelization and associ-
ation rule to improve the usage of huge, complex amount of 
dataset. 
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Following the first section, this paper is organized as fol-
lows: Section two covers the background for association rule, 
and big data including the MapReduce paradigm. Section three 
covers the related work topics including the parallel association 
rule by utilizing several methods, measures, and techniques. 
Section four presents the proposed algorithm including the 
dataset, software use, and the novel parallel-based MapReduce 
approach for an association rule algorithm based on Lift inter-
estingness measurement. Section five covers the experiments 
results and conclusion. 

II. BACKGROUND 

This section presents the background information about the 
main topics used in this paper and the following subsection 
defines the association rule including different measured such 
as: support, confidence, and Lift interestingness measure. 

A. Association Rules 

Data mining techniques contains a variety of applications 
and notable uses which are designed to work skillfully with a 
very huge amount of data. These applications and there notable 
uses cover wide domains of our life, including  social net-
works, health care, financial, communications and many more. 

Data mining approaches can be classified into two major 
models [11]: The descriptive data mining and the predictive 
data mining models. The descriptive models are unsupervised 
learning that describe the historical events, and the presumed or 
real relationship between elements that created them. These 
models uses a summarization analysis tools including multiple 
techniques such as, association rule for discovering and ex-
tracting relevant data. This model is commonly used in market-
ing analysis [11]. 

The predictive models are supervised learning that can ac-
curately predict future outcomes based on existing data that 
carries out the analysis and extraction in more specifications 
and classifications. This model is commonly used in marketing 
predictions to forecast which new products may be popular in 
the future [12]. 

The association rules used within a dataset to discover non-
trivial hidden patterns between items in a set could utilize ei-
ther descriptive or predictive  models [13]. In many cases, the 
algorithms generate large number of association rules, often in 
thousands or millions. It is almost impossible for users to visu-
alize or validate such a large number of complex association 
rules, which limits the usefulness of data mining results. There-
fore, it is important to identify  that the components of an asso-
ciation rule are two sets of items:  Left Hand Side (LHS) and 
Right Hand Side (RHS). The LHS is the antecedent (an item 
found in the transactions) and the RHS is the consequent (an 
item that is found in combination with the former) .Moreover, 
there are two well-known measurements for an association 
rule, the Support of the rule and the Confidence of a rule [13]. 

1) The Support Rule 
The Support rule is considered a global measurement of in-

terest for an itemset denoted by Supp(X). The Supp(X) is calcu-
lated by counting the number of proportion transactions (P) 
within the dataset as shown in (1) [14]: 

     ( )   (   )   (1) 

where: 

 X is an itemset of interest. 

Y is an itemset with a defined condition of interest. 

The itemset is called “frequent itemset” once its support 
output value is higher than a given minimum support. 

2) The Confidence Rule 
The Confidence rule is considered a localization measure of 

correlation between X and Y denoted by            (   
 )  The confidence rule is calculated as the ratio between the 
support of the union between X and Y subsets and the support 
of X  as shown in (2) [15]. 

           (    )  
    (   )

     ( )
  (2) 

These two measures (Support and Confidence) may not be 
enough to extract some hidden patterns and to determine the 
correlation rule between LHS and RHS as mentioned in previ-
ous research work [16, 17, 18]. Therefore, an additional meas-
urement is used; the Lift interestingness measure (LIM). 

3) The Lift Rule 
Lift interestingness measure defines the number of transac-

tions that contain the items used to find interesting patterns. 
The Lift measure is denoted by      (    ) as shown in (3) 
[19]. 

     (    )  
    (   )

     ( )     ( )
  (3) 

The Lift rule output defines the correlation between the 
LHS and RHS as follows: 

a) Lift > 1  Positive Correlation. 

b) Lift < 1  Negative Correlation. 

c) Lift = 1  Independent Correlation. 

While most of the current algorithms proposed with regards 
to the association rule, such as Apriori [20], depends on either 
support, confidence or a combination of both rules, this paper 
utilized the “Lift measurement” instead of confidence to extract 
the association rules. 

The proposed algorithm depends mainly on the support 
measurement, in contrast to other algorithms that depend on 
both support and confidence with Lift to extract association 
rules. Therefore, it simplifies the Lift measurement because it 
depends on support only. 

B. Big Data 

Big Data is a complex, heterogeneous, massive, and hidden 
set of data that is hard to be managed, processed, analyses, and 
visualize by traditional applications. Gartner defined the term 
of big data as: “Big Data is high-volume, high-velocity and 
high-variety information assets that demand cost-effective, 
innovative forms of information processing for enhanced in-
sight and decision making” [11, 21]. 

Although the Volume, Variety, and Velocity are the most 
common dimensions of the big data. There are other dimen-
sions “Vs” that are recently defined such as: Veracity, Viability 
and value. While, the Volume describes the huge data capacity, 
the Velocity describes the speed of the data transmission and 
processing per interval time. The Variety defines the heteroge-
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neity of data types. The Veracity focuses on the data quality 
(data cleaning from several noises). Finally the Viability and 
the Value dimensions: While the former defines the different 
data prediction possibilities, the later tends to gain valuable 
knowledge [22, 23]. Understanding these dimensions is im-
portant for designing big data mining techniques and platforms. 

There are multiple big data analytic techniques used to ex-
tract, analyze, and visualize the complex and different data 
types. In the following section will introduce the MapReduce 
approaches as a main paradigm used in this paper. 

C. MapReduce: 

MapReduce [24] is a data mining paradigm developed by 
Google that allows programmers to implement and processing 
large dataset with parallel and distributed algorithm on a clus-
ter computing by using several programming languages such 
as: Matlab, C, C++, Java, Perl and more by using several 
MapReduce libraries [25, 26, 27]. 

MapReduce consists of two consequence processes, Map 
and Reduce and their functionally is defined as follows: The 
Map process is responsible for dividing, filtering, and sorting 
data tuples (key/value pairs) within using number of distributed 
clusters, the Reduce process summarizes the results into a few 
set of tuples [10, 28]. 

The advantages of MapReduce approach are many, for ex-
ample: the big data classification approaches [29], the online 
Machine Learning for multicore and automatically failure han-
dling [11, 30]. Parallelism also gives some possibilities partial 
recovery server failures: if the operating portion, which pro-
duces a pre-processing operation or convolution fails, its opera-
tion may be transferred to another working unit (assuming that 
the input data for the ongoing operation are available) and in 
others recent applications [31]. The most popular open source 
implementation of the MapReduce is the Apache Hadoop [32]. 

III. RELATED WORK 

The most well-known association rule algorithm is Apriori. 
Agrawal R. et al. [20] proposed the Apriori algorithm to extract 
relationships between data. This was done through applying a 
pruning technique to make the number of candidate itemsets 
much smaller and then find the frequent patterns to generate an 
association rule. 

An improved version of Apriori algorithm was proposed by 
Aflori, and Craus [33]. It entitled the Frequent Pattern Growth 
(FP-Growth) algorithm capable for repeatedly reducing the 
search costs for short patterns. These patterns are linked to long 
frequent patterns to offer high selectivity mechanism. 

Among the current research, there are several proposed 
parallel algorithms for association rule, such as the Parallel 
Apriori. This algorithm, proposed by Yang, X. Y., et al [34], is 
a parallel implementation of Apriori algorithm based on the 
MapReduce approach.  The algorithm gives a solution to the 
exponential growth of data that encounter the traditional asso-
ciation rule mining techniques. This algorithm shows its bene-
fits to deal with big data without consider the synchronization 
problem. 

Jongwook Woo [35] proposed an Apriori-Map/Reduce al-
gorithm and with both time and complexity, which theoretical-
ly shows that the algorithm provide much higher performance 
than the sequential algorithm as the map and reduce nodes get 
added. Also the paper shows that the itemsets produced by the 
algorithm can be adopted to compute and produce association 
rule for market analysis. 

Chen, Y., et. al [36] The Parallel Randomized Algorithm 
for Approximate Association Rules Mining in MapReduce 
(PARMA) minimizes the data replication, the communication 
cost and the runtime improvement over parallel FP-Growth 
(PFP). The algorithm randomly separates the data into sets of 
samples. The machines works in parallel with their assigned set 
to produce deliverables and to be filtered and aggregated into a 
single output set. 

Lin, X, et al. [37] proposed a parallel association rule algo-
rithm called Niche-Aided Gene Expression Programming 
(NGEP). The advantage of the NGEP over both Apriori and 
FP-Growth is its efficiency to achieve more association rules 
with a higher accuracy rate. 

Zhou, X., et al. [38] proposed an improved parallel associa-
tion rules algorithm utilizing Hadoop as the MapReduce dis-
tributed programming framework. It has shown that the algo-
rithm achieve well based on parallel performance and could be 
easily realized with the Hadoop platform. 

Based on the previous literature, and briefly say that paral-
lel association rule algorithms is one of the best choices for 
high performance big data mining techniques. Therefore this 
study proposes the application of the MapReduce approach for 
a paralyze association rule algorithm that is based on the Lift 
interestingness measurement. 

IV. THE PROPOSED ALGORITHM 

As stated previously, the correlations between data items 
using the association rule measurements, is usually based on 
both confidence and support interests measurements. However 
the use of confidence is not effective to determine the associa-
tion rules, since it does not describe the type of correlation(s) 
between the LHS and the RHS in the association rules. 

The proposed algorithm that has been entitled “MapRe-
duce-Based for Lift Association Rule (MRLAR)” is based on 
the Lift-Based Algorithm (LBA) [16] which is illustrated in 
Algorithm 1. Where the MRLAR improves the LBA algorithm 
through parallel executing. In which, the proposed algorithm 
works to determine the type of correlation between LHS and 
RHS in parallel association rules. The MRLAR algorithm was 
illustrated in Fig. 1. 

The functionalities of the proposed algorithm MRLAR are 
discussed as follows: 

 Map function: This step combines two steps; the data 
splitting step and the Mapping step [39]. The splitting 
step performed to distribute the data across each 
separated Map nodes. The map step consists of a map 
function that was established to find the association 
rules for some entities within a large sized database. 
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Algorithm 1: The Lift-Based Algorithm (LBA) [16]. 

1. Scans the database to find frequent items based-on minmumin slections provided by the user 

2. Choose correlation of association rule based-on Lift interestengniss measure 

a. If Lift > 1, positive correlation, Insert α. (In this choice lift value > 1+ α) 

b. If Lift < 1, negative correlation, Insert β. (In this choice lift value < 1- β) 

c. If Lift = 1, dependent correlation, Insert α and β. (In this choice lift value is between (1- β and 1+ α).  

d. Else, insert α and β. 

3. Second scan of the database 

4. Get a frequent item for 1, 2 and 3 item by sequentially check for per value in item: 

a. If  >= MinSupport added to frequent items 

b. Else Ignore. 

i. Generate candidate association rules from frequent items. 

ii. Calculate the lift value for each candidate association rules to classify 

5. Generate Association Rule for the choosing correlation of sssociation rule.  

6. If not found result (not found association rules), go to step 1 to edit MinSupport or edit the type of correlation).  

 
Fig. 1. Illustration of the MapReduce-Based for Lift Association Rule (MRLAR) 

The Lift interestingness between some database key values 
is tended measurement within the MRLAR. Where selecting 
the key values from the user and based on the choices of the 
MRLAR can narrow down the search space in order to extract 
only the association rules of interest. 

 Reduce function: The reduce process combines the 
outputs generated by each map node(s) to form the 
final collected association rules [37]. As it was 
mentioned previously the rules are weighted by the 
reduce process not the confident, but as an alternative 
in this parallel association rules where the authors 
involved the Lift weight computation to define the 
correlation between LHS and RHS. 

The algorithm was designed and operated using MATLAB 
(R2015a) since it is well-known for its ability to support big 
data enhancement especially by using MapReduce approach 
[17]. As for experiments the algorithm used a dataset that was 
provided by the USA domestic airline flights between the peri-
od of 1987 and 2008.  

The data comes originally from the Research and Innova-
tive Technology Administration (RITA), the dataset is a large 
dataset: there are nearly 120 million records in total, and takes 
up 1.6 gigabytes of space compressed and 12 gigabytes when 
uncompressed with a collection of records consisting of 29 
variables of flight information for several airline carries, in-
cluding arrival and departure times with CSV files format. 
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These files have derivable variables removed, are packaged 
in yearly chunks and have been more heavily compressed than 
the originals. The full dataset can be downloaded from 
(http://stat-computing.org/dataexpo/2009) 

In preparation for the collected data to remove irrelevant 
incomplete key values prior the startup of the MRLAR algo-
rithm, two main processes were initiated; the data prepro-
cessing and the data decoding. 

 Data Preprocessing: Once the data was gathered from 
the RITA site and before it underwent the decoding 
process, preprocessing techniques was used to clean it 
up in order to make sure the data “datasotre” are free 
of empty cells, Not a Number (NaN) data, or any 
misrepresented data as strings which potentially could 
stop the execution of the program and/or result in 
wrong indication. The NaN and empty cells were 
assigned to zero. 

 Data Decoding: Then the decoding process started, for 
Airport codes, which are identified as letters. Using 
MATLAB that able to find the unique list then 
assigning a unique digital code to every element of the 
list as shown in Table I column A. Another way was 
used to decode the strings by assigning a digit from 1-
26 to each letter in the alphabets A-Z as shown in 
Table I column B. 

TABLE I.  ILLUSTRATION OF UNIQUE DIGITAL CODE AND STRING 

DECODING 

A.  Unique Digital Code   B. String Decoding by Digit 

Code Decode   xStr x_Code 

ABE 100   A 1 

ABI 101   B 2 

ABQ 102   C 3 

ABY 103   D 4 

ACK 104   E 5 

ACT 105   F 6 

ACV 106   G 7 

ACY 107   H 8 

ADQ 108   I 9 

AEX 109   J 10 

Now since a digitalized file with only strings as the column 
headers, and used the “datastore” to read the file into memory. 
After that, scan the file for duplicated entries using the com-
mand “unique” when the data processing begin. 

 Initializing and key generation: One of the most 
important reasons for designing a MapReduce 
algorithm based on Lift interestingness measure is to 
minimize the number of keys needed to be generated. 
This can be achieved by grouping the items by 
transactions. For example using “Day of Months” as a 
key from a collection of tabular dataset. 

The Mapper function used to find the Lift method then pass 
this key-value pair to the reducer function. The reducer re-
ceives key-value pairs by key, and merges multiple cell arrays 

with the same key into a single cell array. Subsequently can 
then store the result in a new datastore area.  The whole 
MRLAR algorithm and its processing steps are illustrated in 
the Fig. 2. 

V. EXPERIMENTS AND RESULTS 

Many of association rules use “Confidence” and “Support” 
measures for testing the occurrence of the itemset. Relying 
solely on both of them may be not sufficient. In this study algo-
rithm, a test was setup as shown in Table II, for the association 
rules with their support, confidence, and lift measures with one 
attribute at a time (single-dimension association rule), that was 
“the delay in flights arrival of more than 60 minutes or more 
than 120 minutes”, also “the delay in flights departure of more 
than 30, 40, or 90 minutes” 

Table II shows the reliability of the relationship between 
support and confidence at the single dimensionality level. For 
example, the first two tests ID numbers 1 and 2 in Table II 
showed that while the support drops from 0.045 to 0.013 the 
confidence also followed from 0.093 to 0.027 with a positive 
lift association’s value (22.3 and 75.95 respectively).  Another 
point which can be noted is that the confidence increases while 
the number of itemsets increased. 

The same results can be seen in ID numbers 3 and 4 with 
the same trend between confidence and support as well as the 
lift measure. However, when the data was challenged at the 
multidimensional level, the interpretation of the “Support and 
Confidence” can be misleading. For example, Items 3 and 4 in 
Table III showed inconsistency in the “support and confi-
dence” trend. While the support has decreased in case 3 (Table 
III) from 0.0057 to 0.0044 in item 4 (Table III), the confidence 
has increased between these two cases (0.066 to 0.067). Hence, 
the use of “support and confidence” model only can survive 
under the single dimension association rule, but this is not ap-
plicable at the multidimensional level. Therefore, there is a 
need for a novel measure that is being able to be applicable at 
the multidimensional level, which is in this proposal the lift 
measure. It is important to state that relying on the lift adds 
benefits to the prediction process of the future consequence in 
future datasets with comparing to the current data. 

In order to achieve more efficiency with high performance 
testing, parallel processing based on MapReduce was added in 
this study. The next experiment integrated multiple attributes 
with the same dataset. The experiments have been performed 
with the same two columns of interest (arrival delay and depar-
ture delay) but combined them with another attribute that was 
the month of the year (June and October). Table III shows the 
measurements for all support, confidence, and Lift measures 
(multi-dimensional association rule). The results showed that 
our approach has a high ability to run under several attributes, 
with the  Lift interestingness measures successfully being able 
to determine the type of correlation between itemsets (positive-
ly, negatively, and independent) between LHS and RHS in-
stead of using support and confidence. 
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Fig. 2. Illustration of the MRLAR steps 

TABLE II.  ASSOCIATION RULES WITH THEIR SUPPORT, CONFIDENCE, 
AND LIFT MEASUREMENTS WITH ONE ATTRIBUTE TEST (ARRIVAL DELAY OR 

DEPARTURE DELAY) 

a-      Arrival Delay Cases (in minutes) 

ID Rule Itemsets Support Confidence Lift 

1 > 60 2946 0.045 0.093 22.3 

2 > 120 865 0.013 0.027 75.96 

b-      Departure Delay Cases (in minutes) 

ID Rule Itemsets Support Confidence Lift 

3 > 30 5684 0.087 0.212 11.5586 

4 > 40 4260 0.065 0.159 15.4223 

5 > 90 1358 0.021 0.051 48.3792 

By comparing both approaches single-dimension and multi-
dimension association rules, Lift showed the ability to discrim-
inate negative ( < 1) and positive  ( > 1) relationships in the 
dataset when multi-dimension was applied. But in the other 
case with single-dimension, Lift always showed high positive 
values which did not presents a useful knowledge interpreta-
tion. 

VI. CONCLUSION 

In this paper the authors developed a parallel association 
rule mining algorithm based on MapReduce paradigm by using 
Lift interestingness measured (MRLAR). The use of the 
MapReduce approach provided a powerful process over vast 
amounts of data utilizing parallel approach. Another measura-
ble benefit that the MRLAR algorithm added its capability to 
directly extract association rule and type of correlation without 
the need to calculate confidence values, hence eliminating the 
need of additional calculations. 

TABLE III.  ASSOCIATION RULES WITH THEIR SUPPORT, CONFIDENCE, 
AND LIFT MEASURES WITH TWO ATTRIBUTES TEST (ARRIVAL DELAY, 

DEPARTURE DELAY AND MONTH OF THE YEAR) 

a-       Arrival Delay and October Cases 

ID Rule Itemsets Support Confidence Lift 

1 
> 60 & 
Oct. 

182 0.0028 0.0618 0.6678 

2 
 > 120 & 

Oct. 
54 0.0008 0.0624 0.6748 

b-       Departure Delay and October Cases 

ID Rule Itemsets Support Confidence Lift 

3 
> 30 & 
Oct. 

376 0.0057 0.0662 0.715 

4 
> 40 & 

Oct. 
287 0.0044 0.0674 0.7282 

5 
> 90 & 
Oct. 

87 0.0013 0.0641 0.6925 

c-       Arrival Delay and June Cases 

ID Rule Itemsets Support Confidence Lift 

1 
 >  60 & 

Jun. 
266 0.004 0.0903 1.1883 

2 
> 120 & 
Jun. 

99 0.0015 0.1145 1.5063 

d-       Departure Delay and June Cases 

ID Rule Itemsets Support Confidence Lift 

3 
> 30 & 

Jun. 
501 0.0076 0.0881 1.16 

4 
> 40 & 
Jun. 

382 0.0058 0.0897 1.1802 

5 
> 90 & 

Jun. 
141 0.0021 0.1038 1.3665 

The experimental results presented in this paper show that 
MRLAR performs effectively the detection of associations 
between itemsets, through integrating the uses of MapReduce 
and Lift interestingness measured instead of using confidence 
to determine the correlation between LHS and RHS in associa-
tion rule. 

The proposed approach MRLAR showed a high ability to 
run under several attributes (multi-dimension association 
rules), also, Lift interestingness measure successfully were able 
to determine the type of correlation between itemsets (positive-
ly >1, negatively <1, and independent =1) between LHS and 
RHS instead of using confidence measure in a parallel associa-
tion rules to help the user to make an important decisions mak-
ing through determining and explain those patterns in a mean-
ingful knowledge format. 

VII. FUTURE WORK 

Although there are many benefits of MapReduce but it also 
have some limitations which cannot be passed over. Some of 
these limitations which are also specific to MRLAR such as an 
extracting the association rule with single dimension as shown 
in the results, also another limitation which is based on 
MapReduce approach itself that its operates only on data struc-
tures of type (key, value) pairs, so that all the input datasets 
must be adapted into such structure. 

Another part of the future work is to develop a parallel data 
reduction techniques by using singular value decomposition 
(SVD) and semi discrete decomposition (SDD), or using any  
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other data reduction techniques to remove the unnecessary data 
with better time based on MapReduce approach. This algo-
rithm lies in the ability to provide pre-processing techniques to 
reduce the dimensionality of the dataset which reduces the data 
capacity, for reducing costs. Hence, MapReduce dimensionali-
ty reduction algorithm by SVD may will handle another chal-
lenge of big data to avoid data dimensionality problems in par-
allel approach. Therefore, reduce the amount of time and 
memory required by data mining algorithms, easy visualization 
of data, and eliminate irrelevant features and noise reduction. 
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Abstract—Identifying and sharing best practices in a domain 

means duplicating successes, which help people, learn from each 

other and reuse proven practices. Successful sharing of best 

practices can be accomplished by establishing a collaborative 

environment where users, experts and communities can interact 

and cooperate. A detailed review of previous research in best 

practice knowledge management shows that existing models have 

focused on developing methodologies to manage best practices 

but most of them did not propose solutions towards the 

development of full-fledge systems that make use of technologies 

to allow effective sharing and reuse of best practices. This paper 

presents a life cycle model to manage expertise for communities 

of practice. The proposed model is implemented in the education 

field as a knowledge management system that promotes and 

values user’s contributions. We focus on the case of best teaching 

practice (BTP) as they develop instructor’s abilities and improve 

overall instruction quality in higher education. For this purpose, 

we developed a computer environment including a knowledge 

management system and a web portal to assist instructors in 

higher education in the creation, sharing and application of 

BTPs. 

Keywords—Best practice; knowledge management system; 

knowledge sharing; higher education; life cycle; portal 

I. INTRODUCTION 

Knowledge is a key asset in the information age. 
Knowledge management can be seen as the set of activities that 
involve capturing all the best practices and knowledge that 
people acquire and storing them in a computer system in the 
hope that one day it will be useful [1]. The term ―best practice‖ 
refers to ―those practices that produce superior results; selected 
by a systematic process; and judged as exemplary, good, or 
successfully demonstrated‖ [2]. The purpose of managing BP 
is to learn from others‘ best or most successful performances 
and adjusting their approach to meet specific needs [3]. In fact, 
deciding what is ―best‖ is not easy. Best practices can vary 
over time, as new evidence and new possibilities arise, and 
from place to place, depending on available resources and 
infrastructure [4]. 

People who share common interests connect with each 
other by participating in a community. Thus, successful sharing 
of BP can be accomplished by establishing a well-motivated 
community [5, 6]. A common definition of community 
emerged as a group of people with varied characteristics who 
share common perspectives, and engage in joint action in 
geographical location [7]. The concept of community has 
changed since the advent of the Internet. Now, individuals who 

share common interests can meet virtually in an online 
community without geographical restriction [8]. The great 
majority of virtual communities depend on Web-based 
environments to connect, collaborate, communicate and 
contribute to community activities [9, 10]. A community‘s 
specific purpose and goals inform the appropriate activities and 
technologies that should support it. 

In this paper, we propose a BP development life cycle that 
specifies the required steps for engineering BP and integrates 
the Web technologies that are essential for their 
implementation. Application of the proposed model is 
illustrated by reference to the education field—specifically, the 
use of best teaching practices (BTP) to develop instructor 
abilities and improve overall learning in higher education. 

The rest of this paper is structured as follows. The next 
section explores the concept of BP, and we then introduce our 
proposal for a BP life cycle model. The model is illustrated by 
applying it to the education field, and the paper ends with a 
brief summary and conclusion. 

II. BEST PRACTICE IN KNOWLEDGE MANAGEMENT 

A. What is a “best practice”? 

A best practice is generally defined as ―an improvement in 
a particular process, approach, technique, or subject matter 
knowledge that is good enough to replace an existing practice 
and general enough to merit being disseminated widely 
throughout an organization‖ [11]. The term is used in many 
areas that include health, education, government administration 
and project management [12]. Some people favor the term 
―good practice‖ on the grounds that while there are many good 
practices, it is difficult to achieve consensus on a single ―best 
practice‖. An acceptable alternative definition of BP, then, is 
―one that has been proven to work well and give good results, 
and is therefore recommended as a model‖ [13, 14]. 

It is important to note that most BP-related knowledge is 
tacit; this can be difficult to document because it is held in 
people‘s heads and may therefore be less easily expressed [15]. 
For this reason, BP-related programs necessarily include two 
key components: explicit knowledge and tacit knowledge. 
While sharing of explicit knowledge connects people with 
information (e.g., in a BP database), tacit knowledge sharing 
connects people with other people (e.g., through communities 
of practice). These methods complement each other; while a 
database enables users to search for BP, the best way of 

https://en.wikipedia.org/wiki/Internet
https://en.wikipedia.org/wiki/People
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sharing BP is by joining communities and interacting with 
individuals who have previously used that BP [16]. 

B. The benefits of sharing BPs 

Replicating a success in one part of the organization across 
all others is one of the best ways to improve performance [17, 
18]. Sharing internal BPs is particularly helpful when an 
organization comprises multiple units, enabling individuals 
doing similar work to gain from each other [19]. In 
organizations, identifying BPs enhances learning and reuse of 
proven practices among staff members. Additionally, 
successful sharing of BPs enables an organization to i) improve 
the quality of services provided; ii) avoid duplication of effort 
or ―reinventing the wheel‖; iii) reduce the need to redo work; 
and iv) save money through increased efficiency and 
productivity [20]. 

III. MANAGING BEST PRACTICES 

The integration of BPs within an organization is not a 
straightforward task and is generally implemented as a life 
cycle. A life cycle introduces specific steps for understanding 
how organizational knowledge is processed during its useful 
lifespan 

A. Previous work 

A review of the relevant literature identified a number of 
models of BP. The ―pull‖ model as a mechanism for BP 
transfer was proposed by Pickard and Golden (1995). Its basic 
idea was to establish a technology transfer agent and then to 
assign a technology transfer mechanism to users in that 
industry sector by means of interviews and workshops. The 
main characteristic of the ―pull‖ model is a high level of face-
to-face communication between technology suppliers and 
industry executives [21]. 

Ashton (1998) was among the first to address the need for a 
―coherent and practical framework for BP,‖ which he sought to 
create by identifying a set of process phases [22]. He found that 
the organizations under consideration already had a defined BP 
management process. Ashton noted the importance of 
technology in improving the corporate BP process, and of 
measuring it against credible frameworks. 

Jarrar & Zairi (2000) made a significant contribution by 
constructing a framework based on success factors derived 
from the experiences of various organizations [2]. As well as 
the framework, they emphasized that advances in IT would be 
the main factor to impact benchmarking in the future. 

In another important study, Signal (2006) constructed a BP 
transfer process consisting of five main steps [18]. The first of 
these was to determine critical processes and factors relating to 
quality, safety and productivity. The next step was to prepare 
drafts for stakeholders and process experts, detailing BP for the 
processes in question. The drafts would then be reviewed 

before finally accepting and publishing the reviewed drafts as 
BP benchmarks. 

Another framework in [23] suggested six major steps for 
identifying and sharing BPs. The general aim of this approach 
was to define the significant features of a BP, identifying the 
relevant experts, concluding overall guidelines, diffusing basic 
knowledge and encouraging subject matter experts to apply 
and adjust the practices in alignment with the new context. 

B. The BP Cycle Model 

While each of the above frameworks clearly introduced 
valuable new elements to the BP process, these earlier 
approaches have the following limitations: 

 Many frameworks applied to traditional communities in 
which members generally meet face-to-face; current 
technologies extend this concept by overriding 
geographical and social boundaries, removing language 
barriers and bringing together experts from around the 
world [24]. 

 Earlier approaches focused on acquiring explicit BP 
through phases such as identify, find, search and 
discover. However, most BP knowledge is tacit and 
requires specific mechanisms to capture it. In practice, 
tacit knowledge is hard to acquire because it is difficult 
to communicate to others. Consequently, the creation of 
new knowledge entails the establishment of a virtual 
community and the fostering of social interactions 
among its members [25]. 

 Previous models focused on developing methodologies 
to manage BPs, but few have proposed solutions for the 
development of fully-fledged systems that exploit 
technologies for effective sharing and reuse of BPs. 

Several important phases from earlier frameworks and life 
cycles have been adopted and incorporated in the construction 
of our simple, practical and comprehensive BP life cycle model 
for virtual communities. The aim of this model is to transform 
the individual knowledge residing in people‘s heads into public 
knowledge that is available to all practitioners. As illustrated in 
Fig. 1, the BP Cycle (BPC) model comprises six cyclical 
phases. 

In some knowledge management cycles, the identify and 
create phases are grouped together; some authors have argued 
for this approach on grounds of the clear overlap between the 
two [26]. In our opinion, all practices have to pass through 
these as two distinct phases. When a BP request is made, the 
searcher must first identify the appropriate knowledge if it 
exists in-house; if not, the BP must be created or acquired. 
Even if the required knowledge is found, in most cases it will 
need to be tailored for each specific situation by auditing 
existing BPs [27]. 
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Fig. 1. The BP Cycle (BPC) Model 

The key steps of the BPC model are as follows. 

1) Identify 
This phase is about searching and finding best practices 

wherever they are. However, finding best practices is not easy. 
It involve using prior knowledge and experience to determine 
best ideas/practices of an issue. Identifying BPs focuses on 
explicit knowledge that can be found, codified and formalized, 
in sources such as literature reviews, databases, knowledge 
repositories and training courses [2]. Actually, this phase starts 
by looking at what areas or issues need attention, considering 
where one can really add value, and determining who will 
benefit most from better knowledge and understanding of good 
practices [2, 23]. Along with effectively finding best practices, 
the identify phase implicates analyzing and assessing 
knowledge based on specific evaluation criteria [26]. 

2) Create 
This phase involves generating new good practices for an 

issue if none found through searching during the identify 
phase. New best practices may also need to be created if 
existing ones only partially satisfy knowledge needs [26]. 
Much of best practice knowledge is tacit and not always easy 
to document [16]. Therefore, this phase implicate using some 
tools and technologies for elicitation tacit knowledge. There 
are several ways to create good practices. One is to examine 
individuals and groups that provide excellent results and 
therefore expected to be using good practices. Having 
discovered these, one will then need to recognize what parts of 
their whole method or approach represent good practice. 
However, other approaches exist too such as communities of 
practice and interviews. In fact, knowledge workers learn from 
their experience. They may create new knowledge as a 
response to the ―failures or successes‖ of previous phases. This 
way, feedback is used to create new knowledge that has been 
contextualized [1]. 

3) Store 
In this phase, the codified best practices are stored 

physically, which entails using technology to build knowledge 

repository. Some examples of technology include intranets; 
databases; knowledge portals; archives of knowledge; and 
information systems [28]. The repository cannot be a random 
collection of best practices regardless of their individual and 
collective value. Best practices must be stored in a structured 
way that allows them to be manipulated, retrieved, and shared 
efficiently. Common related activities include tagging, 
annotating, archiving, classifying, and improving search and 
retrieval needs [26]. Moreover, to store best practices 
effectively, their descriptions are commonly kept in a database 
in a standard format. A typical template might contain the 
following information about best practice: title, profile, 
context, resources, description, lessons learned, links to 
resources, and tools and techniques [23]. 

4) Share 
This phase represents the core of ‗best practice life cycle‘ 

since the primary goal of the process is to make the contributed 
best practices available for individuals to take advantage of 
them. ‗Share‘ entails internal and external collaboration and 
communication between individuals, along with extensive use 
of technology for the dissemination of knowledge. An explicit 
and flexible network of expertise (as in a community of 
practice) enhances collaboration and can strongly assist the 
sharing of BPs [26]. It is also important to choose the optimum 
mix of technologies and dissemination channels [11]. Some of 
the most common technologies used to share knowledge assets 
are content management systems, communication and 
collaboration technologies, blogs, social media and websites 
[11]. 

5) Evaluate 
A practice is judged to be good if there is an obvious link 

between what is practiced and the desired outcome [23]. In 
most cases, assessing what we believe a good practice is 
essential. Meantime, deciding on the value of different ideas in 
relation to the required intention and the outcome in question. 
The evaluate phase is context-based and dependent on the 
specific situation and individual or group, who must validate 
BPs based on their experience [2]. Such assessments of validity 
are based on two questions: Is a practice perceived as BP really 
best, and does the transferred BP perform as required? [2]. A 
common approach is to ask a panel of peer reviewers to 
evaluate a potentially good practice [29]. Moreover, some 
organizations tackle the validity issue through iterative process 
of workshops, guidelines featuring assessment, feedback and 
measurable improvements. These ensure validity through 
assessment and feedback, determine if the best practices have 
produced measurable improvement, and consider whether it is 
recognized by internal and external sources. There is no doubt 
that more extensive use of information technology and social 
networks offers less expensive methods for assessing 
information and knowledge in general. Such methods depend 
on community interaction and feedback by motivating users to 
add their ratings and comments. 

6) Apply 
The importance of ‗apply‘ lies in the fact that it is the 

motive for the evaluation and creation of more knowledge. In 
this phase, people is brought together in networks to adapt, 
apply, and improve best practices. Once shared, BPs can be 
activated and their value extracted and applied to solve 
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problems, make decisions, improve efficiency or promote 
innovative thinking [26]. This phase is also key to internalizing 
tacit forms of knowledge and for that reason is sometimes 
called ―learning-by-doing‖ [11]. Some of the more common 
activities in the apply phase include developing communities 
of practice, locating experts and running coaching workshops 
and tutorials. The technologies employed in these activities 
may include knowledge repositories, search engines and 
communication and collaboration technologies [28]. It is 
important to note that all of the KM efforts have been in vain 
unless this phase is performed successfully [26]; application of 
knowledge is the key success of any knowledge management 
system (KMS). 

Surrounding the process, and helping it, what we call the 
enablers technology, culture, leadership, and measures. We 
have to address the aspects of the infrastructure and the 
environment of the organization in order to enable the transfer 
process to have a change in work. One reason that the internal 
transfer is so difficult is that these enablers have been poorly 
understood and were rarely addressed in earlier attempts [17]. 

IV. MANAGING BEST PRACTICES 

In conducting this research, we have focused on best 
teaching practices (BTP) that develop instructor abilities and 
improve overall learning in higher education. BTP represents 
instructors‘ expertise as accumulated while teaching and can be 
defined as a ―method that clearly adds value in teaching a 
course by saving time or clarifying a concept.‖ BTP is acquired 
through experience; it has been applied many times and has 
been proven to work well, gives good results and can therefore 
be recommended as a model. Identifying, sharing and reusing 
BTPs means duplicating successes to help instructors to learn 
from each other, resulting in innovative ideas for improving the 
effectiveness of teaching and learning. BTP is a key influence 
on student learning, and as such, it is a desired outcome and an 
essential objective of higher educational institutions. 
University instructors often struggle to adhere to the principles 
of BTP in attempting to provide the best learning experience 
for their students [30, 31]. 

In the e-learning field, most efforts have focused on the 
expression and transmission of course content to learners, with 
very little attention given to transmitting instructors‘ expertise 
or enabling instructors to communicate their methods of 
teaching and delivering knowledge. It is essential to create and 
provide an appropriate environment and technical conditions 
for instructors to create, transfer, share and apply knowledge 
effectively [8]. Clearly, this should include exploiting, 
improving and managing the existing BP knowledge of 
university instructors to enhance the overall development of 
teaching and scientific research levels in higher education. 

V. APPLICATION OF THE PROPOSED BPC MODEL 

This section illustrates the use of the proposed cycle in the 
context of BTP. 

A. Identify and Create BTP 

In the proposed model, the process of identification and 
creation of BP knowledge entails seven steps (Fig. 2). 

  

Fig. 2. Steps for identification and creation of BP knowledge 

1) Define the issue 
The need for good/best practice stems from the existence of 

a difficulty facing an instructor in teaching a specific topic. 
Defining clear objectives is key to the success of identifying 
and creating BP. Defining the issue precisely eases the process 
of finding resources that match the intended objective. 

2) Define the outcomes 
The instructor must define the outcomes they intend to 

achieve in applying a BP. The selected BP should aim at 
accomplishing the predefined outcomes. However, defining 
outcomes guide the instructor in developing appropriate 
learning experiences for students, and play a major role in 
assessment. 

3) Search for appropriate BP 
Once the instructor has defined what they are looking for, 

they must establish what is available. When faced with a 
number of relevant BP choices, the next step is to minimize the 
search results by eliminating those that are unsuitable for the 
students in question or do not address the intended outcomes. 
Instructors can find BPs using: 

 The Internet. The Internet is undoubtedly the largest 
single source of best practice information available. 
Anyone with good search skills can find nearly 
anything. 

 Networking. Contacting knowledgeable people in the 
same field to find out what they know is useful in 
inspiring us and enriching our information. 

 Libraries. Libraries are a great source and helpful in 
finding what we are looking for. Now, we can find 
many journals and individual journal articles on the 
Internet as well. 
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 Communities. Clearly, members of the same 
community may know of successful practices or 
initiatives similar to the one that we need. 

4) Generate BP 
If no relevant BP is found by searching or if those found 

only partially satisfy knowledge needs, the instructor must 
generate a new BP. As much BP knowledge is tacit and may be 
difficult to generate and document, the instructor may draw on 
prior experience or consult with other academics in the same 
field to benefit from their successful practices. 

5) Put it into practice 
Knowledge and new ideas are of no value unless we put 

them into practice. On finding or generating BPs, the instructor 
should apply them in teaching to test their applicability. 

6) Assess the outcomes 
Outcome assessment aims to measure the success and 

applicability of new ideas. We may consider new ideas to be 
good or best practices if they prove their success following 
implementation. The instructor should compare the results 
against intended outcomes and then use the resulting 
information to improve the quality of the new ideas. If the issue 
remains unresolved, return to the starting point. 

7) Accept new ideas and adopt them 
Once a new idea has met expectations, it may be regarded 

as a good or best practice and applied in teaching. However, 
even a practice that is considered good or best may be further 
developed, and one should always remain open to possible 
improvements. 

B. Store BTP 

Collected BPs can usefully be stored in an accessible 
knowledge base for future reuse. Today, we can access 
extensive knowledge of great value. The challenge is not the 
creation of new knowledge; the problem is that existing 
knowledge is often badly organized and almost inaccessible. 

The issue, then, is how BP information can be organized 
and classified in a knowledge base to enable users to more 
easily find and share what they need. Organizing and 
classifying BP knowledge involves its formal specification, 
which defines the attributes of knowledge and how it will be 
represented. Defining knowledge attributes is the first step 
toward designing a knowledge management system. 

Knowledge attributes describe the artifacts exchanged and 
shared by users to refer to information obtained by the 
knowledge creator. In practice, this means that experts provide 
information manually, and because these attributes cover a 
wide range of information, it is difficult to define precisely its 
scope. The information gathered about best teaching practices 
falls into two main categories: knowledge object and 
knowledge creator or consumer. 

1) Knowledge object (KO) 
The many definitions of knowledge to be learned include 

terms such as ―knowledge objects‖ [32], ―educational software 
components‖ [33], ―sharable content object‖ [34], ―courseware 
unit‖ [35], ―educational objects‖ [36] and ―learning object‖ 
[37]. In considering best teaching practices, the broadly used 

concept of KO [32] seems most convenient. According to 
Merrill (1998), a KO is ―a precise way to describe the subject 
matter content or knowledge to be taught‖ and a ―way to 
organize a data base (knowledge base) of content resources 
(text, audio, video, and graphics)‖. The components of KOs 
should not be confined to a particular subject area; the same 
components can be used to represent knowledge in different 
areas (e.g., science, mathematics, humanities, and technical 
skills). 

In our research, we addressed learning object metadata, as 
these have much in common with teaching knowledge. In 
general, two popular approaches are used to describe metadata; 
the first collects metadata as records (implemented by the 
LOM standard) while the second considers metadata items 
individually (adopted by Dublin Core) [38]. For the purposes 
of a very general model and to ensure compatibility with 
existing platforms, we have adopted the second approach. 
However, as Dublin Core standards are used to describe the 
―learning object,‖ we have added new attributes to fit with KO 
description and the BP process. Relevant attributes of KOs 
include keywords, material type, course name, course level, 
discipline, sub-discipline, attachment and usage. Table 1 
illustrates the main attributes of the KO and provides a detailed 
description of those attributes. 

TABLE I.  DESCRIPTION OF ATTRIBUTES OF KO 

Attribute Description 

Title * Name of KO as given by its creator 

Description * Textual description of KO content 

Keywords Tags describing the KO topic  

BP type 

Classification of KO by its specific use or 

application (e.g., teaching experience, lessons 

learned, user guide) 

BP (Subject) * Detailed description of the topic 

Creator * Person responsible for making the content 

Discipline 
Branch of knowledge to which the KO belongs 
(e.g., computer science, engineering, mathematics) 

Sub-discipline Field of specialized study within a discipline 

Course name Name of course that includes the KO topic 

Level of course Study level of course that includes the KO topic 

Coverage * Time, culture, or region to which the KO applies 

Language * Primary language used within the KO 

Attachment Related file/s (e.g., MS word, PowerPoint, PDF) 

Media format * 
Technical type of the learning object (image, audio, 

video) 

Source * 
String used to access the KO (e.g., Universal 

Resource Locator) 

Publisher * Entity responsible for making the content available 

Contributor * Person responsible for contributing to the content 

Date * Date of creation or availability of the content 

Identifier * Referring to the KO 

Usage Flag indicating the KO‘s use in teaching 

Rights * Terms of use of the KO 

   * Source: Dublin Core Standards 

http://en.wikipedia.org/wiki/Learning_object
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2) Knowledge creator/consumer 
The knowledge creator is the person responsible for 

contributing new knowledge based on their experience in a 
particular field; the knowledge consumer uses the new 
knowledge to supplement their existing knowledge. The 
instructor‘s information should be taken into account to 
facilitate knowledge sharing and dissemination. Table 2 details 
the main attributes of the knowledge creator/consumer. 

TABLE II.  DESCRIPTION OF ATTRIBUTES OF KNOWLEDGE CREATOR/ 
CONSUMER 

Category Attribute Description 

General 

First Name Instructor‘s first name 

Last Name Instructor‘s last name 

ID Unique label that identifies the instructor 

Photo Personal photo 

E-mail Instructor‘s e-mail 

Website Instructor‘s website address 

Bio 

Detailed description of instructor‘s life, 

including education, work, relationships, 

and experience 

Profession 

Title e.g., PhD, professor, engineer 

Educational level Instructor‘s degree 

Institution Institution that the instructor belongs to 

Department Department that the instructor belongs to 

Discipline 
Branch of knowledge studied by the 

instructor in HE education 

Sub-discipline Field of specialized study within 

instructor‘s discipline 
Area of expertise List of the instructor‘s teaching areas 

Courses List of courses that the instructor teaches 

Fig. 3 provides a detailed example of information about 
BTP stored in the knowledge base. 

C. Share BTP 

Instructors should be able to express their teaching 
innovations. The main challenge is to persuade instructors to 
share their expertise and to interact with their peers. As 
mentioned above, constructing the knowledge base is the first 
step toward designing a knowledge management system to 
support the knowledge base and to facilitate sharing and 
dissemination of existing knowledge. 

To that end, we have developed a KMS that supports and 
stimulates instructors, educators and communities to express 
and share their expertise. The proposed system is based on two 
key principles: i) free-user contribution, which means that any 
proposed contribution by any instructor is welcome and there is 
no control or moderation of contributions by any instructor; ii) 
peer scoring of knowledge, which means that any contribution 
will be scored by other users, achieving a high score if it is 
frequently reused, liked and positively commented. The 
purpose of these two principles is to encourage voluntary 
contributions and to ensure fair evaluation and feedback from 
specialists. The proposed system promotes parity of 
interaction, where users work in a collaborative environment to 
promote co-construction and sharing of knowledge resources, 
with direct advantages for participants. 

The KMS was implemented as a knowledge portal using 
Drupal (drupal.org), which is a free community-supported 
content management system for creating, organizing, 
presenting and managing a website [39]. Drupal offers more 
flexibility for the programmer than other existing content 
management systems to develop user specific applications. The 
portal runs on a digital platform that supports Apache, PHP and 
MySQL to store content and settings. 

Fig. 3. Example of stored information about BTP 

The knowledge portal maintains a dynamic client-side 
graphical user interface that handles all user requests and 
collaborative activities. It facilitates knowledge acquisition, 
discovery and sharing by enabling instructors to publish 
knowledge, work collaboratively, share ideas and store 

knowledge resources in a searchable knowledge base. The 
knowledge portal also authenticates users and manages the 
rights and authorizations for each user within a more broadly 
defined university community. Fig. 4 illustrates the knowledge 
portal homepage. 
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Fig. 4. Knowledge portal homepage 

In the portal, many techniques were adopted to encourage 
the community to become more involved and self-supporting. 
Discussion forums were set up to foster member engagement 
and sharing of expertise and information. Members from the 
same discipline share a dedicated forum; these currently 
include computer science, mathematics and engineering. The 
portal also concentrates on capturing and sharing knowhow 
expertise through blogging, where instructors with the same 
interest form groups to contribute and post their experiences. 
Unlike forums, blogs are established on the basis of interests 
rather than disciplines. A list of communities is illustrated in 
Fig. 5. 

 
Fig. 5. List of communities 

D. Evaluate BTP 

The increasing volume of knowledge makes it more 
difficult to access target knowledge. Most searches of 
knowledge bases return a large number of KOs without any 
indication of quality or value, making it difficult for users to 
identify results that meet their needs. This creates an urgent 
need to find new ways of evaluating and presenting KOs 
ranked by quality and value. Existing evaluation tools are 
costly and time-consuming because they are qualitative and 
rely on expert review [40, 41], and there is a need for new tools 
that automatically evaluate and provide an assessment of 
knowledge resources, based on a number of specified 
parameters. Evaluation tools involve collaboration among 
multiple users, in which participants converge on accurate 
evaluations through a combination of user ratings, comments 
and views. For that reason, the proposed system automatically 
evaluates knowledge, assesses its quality, recommends the 
qualified experience in terms of various measures and assigns a 

quantitative score for overall rating of KOs, allowing search 
results to be re-ranked according to the quality score. 

The system adopts an extrinsic motivator, based on a 
reward system for scoring BTPs. The scoring function 
combines three weighted component measures: i) author score, 
measuring the relevance of an author in terms of their 
contribution to the system; ii) feedback, representing the 
degree of satisfaction of other users who have shared and 
reused the BTP; and iii) comments, measuring the feedback of 
users who did not use the BTP. The scoring function is a 
reward system that measures both contributor importance and 
the reputation of the BTP. When community members interact 
with a specific BTP as users or simply by adding comments, 
they automatically affect its rating. Earning reputation points 
by contributing knowledge can encourage an individual to 
become more involved when they recognize these benefits. 

E. Apply BTP 

The key to the success of any KMS is the reuse and 
application of stored knowledge. When that knowledge is used, 
it is refined and developed, and additional knowledge is 
created; the knowledge base is enriched; and the cycle repeats 
itself. Belief in the effectiveness of BPs is a prerequisite for 
replication; without this, the system will not succeed, even if 
everything else is in order. It follows that members must be 
persuaded that the adoption, use and implementation of BPs is 
feasible. This can be achieved by educating the community 
about the importance of BPs and by stimulating their 
commitment to use them. To do so, our system provides 
person-to-person linkage to support the application and use of 
tacit knowledge. Additionally, links connect members to 
experts who have identified and used the BP for further 
information. This technique helps to improve the transfer of 
tacit knowledge and social community practices among 
members. 

VI. CONCLUSION 

Knowledge management (KM) is concerned with finding 
ways to make tacit knowledge explicit through documenting 
best practice to enhance knowledge sharing through human to 
human collaboration. Consequently, the best practice system is 
recognized as one of the main KM solutions in many KM 
literature or research. The first contribution of this paper was 
the construction of a practical and comprehensive best practice 
life cycle model for communities of practice which comprises 
six phases: identify create, store, share, evaluate, and apply. 
This model is based on studying earlier best practice processes 
and life cycles in the literature. The second contribution of this 
research is the development of a system that allows 
communities of practice who share common interests to build a 
collaborative environment to create, disseminate and apply best 
teaching practices in teaching. Creating an online community 
where university instructors would freely share their innovative 
teaching experiences can leverage noticeably the quality of 
instruction for the benefit of students and instructors. The 
implemented system has been used by a community of 
instructors at our university to interact, collaborate and share 
BPs within their fields of interest. The results of this 
experience are very promising and encourage further 
development of this research. 
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Future work will investigate the possibility of coupling our 
system with the learning management system (LMS) currently 
used by the university‘s instructors.  

This will allow instructors to input BPTs automatically 
from the LMS in an integrated learning environment that 
fosters more intuitive exchange and collaboration. 
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Abstract—Most of electronic commerce and knowledge 

management` systems use recommender systems as the underling 

tools for identifying a set of items that will be of interest to a 

certain user. Collaborative recommender systems recommend 

items based on similarities and dissimilarities among users’ 

preferences. This paper presents a collaborative recommender 

system that recommends university elective courses to students 

by exploiting courses that other similar students had taken. The 

proposed system employs an association rules mining algorithm 

as an underlying technique to discover patterns between courses. 

Experiments were conducted with real datasets to assess the 

overall performance of the proposed approach. 

Keywords—collaborative recommendation; association rule 

mining; data mining; recommender system; course selection 

I. INTRODUCTION 

In our daily life, we make our choices at most cases relying 
on recommendations from newspapers, people, or the Internet 
(e.g., book reviews, movie, restaurant rating, etc.). However, as 
the amount of information available on the Internet grows, 
searching for and making decisions about information becomes 
difficult. New technologies are required to assist Internet users 
to cope with information overload. Recommender systems [1, 
2, 3, 4, 5, 6, 7, 8] have been an important application area and 
the focus of considerable recent academic and commercial 
interests. They are widely used by many commercial and non-
profit web sites to help users to select items based on users' 
preferences. The goal of a recommender system is to provide 
recommendations that users will evaluate favorably and accept 
[9]. 

The main steps a recommender system utilizes to propose 
an item to a user include analyzing user data, extracting useful 
information, and finally predicting items to users [10]. By and 
large, recommender systems use combinations of different 
kinds of user data, including item ratings [11, 12, 35], item 
features [13, 14], purchase history [15, 16], user demographic 
data [17, 18], text comments [19, 20], and contextual 
information [21, 22]. Ideally, a recommender system should 
allow users to find the preferable items quickly and to alleviate 
the information overload problem [24, 25]. Currently, a wide 
range of electronic commerce web sites that sell products, such 
as books, movies, music, vehicles, and rental apartments, 
employ online recommendation to fulfill customers' needs [16, 
26, 27, 28]. 

A. Classifications of Recommender Methods 

In general, recommender methods are usually grouped into 
broad four categories, based on how recommendations are 
made [4, 15]: collaborative [5, 10, 12, 13, 29, 40, 62, 63], 
content-based [11, 17, 21, 32, 33, 34], knowledge-based [27, 
65, 66, 67, 68, 69], and hybrid recommender approaches [4, 17, 
37, 46, 70]. An excellent survey of different recommender 
systems for various applications can be found in [30]. Pure 
content-based recommender methods typically propose items 
to a target user based on affinity between items' contents and 
the user profile, ignoring data from other users. On the other 
hand, in pure collaborative recommender methods, items are 
recommended to a target user based on similarities with other 
users' preferences (e.g., purchase histories and user ratings), 
ignoring items' features. Knowledge-based recommender 
methods exploit inferences, often adopting techniques from 
artificial intelligence, to deduce a match between user and item 
[13]. Knowledge-based methods use deep knowledge about 
features of items rather than users' ratings. To overcome 
deficiencies associated with pure recommender systems, hybrid 
approaches based on combining of collaborative recommender 
method with content-based or knowledge-based approach were 
proposed [46, 74]. 

A. Content-Based Recommender Methods 

Content-based recommenders propose items (e.g., articles, 
music, images) to a target user based on similarities between 
the content of the yet unseen items and the user’s preferences 
(i.e., items that the user has liked in the past). For example, the 
system may try to correlate the occurrences of keywords in a 
web page with the user's interest [36]. A profile of the user's 
interests is created by analyzing the content of the items that 
have been rated by the user. Later on, when a user interacts 
with the recommender system, the items proposed are similar 
to those items in the user's profile. A variety of techniques 
from approximation theory, machine learning, and various 
heuristics have been used for analyzing the items’ content and 
finding regularities in this content that can serve as the basis 
for making recommendations. Commonly used techniques are 
nearest neighbor formation [33], Bayesian classifier [38, 39], 
Neural Networks [40], and Association Rule Mining [41]. 
Several existing content-based recommender systems have 
been employed in industry. Among these systems are ACR 
News [42], InfoFinder [43], and WebSail [44]. 

A pure content-based recommender system has some 
drawbacks. Specifically, the content feature extraction methods 
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are suitable to analyze only textual data [45]. On the other 
hand, applying content-based systems to non-textual data, say 
multimedia (e.g., video and audio streams), has remained a 
difficult task. Such data needs to be manually annotated with 
content information. A second problem, known as over-
specialization [46], is that content-based systems can only 
propose items that are closely related to the user’s profile; 
therefore, the user will only get to see items that are similar to 
previous items that the user has indicated interest in. However, 
in certain cases, the user may be interested in other potential 
items that are outside his usual preferences. One of the ways to 
overcome this problem is to filter out high-relevance items if 
they are too similar to the user profile [47]. Another way to 
tackle this problem is to use the diversity, in addition to the 
similarity, for ranking items for recommendation [48]. Finally, 
a new user with an empty profile has to judge an adequate 
number of items in order to get a reliable recommendation. 
This is often referred to as a new user problem, since a new 
user, having very few ratings, often is not able to get 
appropriate recommendations [21]. 

B. Collaborative Recommender Methods 

Collaborative recommender systems recommend items to a 
target user based on similarity between past preferences of the 
target user and other similar users. Unlike content-based 
systems, collaborative systems predict items based on users’ 
ratings and not machine analysis of content. Typically, users 
are grouped together by employing methods, like clustering 
[49], based on their preferences. Once the clusters are created, 
the clusters that have the strongest correlations with the target 
user are used in making recommendations for a user. Different 
analytical methods have been used in collaborative 
recommender systems to represent affinities among users' 
preferences. Commonly used methods are correlation-based 
[19], Bayesian network [56], and association rules techniques 
[57, 58]. Most recently, collaborative recommender systems 
have gained much attention from academia and industry. 
Among these systems are GroupLens [19], Ringo [45], the 
Bellcore Video Recommender [35], the Jester system, which 
recommends jokes [59], and the PHOAKS system that assists 
users finding relevant data on the Web [60]. 

Some of the problems of the content-based systems 
described before can be fixed using collaborative systems, 
since collaborative systems do not depend on error-prone 
machine analysis of the content. The system proposes items to 
users based on quality of items (i.e., preferences generated by 
users' ratings), rather than more objective properties of the 
items themselves (i.e., items' content). This makes the system 
capable of recommending items to the user, which are very 
different (content-wise) from what the user has indicated liking 
before [45]. Unlike content-based systems, a collaborative 
recommender system can deal with contents of variety of types 
(e.g. text, artwork, music, video clip); which can enhance the 
quality of recommendations. 

Although collaborative recommender systems have been 
successfully utilized in both practice and research, they still 
suffer from some problems including the early rater problem, 
the sparsity problem, and the gray sheep problem. The early 
rater problem (also called the cold start problem [53]) refers to 
the case when recommendations are required for a new item 

that has not been yet rated or for a user that just starts to use the 
system. In this case, the collaborative recommender does not 
work well, since there is no much rating information on either 
the item or the user. The sparsity problem, which can also be 
related to the rater problem [54], occurs when available items 
ratings are insufficient for identifying similarities between 
users, leading to poor recommendation. This problem is also 
known as reduced coverage [26]. The gray sheep problem, on 
the other hand, occurs when a poor recommendation may be 
proposed to users with odd preferences compares to the rest of 
the users, since there will not be any other user who has similar 
preferences [46]. 

C. Knowledge-Based Recommender Methods 

Knowledge-based recommendation approaches are 
especially appropriate for domains where profound product 
knowledge is needed to recognize and justify solutions; like 
financial services for instance. In comparing users purchasing 
simple items like videos or books, with users purchasing 
financial services, the latter are much more in need of 
information and of intelligent interaction mechanisms that 
support appropriate solutions. Therefore, explicit 
representation of product, marketing, and sales knowledge is 
needed [12]. 

Knowledge-based recommender systems use inferences, 
often adopting techniques from AI, to infer a match between a 
buyer and a product based on the features of a product rather 
than the buyers’ ratings. Knowledge-based recommender 
systems are receiving increasing research attention [4, 5, 12, 
22, 24, 39]. Many knowledge-based recommender systems that 
are in existence are an Multimedia enhanced product 
recommendation [24], an integrated Natural Language 
Interfaces with personalized recommender system to reduce 
system-user interactions applied to a restaurant recommender 
system [39]. 

D. Hybrid Recommender Methods 

Because of the deficiencies of pure recommender systems, 
several hybrid recommender systems, that combine 
collaborative methods with content-based or knowledge based 
approaches, were proposed. The main goal of a hybrid system 
is to improve recommendation accuracy as well as to avoid 
certain drawbacks (e.g., new item and new user problems) of 
traditional recommender approaches. In his study of hybrid 
recommender systems [4], Burke describes a taxonomy that 
consists of seven types of hybrid recommender systems: 
weighted, switching, mixed, feature combination, cascade, 
feature augmentation, and meta-level. The study pointed out 
that most hybrid systems involve the combination of 
collaborative recommendation with either a content-based or a 
data mining technique. 

This paper presents a novel recommendation methodology 
that recommends elective courses to a target university student 
based on affinity between courses taken by the target student 
and other students. The proposed method is based on 
collaborative recommender approach that employs association 
rule mining to discover courses' patterns in order to 
recommend courses. In this study, clustering is first employed 
to a group of students based on their courses’ grades, then 
nearest neighborhood is applied to select the students’ group 
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that is most similar to the target student, and finally, 
association rule mining is used to provide course 
recommendations to the target student. 

The rest of the paper is organized as follows. Section 2 
describes background information and related work. Section 3 
describes the proposed courses recommendation system. 
Section 4 presents experimental results with discussion and 
finally in Section 5 we conclude the paper and suggests 
possible future work. 

II. RELATED WORK 

This section first presents a general formalization of 
collaborative filtering (CF) and its applicability to course 
recommendation problem. All the symbols used throughout the 
paper are summarized in Table 1. 

A. Collaborative Recommendation 

Collaborative filtering (CF) techniques have been proven to 
provide satisfying recommendations to users [35, 45]. CF-
based techniques rely on the experiences of similar users, i.e., 
users who share the same preferences. Specifically, the CF 
methods recommend the target user new items that have been 
chosen by those users whose preferences are likely to coincide 
(at least to some extent) with the target user’s preferences. 
Thus, the goal of a CF algorithm is to predict the rating of an 
item for a particular user, given the same item's ratings of other 
users. The nearest-neighbor users are those that exhibit the 
strongest relevance to the target user. Most of CF-based 
algorithms use k-nearest-neighborhood algorithm to 
recommend items [56]. A typical nearest-neighborhood method 
uses the following steps in making a recommendation to a user 
[77]. 

1) Construct a profile vector PV for a target user ut by 

collecting his ratings of some items. PV(ut) = {R(ut, i) for some 

i  I} 

2) Compute the pair-wise similarity S(ut, ua) between this 

profile PV(ut) and the profile of each other user PV(ua). The 

actual definition of similarity function S depends on the CF 

algorithm used. 

3) Construct a list of target user's nearest neighbors 

NN(ut) sorted descending by similarity value and take the k 

users most similar to user ut. NN(ut) = Top(S, ut, n, k, 

minSim), where Top function returns the top k similarity values 

S(ut, ua) between user ut and any user ua such that S(ut, ua) ≥ 

minSim, a = 1, …, n, and a  t. 

4) Use the nearest neighbor list to calculate a predication 

rating P(ut, i) for a new item i for user ut. If P(ut, i) ≥ minPred, 

then recommend item i to user ut. 

B. Association Rules Mining 

The association rule mining (ARM) has received 
considerable attention over the last decade. The task of ARM is 
to find the correlations between items in a dataset by 
discovering items frequently appeared together in a 
transactional dataset. Formally, ARM is defined as follows 
[78]. 

Let I = {i1, i2, …, im} be a set of items. Let D = {T1, T2, …, 
Tn} be a set of transactions, where each transaction T is a set of 

items such that T ⊆ I. An association rule is an implication of 

the form X ⇒ Y, where X ⊂ I, Y ⊂ I, X ∩ Y = ∅, and X ≠ Y ≠ 

∅. The rule X ⇒ Y holds in the transaction set D with 
confidence c if c% of transactions in D that contains X also 

contain Y. The rule X ⇒ Y has support s in the transaction set D 

if s% of transactions in D contains X ∪ Y. 

Confidence and support are the two fundamental quality 
heuristics that are used to measure the interestingness of the 

association rule. The confidence measures the validity of X ⇒ 
Y as a rule; the lesser the exceptions to the rule, the greater its 
validity. The support measures the efficiency of the rule. The 
rules that have confidence and support greater than the user 
specified minimum confidence and minimum support are 
called interesting rules. 

Since the introduction of association rules problem in [78], 
considerable work has been devoted to design efficient 
algorithms for mining such rules [79, 80]. These algorithms 
achieved significant improvements over the previous algorithm 
and were applicable to large databases. Recent survey of 
association rules mining can be found in [81]. 

C. Recommendations Using Association Rules Mining 

This section describes briefly some collaborative 
recommendation systems that employ association rule mining. 
Mobasher et al. in [71] proposed a technique for web 
personalization based on association rule discovery from 
previous user’s transaction data. In this technique, 
recommendations are produced based on matching the current 
user session against patterns discovered through association 
rules on user transaction data. Changchien et al. in [57] 
presented a method to support on-line recommendation by 
customers and products fragmentation. It consists of two 
essential modules; one is clustering based on neural networks, 
which groups tasks on a large amount of database records, 
while the other extracts association rules by employing rough 
set theory. 

Additionally, a new personalization recommendation 
system that integrates both user clustering and association rules 
techniques was proposed in [72]. The clustering method is used 
to cluster users’ time-framed navigation sessions that are 
analyzed using association rules technique to establish 
recommendations for other similar users in the future. In 
addition, Wang et al. in [73] proposed a personalized 
recommendation system that incorporates content-based, 
collaborative, and association rules. 

TABLE I.  SYMBOLS USED IN THE PAPER 

Symbol Meaning 

U 
n 

u, u1, …, un 

I 
m 

i, i1, …, im 

S(ut, ua) 
PV(u) 

The set of users 
The number of users, |U| 

Users 

The set of items 
The number of items, |I| 

Items 

The similarity function used 
The profile vector for a user u 
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R(u, i) 

P(u, i) 
minSim 

minPred 

Rating of the user u for the item i 

Predication of user u’s rating for item i 
minimum similarity threshold value 

minimum prediction threshold value 

Liu et al. in [58] have proposed a product recommendation 
methodology that combines group decision-making and 
association rules. The system addressed the lifetime value of a 
customer to a firm. This system employed analytical hierarchy 
process to evaluate customer lifetime value (CLV) then 
clustering were used to group customers according to the CLV. 
Finally, an association rule method was implemented to 
provide product recommendation to each customer group. 

D. Clustering Techniques 

Traditional collaborative filtering techniques are often 
based on matching the current user profile against clusters of 
similar profiles obtained by the system over time from other 
users. Clustering is the process of grouping the data into 
classes or clusters so that the objects within a cluster have high 
similarity in comparison to one another, but are very dissimilar 
to objects in other clusters. Dissimilarities are assessed based 
on the attributes values describing the objects. Often distance 
measures are used. There exist a large number of clustering 
algorithms in the literature. The choice of clustering algorithms 
depends both on the type of the data available and on the 
particular purpose and application. k-mean clustering technique 
is used in this work because of its simplicity and being suitable 
to be used with numerical unsupervised data like student 
courses' grades. 

K-means clustering technique is one of the simplest 
unsupervised learning algorithms that do not rely on predefined 
classes to solve the clustering problem. The main idea is to 
define k centers, one for each cluster. The next step is to take 
each point belonging to a given data set and associate it to the 
nearest centers. At this point, we need to re-compute k new 
centers of the clusters resulting from the previous step. After 
we have these k new centers, a new binding has to be done 
between the same data set points and the nearest new centers. 
A loop has been generated. As a result of this loop, we may 
notice that the k centers change their location step by step until 
no more changes are done. In other words, centers do not move 
any more. Finally, this algorithm aims at minimizing a criterion 
function, in this case a squared error function. The criterion 
function J is defined by  

 

where is a chosen distance measure between 

a data point  and the cluster center cj, is an indicator of 
the distance of the n data points from their respective cluster 
centers. 

E. Similarities Techniques 

Similarity is quantity that reflects the strength of 
relationship between two objects or two features. This quantity 
is usually having range of either -1 to +1 or normalized into 0 

to 1. If the similarity between object i and object j is denoted 
by Sij, we can measure this quantity in several ways depending 
on the scale of measurement (or data type) that we have. 

Similarity distance measures are commonly used for 
computing the similarity of objects described by interval scaled 
variables. Interval scale variables are continuous measurements 
of roughly linear scale. Typical examples include weight, 
height, grade, and weather temperature. The similarity between 
the objects described by interval-scaled variables is typically 
computed based on the distance between each pair of the 
objects. Different measures, including Manhattan, Euclidean, 
and Minkowski, can be used. In this paper, we used Manhattan 
distance. 

III. THE PROPOSED RECOMMENDATION SYSTEM 

Recently, many aspects of receiving a college education 
have been changed. The volume of course-related information 
available to students is rapidly increasing. This abundance of 
information has created the need to help students find, 
organize, and use resources that match their individual goals, 
interests, and current knowledge. One of the concerns students 
have is to make decisions about which courses to take. The 
concern is more serious for graduate students who have more 
freedom to choose courses while they care more about taking 
courses that contribute to their progress towards career goals. 
To make these decisions, they use information from course 
catalogs and schedules, consult with their advisors, and seek 
guidance from their classmates, especially those with similar 
interests. To give better decision making support to students 
who wish to make relevant course choices, we have developed 
a course recommendation system that recommends courses to 
students based on other similar students. 

Our collaborative recommendation system tries to 
recommend elective courses to students based on what other 
similar students have taken. It recommends courses and 
specifies expected grades for these courses. Accordingly, the 
student may take a course that is recommended by the system 
with an acceptable grade. Typically, students have the choice 
to take courses from a set of elective courses and in most cases, 
the students take the advices from other students that took such 
courses. In our recommendation system, we automatically find 
similar students and then apply association rule mining 
algorithm on their courses to create courses association rules. 
Discovered courses association rules are used to get 
recommendation. 

To obtain courses association rules, courses dataset is built 
by mapping each course either compulsory or elective to an 
item and each student to a transaction. For each student, a 
transaction is created that contains the grades of all courses 
taken by the student. Table 2 shows an example of courses 
dataset, where -1 indicates that the student does not take the 
corresponding course. Examples of courses association rules 
that can be generated are "70% of students who got A in Algo 
course and E in Parallel course may also get B in OS course" 
and "90% of students who got D in Net course may also get D 
in Mining course". 

The system takes as an input the specified minimum 
support, the specified minimum confidence, and the courses 
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dataset. As an output, the system generates courses association 
rules that satisfy the support and confidence constraints. Then 
the system uses these rules to generate courses 
recommendations. Fig. 1 illustrates our recommendation 
methodology. The main steps of our system are described in 
the following subsections. 

TABLE II.  AN EXAMPLE OF COURSES DATASET 

Student ID Alg Mining OS Parallel Net 

1000 A A -1 F B 

1001 F F C D E 

1002 B A F E E 

1003 E D B -1 A 

 
Fig. 1. Proposed recommendation methodology 

A. Clustering Step 

This step applies clustering technique on courses dataset to 
group similar students to the same cluster. The clustering 
algorithm used in this step is k-means clustering algorithm 
[21], where each cluster is represented by the mean value of 
students in the cluster. A cluster of similar students is treated as 
one group in this step. The similarity between the courses is 
typically computed based on the distance between each pair of 
courses. A well-known distance measure is Manhattan distance 
[21], which measures the distance between two p-dimensional 
data objects i = (xi1, xi2, …, xip) and j = ( xj1, xj2, …, xjp) as 
follow d(i, j) = |xi1 - xj1| + |xi2 - xj2| + … + |xip - xjp|. In our case, i 
and j represent two students to calculate similarity between 
them, xi1, xi2, …, xip represent the courses’ grades for student i, 
while xj1, xj2, …, xjp represent the courses’ grades for student j. 
For example, Manhattan distance between the first two 
students, 1000 and 1001 of Table 2 is: 

d(1000, 1001) = |A - F| + |A - F| + |F - D| + |B - E| = 15 

where the grades (A, B, C, D, E, and F) are mapped to the 
integers (1, 2, 3, 4, 5, and 6), respectively. Here, we did not 
include the distance between students' grades in OS course 
because the first student did not take this course. 

B. Finding Similar Students 

In this step, the group most similar to the target student is 
selected by comparing his/her previous courses' grades with the 
courses' grades of the mean student of the n-cluster. We used 
n-nearest neighborhood technique [22] to select the most n 
similar groups generated in Step I. In this way, all of the 
clusters centers are represented in a p-dimensional pattern 
space. When given an unknown student, an n-nearest 
neighborhood searches the pattern space for the n clusters that 
are closest to the unknown student. These n clusters are the n 
"nearest neighbors" of the unknown sample. Closeness is 
defined in terms of Manhattan distance. 

C. Courses Mining 

Association rules mining is used to discover courses 
association rules. The algorithm is applied on the n similar 
groups created from Step II. Table 3 shows an example of the 
transactional courses dataset that is used in the mining step, 
where each transaction contains transaction Id (TID) that 
corresponds to student ID and set of items. Items are in the 
form of [course:grade] pairs. The rationale of using 
[course:grade] pairs is that our system tries, in addition to 
recommend courses, also to specify expected grades for those 
courses. This will help students to select elective courses with 
high grade expectation. An example of courses association rule 

is [Alg:A]  [OS:D]  [Parallel:C], this indicates that if the 
target student got A in Algo and D in OS courses, then the 
system recommends the student to take Parallel course with 
expected grade C. 

D. Recommending courses 

The courses association rules, generated in Step III, are 
used to recommend elective courses. This step is the core step 
in our recommendation system. The recommendation is done 
after interesting courses association rules are created. The 

association rules are in the form of [c1:g1]  …  [cn:gn]  

[cn+1:gn+1]  …  [cm:gm], where [c:g] represents a course c 
with its grade g. The whole recommendation strategy is 
described as follows: 

1) If the target student has taken the courses [c1, …, cn], 

the ones in the antecedent part of the rule, with grades [g1, …, 

gn] respectively, then the system recommends the student to 

take the elective courses [cn+1, …, cm], the ones in the 

consequent part of the rule, with expected grades [gn+1, …, gm], 

respectively. The system may also recommend courses from the 

consequent part of the rule if they met specified minimum 

grades. In this step, the student can specify a minimum grade 

in which the system will not recommend any course with grade 

that does not exceed this minimum threshold. In the following 

example, the system recommends courses for a student who has 

taken the following courses [DB:A], [Parallel:C], [Net:D], 

and specified the minimum grade to C. 
Rule#1: [DB:A] ∧ [Parallel:C] ⇒ [Mining:B] 

      Rule#2: [DB:A] ∧ [Net:D] ⇒ [AI:B] ∧ [Archit:D] 

1. Rule#1 recommends [Mining:B] 
      2. Rule#2 recommends [AI:B] 

Courses dataset 

Clustering step 

Finding similar 

students 

Recommendation step 

Courses mining step 

C1 Ck 

C1 Cn 

… 

… 
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TABLE III.  AN EXAMPLE OF TRANSACTIONAL COURSES DATASET USED 

IN MINING STEP 

TID Items 

1000 [Alg:A], [Mining:A], [Parallel:F], [Net:B] 

1001 [Alg:F], [Mining:F], [OS:C], [Parallel:D], [Net:E] 

1002 [Alg:B], [Mining:A], [OS:F], [Parallel:E], [Net:E] 

1003 [Alg:E], [Mining:D], [OS:B], [Net:A] 

Because the student has taken the courses in the antecedent 
part of rule#1, it recommends the student the Mining course 
with expected grade is B. in the same way rules#2 recommends 
the student the AI course with expected grade is B. The rule#2 
does not recommend the student to take the Archit course 
because the expected grade D is less than the minimum 
threshold already specified by that student. 

2) The target student might not take all the courses in the 

antecedent part of the rule. The rule still can be used in 

recommendation and a new constraint called match is used to 

assess the quality of rule in the recommendation. The match is 

defined as the number of matched courses between the target 

student’s courses and the courses in the antecedent part of the 

rule to the total number of courses in the antecedent part of the 

rule. matchrule = 

rt of ruleecedent pases in anttotal cour

t of rulecedent part and anteeen studenurses betwmatched co  

If matchrule value is greater than a threshold value, then 
the rule is used for recommendation. 

3) If different rules recommend the target student different 

courses, then the student can select the top-N courses 

recommended by best quality rules, i.e., rules that have the 

highest supports, the highest confidences, and the highest 

match. If there a tie between rules, the system recommends 

courses in this order of preferences: highest support rule, 

highest confidence, and highest match. 

4) The recommendation system does not recommend new 

students since they do not have courses taken yet. 
For example, consider the following four course association 

rules. 

Rule#1: [DB:A]  [Parallel:C]  [Mining:B] 

Rule#2: [DB:A]  [Net:D]  [AI:B]  [Archit:D] 

Rule#3: [Mining:E]  [OS:C]  [IR:D] 

Rule#4: [Net:D]  [Parallel:C]  [Image:B] 
Table 4 shows the proposed recommendations, that are 

derived from the above listed four rules, for a student who took 
the following courses: [DB:A], [Parallel:C], [Net:D], with C 
as a minimum accepted grade and 50% as a match threshold 
value. As shown in Table 4, Rule#1 has matchrule value equal 
to 66%, which is above the match threshold 50%. Then this 
rule recommends the elective course in the consequent part 
Mining with B as expected grade. Rule#2 has also matchrule 
value equals to 66%. The elective courses in the consequent 
part of the rule are [AI:B] and [Archit:D]. The rule 
recommends only [AI:B], but not Archit course, because the 
expected grade D is less than the specified minimum accepted 
grade C. Rule#3 is not used in recommendation because its 
matchrule value (zero value) is less than 50%, the match 

threshold value. The last rule Rule#4 recommends the elective 
course [Image:B]. 

TABLE IV.  THE PROPOSED RECOMMENDATIONS USING THE GIVEN FOUR 

COURSES ASSOCIATION RULES 

Rule 

used 
Recommendation matchrule 

#1 [Mining:B] 66% 

#2 [AI:B] 66% 

#2 [Archit:D] is not recommended since D < C 66% 

#3 No recommendation since matchrule < 50% 0% 

#4 [Image:B] 66% 

Another example consists of eight course association rules. 

Student courses: [DB:A], [Parallel:C], and [Net:D] 

Rule#1: [DB:A] ∧ [Parallel:C] ⇒ [Mining:B] 

Rule#2: [DB:A] ∧ [Net:D] ⇒ [AI:B] ∧ [Archit:D] 

Rule#3: [Mining:E] ∧ [OS:C] ⇒ [IR:D] 

Rule#4: [Net:D] ∧ [Parallel:C] ∧ [Net:D] ⇒ [Image:B] 

Rule#5: [DB:A] ∧ [Parallel:D] ∧ [IR:D] ⇒ [Alg:B]  

Rule#6: [DB:B] ∧ [Net:D] ∧ [OS:C] ⇒ [AI:B] ∧ 

[Archit:D] 

Rule#7: [Alg:E] ∧ [OS:C] ∧ [DB:A] ∧ [Image:B] ⇒ 

[IR:D] 

Rule#8: [Net:D] ⇒ [Artchit:B] ∧ [Image:B] 
Table 5 shows the proposed recommendations, that are 

derived from the above listed eight rules, for a student who 
took the following courses: [DB:A], [Parallel:C], [Net:D], 
with C as a minimum accepted grade and 50% as a match 
threshold value. As shown in Table 5, Rule#1 has matchrule 

value equal to 66%, which is above the match threshold 50%. 
Accordingly, this rule recommends the elective course in the 
consequent part Mining with B as expected grade. Rule#2 has 
also matchrule value equals to 66%. The elective courses in the 
consequent part of the rule are [AI:B] and [Archit:D]. The rule 
recommends only [AI:B], it does not recommend Archit 
course, because the expected grade D is less than the specified 
minimum accepted grade C. Rules #3, #5, #6, and #7 are not 
used in recommendation because their matchrule values 0%, 
33%, 0%, and 25% respectively, are less than 50%, the match 
threshold value. [Image:B] is recommended by rule#4 that has 
matchrule value 100%. Two courses are recommended using 
rule#8, [Artchit:B] and [Image:B]. 

TABLE V.  THE PROPOSED RECOMMENDATIONS USING THE GIVEN EIGHT 

COURSE ASSOCIATION RULES 

Rule 

used 
Recommendation matchrule 

#1 [Mining:B] 66% 

#2 [AI:B] 66% 

#2 [Archit:D] is not recommended since D < C 66% 

#3 No recommendation since matchrule < 50% 0% 

#4 [Image:B] 100% 

#5 No recommendation since matchrule < 50% 33% 

#6 No recommendation since matchrule < 50% 0% 

#7 No recommendation since matchrule < 50% 25% 

#8 [Artchit:B] and [Image:B] 100% 

IV. EXPERIMENTS 

We performed experiments using courses dataset taken by 
2000 graduate students of Electrical Engineering. The total 
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number of courses is 54, where five of them are compulsory, 
while the remaining are elective courses. Each student has a 
choice of selecting four elective courses. As early mentioned, 
k-means clustering algorithm is used, with k = 5. In the mining 
step, we used n = 3 as the most similar n clusters. We divided 
our dataset into two disjoint sets: the training set and the test 
set. K-fold cross validation technique is applied on the dataset, 
in which we run k experiments, each time setting aside 
different 1/k of the data to test on, and average the result. 
Popular values for k are 5 and 10, we use k = 5. Mining 
association rules algorithm is applied on training set to 
generate courses association rules. Then we measured the 
percentage of students in the test set that were correctly 
recommended by courses association rules. 

To evaluate the performance of our recommendation 
system, we use two standard information retrieval measures, 
precision and recall [24]. Precision is the percentage of the 
number of recommended courses taken to the total number of 
recommended courses, while recall is the percentage of the 
number of recommended courses taken to the total number of 
courses taken by the students. More precisely 

Precision = 
ed courses recommendtotal # of

rses takenmended cou# of recom
 

Recall = 
sby student taken couses of # total

taken courses drecommende of #
 

For recommendation systems, precision is more significant 
than recall, because we concern more on getting high quality 
recommendation than just recommending a large number of 
courses. Therefore, our goal is to achieve a high precision with 
reasonably high recall. The main parameters used in our 
experiments are minimum confidence, minimum match, 
minimum specified grade, and minimum support. The 
following sections show experiments that were performed in 
order to choose the appropriate values for the parameters. 

A. Minimum Confidence 

Both minimum support and minimum confidence are 
important factors that influence the performance of the whole 
process of recommendation system. Since minimum 
confidence is used during recommendation step, it would be 
interested to study the performance of our recommendation 
system using different minimum confidence values. The results 
are shown in Fig. 2. As shown in Fig. 2, the minimum 
confidence value has a significant impact on the performance, 
i.e., the higher the minimum confidence, the higher the 
precision but the lower the recall. We achieved the highest 
precision of 0.95 with a recall of 0.5 for the minimum 
confidence of 90%. Even though we think that the precision is 
the most important factor in recommendation systems, the best 
combination of precision and recall values, which occurs with 
minimum confidence of 80%, is also important in the sense 
that we can achieve higher values of both precision and recall. 

 
Fig. 2. Performance using different minimum confidence values 

B. Minimum Match 

In order to select the appropriate minimum match, we 
performed some experiments using different minimum match 
values. As shown in Fig. 3, the higher the minimum match the 
higher precision but the lower the recall. We achieved the 
highest precision with minimum match 90%. When the 
minimum match varies, a tradeoff between precision and recall 
values is noticed. 

C. Minimum Grade 

Minimum specified grade is also an important parameter of 
our approach. Fig. 4 gives the performance for different 
minimum grades. We could see a general fact that the 
minimum grade has a similar influence on the performance as 
the minimum confidence, i.e., the higher the minimum grade, 
the higher the precision but the lower the recall. When the 
minimum grade is varied, there shows a tradeoff between the 
precision and the recall. 

 
Fig. 3. Performance using different minimum match values 

 
Fig. 4. Performance using different minimum grade values 
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D. Minimum Support 

In our experiments for courses associations, we tested the 
performance for different minimum supports, i.e., we only use 
rules above a specified minimum support for recommendation 
during a test. The results are shown in Fig. 5. 

Form our observations, we found that when a target 
student's minimum support determined by the mining process 
is very low, it takes a very long time to mine rules for this 
student and at the same time the performance is bad. While, if 
a student's minimum support is greater than a threshold, then 
we get a better performance. 

V. CONCLUSION AND FUTURE WORK 

The main contribution of this paper is a new collaborative 
recommendation system that employed association rules 
algorithm to recommend university elective courses to a target 
student based on what other similar students have taken. The 
experiments shown that association rule is a desirable tool for 
making recommendation to a target student. Through our 
experiments, we noticed the patterns of influence of different 
parameters on the performance of the system. The confidence 
and match of a rule have a great impact on the performance, 
but the highest confidence or match may not be the best choice. 
By choosing a relatively high confidence or match, we can 
achieve a better performance. 

Much work can be performed in the future such as doing 
comparison between our method and other typical methods. In 
addition, further experimental evaluation, joining collaborative 
and content-based recommendations, and applying the new 
recommendation system in other domains of interest is 
expected as future work. 

 

Fig. 5. Performance using different minimum support values 
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Abstract—Queuing theory is an important concept in current 

internet technology. As the requirement of bandwidth goes on 

increasing it is necessary to use optical communication for 

transfer of data. Optical communication at backbone network 

requires various devices for traffic grooming.  The cost of these 

devices is very high which leads to increase in the cost of 

network. One of the solutions to this problem is to have sparse 

traffic grooming in optical WDM mesh network. Sparse traffic 

grooming allows only few nodes in the network as grooming node 

(G-node). These G-nodes has the grooming capability and other 

nodes are simple nodes where traffic grooming is not possible. 

The grooming nodes are the special nodes which has high cost.  

The possibility of faults at such a node, or link failure is high. 

Resolving such faults and providing efficient network is very 

important. So we have importance of such survivable sparse 

traffic grooming network. 

Queuing theory helps to improve the result of network and 

groom the traffic in the network. The paper focuses on the 

improvement in performance of the backbone network and 

reduction in blocking probability.  To achieve the goals of the 

work we have simulated the model. The main contribution is to 

use survivability on the sparse grooming network and use of 

combiner queues at each node. It has observed that Combiner 

queuing alone does the job of minimizing blocking probability 

and balancing the load over the network. The model is not only 

cost effective but also increases the performance of network and 

minimizes the call blocking probability. 

Keywords—optical communication; sparse traffic grooming; 

survivability; fault tolerance; Combiner Queue; WDM 

I. INTRODUCTION 

Due to increasing demand of bandwidth it is very important 
for service providers to provide efficient and cost effective 
solutions to fulfill the need of society. Bandwidth requirements 
are fulfilled by the use of optical fibers. Optical fibers are 
providing terabytes of bandwidth.  The signal attenuation and 
distortion is low and also there are very less power 
requirements. Due to these factors optical network is widely 
used in the data network. WDM (Wavelength Division 

Multiplexing) is used to fulfill the requirement of users over 
optical network. The main idea of optical WDM network is 
that, maximum number of users can use network for the 
transfer of data. Our network must have sufficient bandwidth 
to fulfill the requirement of bandwidth hungry society. 
Concurrency will be provided in transmission among the 
various users in optical communication. WDM divides the 
bandwidth into multiple frequencies or channels. These are 
non-overlapping wavelength channels. It is very important to 
provide support for low traffic rate than the available capacity 
of wavelength. A single optical channel of STS-1 (51.84Mbps) 
may be used for that purpose which provides support up to 
wavelength capacity. 

It is very important to transfer low speed data traffic on 
high-speed networks. Traffic grooming will transfer this low 
speed traffic to high-speed. The capacity of each wavelength is 
OC-n it means n*51.84Mbps. In traffic grooming you have to 
establish a light path to fulfill the requirement of the end user. 
The light path is established from source to destination from 
very low capacity to high capacity up to the maximum capacity 
of the channel. This traffic grooming problem is subcategories 
into four problems 

 Design of virtual topology with light paths 

 Routing the light paths over the physical topology 

 Assignment of wavelengths to light paths 

 Traffic routing on the virtual topology 

For providing these services at each node we need some 
kind of hardware and software so that the nodes will have 
grooming capability. The ADM (Add/Drop Multiplexers), 
Optical ADM (OADM), Optical Cross Connects (OXC), etc 
which are required for grooming. Due to the requirement of 
these devices and additional software’s at each node the cost of 
network goes on increasing. The sparse grooming is a 
technique in which few nodes will be equipped with grooming 
capabilities and few nodes without grooming capabilities.  Due 
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to reduction in the number of nodes of grooming capability 
cost of network will be reduced. But reducing the cost is not 
the only objective of the research community. The main target 
is to get the good or acceptable performance in minimum cost 
so that affordable solutions and services will be provided to the 
end user. 

In the backbone network when the grooming is provided it 
may result into the cost effective best performance network. 
But sometimes due to some reasons different types of faults 
may occur and the performance degrades. Faults may be due to 
failure of nodes or failure of links. Therefore, it is very 
important to provide survivability to sparse grooming in optical 
WDM mesh network. Survivability is provided to the network 
so that it becomes fault tolerant system. 

Main contribution of this paper is fault tolerant system for 
sparse grooming in optical WDM mesh network using 
combiner queuing. Work focuses in this paper is on node 
failure in the optical WDM mesh network. 

Rest of the paper is organized in sections and it follows as 
in section II we discuss literature survey, section III focused on 
proposed methodology, section IV deals with implementation 
architecture and performance of proposed methodology. 
Conclusions are given in section V and section VI focuses on 
future scope. 

II. LITERATURE REVIEW 

Backbone network has moved from ring to mesh topology. 
Traffic grooming problem is addressed in both ring and mesh 
topology. The current focus of traffic grooming is on mesh 
topology [1-8]. Two approaches of traffic grooming are static 
and dynamic which are addresses by many papers [9-13]. 
Heuristics for Sparse Traffic Grooming in Dynamic WDM 
Optical Mesh Networks is proposed by S. R. Shinde et. al. [14] 
heuristic algorithms are proposed for G-node selection. On the 
selected G-node grooming will be performed which results in 
efficient solution. The focus was also the load balancing on the 
routes in the optical network. Where as in [15] Modified Multi-
objective Meta-heuristics is proposed for Sparse Traffic 
Grooming in Optical WDM Mesh Networks. Any of these 
works is not addressing the problem of survivability over the 
WDM optical Mesh network. 

Survivability in optical network is addressed in [16] and the 
focus of the work is classification of disaster survivability in 
optical networks. Authors have classified the survivability on 
the basis of present work and they have focused on survey of 
that classification. They also classified disasters and addressed 
impact of classification on communication networks. Failures 
may be anything of node failure, link failure, channel failure, 
or software failure.  To recover from fault there are two 
solutions one is protection and other is restoration [17]. 

In protection method dedicated resources are required. For 
restoring the services affected by failure in restoration the 
emergency capacity available within the network is utilized. 
Protection method is either path protection or link protection. 
In path protection alternate route is reserved in advance for the 
source and destination connection when a connection is set up. 
The path protection is again either dedicated or shared path 
protection. In dedicated path the alternate route is only for the 

one route. And in shared path protection the alternate route is 
shared as a backup route for more than one path as failure may 
not occur continuously. 

As in the case of path protection link protection is another 
situation. In link protection the link is protected as alternate 
link to one where connection is established. This link 
protection is again dedicated and shared link similar to path 
protection. In restoration method there are also path restoration 
and link restoration. In path restoration after failure the system 
has to find out alternate path and for that the path will be 
searched at run time. This is not good method for high priority 
data. In link restoration as well the link will be made available 
by search after the failure. This is slow method and loss of data 
may possible. 

Focus of this paper is to provide better solution for the 
various problems of the current system. In the literature it is 
observed that focus of research is either sparse traffic grooming 
or survivability on WDM optical network. This work has the 
bidirectional focus. First of all the system is made sparse traffic 
grooming for Poison traffic and load balancing. Upon 
successful sparse traffic grooming the vulnerabilities in optical 
network are considered and system is provided with the better 
solution as a fault tolerant system over sparse traffic grooming. 

III. SURVIVABLE SPARSE TRAFFIC GROOMING USING 

COMBINER QUEUES 

Traffic grooming is the technique in which all nodes have 
the capability of wavelength conversion it means all nodes are 
grooming node (G-node).  The performance of full traffic 
grooming network is good but the network is not cost effective. 
If the cost of the network is very high, then the solutions are 
not affordable to the end users. So it is very important to 
provide cost effective best solutions to the society. One such a 
network is sparse traffic grooming optical WDM mesh 
network. 

In sparse traffic grooming optical WDM mesh network 
only some nodes has the grooming capability. Only grooming 
nodes perform wavelength conversion whereas the non-
grooming node does not have the capability of wavelength 
conversion. The nodes which have grooming capability are 
highly important nodes in the sparse traffic grooming. So these 
G-nodes are placed in such a way that less number of grooming 
nodes must give acceptable performance which is nearly equal 
to full grooming. G-nodes are selected based on various factors 
such as nodal degree, maximum traffic node, any random m 
nodes, etc. But any of these methods does not give the best 
solutions we are using the heuristic in [14] by applying 
combiner Queue to the nodes. 

At each node a combiner queue will be applied and each 
node has its own initial weight. This weight is going to be 
increased based on the factors of degree and traffic at that 
node. 

A. Algorithm : G-Node Selection with Combine Queue (CQ) 

1) Assign the weights to each node. 

2) Find the Nodal degree of given Node. 

3) Increment the weights by adding the nodal degree to 

each node. 
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4) Generate the Poisson traffic in the network. 

5) Count the number of requests in each queue and add 

that to the weight of the nodes. 

6) If the CQ is full, that node will be declared as G-Node. 

7) Else the nodes with highest weights are declared as G-

nodes. 
Once the G-nodes are decided for the 14 node NSF net 

topology shown in fig. 1 then data traffic will be generated 
dynamically with the Poisson distribution. 

 

Fig. 1. 14-node NSF NET topology 

System is modeled as the Markov chain model where each 
node is represented as one state. Rate of arrival is λ at each link 
and the service provided by the link is given by μ. Utilization 
(ρ) of the channel is given by the rate of arrival by the service 
rate. Due to combiner queue there are some queues at each 
node which are not failure say i and there are j queues where 
ongoing calls are there. Therefore ρ= λ/ mμ and the number of 
requests which are blocked will be given by the call blocking 
probability P[block] is 

P[block] )1(
!

0





 mn
m

m
p

nm
 

Where is initial probability, n is the number of calls and m 
is the number of channels at that node.  Here all requested are 
arrived at one the queue from CQ. All these request needs are 
analyzed and appropriate channel is assigned. If the channel is 
not available then the request is in wait state and the CQ will 
calculate the time required to get the service from that queue 
and other queues at that node. Then the request will be re-
queued in the efficient queue of the same node. If the node is 
grooming node then wavelength conversion take place and 
probability of service in time will get increased. 

If the failure of the path/link occurs then the other path/link 
is protected for the same. Only change here which is very 
important in terms of full grooming and sparse grooming is 
that the path/link provided as an alternate to the one selected 
must have nearest G-node on the path or link. Shortest path 
routing algorithm is used to find shortest path. The wavelength 
assignment algorithm as given is applied to assign the 
appropriate wavelength. 

B. Wavelength assignment algorithm: 

1) Check the Request Ri in each CQ, 

2) if Wi available and fulfill Ri with available wavelength, 

assign to it. 

3) Else if node is G-node use wavelength conversion and 

assign the channel to that request Ri 

4) Analyze the waiting time at each Queue of CQ at that 

node 

5) Divert that request to the queue where waiting time is 

less of the same node and check for Wi 

6) If the waiting time is too high in all queues block that 

call. 

IV. IMPLEMENTATION ARCHITECTURE AND PERFORMANCE 

To evaluate our proposed methodology we have taken a 
network with arbitrary mesh topology. We have conducted 
simulation experiments on 14-node NSFNET topology with 
OC-192. The source and destination for the request are 
generated exponentially with Poisson distribution. At each 
node we have design Combiner Queue for each physical link. 

The simulation environment is architecturally decomposed 
into different modules. This simulation has build in Omnet++ 
simulator. The node design consists of Router for routing, App 
module for generating source destination request and Combiner 
Queues.  

Fig. 2 shows a Node Architecture. Queues are design to 
handle the requests which are arriving at the node. Router 
routes the request according to the shortest path to the specified 
destination. “App” design is used to generate the request in 
exponential order where it is sent to destination by router. 

 
Fig. 2. Node Architecture of each node 

The performance of proposed algorithm with existing few 
algorithms like CLPGA, MTT have been compare with 
parameters like Blocking probability, Network cost with 
Traffic Load. The proposed algorithm and MTT(Maximum 
Total traffic) are compared for number of sparse node selected 
for varying time as the traffic changes. This gives idea about 
how many nodes will be sparse node in the network. Based on 
this we have finalized number of sparse node and varying 
results for various parameters are achieved.   

The graph for number of Sparse node selected for particular 
ongoing time has been plotted shown in Fig. 3 
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Fig. 3. No.of Sparse Node Vs Time in msec 

The various algorithms are compared for the blocking 
probability with varying load and it is observed that the 
proposed method using combiner Queue gives good results as 
shown in Fig. 4. 

Here BBORM (Bypass Based Optical Routing Algorithm) 
which make use of Buffering concept is compared with 
proposed algorithm and also the MTT has been considered 
over here. 

 

Fig. 4. Blocking probability Vs Traffic Load 

Main goal of the proposed method is to reduce the network 
cost, and provide survivability as a fault tolerant system is 
achieved and is shown in fig.5. 

We have seen as the load increases in the network the 
performance of the network degrades but in the proposed 
methodology the performance degradation is negligible 
compare to some existing methods to which we compared our 
results which is shown in fig.6. 

 
Fig. 5. Network cost Vs Traffic load 

 

Fig. 6. Performance Vs Load 

We also tried by varying the number of sparse node i.e. G-
node and with varying load and we observed that blocking 
probability in the proposed method in any situation for any 
number of G-nodes is less than the available methods as shown 
in fig. 7. 

 
Fig. 7. Blocking Probability for Varying Sparse Node Vs Load 
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V. CONCLUSIONS 

Experimental work carried out using OMNet++ for fault 
tolerant system for sparse traffic grooming is modeled using 
combiner queue gives better performance by reducing the cost 
of network. The system is fully robust for the vulnerabilities at 
node failure. For fulfilling the demands of several customers 
over optical network Bandwidth distribution is one of the most 
promising ways to improve the network utilization.  

The proposed methodology minimizes the total cost of 
traffic grooming and wavelength conversion equipment used in 
WDM networks with sparse traffic grooming and wavelength 
conversion resource without hindering the network blocking 
performance. We have compared our methodology with 
existing methodologies and from results it is concluded that our 
methodology is cost effective and also have less blocking 
probability. The GRWA problem is solved in most efficient 
manner in our methodology. 

From results it is concluded that proposed methodology is 
more cost efficient and also has less blocking probability which 
is our objectives. Also, Load balancing over the network has 
been achieved by our combiner queuing model which is our 
one of the objective.  

Our wavelength assignment algorithm strives to avoid 
wavelength conversion and wavelength bandwidth 
fragmentation by using queuing model where it is sent over 
respective paths by maintaining wavelength continuity 
constraint. The strength of the methodology lies from their 
applicability, minimizing the total cost of traffic grooming and 
wavelength conversion equipment used in WDM networks 
without hindering the network blocking performance. 

VI. FUTURE SCOPE 

Energy consumption for traffic grooming is the future area 
of research which needs to be focus in order to minimize the 
energy requirement of network. This is also indirectly talks 
about the cost of the network.  

Also, the power consumption for the grooming resources 
and minimizing the complexity of resource allocation is one of 
major area of research which is coming in Optical traffic 
grooming. 
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Abstract—The storage capacity of the ECG records presents 

an important issue in the medical practices. These data could 

contain hours of recording, which needs a large space for storage 

to save these records. The compression of the ECG signal is 

widely used to deal with this issue. The problem with this process 

is the possibility of losing some important features of the ECG 

signal. This loss could influence negatively the analyzing of the 

heart condition. In this paper, we shall propose an efficient 

method of the ECG signal compression using the discrete wavelet 

transform and the run length encoding. This method is based on 

the decomposition of the ECG signal, the thresholding stage and 

the encoding of the final data. This method is tested on some of 

the MIT-BIH arrhythmia signals from the international database 

Physionet. This method shows high performances comparing to 

other methods recently published. 

Keywords—ECG compression; wavelet transform; lossy 

compression; hard thresholding 

I. INTRODUCTION 

The Electrocardiogram signal (ECG), as shown in Fig. 1, 
represents the electrical activity of the hearts. This signal is 
recorded using the electrodes placed on the surface of the 
patient’s skin. The theoretical and the practical basis of the 
ECG recording were set out by Einthoven in 1901 [1-2]. The 
ECG signal contains different waves and segments .e.g. QRS 
complex, the P and T waves. These features represent the 
different sequences of the heart muscle activities, which permit 
to evaluate the cardiac sequences and the nature of disease 
affecting the heart. The ECG signal could be presented in 
different morphologies as presented in Fig. 2. These are due to 
the different way of electrodes placement [3-5]. 

The storage capacity of the ECG records presents an 
important issue in the medical practices as well as for the 
biomedical engineering. These data could contain hours of 
recording, which needs a large space for storage to save these 
records. The problem is more complex in the real-time 
processing and the transmission of the ECG signal where the 
doctors need to evaluate the heart condition using the fewest 
information possible [6]. The compression process of these 
records is widely used to deal with this issue. The problem 
with this process is the possibility of losing some important 
features of the ECG signal. This loss could influence 
negatively the analysing of the heart condition [7-9]. 

The compression of the ECG signal presents a substantial 
challenge for searchers and engineers.  Different research 

works are proposed to deal with this task. Two kinds of 
compression are widely proposed, namely, the lossless 
methods and the lossy methods. With the lossless compression, 
the reconstructed signal is identical to the original. Different 
methods are proposed in this axe to deal with the ECG signal 
[10-14]. The disadvantages of the lossless methods are the 
compression rate, which does not highly minimize the storage 
space comparing to the original signal [15]. The aim of the 
lossy compression is to present a reconstructed signal close 
enough to the original, which permits to evaluate correctly the 
heart condition. This offers a high compression rate of the 
original signal comparing the lossless methods. Among lossy 
methods, the algorithms based on the discrete wavelet 
transform (DWT) [16–17] offer an important solution for the 
ECG compression. These algorithms provide a better 
localization of the different features consisting the ECG signal. 
This is due to the wavelet transform properties in the time-
frequency localization [1]. 

 
Fig. 1. Normal ECG signal with his different features 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

182 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 2. Example of different morphologies of the ECG signal 

This paper proposes an efficient method of the ECG signal 
compression using the discrete wavelet transform and the run 
length encoding. This method is based on the decomposition of 
the ECG signal, the thresholding stage and the encoding of the 
final data. The proposed method is tested on some of the MIT-
BIH arrhythmia signals from the international database 
Physionet [16]. 

This paper is organized as follows, after the introduction; 
the next section presents the different steps of the proposed 
method from the decomposing of the ECG signal to the 
encoding of data. Afterward, the results and discussion section 
present the qualitative and the statistical results of the proposed 
method using some of the MIT-BIH arrhythmia signals, as well 
as the comparison of these results with other methods recently 
published. Finally, the last section concludes this paper. 

II. METHOD USED 

A. The discrete wavelet transform 

The DWT is a known method widely used in the signal 
processing. It decomposes the signal over the different level of 
the high pass and low pass filters [16]. Several coefficients 
have been developed for large choices among different scales  

 

Fig. 3. The DWT decomposotion 

and translations in order to obtain different sorts of high pass 
and low pass filters. e.g. Debauchies coefficients, Symlets  
coefficients, Coiflets coefficients. Following are the equations 
of these filters for one level of the decomposition: 

 [ ]   ∑ [ ]   (    )
 [ ]   ∑  [ ]   (    )

Where D[k] is the output of the high pass filter (detail), 
A[k] is the output of the low pass filter (approximation), h[n] is 
the half band of the low pass filter, g[n] is the half band of the 
high pass filter and x[n] is the discrete form of the original 
signal. The DWT decomposes the signal as illustrated in fig.3, 
where every approximation becomes a signal to be 
decomposed at the next level. The selection of wavelet 
function is a substantial step in the ECG signal decomposition 
[1], the selected function must be close enough to the analysed 
signal. The Symlet 7 (sym7) is the chosen function for this 
method; this function shows the best results comparing to 
others in the proposed method. 

B. ECG signal decomposition 

This paper proposes the use of the MIT-BIH Arrhythmia 
signals of the international database Physionet. These signals  
are sampled at 360Hz, where the maximum frequency range of 
the real signals component is 180Hz [1]. The values of these 
signals are higher and positive, where the baseline of these 
signals is 1024 and the real values are multiplied by 200. This 
allows an easy conservation of the data for storage and 
transmission. In this paper, we propose the conservation of the 
MIT-BIH values. In the evaluation of the results, these values 
are returned to their original form, where the baseline is lower 
and equal to zero. The DWT decomposes the signal as 
illustrated in Fig. 4, where C is the vector of the 
decomposition, as shown in Fig. 5. This vector contains 
different details and the last approximation of the desired 
resolution. This paper proposes to decompose the signal at four 
resolutions, which allows observing the conservation status of 
the ECG features e.g. the QRS complex. 

C. The hard thresholding step 

The hard thresholding permits to discard the data lower 
than the threshold coefficient as follows, where φ is the 
threshold coefficient and C[n] is the result vector of the 
wavelet decomposition: 

If        |C[n]| < φ, then C[n]=0; 

Else    C[n] is free of thresholding; 
The thresholding step allows reducing the noises presented 

in the second approximation and set one similar value to these 
noises. This paper proposes an adaptive threshold coefficient as 
follows: 

             | [ ]|


Where α is the parameter of thresholding, n1 to n2 presents 

the length of the details. The proposed coefficient allows a 
simple thresholding of the C vector, where the α parameter is 
the principal factor of the thresholding as shown in table 1, 
where the CR is the compression ratio, and the PRD is the 
Percentage Root mean. 
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Fig. 4. MIT-BIH signals decomposition using the DWT 

 

Fig. 5. MIT-BIH signals decomposition using the DWT. (a) The original signal; (b) C vector 

TABLE I.  THE INFLUENCE OF THE THRESHOLD PARAMETER ON THE 

COMPRESSION OF THE ECG SIGNAL 

α (%) CR PRD 

30 11,35 3,78 

20 10,77 3,14 

10 9,74 2,2 

5 8,40 1,69 

D. Run length encoding (RLE) 

The RLE permits to minimize the length of a vector or 
matrix where these data show a similarity. The aim of this 
technique is to count the redundancy of samples .e.g. 
considering this vector: a,a,a,b,b,c,d,d,d the RLE data vector is: 
a,b,c,d and the RLE redundancy vector is: 3,2,1,3. 

This paper proposes a modified RLE algorithm according 
to the needs of the compression process. As a result of the 
thresholding step, the only sample which presents a zero is 
concerned, where the zero presents the baseline of the signals. 
As indexed in the MIT-BIH database, the baseline of the ECG 
records is 1024. The proposed algorithm follows this property. 
Each presence of the sought sample is replaced by a new 
sample of “100”. The next sample of the minimized vector 
includes the number the run length of the sought sample. Fig. 6 
present an example of the application of the modified RLE 
algorithm. The proposed algorithm permits to have as a result 
only one vector, which his length is highly minimized 
compared to the original MIT-BIH signals. 
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1048 1024 1024 1204 667 1024 1024 1024 1024 898 1534 1192 1213 1024 1024 1024 

 

 

1048 100 3 667 100 4 898 1534 1192 1213 100 3 

 

Fig. 6. The modifed RLE results (a) The C vector; (b) The RLE vector 

E. The minimization of the bits number 

The aim of this process is to minimize the number of data 
presented in the compressed vector. The MIT-BIH database 
contains for each signal of 10 second 3600 samples. These 
signals are coded in 11/10 bits. The proposed minimization 
process allows reducing the number of bits to 9 bits/sample or 
lesser. The process is simple, each sample of the RLE vector 
higher than 100 is divided by 4 and adding to this value the 
RLE indicator of 100, where only the integer results are 
conserved. The difference between the original RLE vector and 
the minimized one is very low. Other data lesser than 100 will 
not be minimized because these data contain the RLE 
parameters, which are the RLE indicator and the run length 
number. The last approximation could contain some negative 
values. Before the divided, these data are returned to a positive 
form by adding a fixed number of 1024 to these samples, 
which is close to the maximum absolute value presented in the 
analysed signals. These samples are excluded from the RLE 
process. 

F. Decompression process 

The low complexity of the proposed method permits to the 
decompression process to be simple as well as the compression 
one. The decompressed process is as follows: 

Step 1. The RLE minimized vector is returned to his 
original form by subtracting the data higher than 
the RLE indicator by 100 and multiplying the 
result by 4.  

Step 2. The last approximation data are returned to his 
original form by subtracting the additive fixed 
number of 1024 from his values.  

Step 3. The decoding of the RLE vector using the inverse 
process of the modified RLE algorithm. Following 
is the RLE decoding process, Where RLE_V is the 
RLE vector, N is the length of the RLE_V and 
Rec_C is the reconstructed C victor:  

i=1; j=1; 

For j=1 N 

If RLE_V(j)=100 

 Rle= RLE_V(j+1); 

 Rec_C(i (i+rle))=1024 ; 

 J=j+2 ;i=i+rle; 

              Else  Rec_C(i)=RLE_V(j); 

j=j+1 ;i=i+1; 

Step 4. The last step is the inverse wavelet transform of 
the reconstructed C vector, which allows the 
reconstruction of the ECG signal. 

III. RESULTS AND DISCUSSION 

The simulation results have been drawn using MATLAB. 
As indexed previously, this paper proposes the use of some of 
the MIT-BIH Arrhythmia signals. 

A. Analysis of the qualitative results 

The qualitative results allow observing the signal quality 
before and after compression. This permits to evaluate 
qualitatively the performance of the proposed method. 

Fig. 7 and Fig. 8 shows the results of decompression of the 
MIT-BIH signals n°112 and n°121 respectively. These results 
have been drawn using different sorts of the α parameter.  As 
presented in these figures, the quality of the decompressed 
signal is related to the α parameter. The best result is presented 
in the lowest α parameter. This is due to the low loss of the 
data in the compression process, which influence also on the 
compression ratio (CR). The CR for the lowest α parameter is 
lesser than the highest α parameter. So, for the highest quality, 
the lowest value of the α parameter is recommended. However, 
for high compression of the ECG signal, the highest value of 
the α parameter is recommended. Even for the 30% of the α 
parameter, the reconstructed signal still shows important 
results, which is due to the high performances of the proposed 
method. 

B. Analysis of the quantitative results 

The quantitative results permit to evaluate statistically the 
performances of the proposed method using different statistical 
parameters presented in the related works. 

To evaluate the compression performances, three 
parameters are widely used [16-20], namely, the Percentage 
Root mean Difference (PRD), the Compression Ratio CR and 
the Quality Score (QS). Following are the PRD, the CR and the 
QS equations, where x[n] is the original signal,  ̃[ ]  is the 
reconstructed signal, Nbo is the number of bits in the original 
file and Nbr is the number of bits in the compressed file: 

        √
∑ ( [ ]  ̃[ ])  
   

∑  [ ]  
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Fig. 7. Example of different morphologies of the ECG signal 112. (a) 

Original signal; (b) Reconsructed signal for α=30%; (c) Reconsructed signal 

for α=20%; (d) Reconsructed signal for α=10%; (e) Reconsructed signal for 

α=5% 

The values used in the PRD evaluation are the values where 
the baseline is zero. This offers a real analysis of the proposed 
method.  

Fig. 9 presents the different results of the CR parameter and 
the PRD parameter of different α parameters in some of the 
MIT-BIH signals, namely, signals 112, 117 and 121. As shown 
in this figure, the PRD parameter varies between 5.78 and 1.62 
for an α parameter interval of 30% to 5%. For the same interval 
of α, the CR parameter varies between 12.36 and 8.40.  

The PRD results allow a good analysing of the ECG signal 
after the reconstruction. The CR results are valuable for the 
storage and the transmission of the ECG signal. The analysis of 
the statistical results allows observing the high performances of 
the proposed method in the compression of the ECG signal, 
where the proposed approach offers a simple method to deal 
with the storage issue of the ECG records. 

 

Fig. 8. Example of different morphologies of the ECG signal 121. (a) 

Original signal; (b) Reconsructed signal for α=30%; (c) Reconsructed signal 

for α=20%; (d) Reconsructed signal for α=10%; (e) Reconsructed signal for 
α=5% 

C. Performance comparison 

This paper proposes the evaluation of the statistical results 
comparing to others techniques recently published. Table 2 
presents the different results of the proposed method in the 
analysed ECG signals, as well as different results of other 
techniques, namely, R. Kumar [16], X. Wang [17-18] as 
reported in [16], and B. Huang [19], J. Chen [20] as reported in 
[19]. In bought the highest and the lowest α parameters, the 
proposed method shows competitive results comparing to [16-
20] and it shows the best quality score of 6,02. 

IV. CONCLUSION 

The compression of the ECG signal is a widely used 
process to deal with the storage capacity of the ECG records. 
The problem with this process is the possibility of losing some 
important features of the ECG signal. This loss could influence 
negatively the analysing of the heart condition. 

(a) 

(b) 

(c) 

(d) 

(e) 

(a) 

(b) 

(c) 

(d) 

(e) 
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Fig. 9. CR and PRD results of the proposed method using different levels of the α parameter 

TABLE II.  COMPARAISON RESULTS

Methods 
  

MIT-BIH signals 
 

CR PRD QS 

The proposed method α = 30% 112 11,35 3,78 3,00 

   
117 12,08 5,78 2,09 

   
121 12,63 3,34 3,78 

  
α = 20% 112 10,77 3,14 3,43 

   
117 11,40 3,19 3,57 

   
121 12,13 2,48 4,89 

  
α = 10% 112 9,74 2,2 4,43 

   
117 10,48 2,34 4,48 

   
121 11,21 1,94 5,78 

  
α = 5% 112 8,40 1,69 4,97 

   
117 9,40 1,95 4,82 

   
121 9,75 1,62 6,02 

R, Kumar   [16] 
 

Beta (2nd) 112 & 117 5,51 2,64 2,09 

  
Beta (3nd) 112 & 117 5,64 1,41 4,01 

X. Wang     [17] 
    

6,30 2,55 2,47 

X. Wang     [18] 
    

7,50 2,22 3,38 

B. Huang    [19] 
    

10,00 2,36 4,24 

J, Chen       [20] 
    

10,00 2,28 4,39 

This paper proposes an efficient method of the ECG signal 
compression using the discrete wavelet transform and the run 
length encoding. This method is based on the decomposition of 
the ECG signal, the thresholding stage and the encoding of the 
final data. This method is tested on some of the MIT-BIH 
arrhythmia signals from the international database Physionet.  
As the results of the proposed approach, the PRD parameter 

varies between 5.78 and 1.62 for an α parameter interval of 
30% to 5%. For the same interval of α, the CR parameter varies 
between 12.36 and 8.40. which permits to have an average 
quality score of 4.27. In bought the highest and the lowest α 
parameters, the proposed method shows competitive results 
comparing to other technique recently published. 
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The proposed approach shows high performances in the 
compression of the ECG signal with a simple method. This 
permits to this method to be implemented in different sorts of 
the software and hardware of the ECG signal analysis systems. 
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Abstract—this paper describes the implementation of an 

AMBA Based Advanced DMA Controller for SoC. It uses AMBA 

Specifications, where two buses AHB and APB are defined and 

works for processor as system bus and peripheral bus 

respectively. The DMA controller functions between these two 

buses as a bridge and allow them to work concurrently. 

Depending on the speed of peripherals it uses buffering 

mechanism. Therefore an asynchronous FIFO is used for 

synchronizing the speed of peripherals. The proposed DMA 

controller can works in SoC along with processor and achieve 

fast data rate. The method introduced significant volume of data 

transfer with very low timing characteristics. Thus it is a better 

choice in respect of timing and volume of data. These two issues 

have been resolved under this research study. The results are 

compared with the AMD processors, like Geode GX 466, GX 500 

and GX 533, and the presence and absence of DMA controller 

with processor is discussed and compared.  The DMAC stands to 

be better alternative in SoC design. 

Keywords—FPGA; AMBA; DMA; DMA Controller; SoC; data 

transfer rate; FIFO 

I. INTRODUCTION 

Direct Memory access (DMA) design works with processor 
and reduced the load of it. DMA is a logical block to access the 
data of peripherals and easily to understand individually. But 
with other blocks and processor it is difficult to understand.  
DMA allows accessing the data easily without the 
involvements of the processor, from the devices connected to 
computer. Therefore it makes accessing the device memory 
and system memory easily and allows the processor to work 
simultaneously on its own job while on-going operations of 
memory usage are carried-out by externally connected devices. 
Doing this DMA made system performance to boost by 
allowing processor to perform more other task.  Many 
hardware entities like desk drive controllers, sound, graphics 
and network cards are using DMA in many systems. It plays an 
important role in computers to access system memory directly. 
Similarly it plays an important role in embedded systems.  
DMA becomes an important unit of System on Chip (SoC) 
architecture. It offers significantly fast data transfer rate 
between memory and external devices connected to system [1]. 
The DMA performance enhances while using with the bus 
architecture [2]. 

The data is transferred between system memory and 
peripherals first time using the old Industrial Standard 
Architecture (ISA) bus by The Intel's first DMA 8237 first 
used in IBM PC in 1981[3]. Which supports four channel and 
capable to transfer data by 1.6 megabytes bitrate every second. 

Each single channel can address a full 64 kilo bytes part of 
memory and able to transfer 64 Kbytes in one programming 
[4]. The ISA bus and system bus were initially identical, and 
later separated by ISA Bridge. The IBM AT clones CPU works 
at higher frequency than ISA expansion therefore it is 
necessary to make them separate. 

Another enhancement in bus architecture introduces, is in 
1992 the Peripheral Component Interface (PCI) bus 
architecture. The concept of bus mastering introduces (first 
party DMA). It means a single device at a time can access the 
bus and known as bus master. If multiple devices have to use 
the same bus the arbitrary method is used [5]. Later in 1997 the 
packet switching concept with full duplexed mode for 
interfacing between system memory and multiple devices has 
introduces. The bus is then called PCI express (PCIe) proposed 
by Intel [6]. The packet switching is used and arbitrary logic 
replaced in the PCIe routings switches. PCIe provides 
background compatibility to PCI on driver levels. The PCIe 
increases the band width to almost double using x1 link pair for 
separate transmitting and receiving channels. On other side a 
very useful Bus architecture is going to start using by 
embedded products for DMA operations called advanced 
microcontroller bus architecture (AMBA) in System on Chip 
(SoC). AMBA is registered trade mark of advanced RISC 
machine (ARM) Ltd [7]. The first native AMBA interfaces are 
introduces in late 1997 with cashed cores [8]. AMBA on SoC 
is an on-chip interconnects specification for connecting and 
managing various functional blocks. It supports multi-
processor designs with immense numbers of controllers and 
peripherals. AMBA specification defines two buses named 
AHB and APB and is an open standard. 

Currently, AMBA is extensively used in Application 
specific Integrated circuit (ASIC) or SoC based portable recent 
mobile devices for example smart phones. DMA controller and 
embedded processor in SoC have close relation. The 
performance of processor will effected drastically for not 
integration DMA along with it [1]. Like a human body is a 
system and it can perform many tasks by much subsystem. 
Similarly embedded system comprises multiple functions. All 
these functions may perform by one or more processors in any 
embedded system, but the question here is that, if processor is 
involve in doing all transfer task, how will be the performance 
effects. It will be busy most of the time in sharing / transferring 
data. For this purpose the better alternative is DMA to improve 
the performance and avoid the extra burden on processor. 

The DMA method for data transferring along with 
processor in FPGA (Field Programmable Gate Array) having 
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many advantages. In this approach, the specific peripherals can 
be selected based on applications.  The memory blocks, 
memory controllers, buses, peripherals and peripheral 
controller are easily added with the embedded processor 
system, as a result the system become progressively more 
impressive and useful[9]. The FPGA based method works on 
the principle of transmitting and receiving DMA for writing 
and reading respectively.  It consists of two controller state 
machine separately, works to achieve a moderate transfer rate 
[10]. 

In the proposed method we implemented a DMA controller 
for embedded applications. It uses AMBA specifications and 
can be used in SoC based design. This DMAC is an attempt to 
improve data transfer characteristics. The transfer rate is 
achieved significantly better as compared to AMD and ARM 
processors used in embedded applications. It offers advanced 
features while keeping the very low gate count. It keeps 
processor in an idle state and use DMA controller to transfer 
volume of data. The Virtex7 FPGA is used to implement the 
design [11]. Two case studies have presented to compare the 
performance of DMAC with processor. The study examines 
the techniques for optimizing performance and cost in 
embedded system. 

II. METHODOLOGIES 

A. principal operations 

Direct memory access is method in which the data will 
transfer between main memory and connecting peripherals and 
vice versa without the involvement of processor. The principle 
to access data from main memory by input output device 
independently, DMA transfer method is shown in Fig 1. DMA 
can perform coping (transfer) data form intra-chip in multi-core 
processor and memory to memory. 

 
Fig. 1. DMA Transfer Methode  

The logic that performs operations like addresses 
generation and reads writes, called DMA Controller (DMAC). 
The processor works in low state and configures the DMAC 
for data transfer, and carry on with its own task. Once 
processor grants the system bus, all the operations of 
peripherals are performed by DMAC. 

Data transfer operations begins when DMAC send the bus 
request (BR) signal to processor to relinquish control of the 

bus. In response to BR, The processor first completes the task 
in hand and sends the bus grant (BG) signal. After receiving 
BG signal, the DMAC get control on system bus and generate 
essential signals to perform data transfer operations. DMA 
controller and the memory are address by the address bus. The 
register selects (RS) and device select (DS) lines are activated 
by addressing DMA controller and are perform read or write 
operations at the selected memory location. The acknowledge 
line is set by DMA when the system starts transfer operations. 
Data bus transfers data between external peripherals and 
memory. The interrupt signal is used to inform the processor 
about the termination of transferring data operations.  The 
proposed method works on the similar principle. 

B. Proposed Architecture 

This research study proposes the DMA controller which 
works on AMBA specification. The AMBA based system 
usually consists of Advanced High-performance Bus (AHB) 
and Advanced Peripheral Bus (APB). Therefore a bridge 
between these two is required for transfer operations and called  

 

 
Fig. 2. AMBA System 

AHB-APB bridge, this AMBA System shown in Fig 2. AMBA 
is open standard for 32-bit embedded processor and used in 
various SoCs as an on-chip system bus.
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Fig. 3. AMBA Based DMA Controller for Embedded Applications 

Now a day it works the de facto standard for SoC design [9]. It 
delivers variety of transactions like single and burst transfer, in 
which the single and several data packets are transferred 
respectively. The AMBA system usually consist of various 
components like memory (on chip RAM), processor, 
AHB/APB Bridge and peripherals like Interrupt ,UART, Timer 
and GPIO(General-purpose input/output). 

C. System Bus and Peripheral Bus 

There are two system buses are contributes while transfer 
operation carried out. First one is AHB and second one ASB 
(Advanced System Bus). The AHB supports up to 128 bits 
transfer and used in high performance systems. It can support 
both single and multiple bus masters. It consists of master, 
slave, decoder and arbiter.  It is available first time in AMBA 2 
and later it is upgraded in AMBA 3. The simple AMBA system 
consists of one or more masters connected to one or more slave 
devices. The multiple master configuration uses arbitrator logic 
to choose one among several at a time. The One master 
multiple slaves configuration is called AHB-Lite. 

The Advanced System Bus (ASB) is also a high 
performance bus. It also uses arbitrator for multiple masters. It 
is a synchronous bus, allows only one master at a time. ASB 
support a rich feature of pipeline where address and data 
transfer take place in parallel. 

On the other side The peripheral bus known as  
APB(Advanced Peripheral Bus) is a low performance bus used 
to connect the peripherals to system bus of SoC. APB is 
interfaced with system bus (like AHB) through bridge called 
AHB-APB bridge for transfer operations. It allows the AHB 
master to address the slave on the other side of peripheral. It 
guaranteed about the connection but between master and slave 
but not ensure of correctness.  

The Functional block AMBA based DMA controller for 
embedded applications shown in Fig 3. It consists of ARM 
processor, system memory, a generic first in first out (FIFO), 
priority arbitrator, AHB matrix and APB slave. This DMA 

supports AMBA AHB-Lite. It support memory to memory, 
memory to peripherals and peripheral to memory transfer. This 
DMA Controller mainly divide in two part one side is AHB 
and other side is APB. DMA usually can work in one master 
and many slaves mode (like AHB-Lite protocol) and multiple 
masters and multiple slaves’ mode. For this design it works as 
one master and multiple slave mode and can be enhance to 
multiple master mode in future. Therefore it is compatible with 
AHB-lite protocol where one master with multiple slaves’ are 
used and the configuration is shown in Fig 4. This 
configuration not uses the arbiter block to select master. It 
contains a decoder, which decides master requests into slave 
triggering signals. Additionally, if there are multiple masters, 
an arbiter is included which decides which master gets to 
access the bus at any time. AHB masters can carry out burst 
transfers where multiple data elements are read/written from/to 
a slave in a particular transaction. 

 Multiplexer is used to confirm that only one slave from 
several can access the data bus at a single time. Decoder is 
used for selection of the slave to perform transfer operation 
from several. It selects the slave and set the select input of 
multiplexer simultaneously to select respective slave to read 

 

Fig. 4. One Master Multiple Slave Configuration 
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Fig. 5. Multiple Masters and Multiple Slave Configuration 

from and write to data bus. DMA can also works in multiple 
masters and multiple slave mode, this configuration is shown 
in Fig 5. 

This mode of operation uses arbiter logic to select one from 
many masters. Multiple masters can request to arbiter but 
arbiter grant request to only one. This method offers pipeline 
protocol, where address transfer, data transfer and arbitration 
can take place instantaneously. 

DMA operation starts when the processor configures the 
DMA, AHB master catches the access to the bus when the 
arbiter grant the request of an AHB master. After receiving 
access the AHB master completes the data transmission 
between AHB and FIFO.  The APB master request to achieve 
the control of APB, It will gets access to the bus and complete 
the data transfer between APB and FIFO, after arbitration 
completes transfer with the help of the APB bridge. The APB 
and AHB operations are carried out independently; therefore 
DMAC could accomplish these two operations concurrently. 

III. RESULTS AND COMPARISON 

The AMBA based Advanced DMA controller for SoC is 
implemented in Verilog hardware descriptive language (HDL). 
The simulation and synthesis are performed by Modelsim and 
Xilinx tool respectively. The simulation process is automated 
for design scheme for various test conditions under writing and 
reading operations, and the respective wave forms are 
represented in Fig 6. The transfer processes are executed upon 
the access to bus is approved. The hardware is synthesized, 
when functional verification found to be error free by 
modelsim. Virtex-7 target device is selected with speed grade-
4. The results are achieved by successful completion of 
synthesis process on FPGA. 

It is quite obvious from the synthesis results that the design 
utilizes 168 LUTs at 476MHz of maximum frequency in 2.10 
nsec times. These values are tabulated in TABLE I. 

The results point out to have gained maximum frequency to 
be 476 MHz or 476,000,000 cycles/sec, which meant that the 

DMAC is able to transfer 1904 megabytes data per second 
[4*476 M = 1904 megabytes/sec]. 

The performance results are examined by comparing the 
existing embedded processor of AMD. The embedded 
processor used in SoC such as AMD Geode GX 466 works on 
333 MHz frequency, Geode GX 500 at 366MHz and Geode 
GX 533 on 400 MHz [12]. Therefor data transfer rate of these 
processors with 32 bit data width results in 1332M bytes 
[4*333M = 1332 megabytes/sec], 1364M bytes [4*366M = 
1364 megabytes/sec] and 1600M bytes [4*400M = 1600 
megabytes/sec]. The comparison table is shown by TABLE II. 

The data transfer rate, clearly much better in case of 
proposed DMA controller when compared to above three 
illustrations. The comparison is plotted in the graph of Fig 6. 

There are few latest processor work on high frequency 
when compared to DMAC, obviously transfer more bytes in 
respect of time. However DMAC transfer more significant 
volume of data. Where these processors failed to maintained 
the same rate of transfer for large volume of data. As number 
of cycles increases there transfer rate decreases. The DMA 
functional verification is shown in Fig 7 indicating read and 
write operation of DMA. 

Another comparison is plotted in Fig 8 for the rate of data 
transfer with and without DMA along with processor. Using 
the CPU consumes more instruction cycles to copy the data 
and it generally consumes more power. Instead DMA can 
perform the same task without processor. This way DMA is 
used to optimize the power and speed. Thus it is quite cleared 
from this comparison DMA can play a significant role in SoC 
for data coping. The DMAC is pleasantly incorporating 
significant volume of data transfer. This not only benefit 
through high volume data transfer, but also increased transfer 
rate as well, consumes low power and reducing the stress on 
the processor is another impact. 

 
Fig. 6. Performance Comparison between DMAC and AMD Geode GX 

Series Processors GX 466,500 and 533 
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Fig. 7. DMA Read and Write Operation 

IV. CONCLUSION 

The AMBA based Advanced DMA controller for SoC is 
supposed to be a good alternative to use in SoC based 
embedded design. This architecture is an effort to increase data 
transfer characteristics. The timing and volume of data transfer 
are serious complications. The DMA controller has fixed these 
two issues. This is emphasized with three cases of comparison. 

After preparing out the characteristics of these examples, 
the proposed DMA controller outlooks to be better alternative 
for high speed data transfer in innumerable application fields 
such as multimedia processing. Future improvements include 
the application of the proposed practice to various multi-
processor cores where speed and power are desired. 

TABLE I.  SYNTHESIS RESULTS GOR DMAC 

Design 

Max 

Ferequency  

(MHz) 

Time 

(nsec) 

LUTs 

Area 

Utilisation 

Cycles  

per Sec 

DMAC 476 2.10 168 >1% 

476 

mega 
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Fig. 8. Processor Utilization(instruction cycles) with and without DMA 

TABLE II.  TRANSFER RATE PER UNIT TIME 

Transfer 

Time 

(msec) 

Transfer Rate  ( Mbytes) 

Proposed 

DMAC 

Geode GX 

466 

Geode GX 

500 

Geode GX 

533 

0.01 0.01904 
0.01332 0.01364 0.016 

0.1 0.1904 
0.1332 0.1364 0.16 

1 1.904 
1.332 1.364 1.6 

10 19.04 
13.32 13.64 16 

100 190.4 
133.2 136.4 160 

1000 1904 
1332 1364 1600 
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Abstract—Software agents are autonomous entities that can 

interact intelligently with other agents as well as their 

environment in order to carry out a specific task. We have 

proposed a role-based multi-agent system for e-learning. This 

multi-agent system is based on Agent-Group-Role (AGR) 

method. As a multi-agent system is distributed, ensuring 

correctness is an important issue. We have formally modeled our 

role-based multi-agent system. The correctness properties of 

liveness and safety are specified as well as verified. Timed-

automata based model checker UPPAAL is used for the 

specification as well as verification of the e-learning system. This 

results in a formally specified and verified model of the role-

based multi-agent system. 

Keywords—Information Management System (IMS); Multi-Agent 

System (MAS); Role Based Multi-Agent Systems; Agent-Group-

Role (AGR); Agent-based Virtual Classroom (AVC); Intelligent 

Virtual Classroom (IVC); E-Learning; Information and 

Communication Technologies (ICTs); Formal verification; Model 
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I. INTRODUCTION 

Use of information and communication technologies plays 
a vital role in a virtual classroom. E-learning systems are 
widely being deployed by many universities. Several new 
techniques like blended learning, peer-to-peer learning, and 
collaborative learning are being introduced [21]. Collaborative 
learning is an approach which builds up confidence in students 
and helps students to be independent in learning as well as an 
efficient team member to build up a knowledge base [17]. It 
also helps to learn from the experiences of others. This is 
practically possible in real classrooms but intelligent systems 
can also provide this as a feature in virtual classroom systems 
for e-learning. 

Agent-based computing system developed for e-learning 
has concurrent processes and is distributed in nature. Along 
with these characteristics this type of system demands 
intelligence and social learning abilities. A multi-agent system 
is equipped with these features; and provides many fringe 
benefits like autonomy, social ability, reactivity and pro-
activeness [3]. A role-based approach for multi-agent systems 
based on AALAADIN meta model [18] called AGR (Agent / 
Group / Role) have potential to prototype components of an 
organization (i.e. persons, environment) in the form of 
intelligent agents [1]. 

At the same time, the software systems are error prone [4]. 
And if these systems are distributed and concurrent, errors are 
enormous due to complexity. There are many techniques for 
error detection, error removal, and error reduction in software 
systems like software testing, inspection, or simulation [5]. 
Model checking is a popular technique for formal verification 
which formally verifies system properties to prove the 
correctness of the system. This enables an Intelligent Virtual 
Classroom with correct intended behavior. 

In our paper, Section 2 elaborates state-of-the-art, agents, 
multi-agent systems, e-learning, correctness, formal 
verification, model checking, and timed-automata. In Section 
3, we propose a role-based multi-agent system for an 
Intelligent Virtual Classroom (IVC) to be used in e-learning 
environment.  

Our IVC is the core of MASEL (Multi-Agent System for E-

Learning) featuring collaborative learning in an intelligent and 
flexible manner with Agent-Group-Role (AGR) architecture. 
We have elaborated on how a new skill is coined by the 
teacher; how students share knowledge; how students consider 
each other as peers; and how group leaders are selected using 
role-based intelligent agents. Furthermore, in Section 4, the 
states of the systems are defined in timed-automata and 
correctness of the system is formally verified with the help of 
model checking. Concluding notes about our proposed 
approach and suggestions for future work are presented in 
Section 5. 

II. STATE OF THE ART 

A. Agents and Multi-Agent Systems 

An agent “is an encapsulated computer system that is 
situated in some environment” [39]. An agent-based system 
has autonomy, social ability, reactivity, and proactive-ness 
properties [39][27]. Multi-agent systems may have 
heterogeneous or homogeneous agents. Multiple interacting 
agents in some environment for a common goal are called 
multi-agent systems, which are true implementation of agents. 
Agents in multi-agent systems can either have their own 
personal goals or an overall system goal.  According to [20] 
multi-agent systems evolved from distributed artificial 
intelligence. Multi-agent systems are attractive for designing 
and implementing open and distributed systems because of 
their modularization and abstraction capabilities. Odell has 
noted several applications of multi-agent system [35]. ZEUS,  
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JADE [6], agenTool, RETSINA, JATLite, FIPA-OS, 
JAFMAS, Agent Building Shell, OAA, Cougaar, AgentSpace, 
Cybele and MADkit [24] [25] are tools for multi-agent system 
development [4]. Multi-agent development kit was developed 
at LIRMM (France). It is based on a model AALAADIN. This 
model shapes agents as agent, group, and role in an 
organization. MADKIT is used for many applications like 
agent-based social networks or agent-based robots [24] [25]. 

There are various approaches for multi-agent systems 
based on roles of agents [10]. Almost each approach faces the 
common problems of heterogeneity of languages, multiple 
operations, and languages and security.  [18] proposes a model 
AALAADIN which address all these issues. AALAADIN, 
ROPE (Role-Oriented Programming), TRUCE (Tasks and 
Roles in Unified Coordination Environment), Yu and 
Schmid’s proposal, Kendall’s proposal, RoleEP  (Role-based 
Evolutionary Programming), BRAIN (Behavioral Role for 
Agent INteraction), Fasli’s proposal, Gaia [40], TRANS 
(Tractable Role-based Agent prototype for concurrent 
Navigation Systems), RICA (RICA-J) 
Role/Interaction/Communicative Action, Zhu and Zhou’s 
proposal [10], Role based BDI framework [31] are different 
approaches for role-based multi-agent systems development. 
AALAADIN meta-model, as its advocates [18], [24], [19] 
claim that it addresses three main problems (heterogeneity of 
languages, multiple applications and architecture, security) of 
multi-agent systems for their design and implementation. 
Agent, group role is the notation used for creation of 
organization of multi-agent systems in AALAADIN. 
Community/Group/Role (CGR) as a variation of AGR is also 
used in MadKit [24]. MadKit is a toolkit based on java for 
development of organization-centered multi-agent systems 
based on AGR (Agent/Group/Role) architecture [24]. AGRE 
(Agent-Group-Role-Environment), OCMAS (Organization 
Centered Multi-Agent Systems), MASQ (Multi-Agent 
Systems based on Quadrants) are extension of AGR [19]. 

B. e-Learning 

The most comprehensive definition of e-learning is “the 
use of any kind of internet or communication service or 
electronic device that supports learning process” [17]. One 
good thing for e-learning is that now it is being widely 
accepted by teachers and students regardless of any particular 
discipline of education [29]. Modern e-learning systems use 
artificial intelligence to make it more efficient and productive 
[21]. [33] proposed a collaborative learning method based on 
multi-agent system. [34] studied and proposed an architecture 
of an intelligent tutoring system to support distance learning. 
Tutoring systems for distance education are not new to 
research and academic community. There are many early 
examples for these types of systems like [8] and [9]. Virtual 
classrooms are the core of any tutoring systems.  Agent 
technology is being widely used to model students and 
teachers and handle their interaction, address their dynamic 
and run-time needs by their novel characteristics like 
intelligence and autonomy. An agent-based Virtual Classroom 
(AVC) represents virtual professor agent, virtual student 
agent, and the interfaces between them. A content agent is also 
present in AVC to provide relevant content and handle the 
changes in content [37]. 

C. Correctness: Safety and liveness properties 

Correctness verifies that the software behavior (i.e. 
functionality) is exactly according to its requirement 
specifications.  It is a mathematical property that is absolute. 
Thus a program is functionally correct if it behaves according 
to its stated functional requirements [22]. Correctness can be 
accessed systematically and precisely by rigorously specifying 
the functional requirements [41]. 

The fundamental correctness properties are safety and 
liveness. Safety property is an invariant which asserts that 
something bad never happens, that an acceptable state of 
affairs is maintained. [32] has defined safety property as a 
deterministic process. ERROR conditions are like exceptions 
which state what is not required, as in a complex system we 
specify safety property by directly stating what is required. 
The liveness property asserts “something good happens” 
which describes the states of a system that an agent must bring 
about given certain conditions [41]. Both safety and liveness 
complement each other and play an important role in system 
verification. Progress [23] is also a type of liveness property. 
Reachability of state in the system under study means that, a 
particular state is reachable. Deadlock freeness means absence 
of deadlocks. This is achieved by proving safety and liveness 
properties. It assures that system will not stop working until in 
a decided terminal state. Timed automata [28] is an approach 
for model checking in which systems states are explicitly 
defined and correctness of the systems is assured by these 
formally verifying the safety, liveness, and reachability of 
these states of the system. 

D. Formal verification 

Formal methods are techniques based on mathematics to 
design and develop software systems. Formal methods include 
techniques like formal specification, formal verification and 
automatic theorem proving [7].  Formal verification is the 
mathematical demonstration of the correctness of a system. 
Formal verification, on its mathematical foundations examines 
the system in accordance with the given formal specification 
of that system [38]. If an error is in early phases of 
development, it can cause big losses at the later phases. 
Formal verification provides ways for early detection of 
errors. 

In [41], we have proposed a mathematical model based on 
UPPAAL for the design and formal verification of a multi-
agent based transport system. Formal verification proves or 
disproves the correctness properties of the system. 

E. Model Checking 

Model Checking [12][13][14][15][16][28][36] is a method 
for automatic and algorithmic verification of finite state 
concurrent systems [41]. OBDD (Ordered Binary Decision 
Diagrams), SAT-based translation [2], Fix-point 
characterization of CTL [5] and timed automata are techniques 
for model checking. 

Model checking is for finite systems but can be scaled up 
for complex systems (i.e. multi-agent systems) having infinite 
number of states. It involves the formal verification of system 
properties to prove the correctness of the multi-agent system. 
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A complex system has a large number of independent 
interacting components, with non-linear aggregate activity, 
with concurrency between components and constant evolution 
[41]. 

Model checking due to its dynamic and automatic 
capabilities is more suitable for multi-agent systems; it is 
executed as an in-depth state space exploration that is 
guaranteed to terminate since the given model is finite; its 
algorithms are used to improve the system design; it can 
handle a large number of states and can be used for evolving 
systems [22]. There are many tools for model checking, for 
example, MCMAS (Model Checking Multi-Agent Systems), 
SMV (Symbolic Model Verifier) [11], SPIN (Simple 
PROmela Interpreter) [26], VDM (Vienna Development 
Model), LTSA (Labeled Transition System Analyzer) [32], 
Petri-nets and UPPAAL [30]. 

F. Timed Automata 

Timed automaton models finite state real-time systems. A 
timed automaton is a finite-state automaton equipped with a 
finite set of real-value clock variables called clocks, which are 
used to measure the elapse of time. In [41] we have detailed 
timed-automata. 

Timed automata are described with two elements: (1) 
Automata and (2) the passage of time. Control states for the 
system and their transition are defined in automata along with 
the instances of the states. Time constraints are imposed on 
transitions of the state with the help of clocks [5]. 

UPPAAL [30] is a formal tool for symbolic model 
checking of real-time systems developed at the University of 
Uppsala (Sweden) and Aalborg (Denmark). In [41], we have 
discussed UPPAAL as well as formally designed and verified 
a multi-agent based transport system. 

III. ROLE-BASED MULTI-AGENT SYSTEM FOR E-LEARNING 

(MASEL) 

A multi-agent system based on roles for e-learning named 
MASEL is proposed. The core of the system is Intelligent 
Virtual Classroom (IVC). Features proposed in MASEL are: 

1) Employ collaborative learning 

2) Enable real-time group discussion 

3) Dynamic synchronization of learning process 

4) Real-time question and answer sessions between 

students and teachers 

5) Dynamic delivery of lessons 

6) Adaptive assessment 

7) Study habits of the people involved in learning process 

8) Create a sense of community by virtual teachers and 

students 

9) Multi-platform access 

10) Using project based learning methods 

G. Layers of MASeL 

Depending upon the functionalities and roles of individual 
agents, the agents can form group to form a community of 
agents. Groups of these intelligent agents are placed in layered 
architecture as shown in Figure 1. 

 

Fig. 1. Layers of MASeL 

IVC agents are a group of agents which constitute the core 
of MASEL. Virtual students play an active or passive peer role 
with the real student. Virtual teachers have the ability to 
demonstrate a content-centered as well as student-centered 
role as demanded by the environment. 

H. Roles of Agents in MASeL 

Each agent in MASeL has a specific role. Based on the 
role of agents, they are classified in groups. 

I. Intelligent Virtual Classroom (IVC) 

The IVC consists of instructional group, student group, 
and support group agents. These three group of agents interact 
in IVC and this intelligent interaction results into a learning 
environment. 
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Fig. 2. MASeL: Agent roles 

Fig. 3. MASeL: Intelligent Virtual Classroom 
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IV. TIMED-BASED MODEL CHECKING OF MASEL 

J. Scenario-1: Active discussion session between students 

and teacher 

 

Fig. 4. UPPAAL: Timed-based automata model of active discussion session 

K. Scenario-2: Student asking question in IVC 

 

Fig. 5. UPPAAL: Timed-based automata model of student asking question in IVC 

L. Scenario-3: Use of White-board by participants of IVC 

 
Fig. 6. UPPAAL: Timed-automata model of the use of white-board by IVC participants 
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M. MASEL Safety properties specified and verified in UPPAAL 

Scenario Properties satisfied by model checking Description 

White board 

A[] forall (i:presenterid_t) 

       forall (j:presenterid_t)   

         Participator(i).UseWhiteboard 

         &&  

         Participator(j).UseWhiteboard imply i==j 

 

A[] not deadlock 

At any time instance there is only one 

individual using the White board (Mutual 

Exclusion requirement) 

 

The system is deadlock-free 

Two students 

A[]( not (PeerStudent0.AskQuestion and 

          PeerStudent1.AskQuestion)) 

A[] not deadlock 

Mutex property 

The system is deadlock-free 

Active 

discussion 

session 

E<> Teacher.Busy 

 

Teacher can receive (and store in queue) 

messages from hand raising students 

E<> Student(0).Make_Discussion Student(0) can make discussion with teacher 

 

E<> Student(0).Make_Discussion and   

    Student(1).Wait 

When student(0) makes discussion with 

teacher. Student(1) waits till student(0) ends 

discussion 

E<> Student(0).Make_Discussion and  

forall (i : id_s) i != 0 imply    

                  Student(i).Wait) 

Student(0) can make discussion while the 

other students are waiting to start their own 

discussion 

A[] forall (i : id_s)  

     forall (j : id_s) 

Student(i).Make_Discussion &&    

Student(j).Make_Discussion imply i == j 

At any given time instance there is never 

more than one student making discussion 

with the teacher 

A[] Teacher.list[N] == 0 There can never be N elements in the queue 

(thus the array will not overflow) 

Student(0).Hand_Raise -->   

              Student(0).Make_Discussion 

Whenever a Student(0) raises hand for a 

query, it will eventually entertained by 

teacher agent 

A[] not deadlock The system is deadlock-free 

V. CONCLUSION AND FUTURE WORK 

Education is of fundamental importance in a developing 
country like Pakistan. Due to the lack of funds for educational 
infrastructure, less-expensive alternatives should be proposed 
to promote education. E-learning is one of the cheapest 
solutions for spreading education. And a correct e-learning 
system is fundamental. A model of multi-agent e-learning 
system that is formally specified and its correctness properties 
are verified is prorposed in this paper. An interactive correct 
working model of the system is proposed. This model can be 
translated into a full working implementation of the system. 
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Abstract—Sepsis is a global health problem that causes risk of 

death. In the developing world, about 60 to 80 % of death cases 

are caused by Sepsis. Rapid methods for detecting its causes, 

represent one of the major factors that may reduce Sepsis risks.  

Such methods can provide microbial detection and identification 

which is critical to determine the right treatment for the patient. 

Microbial and Pyrogen detection is important for quality control 

system to ensure the absence of pathogens and Pyrogens in the 

manufacturing of both medical and food products. Raman 

spectroscopes represent a q uick and accurate identification and 

detection method, for bacteria and bacterial endotoxin, which 

this plays an important role in delivering high quality biomedical 

products using the power of Raman spectroscopy. It is a rapid 

method for chemical structure detection that can be used in 

identifying and classifying bacteria and bacterial endotoxin. Such 

a method acts as a solution for time and cost effective quality 

control procedures. 

This work presents an automatic system based on Raman 

spectroscopy to detect and identify bacteria and bacterial 

endotoxin. It uses the frequency properties of Raman scattering 

through the interaction between organic materials and 

electromagnetic waves. The scattered intensities are measured 

and wave number converted into frequency, then the cepstral 

coefficients are extracted for both the detection and 

identification. The methodology depends on normalization of 

Fourier transformed cepstral signal to extract their classification 

features. Experiments’ results proved effective identification and 

detection of bacteria and bacterial endotoxin even with 

concentrations as low as 0.0003 Endotoxin unit (EU)/ml and 1 

Colony Forming Unit (CFU)/ml using signal processing based  

enhancement technique. 

Keywords—Rapid Microbial Detection; Rapid Pyrogen 

Detection; Microwave Spectroscopy; Dielectric Spectroscopy; Ultra 

Wide Band; Cepstral Analysis; Raman Spectroscopy 

I. INTRODUCTION 

Endotoxaemia and Sepsis are the leading cause of death in 
surgeries [1][2]. One of its causes is the absence of an 
automatic system for bacteria detection and identification that 
provides a rapid method for bacteria and bacterial endotoxin 
detection to choose the suitable clinical therapeutic 
procedures.  Such a system may represent essential tool for a 
quality control system in pharmaceutical industry of 
intravenous injection products [3][4]. 

Endotoxins are Lipopolysaccharide (LPS) Pyrogens 
produced by negative gram bacteria outer cell walls5. 

There are several methods for bacteria identification and 
classification such as gram staining, culturing and biochemical 
methods. Another known method such as polymerase chain 
reaction used to amplify short DNA fragments (Primers) that 
recognize sequences of genes that encode essential molecule. 
In case of bacteria detection and identification, the PCR 
method depends on the primers of DNA sequences of bacteria 
genes [6]. PCR needs sophisticated equipment, several 
components and reagents. PCR testing takes greater than 15 
minutes [6]. 

Another drawback is the difficulty to identify and detect 
mixed containment. One of the new and instrumental based 
rapid method is the adenosine triphosphate (ATP) 
bioluminescence. It depends on special sample preparation 
utilizes specific enzyme combination and surfactant. The 
enzyme breaks down microbial ATP and produce visible light 
which measured the microbial presence. One of main 
drawback is the non-microbial ATP reaction and false positive 
indication. It is time consuming method requiring 24-48 hours 
to be completed. There are many other instrumental based 
rapid methods for microbial detection [7]. However, they are 
rapid, they have drawbacks such as time consuming, lower 
specify, false identification and quantification. 

On the other hand, there are several endotoxins' assays 
such as Thiobarbituric acid –assay, Rabbit Pyrogen 
Test(RPT), Human blood test  , Endotoxin Activity Assay and 
the well-known (gel clotting or photometric) Limulus 
Amebocyte Lysate (LAL) assay [1][8]. Different methods and 
instrumentation, used in detection of endotoxin, already exist 
such as Capillary electrophoresis, Laser Induced Fluorescence 
(CE-LIF), Gas chromatography –Mass Spectroscopy (GC-
MS), Matrix – Assisted Laser Desorption Ionization –Time of 
Flight Mass spectroscopy(MALDI-TOF-MS), Ion trap mass 
spectroscopy and Fourier Transform Ion Cyclotron Resonance 
Mass Spectroscopy[8-10]. However, since using the above 
mentioned instrumental methods, is very artful and 
complicated. This due to the fact that as these methods need 
samples’ preparations and derivatization as preparatory step 
for instrument to detect the LPS. As a result, these methods 
are time consuming which is not preferred especially in case 
of severe sepsis that cause death in less than an hour. 
Moreover, they need complex procedures to ensure accurate 
measurements and have expensive implementations. 

The main objective of this research is to establish an 
alternative accurate method for rapid bacterial and bacterial  
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endotoxin detection and identification with low running cost. 
Towards the progress in rapid microbial method development, 
vibrational spectroscopes took a contribution in developing 
new automatic system based on the Surface Enhanced Raman 
Spectroscopy (SERS). SERS is in Raman Spectroscopy to 
enhance the Raman scatter intensity of biological sample 
which is very weak as it suffers from high fluorescence 
background due to presence of macromolecules which is 
fluorophore in nature. The technique mainly depends on 
plasmon resonance [11][12]. 

Raman Spectroscopy is a vibrational spectroscopy which 
characterizes the material based on vibrational frequencies 
resulting from inelastic scatters of laser source’s polarization 
effect. Vibrational and rotational spectroscopy are linked to 
the  main electromagnetic wave interaction properties which is  
the dielectric mechanisms or polarization effects(Electronic 
and atomic Polarization, Dipole and ionic 
relaxation)[13][14].Since the materials containing charged 
particles produce secondary fields when it comes in contact 
with electric or magnetic fields. They result in conduction, 
polarization, or magnetization of the particles in that material. 
Polarization of the particles forces the material to act as a 
dielectric [14][15].  The permittivity is determined by 
dielectric material’s ability to polarize its particles under the 
influence of an electric field [13][14]. The polarization effect 
or dielectric mechanism is linked to the material’s interaction 
properties under study of the electromagnetic waves, 
especially electric field components of the wave. The 
vibrational mode of the molecule depends on the frequency of 
the applied field. The vibrational motion of the molecules 
induces a displacement in molecule equilibrium position, 
called electric displacement and can be expressed by equation 
(1) 

 ( )       ( )                                    (1) 
Where,    is the angular frequency    ,  ( )  is the 

electric field of the microwave relative to oscillation 
frequency,   is the Polarization density corresponding to 
dipole moment density expressed by equation (2) 

                                                           (2) 
So the displacement occurring is related to the applied 

electric filed which induced by the dipole moment, where   is 
the molecular polarizability which is a material property that 
depend on the material structure and bond nature. The 
polarizability has direct link with material dielectric properties 
as expressed in equation (3) and (4) 

                                                            (3) 
Where    is the electric susceptibility of the material and 

can be expressed as equation (4) 

     
 ( )                                             (4) 

Where,   ( )is the complex permittivity relative to each 
frequency variation. According to equation (3) and (4),    can 
be expressed as follow in equation (5) 

   (  ( )   )                                    (5) 
By substituting in equation (2) using equation (5), we can 

express the dipole moment in terms of  complex permittivity 
and electric field relative to frequency variation in equation 
(6) 

 ( )  (  ( )   )     ( )                                      (6) 
In case of electronic and atomic polarization the induced 

dipole moment mechanism will be related to the exciting and 
radiated photons. Accordingly, dipole moment can be 
represented in different form as defined in equation (7) 

          (     )   
 

 
 (
  

  
)    ,    (  (     ) )  

    (  (     ) )-                           (7) 
The equation represent oscillating dipole which radiates 

photons with three different frequencies    (elastic scattering), 
      (inelastic scattering with shorter wave length) and 
      (inelastic scattering with longer wave length). 
Where    is the frequency from the vibrating molecules of the 
sample scattered is,    is the frequency of the vibrational 
mode and    is the vibrational amplitudes. 

The polarizability should be changed with vibrational 
displacement  , the change of Raman intensity is proportional 
to the square of the rate change of the polarizabiltiy with 

respect to change of the displacement.
  

  
/
 

 

. In equation (5) 

the polarizability is related to dielectric properties of the 
material, so the intensity amplitude will change depending on 
the molecular composition of the sample. 

The different dielectric mechanism can be cross linked 
with material properties and its interaction with the excitation 
source. As the scattering parameters are in the scope of this 
study, we will find a similarity of the analysis developed in the 
authors’ previous work [14] however the excitation source is 
different. The paper is organized as follows, the materials and 
methods are described in section two. The results and 
discussion are included in section three. The conclusion of this 
work is presented in section four. 

II. MATERIALS AND METHODS 

A. Experiment Setup 

The process steps and setup can be defined as shown in 
process diagram figure (1). The excitation source is based on a 
Raman Analyzer from Thermo Scientific. The Laser excitation 
source of 785 nm and output power of 250mW. The spectral 
range from 250 to 2875 cm-1.  The sample is placed in contact 
with Raman analyzer focal lens about 18mm to focal plane. 
The actual measuring distance is 4.75 mm from outer surface 
of the sample test tube. The test tube is made of borosilicate 
glass of 16 mm in diameter and 125 mm in height. The test 
tube has wall thickness of 1.8 mm. 

 
Fig. 1. Method Process diagram 

Sample 
Prepration  

Excitation/ 
Scattaring 
Parameter 

measurment  

Feature 
Extraction   
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B. Samples Preperations and Measutements 

The reference samples were consisted of two water types 
(LAL Reagent water, Controlled distilled water free of 
microbial contamination and of less than 0.25 EU/ml ). The 
samples under test were divided into endotoxin containment 
and microbial containment.    The serial dilutions of different 
concentrations were prepared by a control spike which is a 
lipopolysaccharide from E.coli055:B5 as certified by Charles 
River Endosafe® as shown in Table (1).  Bacteria culturing 
were used to prepare different bacteria containment, we used 
Nutrient broth and agar slants to prepare lyophilized cultures 
of (Kocuria rhizophila (Micrococcus luteus) ATCC 9341, 
Pseudomonas aeruginosa ATCC 9027, Staphylococcus aureus 
ATCC 6538P,Escherichia coli ATCC 25922 and 
Staphylococcus haemolyticus ATCC 29970D-5. 

In Raman Spectroscopy experiments, the data collected 
were Raman scatter signals which represented in Raman 
amplitude and Raman shift. Raman shift is the change in the 
frequency between the incident and emitted light as in 
equation (8) 

   (    )  .
 

         
  

 

          
/          (8) 

TABLE I.  CONTAINMENT  SAMPLES CONCENTRATIONS 

Samples  
Concentration 

EU/ml 
Samples 

Concentration  

EU/ml  

1 0.0003 2 0.003 

3 0.03 4 0.06 

5 0.125 6 0.25 

7 0.5 8 2.5 

9 5 10 50 

11 100 12 1000 

13 10000 14 100000 

15 Reference  Sample 

C. Feature Extraction Algorithm 

The algorithm depends on the nature of the output signal. 
The signal is defined by Raman shift and intensity. We 
convert the represented wave number into frequency as 
defined by equation (9) and apply the Cepstral transform for 
the signal by using equation (10).  

The main goal is to find the variance between reference 
and contaminated sample in terms of specific signature of 
bacterial endotoxin and bacteria cells. Cepstral analysis 
algorithm is a well-known algorithm in speech recognition 
applications and analysis of radar signal returns applications 
[17]. The Cepstrum is defined as the inverse Fourier transform 
of the log-magnitude Fourier Spectrum [18]. Windowed 
liftring  ( )  is applied on the Cepstrum to eliminate the 
highest and lowest quefrencies by using equation (11).  Then, 
a final signature can be obtained by taking the Fourier 
transform of the sample signal and normalizing it by the 
reference signal on its Frequency domain form. 

         (    )                     (9) 

        ( )   
   *       (      ( ))+ (10) 

 ( )   {
                        
                 
                    

        (11) 

The detection signature can be calculated as follow 

            
  {       (           ) 

( )         ( )}

 {       (   ) 
( )         ( )}

   (12) 

III. RESULTS AND DISCUSSION 

Figure (2) shows the raw Raman spectrum for the lowest 
(0.0003 EU/ml) and highest endotoxin concentration (100,000 
EU/ml) against the same Pyrogen free reference sample.  It 
shows the variance occur to laser scattered waves due to the 
change in material properties as result of contamination with 
different concentration. The same waveform response is 
detected due to the strong scattering from Borosilicate glass. A 
weak response was detected this was shown as an absence of 
specific wave form for water and endotoxin at their known 
wave number assignments. Water cannot be detected due to 
device’s spectral range limitation. Water Raman spectra range 
is from (3000 -3800 cm

-1
). Also Lipid-A potion in LPS cannot 

be detected due to spectral range limitation which have strong 
response at 2934cm

-1
. 

Figure (3),(4) are  the raw Raman spectra   of the two 
positive gram (staphylococcus haemolyticus and micrococcus 
luteus) bacteria and two negative gram bacteria (Pseudomonas 
aeruginosa and Escherichia coli) inside distilled water. The 
distilled water has endotoxin concentration < 0.25 EU/ml. The 
results show no significant difference in wave form or 
intensity which show weak scatter and spectral information for 
bacteria samples. 

The signals showed in these figures contain hidden 
endotoxin, bacteria Raman scattered data. 

 
Fig. 2. Raman Spectrum for lowest and highest endotoxin concentration 

against reference pyrogen free distilled water 
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Fig. 3. Raman Spectrum for different mixture of gram Positive bacteria and 

distilled water with endotoxin less than 0.25 EU/ml 

 
Fig. 4. Raman Spectrum for different gram negative bacteria and distilled 

water with endotoxin less than 0.25 EU/ml 

Power spectrum representation of Raman spectrum show 
the specific existence of endotoxin which can be used in the 
bacteria classification as shown in figure (5 a). The endotoxin 
samples can be discriminated from the gram negative bacteria 
by the amplitude value and the specified frequency in the band 
region from 4 to 5 GHz. This can be correlated with the 
endotoxin material specific response in frequency bands (4 - 5 
GHz) of microwave scattering parameter S11 as shown in 
figure (5b and  5c) [14].This frequency band is related to 
actual wave number assignment known for LPS which is 
(1400 – 1500 cm

-1 
equivalent to 4-4.5 GHz). These wave 

numbers band cover carbohydrate, lipid and protein 
constitutes of gram negative outer membrane and cell wall, 
viz, lipopolysaccaraides, lipoproteins, phospholipids, proteins 
and porins [19]. Wave number band (1500-1600 cm

-1
 

equivalent to 4.5-5 GHz) cover carotenoid and nucleic acids 
[19]. The technique was challenged to determine if it can 
detect two mixtures of the same class of bacteria containment. 
In Figure (6), the output signal captured for the mixture is a 
result of mean value of the two main signals which represent 
the signature of each individual bacteria. 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. a) Normalized filtered Raman power spectrum for different bacteria 

species and different endotoxin concentration. b) S11 signal for Different 

Endotoxin concentration, the circular annotation shows the specific wave 
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form and response from 4 to 5 GHz bandwidth [14]. c) S11 signal for 
different gram negative bacteria contaminant a distilled water sample with 

endotoxin less than 0.25 EU/ml [14] 

 
Fig. 6. Normalized filtered Raman power spectrum for different mixture of 

gram positive bacteria species against individual species 

IV. CONCLUSION 

A new technique for Raman enhancement using signal 
processing to identify and detect bacteria and bacterial 
endotoxin. It shows good sensitivity in LPS feature extraction 
and detection. It can be used as low cost, simple and rapid 
method for microbial and pyrogen detection applications. 
Also, it can be used for different bacteria identification and 
classification system. The method has low processing time 
less than 1 min.  

We have proven that the frequency component of the 
lipopolysaccharide Raman scattered as same as the Ultra Wide 
Band (UWB) reflection scattered parameter measured in our 
previous work [14]. Although they are totally different 
electromagnetic excitation source but they have the same 
effect of standing wave caused by the interaction between the 
incident and scattered field that can be described in terms of 
reflection coefficient which, in turn, is related to the 
backscatter efficiency and similarities.   In addition, we have 
offered solution for detection of bacteria mixture from 
different species in same medium. 
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Abstract—Image matching and recognition are the crux of 

computer vision and have a major part to play in everyday lives. 

From industrial robots to surveillance cameras, from 

autonomous vehicles to medical imaging and from missile 

guidance to space exploration vehicles computer vision and hence 

image matching is embedded in our lives. This communication 

presents a comparative study on the prevalent matching 

algorithms, addressing their restrictions and providing a 

criterion to define the level of efficiency likely to be expected 

from an algorithm. The study includes the feature detection and 

matching techniques used by these prevalent algorithms to allow 

a deeper insight. The chief aim of the study is to deliver a source 

of comprehensive reference for the researchers involved in image 

matching, regardless of specific applications. 

Keywords—computer vision; image matching; image 

recognition; algorithm comparison; feature detection 

I. INTRODUCTION 

The recent decade has experienced drastic improvements in 
the field of computer vision, including scene or object 
recognition, stereo correspondence and motion tracking. 
Matching images and finding correspondence between them 
has been a key application to computer vision. This paper is a 
comparative study evaluating the performance of prevalent 
image matching algorithms. The performance is assessed 
according to the results obtained from various criteria such as 
speed, occlusion, sensitivity, etc. The paper also focuses on the 
level of accuracy achievable by an algorithm depending on the 
image type. This prediction ability comes in handy under the 
circumstances where resources are limited. 

Achieving highly reliable results is the ultimate goal of any 
image matching method. However, none of them has gained 
universal acceptance. The type of image and the variations in 
the images to be matched are key elements in the selection of a 
matching method, along with the scale (two features of images 
have diverse scales), occlusion (two objects that are spatially 
separated in 3D plane might be interfering with each other 
when projected in 2D), orientation (two images are rotated 
with regard to each other), object to be matched (if the object is 
a planar, textured or edgy object), clutter (conditions of the 
image background) and illumination (fluctuations in 
illumination in two features). 

The present image matching algorithms perform adequately 
under the above described conditions but even the most 
prevalent algorithms have not gained total invariance to these 
problems. However, through a methodical testing program, the 

efficiency of the image matching algorithms will be tested on 
diverse sets of images with a noticeable difference in texture, 
clutter, orientation and other factors. These results will be 
eventually used to contrast between the distinctiveness of the 
found features. Therefore, our purpose here is to weigh the 
performance of these algorithms under various conditions 
using impartial standards. 

II. RELATED WORK 

The roots of image matching and feature detection date 
back to 1981 to the work of Moravec using a corner detector 
for stereo matching. Initially, its applications were confined to 
stereo and short range motion tracking, but the revolutionary 
work of Schmid and Mohr (1997) illustrated how local 
invariant feature matching could be applied to image 
recognition problems for matching feature against a large 
database of images. They used Harris corner detector (1988) to 
select interest points which permitted features to be accorded 
under random orientation change. The Harris corner detector, 
however, was sensitive to changes in image scale. This was 
overcome by Lowe (1999) who achieved scale invariance by 
extending the local feature approach and then further extending 
it making the local features invariant to full affine 
transformations (Brown and Lowe, 2002). 

A. Scale Invariant Features Transform (SIFT) 

Shortly after presenting an algorithm on feature detection 
from textured images, Lowe gave an improvised version of his 
work under the publication “Scale Invariant Feature Transform 
(SIFT) algorithm” (Lowe, 2004). This presents a technique to 
identify unique invariant features which may be used for 
comparison between different angles, orientations or 
viewpoints of an object or a scene. Lowe‟s approach is broken 
down into four key components: 

1) Scale space extrema detection: to recognize probable 

interest points that are invariant to orientation and scale by 

means of a difference-of-Gaussian function. 

2) Key point localization: a thorough model is used to 

define location and scale at every candidate location and then, 

centered upon measures of their stability, key points are 

selected. 

3) Orientation assignment: according to local image 

gradient directions one or more orientations are allocated to 

every key point location. This provides invariance to changes 

in orientation, scale and location as all future calculations 

will be made relative to the assigned ones. 
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4) Key point descriptor: at the area around each key point 

at the designated scale the local image gradients are 

measured and converted into a representation that tolerates 

substantial levels of variation in illumination and local shape 

distortion. 
These stages are implemented in a descending order and 

only the key points that are robust enough jump to the 
subsequent stage. However, this proved to be an expensive 
process and therefore an upgraded version of SIFT‟s descriptor 
was presented “Principle Component Analysis SIFT (PCA-
SIFT)” (Ke and Sukthankar, 2004). However, it proved to be 
less distinctive than SIFT. Another noteworthy approach is 
presented by Lindeberg under the name of “Scale Invariant 
Feature Transform” (Lindeberg, 2012). This technique for 
feature detection in the SIFT operator can be perceived as a 
variant of a scale-adaptive blob detection method where the 
detected blobs with related scale levels are found from scale-
space extrema of the scale-normalized Laplacian. 

B. Speeded Up Robust Features (SURF) 

Shortly after the PCA-SIFT another image matching 
algorithm was put forward that was to ensure speed in: 
detection, description and matching. This algorithm was named 
Speeded-Up Robust Features (SURF) detector (Bay et al., 
2006). Contrary to other prevalent approaches of the time, 
SURF uses hessian matrix to considerably increase the 
matching speed. It depends on integral images to lessen the 
computation time and its descriptor defines a scatter of Haar-
wavelet responses around the interest point. With the low 
dimensionality descriptor (64-dimensions) and „Fast-Hessian‟ 
detector SURF is certain to perform faster. 

C. Features from Accelerated Segment Test (FAST) 

Created by Trajkovic and Hedley (1998), FAST is the only 
feature-based algorithm used for this comparison. However, 
the implementation used for the comparison was published by 
Edward Rosten (Rosten and Drummond, 2006). The FAST 
detector is a wedge type detector i.e. a corner is detected using 
a circle surrounding a candidate pixel. It operates by 
considering a circle of 16 pixels and if there happen to be n 
adjoining pixels are above or below a threshold value, t, then 
the candidate pixel is chosen to be a corner. However, Rosten 
and Drummond extended this algorithm to use a machine 
learning based detector. Where all other detectors identify 
corners using an algorithm this technique trains a classifier on 
the model and then apply the classifier to an image. The 
classifier can be trained on how a corner should behave. This 

makes the detector to perform significantly faster than other 
feature detectors. 

D. Other comparative studies 

Various people have published studies to compare different 
image matching algorithms. Few of the most recent of these are 
Comparative Study of Image Matching Algorithms (Babbar et 
al., 2010), A comparison of SIFT, PCA-SIFT, and SURF (Juan 
and Gwun, 2009) and A Comparative Study of Three Image 
Matching Algorithms: Sift, Surf, and Fast (Guerrero, 2011). 
They have been effective in relating most aspects of the 
algorithms. However, their work does not present us either 
with the pictures they have used or with the system 
specifications or only textured images being used for the 
comparison. 

The study aims at complementing the already available 
studies by allowing the quick recognition of the process that 
will perform efficiently under the given specifications. The 
paper also focuses on investigating the accuracy of the 
algorithms in detecting a single object in a scene. 

III. METHODOLOGY 

The existing approaches towards the evaluation of the 
prevalent algorithms depend on their performance when 
applied on similar datasets. This has directed to different 
conclusions where one of these algorithms is presented as the 
finest, while in another publication the same algorithm 
performed contrarily. In our opinion, the major reason for this 
is that the image matching algorithms are best suited to a 
particular type of image and they would perform better when 
tried on these particular types of images. The suggested study 
will be based on the comparison of different image datasets. 
Herewith the hypothesis declaring that the performance of an 
algorithm depends on the type of image dataset. 

Three image datasets will be taken under consideration 
during the study to compare the image matching algorithms. 
The dataset to be used is as follows: 

1) An image with repetitive patterns 

2) An image with a cluttered background 

3) An image of a planar object 
These images are pictures taken from an Infinix hot note‟s 

rear mobile camera with a resolution of 8MP. Altogether the 
images correspond to indoor and outdoor conditions. The 
original images used were 3840x2160. However, these images 
were too large for the algorithms and hence were resized by a 
scale factor of 1/8 for efficient processing. 

 
                                    (a)                                                                (b)                                                             (c) 

Fig. 1. Floor tiles at the Institute of Space technology (b) A logo of Institute of Space Technology (c) A shoe shiner in a cluttered scene 
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                                    (a)                                                                (b)                                                             (c) 

Fig. 2. (a) Floor tiles at the Institute of Space technology rotated at an angle of 300 (b) A logo of Institute of Space Technology rotated at an angle of 300 (c) A 

shoe shiner in a cluttered scene rotated at an angle of 300 

Three of the most prevalent matching algorithms that are to 
be used for the study are SIFT, SURF and FAST. 

SIFT is perhaps the most prevalent image matching 
algorithm. It can equate images under various scales, 
orientations and illuminations. However, it was found to be 
substantially slow. Various implementations for the code are 
available on the web. For this study the implementation being 
used was initially created by D. Alvaro and J.J. Guerrero, 
Universidad de Zaragoza and then modified by D. Lowe. 

SURF, published after SIFT, was proposed to overcome the 
shortcomings of SIFT which include the computational cost 
and the execution time. The SURF implementation used in this 
study is a direct translation of the Open Surf C# code of Chris 
Evans. 

FAST, first developed by Trajkovic and Hedley in 1998, is 
the lone feature based algorithm being used for the study. The 
implementation used was published by Edward Rosten (Rosten 
and Drummond, 2009). However, a matching module was not 
available for FAST as a MATLAB implementation. Though a 
bit unfair but a proportionality analysis could be performed to 
help keep it as fair as possible. All these implementation are 
tested using MATLAB R2015a on an Acer Aspire V5 with a 
1.9GHz processor and 4.00GB RAM. 

IV. EXPERIMENTATION 

Each algorithm will be used to test the images shown above 
and these, consequently, will be tested in diverse categories 
with the final and chief goal of the evaluation of the intrinsic 
algorithm features that differentiate it from others. Parameters 
such as speed, number of feature and number of matches will 
be assessed. The images in this experiment will be taken in 
pairs with a rotation less than 30

o
 from the image to its 

corresponding pair. A rotation of 30 degrees is chosen as it is 
the typical maximum value for most of the algorithms to 
perform a reliable research. 

Once the match pairs are selected, the algorithms are 
applied to each image pair to quantify the number of features 
detected by each of the algorithm. However, the number of 
features detected is not a good measure of performance by 
itself because detecting 10 important features is better than 
detecting 10 features that have a lesser chance of finding a 
match pair. Therefore, a visual scrutiny was performed to 
manually match 10 features per image pair. Then these features 
were checked for a match by applying the algorithms to the 
images. The obtained results were then tested for the number of 
errors sustained. Type I and Type II error classification was 

used for the process where Type I errors are the ones in which 
real matches are not sensed by the algorithms and Type II are 
the ones in which a feature is mismatched. The efficiency of 
the algorithm is calculated using the relation: 

            
                 

                             
  

The efficiency of each algorithm are presented in table II, 
III and IV. The results show that the number of matches are 
significantly lesser than the number of features detected. 
Therefore, it establishes that the number of matches are by 
themselves not very good. What is needed is to compare that 
how much of features that are detected by the algorithm are 
actually useful in the process of matching them to their 
correspondents. 

V. RESULTS 

The experimental follow up produced some likely results 
especially with the feature detection components of the 
algorithms. SURF detects better quality features than SIFT, in 
general, as SIFT fails to match a large number of features that 
it detects. 

It is vital to remember that the analysis does not compare 
the types of images most suited to the algorithms. This can be 
observed in the following results as SIFT and SURF both being 
textured based algorithm present similar results on same 
images. 

 
             (a)                                        (b)                                     (c) 

Fig. 3. SIFT feature detection on (a) Floor tiles at the Institute of Space 

technology (b) A logo of Institute of Space Technology (c) A shoe shiner in a 

cluttered scene 

 
             (a)                                        (b)                                     (c) 

Fig. 4. SURF feature detection on (a) Floor tiles at the Institute of Space 

technology (b) A logo of Institute of Space Technology (c) A shoe shiner in a 

cluttered scene 
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             (a)                                        (b)                                     (c) 

Fig. 5. FAST feature detection on (a) Floor tiles at the Institute of Space 

technology (b) A logo of Institute of Space Technology (c) A shoe shiner in a 

cluttered scene 

 
             (a)                                        (b)                                     (c) 

Fig. 6. SIFT matching on (a) Floor tiles at the Institute of Space technology 

(b) A logo of Institute of Space Technology 

 
Fig. 7. SIFT matching on a shoe shiner in a cluttered scene 

 

Fig. 8. SURF matching on (a) Floor tiles at the Institute of Space technology 

(b) A logo of Institute of Space Technology (c) A shoe shiner in a cluttered 
scene 

TABLE I.  FEATURES DETECTION USING SIFT, SURF AND FAST 

Features Detected 

Pair Image SIFT SURF FAST 

Floor 
A 209 117 17 

B 129 93 10 

IST logo 
A 333 171 97 

B 162 83 112 

Cluttered 

scene 

A 675 552 47 

B 642 481 32 

TABLE II.  FEATURES MATCHING AND MATCHING EFFICIENCY USING 

SIFT, SURF AND FAST 

 

SIFT 

Features Matches 
%Efficienc

y 

Floor 
209 

19 11.24 
129 

IST logo 
333 

50 51.28 
162 

Cluttered 

scene 

675 
226 34.32 

642 

 

SURF 

Features Matches 
%Efficienc

y 

Floor 
117 

29 27.62 
93 

IST logo 
171 

42 33.07 
83 

Cluttered 
scene 

552 
130 25.17 

481 

 

FAST 

Features Matches 
%Efficienc

y 

Floor 
17 

9 58.06 
14 

IST logo 
97 

26 24.88 
112 

Cluttered 
scene 

47 
22 55.7 

32 

VI. CONCLUSIONS 

Given that SIFT is an established robust feature detector, it 
is not surprising that a large amount of features are detected in 
the images. SIFT detects a large amount of features in textured 
images as evident from the results. However, a lot of features it 
detected were in places with insufficient information for 
matching it later. But still the high number of features detected 
compensate for the features in areas with less information. 

Following SIFT, SURF also detects a high number of 
features. But the difference between the features detected by 
each of the algorithm is significant. SURF also being a texture-
based algorithm works best on textured images but doesn‟t 
give a lot of features with planar ones. Although SURF finds 
less features, it finds more features in areas with more 
information as compared to SIFT. This gives a positive sign 
about the algorithm as the features detected by the algorithm 
are more likely to be matched. 

FAST, in contrast to its competitors, detects limited 
features. Being a feature based algorithm this could be 
expected of the algorithm. But such algorithms limit 
themselves to detect features with high contrast to the feature 
surroundings. Therefore, the features detected were among the 
most robust ones. FAST works best with planar images and the 
quickest too. This proves our hypothesis that the algorithm 
used depends on the type of image being used. 
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VII. FUTURE CONTRIVES 

Future prospects of this research include testing the 
accuracy of image matching algorithms in detecting a single 
object in a scene and an in-depth analysis of the algorithm 
structure to perform an automated assessment of the 
algorithm‟s performance in various scenarios. 
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Abstract—Nowadays, no industry can move in global markets 

individually and independently of competitors because they are 

part of a supply chain and the success of each member of the 

chain influences the others. In this paper, the issue of three-level 

supply chain with several products, one manufacturer, one 

distributor, and several customers is reviewed. In the first part of 

the chain, one type of vehicle and in the second part of the chain, 

two types of vehicles are used. The proposed model of this paper 

is a mixed integer planning integrated model. The model is 

considered to minimize costs, including transportation, 

inventory, and shortage penalty cost. This paper is about the 

proposed approach for development of quantitative models in the 

field of three-level supply chain and theoretical research and 

presents a case study of sending produced rolls by Mobarakeh 

Steel Structure Company to “Sazeh Gostar Saipa (S.G.S)” and 

then to suppliers. The solution proposed in this paper is 

imperialist competitive algorithm which is solved in 20 different 

sizes, and the results in small size are compared with GAMS. 

Keywords—Transportation; Mathematical Model; Logistic 

Costs; Imperialist Competitive Algorithm 

I. INTRODUCTION 

In a supply chain, transportation is an activity that 
influences all elements from the beginning of production until 
the delivery of products to customers; and in all activities, an 
efficient transportation significantly influences the reduction 
and augmentation of costs. Given the importance of a supply 
chain, this study attempts to propose a mathematical model for 
a three-level supply chain with the aim of minimizing chain 
costs so that products (rolls produced by Mobarakeh Steel 
Company) are transported from Mobarakeh Steel Company to 
Sazeh Gostar Saipa Company using one type of vehicle and 
then from Sazeh Gostar Saipa to suppliers using two vehicles. 
The proposed model for this research is a mixed zero and one 
planning integrated model. The outputs of the model include 
the number of rolls transported from manufacturer to Sazeh 
Gostar Company and then from Sazeh Gostar to each supplier, 
roll shortage for suppliers, inventory level of rolls in stock at 
the end of each period, and departure time of vehicles in the 
period. This model is solved in 20 different sizes. To solve the 

problem in small and large sizes, GAMS software and 
imperialist competitive algorithm are used, respectively; and 
imperialist competitive answers are found to be superior. Each 
problem has been implemented five times, and the best 
solution (least cost) is obtained and then the standard deviation 
has been examined five times. 

The overall outline of this paper is as follows: initially a 
brief review of literature is provided, then the mathematical 
model is presented in Section 2, and after evaluation solutions 
in Section 3. Section 4 shows numerical examples and results, 
conclusion is presented in Section 5. Boumool and Vinod [1] 
conducted the first attempts on planning transportation and 
inventory. They proposed a theoretical model that could 
determine the number of orders and transportation options at 
the same time. The purpose of this model was to minimize the 
total cost of transportation, ordering, and inventory 
maintenance. The model considers a fixed cost to carry each 
item. Yukuyuma [2] has proposed an optimization integrated 
model with a possible demand in which inventory control and 
transportation are taken into consideration simultaneously. 
Products of a distribution center are transported to several 
customers. He has proposed a method to locate re-order point, 
determine the amount of re-order, and the number of 
transported products so that the total cost of the inventory and 
transportation will be minimized. Kim [3] has reviewed the 
schedule of sending in a system consisting of a central stock 
and n retailers. In the studied transportation system, only one 
type of product is taken into consideration. The purpose of this 
paper is to minimize the inventory cost of retailers so that they 
do not face any shortage. 

Asgari and Aghdasi [4] have proposed an integrated 
mathematical model to plan inventory and transportation 
decisions. This multi-objective model describes minimizing 
maintenance costs and buyer orders, minimizing transportation 
cost of manufacturer, minimizing possibility of delay in the 
delivery of parts to achieve timely delivery and maximum 
utilization transportation fleet capacity. The model is intended 
for several products of chain; and if the demand for products is 
certain, several types of vehicles are also used to send products. 
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Young and Beyung Park [5] have examined scheduling 
issue of vehicles taking the service and delivery time into 
account to minimize the total travel time and product delivery 
delay to retailers. This model is solved with hybrid genetic 
algorithm and its objective function is mixed integer 
programming. Karabook [6] examined the allocation of tasks to 
manufacturers with the aim of determining optimal production 
plan so that work completion time is minimal. Different 
manufacturers may need different time to process each job. To 
solve this problem, an adopted genetic algorithm, which is a 
new mechanism called gene mutation was applied. 

Chue, Cheng, and Lin [7] have studied different ways to 
minimize work completion time on a two-level supply chain. 
They postulated that there are two manufacturers in parallel 
form on the first level and there is a factory on the second 
level. Things come in certain groups and researchers assumed 
that a fixed setup time is required for each group. Zegardi [8], 
considered the production and scheduling of transportation in a 
two-level supply chain in this study. Its objective function 
minimizes the total delay and total deviation from work load 
contributed to manufacturers from shares allocated to them. Its 
mathematical model is mixed integer programming. MSGA is 
applied to solve this problem and it is also compared with 
genetic algorithm and the results show the superiority of 
MSGA to GA. In this study, it is assumed that manufacturers 
are located in many geographical areas. Numerical examples of 
this study consist of 6 works, 3 manufacturers, and 2 vehicles. 

David Naso’s [9] paper is a combination of timely 
production and transportation, indicating that timely delivery to 
customers is one of the most important aspects of supply chain 
management. This article assumes that outsource is sometimes 
necessary for production. In this research, both earliness and 
delay are prohibited and genetic algorithm was used to solve it.  
It has a two-level supply chain, its objective function aims to 
minimize costs including outsource cost, waiting time 
punishment cost, and transportation cost. Zandiyeh et al., [10] 
hypothesized that an unlimited number of sources are available 
to deliver completed works without the need for a long time to 
move them. Thus, in this article, the production and scheduling 
of air transportation has been considered at the same time. The 
whole problem consists of two sub-problems which are air 
transportation and scheduling of a vehicle taken into 
consideration simultaneously. Objective function minimizes 
the entire chain costs and the time needed to do things such as 
earliness costs, departure delay costs, and move costs. Ghasemi 
et al, [11] designed a mathematical model for inventory 
management by programming with multiple objectives, 
developing an objective multi-function mathematical model is 
the certain finding of this study whose input is supplier annual 
demand, production capacity of manufacturer, type of piece 
packing, etc. and its output includes, production volumes (the 
amount of orders), the amount of storage required for each 
partner at central stocks, scheduling of sent batch from 
partners, etc. where reducing transport costs, optimizing the 
times of sending shipments from suppliers, and reducing the 
number of received shipments in the parent company is taken 
into consideration; and ultimately regarding statistical 
population of the study which is Saipa Automotive Group, 
developed mathematical model is tested and its output is 

compared with actual values of Saipa Company. Ann Zhou et 
al, [12] stated that inventory, routing, and scheduling are three 
main factors for the operation of supply chain. They reviewed 
inventory integrated model, routing, and scheduling in a two-
level supply chain, VNS algorithm is used to solve NP problem 
of their study; then the results of this algorithm is compared 
with those of other algorithms and the superiority of this 
algorithm is approved. In this model, there is only one supplier 
and each route starts from one supplier and ends up to this very 
same supplier. 

Vehicle capacity is already identified. Objective function of 
this paper aims to minimize inventory and transportation costs. 
Gorouprasad Pundur [13], in this article, scheduling of 
production and distribution in two-level supply chain including 
a number of manufacturers, one stock and customer is taken 
into consideration. Each manufacturer produces various 
products with fixed production rate; customer demand is 
constant for each product at all times; and exact and heuristic 
methods are applied and compared to solve the model. The aim 
of objective function is to reduce costs, including inventory 
cost, distribution costs, and set-up cost. The model is of mixed 
integer non-linear programming model type. Behatnagar, 
Mehta, and Theo [14] tried to balance decision problems of 
programming and short-term scheduling in supply chain using 
dual models. Two transporting methods are presented in this 
article one of which is maritime transportation with longer 
delivery time and less delivery cost, and another one is air 
transportation with more delivery cost, less delivery time, and 
more accurate prediction of demand. Decisions of 
programming determine the amount of order and inventory in 
maritime transportation, while decisions of scheduling concern 
scheduling and amount of air transportation. Numerical results 
of the study show that this model leads to sustainable cost 
recovery in a wide range of operations of both methods. 

Alyamam and Dedin [15] modeled integrated supply chain 
as a network project, this model balances stationary and mobile 
inventory maintenance costs, operation cost in less time, 
transportation cost and delay penalty cost in the delivery of 
customer orders. 

Hisham al-Din, Serker, and Aisam [16] investigated a two-
step retrieved model to produce an inventory system with the 
possibility of damage in transportation. The aim of this model 
is to minimize related costs. It has a heuristic solution that 
deviates slightly from accurate methods. The results indicate 
that optimizing scheduling depends heavily on the relation 
between parameters of lost sales cost and timely sales cost. 

Osman and Demireli [17] studied accumulated economic 
problems and delivery scheduling for multi-stage supply chain, 
and investigated maximum inventory strategy, and identifying 
throughput and time cycle for maximum inventory 
simultaneously so that all costs are minimized. These two 
methods are combined by non-linear models with a hybrid 
algorithm. Based on numerical results of the presented model, 
given algorithm has obtained an optimal solution for large-
scale problems in a short time, thereby reducing costs by 
16.3%. 

In Kim et al, paper [18], two models are proposed to 
minimize total costs of transportation and inventory 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

213 | P a g e  

www.ijacsa.thesai.org 

maintenance in a two-level supply chain in which dynamic 
demand and product transportation take place from a 
distribution center to customers by one type of vehicle. 
Transportation costs include fixed transportation cost and fixed 
handling costs of materials related to customer. Their proposed 
model is intended only for one type of product, but the 
necessity of expanding this model in following areas was 
realized due to the variety of products in reality: 

 In proposed model, transportation cost consists of the 
times of transportation. 

 In proposed model, distributer is evaluated as well as 
manufacturers and customers. 

 Several products (rolls with different dimensions) are 
used instead of one type of product. 

 To send products from manufacturer to distributor, one 
kind of vehicle is used; and to send products from 
distributor to customers, two types of vehicles are used. 

In an article by Zegardy et al, [19] production and 
transportation scheduling have been studied. Several vehicles 
with different transportation capacity and speed are used. This 
article assumes that all suppliers are in one location. It is 
extended in following ways: 

 One supplier is used instead of several suppliers. 

 Instead of minimizing the time to do things, costs are 
minimized. 

II. MATHEMATICAL MODEL 

In this section, scheduling model of transportation and 
inventory is proposed to minimize total cost of transportation, 
inventory and shortage penalty. First, applied assumptions and 
symbols are expressed: 

A. Assumptions 

 In the first part of chain, one type of vehicle is used to 
move goods, and in the second part of chain two types 
of vehicles with recognized transportation capacity are 
used. 

 This model is intended for a product with different 
dimensions. 

 Shortage is allowed and is in the form of lost sales. 

 At the beginning of scheduling, vehicles are available 
and rolls will be transported immediately. 

 Unloading and storage time is clear for vehicle. 

 Demands of a supplier are met in each travel. 

 Demand rate of a supplier is supposed to be clear for 
the manufacturer. 

 Transportation cost only includes the cost of the times 
of transportation and it is different for each 
manufacturer according to distance. 

 A 20-ton truck trailer is the vehicle from Mobarakeh 

Steel Company to Sazeh Gostar and a 20-ton or a 10-
ton truck trailer can be the vehicle from Sazeh Gostar to 
suppliers. 

 Only one type of 20-ton truck trailer is used. 

 Production programme has been almost constant for 
any desired periods (weekly, monthly, and quarterly) 
through leveling. 

 Storage at supplier is impossible, and demand for 
period t cannot be sent during earlier periods. 

 A vehicle can move one time in period t from factory to 
stock or from stock to supplier. 

B. Indices  

I. Sum of all products (rolls with different dimensions) 

i. Product index 

J. Set of all suppliers (customers) 

j. supplier index       

K. Set of all vehicles from manufacturer to stock 

k. vehicle index 

K . Set of all vehicles from stock to supplier 

k  .Vehicle index         

T. Set of all periods 

t. Period index )( Tt  

C. Parameters 

   = fixed transportation cost between manufacturer and 
stock by vehicle k 

     = fixed transportation cost between stock and supplier j 

by vehicle    

     maintenance costs per unit of product (roll i) by stock 
in period t 

    shortage penalty per unit of product (Roll i) in stock 

    capacity of vehicle k according to weight to travel 
from manufacturer to stock 

   
   capacity of vehicle    according to weight to travel 

from stock to supplier 

g = stock capacity 

  = weight of each packet of product i 

      product demand I for supplier j in period t 

   = travel time from manufacturer to stock by vehicle k 

     
  travel time from stock to supplier j by vehicle    

     beginning of period t 

      end of period t 
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D. Variables 

    = number of product (roll i) transported from 
manufacturer to stock by vehicle k in period t 

       = number of product (roll i) transported from stock to 

the supplier j by vehicle   in period t 

      number of product shortage (roll i) for a supplier j in 

period t 

      number of product inventory i in stock at the end of 
period t 

   = Is taken 1 if vehicle K is sent to stock in period t, 
otherwise is taken zero. 

     
  = Is taken 1 if vehicle    works for supplier j in period 

t, otherwise is taken zero. 

     departure time of vehicle K from manufacturer to 
stock in period t 

     
   departure time of vehicle    from stock to supplier j 

in period t 

E. Formulating the problem mathematically 

Now, according to mentioned assumptions, symbols, and 
variables, mathematical model of problem is as follows: 

Min Z 

  ∑ ∑            ∑ ∑ ∑            
 

          ∑ ∑               

 ∑ ∑ ∑             (1) 

The aim of proposed mathematical model is to minimize 
total costs of transporting products from manufacturer to stock 
and from stock to customers, cost of inventory maintenance at 
the end of each period, and cost of product shortage penalty.  

The first and second parts of objective function show 
transportation cost which is the product of fixed transportation 
cost in a zero and one variable indicating whether or not the 
given vehicle is used in each period.  

The third part of the objective function represents total 
costs of inventory maintenance of products available in stock 
in different periods; the final part also reflects shortage penalty 
of products facing shortage in different periods. 

s.t. 

    
∑        

  
                                                                         

(2) 
Limitation (2) shows the number of vehicle k used in each 

period to transport products from Mobarakeh Steel to Sazeh 
Gostar stock; in addition, it shows the low limit of the capacity 
of each vehicle. 

     
  

∑          

 
  
                                                                                                

(3) 

Limitation (3) indicates the number of vehicles k   used in 
each period to transport products from Sazeh Gostar stock to 
suppliers; in addition, it indicates the low limit of the capacity 
of each vehicle. 

∑                  ∑ ∑                                                     

                         (4) 
Limitation (4) represents stock inventory variable. Product 

inventory i in stock at the end of period equals the number of 
products sent to Sazeh Gostar stock in different periods by 
available vehicles, as well as product inventory i at the end of 
previous period less the number of product which is sent to 
supplier by all available vehicles. 

      ∑                                                                                                       

(5) 
Limitation (5) shows the demand of each supplier is met; 

the demand of each supplier in each period equals the number 
of products sent to each supplier in different periods by 
available vehicles, as well as shortage of that product for each 
supplier. 

∑                                                                                                                  
(6) 

Limitation (6) represents stock capacity limitation. The 
volume of products stored in stock shall not exceed the useful 
capacity of stock. Left side of limitation shows the product of 
volume of products and their amount of inventory and right 
side manifests stock capacity. 

∑                                                                                                              
(7) 

Limitation (7) shows the relationship between two 
variables xikt and zkt . 

∑              
 

                                                                                             

(8) 
Limitation (8) shows the relationship between two 

variables tkijQ  and tkjZ 


 . 

                                              

                               (9) 
Limitation (9) represents departure time of vehicle k to 

stock. This limitation shows that departure time of vehicle k to 
stock in each period is equal to departure time of each vehicle 
in previous period, as well as the sweep time of vehicle plus 
the time it takes to unload the vehicle in stock as well as rest 
periods for drivers. 

     
           

        
                     

              

                (10) 

Limitation (10) represents departure time of vehicle    to 
suppliers. This limitation shows that departure time of each 
vehicle to stock in each period is equal to departure time of 
each vehicle in previous period, as well as the sweep time of 
vehicle plus the time it takes to unload the vehicle in stock as 
well as rest periods for drivers. 

                                                                                                         
(11) 

        
       

           
                                           tkj ,,                                             

(12) 
Limitations (11) and (12) show that departure time of each 

vehicle to the destination in the period must be between the 
beginning and the end of the period. 
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∑      
 

                                                                                                         

(13) 
Limitation (13) indicates that each vehicle is sent to one 

customer and the demand of one supplier can be met in each 
travel. 

            
                                                                                                         

(14) 

                                                                                                        

(15) 

         
                                                                                                          

(16)    
Equation (14) indicates that departure time variables of 

vehicle from manufacturer to stock and departure time of 
vehicle from stock to suppliers are positive temporarily. 
Equation (15) also shows that variables of the number of 
products transported from manufacturer to stock and the 
number of transported products from stock to suppliers as well 
as the number of product shortage and inventory level are all 
integer variables. And relation (16) also indicates that the 
variable of use or non-use of any vehicle in each period is as 
zero and one. 

III. SOLUTION 

Like other evolutionary algorithms, this algorithm begins 
with some random initial population, and each of them is called 
a country. Some of the best elements of population (equivalent 
elite in GA) elected as imperialist. The remaining population is 
considered the colony. Depending on their power, imperialists 
attract the colonies with a special process. Total power of the 
empire depends on both forming parts that are imperialist 
country (the core) and its colonies. Mathematically, this 
dependency is modeled by defining imperial power as total 
power of imperialist country, plus a percentage of the average 
of its colonial power. Once early empires are formed, imperial 
competition will start among them. Each empire that fails to 
compete in colonial competition and increase its power (or at 
least fails to prevent its influence reduction) will be removed 
from colonial competition. Thus, the survival of an empire 
depends on its ability to attract and dominate the colonies of 
rival empires. As a result, during imperialist competitions, the 
power of larger empires gradually increases, and weaker 
empires will be removed. Empires are forced to develop their 
colonies to increase their own power. Over time, the colonies 
will approach empires in power and you see some kind of a 
convergence of power. At the final stage of imperialist 
competition, there is only one united empire in the world with 
the colonies whose position is very close to the imperialist 
country. 

A. Proposed pseudo-code Agorithm 

1) Select some random points on the function and form up 

early empires. 

2) Move the colonies to the imperialist countries 

(matching policies) 

3) If there is a colony of an empire whose cost is less than 

the imperialist country, change the colonial and imperialist 

position. 

4) Count total cost of an empire (regarding the 

imperialists and their colonies costs). 

5) Select a colony from the weakest empire and give it to 

the empire who most likely dominates it. 

6) Remove weak empires. 

7) If only one empire remains, stop and go back to 2. 

B. Parameter adjustment 

As can be seen, the performance of an algorithm depends 
heavily on the intensity of its parameters. In this study, 
response surface methodology (RSM) is used to set parameters. 
Different levels of parameters can be coded as follows: 

   
   (

   

 
)

(
   

 
)

                    (17) 

Where h and l denote upper and lower surfaces of 
parameters, respectively; and    and    denote coded and actual 
values of parameters, respectively. At this point, the algorithm 
will be administered for different combinations of parameters 
and their different levels. Another input of RSM methodology 
is an index that can compare the algorithm for different 
combinations of parameters. In this study, the same value of 
objective function is used as a response. Adjusted values of 
parameters are shown in Table 1. 

TABLE I.  ADJUSTED PARAMETERS IN THE PROPOSED ALGORITHM 

Factors  
Optimal 

coded value 
 

Optimal 

real value 

n-Pop  0.85  193 

N-imp  -0.2  5 

PA  0.18  0.54 
PR  -0.8  0.12 

E  0.9  0.195 
Β  -0.2  1.8 

C. Numerical example 

To test the algorithm, 20 example problems are produced 
by Sazeh Gostar Company regarding given numerical range. 
The data are explained in Table 2. 

D. Solving the model 

GAMS 22.1 software is used to code and solve the model, 
computer specifications are 2.2 GHZ, RAM 4, which have 
been reported in Table 3. The first column of the table indicates 
the number of problems which are 20. The second column 
shows the number of suppliers that is considered from 10 to 
100. The third column indicates the number of products which 
is considered from 5 up to 70.  

The fourth column shows obtained objective function 
values using GAMS software. Only 5 first samples had feasible 
answers, and for larger-scale problems, the imperialist 
competitive algorithm is used. Each of these samples was 
performed on a total of 5 times with the fifth column represents 
the best answer which had the least cost. The sixth column 
shows the standard deviation of 5 times of administration of 
each problem. The seventh column manifests computational 
problem solving time. The last column shows GAP which has 
been increased to 1.1. 
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TABLE II.  PROBLEM DATA 

Sample issue 
Number of 

customers 

Number of 

products 

5 10 1 

10 10 2 

20 10 3 

10 20 4 

20 20 5 

25 20 6 

10 30 7 

20 30 8 

25 30 9 

20 40 10 

25 40 11 

30 40 12 

30 70 13 

35 70 14 

40 70 15 

30 100 16 

40 100 17 

50 100 18 

60 100 19 

70 100 20 
 

TABLE III.  RESULTS OF THE MODEL 

Gap 
Cpu 

Time 

(sec) 

OFV of  ICA 
OFV of 

GAMS 

Sam. 

issue 

Sup. 

No 

Pro. 

No. Std Mean 

0 15 50 3693276 3693276 5 10 1 

0.5 25 63 8836897 8792932 10 10 2 

0.9 35 98 96815376 95951810 20 10 3 

1.3 49 79 140241918 138442170 10 20 4 

1.1 78 101 1561776300 1544783680 20 20 5 

- 90 97 3901481030 - 25 20 6 

- 110 110 10721125650 - 10 30 7 

- 132 124 18455602650 - 20 30 8 

- 156 132 54754476050 - 25 30 9 

- 230 109 166157490090 - 20 40 10 

- 276 107 321982554408 - 25 40 11 

- 290 147 643457896800 - 30 40 12 

- 331 152 7.6 × 1015 - 30 70 13 

- 359 132 8.2 × 1018 - 35 70 14 

- 380 126 5.3 × 1022 - 40 70 15 

- 690 128 4.9 × 1025 - 30 100 16 

- 701 113 3.3 × 1027 - 40 100 17 

- 725 143 2.8 × 1030 - 50 100 18 

- 758 179 7.4 × 1035 - 60 100 19 

- 790 168 6.9 × 1041 - 70 100 20 

E. Graphs 

Convergence trend of ICA is shown in the following 
figures. Vertical column of these graphs represents the best 
cost and horizontal column shows the number of iteration. It is 
observed in all graphs that the more developed is the graph, the 
better are the results.  

Figure 1 is for problem number 7 with 30 suppliers and 10 
products; and figure 2 is for problem number 20 with 100 
suppliers and 70 products. 

 

 

 

Fig. 1. The relationship between time and cost for problem number 7 

 

Fig. 2. The relationship between time and cost for problem number 20 

F. Sensitivity analysis 

In this section, sensitivity analysis has been used to verify 
the correctness of modeling and investigate to which parameter 
changes, objective function is more sensitive. Sensitivity 
analysis is conducted on three parameters that are the number 
of suppliers, the number of products, and demand; and the 
results are shown in following figures in which horizontal axis 
is for studied variable and vertical axis is for objective 
function. Figure 3 shows the changes in objective function vs. 
changes in the number of suppliers, the number of suppliers 
has been changed from 10 to 100, and objective function value 
is calculated for each of them. 

 
Fig. 3. Changes in objective function value vs changes in the number of 

suppliers 

0 500 1000 1500
0

2

4

6

8

10

12
x 10

10

Iteration

B
es

t C
os

t

0 500 1000 1500
0

1

2

3

4

5

6

7

8
x 10

43

Iteration

B
es

t 
C

os
t

30000

80000

130000

180000

230000

280000

0 20 40 60 80 100

O
b

je
ct

iv
e

 F
u

n
ct

io
n

 
V

a
lu

e
 

Number of Supplier 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

217 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 4. Changes in objective function value vs. changes in the number of 

products 

Figure 4 shows changes in the objective function value vs. 
changes in the number of products. The number of products 
has been increased from 5 to 100 and objective function value 
is also shown in figure. 

Figure 5 shows changes in objective function value vs. 
changes in demand. Objective function value has increased 
following an increase in demand. The effect of this parameter 
on objective function was more significant than any other 
parameter; therefore, objective function is more sensitive to 
demand. 

 

Fig. 5. Changes in objective function value vs. changes in demand 

IV. CONCLUSION 

In this paper, first mathematical model due to the 
restrictions of Sazeh Gostar Saipa (S.G.S) Company has been 
studied. Then a solution is proposed for this model which 
follows the imperialist competitive algorithm. It is then 
compared on a small scale with Gams and its superiority is 
verified. The distribution of input data, parameter set, result 
tables, and graphs is demonstrated and 20 numerical samples 
are presented to further the understanding of the problem. 
Since GAPs are less than 6%, and responses are obtained in a 
reasonable time, it can be concluded that imperialist 
competitive algorithm has been true. Then to verify the 
correctness of model, sensitivity analysis has been conducted 
on three parameters, and finally the results show that the model 
has demonstrated a great sensitivity to demand. Future research 
could be present developing mathematical model with greater 
levels of supply chain and with the more different number of 
vehicles and producers or distributors and comprehensive 

development model suggested the results with the different 
algorithms and analyze, and also a multi-objective considering 
several important objectives simultaneously to review the 
performance of ICA algorithm in resolving these issues. 
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Abstract—Scientific software is a special type of software 

because its quality has a huge impact on the quality of scientific 

conclusions and scientific progress. However, it is hard to ensure 

required quality of the software because of the 

misunderstandings between the scientists and the software 

engineers. In this paper, we present a system for improving the 

quality of scientific software using elements of wikinomics and 

cloud computing and its implementation details. The system 

enables scientists to collaborate and make direct evolution of the 

models, algorithms, and programs. WikiSPSM expands the limits 

of mathematical software. 

Keywords—Wikinomics; open source; mathematical 

programming; software modeling; online computing 

I. INTRODUCTION 

Scientific software is a special type of software because its 
quality depends not only on the financial results but also that of 
the quality of appropriate scientific conclusions and the speed 
of scientific progress. However, the success ratio for the 
projects of scientific software development is close to average. 
This means that part of the projects fail, over budget or give 
inadequate product. 

The misunderstandings between final users (scientists) and 
contractors (software engineers) are even more frequent as 
usual.  This is because of the fact that software engineers 
sometimes are unable to get deep knowledge of user’s domain 
(e.g. high energy physics or life sciences). In order to avoid 
possible problems, scientists sometimes try to develop software 
indecently. However, such projects can also fail due to the lack 
of knowledge of software engineering domain. For example, 
scientists may not know (or just do not care about) good 
software engineering practices, common processes, etc. They 
may even lack knowledge about good practices or good 
,artifacts of the software, made by their colleagues. 

We believe that this problem must and can be solved using 
the idea of Wikinomics, which is introduced by Tapscott and 
Williams [7]. Wikinomics (or Wiki economics) is a spatial 
activity, which helps to achieve results using the available 
resources only. The idea of Wiki-based systems is very simple: 
the project leaders collect critical mass of volunteer who are 
willing and who can to contribute small parts. Sum of such 
small parts makes a huge contribution to project goals and 
makes this form of mass-collaboration very attractive. Such 
systems as Wikipedia or Wikitravel are good advocates of the 
advantages of the Wiki technologies. 

On the other hand mass-collaboration in the software 
modelling or software coding states is not enough. In order to 
use all (or at least part of) computational power of the 
distributed infrastructures, we need software developing 
solutions, oriented to clouds and grids. 

Software synthesis for grid, cloud, and other distributed 
systems is one of the three main distributed computing-related 
research areas of Siauliai University [1, 2]. On the umbrella of 
this research area, a new project at Siauliai University was 
started from October 1, 2010. The main goal of this project was 
to develop the environment for scientific software synthesis 
using grid, cloud, web, and wiki-oriented technologies. 

The goal of this paper is to present results of the empirical 
research related to this project, namely - the system for the 
Stochastic Programming and Statistical Modelling System 
empowering the members of scientific community with the 
abilities to make, edit, and reuse models, algorithms and the 
software. 

The rest of the paper is organized as follows: Section 2 
outlines the overall architecture of our system including its 
main components. Section 3 presents the result of testing. 
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Section 4 describes the comparison of similar systems. Finally, 
the conclusions are made and future work is discussed. 

 
Fig. 1. Main components of the Wiki-based  

Stochastic Programming and Statistical Modelling System 

II. THE ARCHITECTURE OF STOCHASTIC PROGRAMMING 

AND MODELLING SYSTEM 

We have started from the hypothesis that using together 
wiki-based technologies, software synthesis methods, and the 
power of the grid/cloud infrastructure, scientific software can 
be developed more rapidly and the quality of the software will 
increase. The project consists of three main stages: 

1) The development of the portal for the wiki-based mass-

collaboration. This portal will be used as the UI enabling 

scientists to specify the problems for software development, to 

rewrite/refine the specifications and software artefacts given 

by other researchers, to contribute all software developing for 

particular domain process. As the target domain for software 

development we have chosen the set of the statistical 

simulation and optimization problems. In the future the 

created environment can be applied to other domains. 

2) The development of the model of the interoperability 

bridge between wiki-based portal and the Lithuanian National 

Grid Infrastructure or other distributed infrastructures. For 

this purpose currently the private cloud is created at Siauliai 

University, based on Ubuntu One. 

3) To refine existing methods for software synthesis using 

the power of distributed computing infrastructures. 
This paper mainly covers the results of the first two stages. 

The system for Stochastic Programming and Statistical 
Modelling based on Wiki technologies (WikiSPSM) is built 
using the Model-View-Control architecture. It consists of the 
following parts (Figure 1): 

 Web portal with the content management system and 
Wiki-capabilities as the Graphical User Interface (see 
Subsection B for more details). 

 Server application for jobs processing (Subsection C). 

 Database and its management system for the storage 
and processing of existing software artifacts including 
programs, subroutines, and models (Subsection A). 

The importance of each part and its role in overall 
functionality of the system is detailed in the remaining 
subsections. 

A. Database 

The database is based on MySQL. It consists of 34 tables, 
which can be divided to 5 groups: user data, logging data, job 
data, website data, and program data. 

The tables of the user data consist of information about user 
access rights, groups, etc. Tables for logging data consist of the 
portal usage history data, portal user actions, and so on. Job 
data tables carry information about the submitted jobs and their 
states and location details.  

Website data is the basis for CMS and user interface of the 
Wiki part of the portal. Program data (PD) is probably the most 
important (and most distinctive) part of all the systems. PD 
tables are for storage and processing of the programs, written 
by users and APIs. In other words, PD is the basis for the Wiki 
part of the portal. 

B. Wiki-based Portal 

The user interface portal is the central entry-point for the 
users in our system. It consists of four main components: 

 Template-based generator of web pages. This 
component empowers a user to make web page content 
using its structure from the template. The same 
component is used for the storage of generated web-
pages including version control. 

 WYSIWYG text editor. The functionality of this 
component is beyond simple text editor on the web 
page. The component is dedicated to describing 
mathematical models and numerical algorithms. For 
safety reasons, it is enriched with the text pre-
processing algorithms, which prevents code injection 
and hijacking attacks. 

 Integrated developing environment component is 
implemented for the modeling and the codding of the 
software. It is built according to theoretical background 
published in [10]. 

 Mathematical Functions Repository. This component 
enables a user to retrieve, rewrite, and add repository of 
mathematical functions with new artifacts, for example, 
new APIs. Almost all WikiSPSM is built from scratch. 
However, for efforts optimization it was decided to 
include “standart” library of mathematical functions in 
it. Our system is based on NetLib repository LAPACK 
API. However, it can be changed on demand to work 
with other libraries, for example, ESSL (Engineering 
Scientific Subroutine Library) or Parallel ESSL [6]. 

The architectural decision to store all the mathematical 
models, algorithms, programs, and APIs in central database 
makes WikiSPSM easy extensible and evolvable. 
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Fig. 2. The algorithm of data analysis and job processing 

C. Software Generation Process 

The architectural decision to enable users to write their 
software in C/C++, Java, Fortran 90, and QT programming 
languages was made in the design stage of WikiSPSM. In order 
to implement this idea, command-line interfaces were chosen 
as the architecture of communication between the UI and 
software generator part. Software generator must perform the 
following actions: 

 Compilation, 

 Job submission (to cloud or to single server), 

 Job monitoring, 

 Job and its results control. 

External command-line compilers were chosen for the 
compilation of the programs. Theoretically, our system can be 
configured to work with any programming language if only its 
command-line compiler (or compilation service) is available. 
The requirement to have command-line user interface is 
necessary for user’s programs also. In the current version, 
WikiSPSM is not able to work with the external programs 
using GUI. 

It is planned that compilation and execution must be made 
on the server side. Note that “server side” here means not only 
one server, but can be considered as a cloud also (see 

Subsection D). The server application consists of three classes: 
Server, Task, and vrMath. At the application initialization, time 
object vrMath is created, and then it creates the object Server. 
These objects help to monitor jobs and to manage them 
interactively, including abort operation. 

The algorithm of the program data analysis and job 
processing is shown in Figure 2. Object Server creates an 
object Task for each submitted data array received from the 
portal. Task object parses the data and sends a Token back to 
the user (via portal). Token is necessary to identify the job, 
monitor it, and get its results. When the process Task is 
finished, it passes the data to Server object and then the process 
of compilation of execution begins. All the jobs are scheduled 
and queued. If number of resources (e.g. number of CPU) is 
less than requested, job waits the end of some other processes. 
After job completion, its result is stored in the database. 

D. Bridge to Distributed Systems 

In its early stage, WikiSPSM was implemented as a server-
based distributed program [1]. However, it was observed that 
increased number of users and submitted tasks have negative 
impact on the performance of the system. For example, while 
testing the instability of the system, it was observed when a job 
tried to use more than 3 CPUs on one server. In order to solve 
this issue. the architecture of the system has been changed. 

In revised architecture of the system. Wiki-based portal and 
other components remain more or less the same. However, the 
software generation component is changed dramatically. The 
adoption of this legacy component is made in two stages: 

 Transformation between different operating systems. 
Initially, the server-side application was hard coupled 
with the Windows operating system, because of used 
before command-line compilers and Qt library. All this 
part was redesigned and new Linux-based 
implementation is made. The changes not only 
improved the system but also made it completely 
multiplatform. 

 Transformation between the paradigms.  For better 
throughput of computing application, server was 
redesigned to schedule jobs in wide-distributed 
environments, namely Ubuntu One and Open Stack 
private clouds (Figure 3). Besides the central DB 
distributed file system with NFS file system is used for 
the communication of working nodes. During the 
development and for the testing a set of VirtualBox 
virtual machines have been used. 

Early test of redesigned component shows very good 
results (see Section 3). 

III. TEST RESULTS 

WikiSPSM is tested both in technical and scientific levels. 
The set of programs was made using Fortran 90, Java, C, C++, 
and NetLib repository LAPACK API. 

The set of scientific tests consisted of a) the comparison of 
the results of well-known problems with the results given by 
the system; b) the comparison of the results of sequential and 
parallel implementations of the same Monte Carlo method-
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based algorithm. All the tasks finished and show expected 
results only. The participants of the pilot project named the 
possibility to change and extend programs from the repository 
as a very useful and efforts-sparing option. 

The set of technical tests consisted of the tests of program 
compilation, execution, data exchange, and user-computer 
interface support processes. For the system load testing, a 
program for Monte Carlo algorithm implementation was 
chosen. On its basis, 500 requests for the server side were 
generated. The server with 4 CPUs was chosen as an 
abstraction of the distributed system. The results of this test 
show (Table 1) that the system acts as a common task 
distribution system and the given job submission and job 
execution times fit the Amdahl’s law very well. 

For 150 jobs, Monte-Carlo problem using  new (bridged to 
distributed systems) execution component was solved two 
times faster than initial server-based application component. 
The “toy example” (calculation of the factorial of big numbers) 
– was solved eight times faster. 

IV. RELATED WORK 

Our system (in short WikiSPSM) has been compared to 
other commercial and open-source products. Here the 
comparison with two most distinguished products (each present 
the set of the tools) is presented. 

A. Mathematica 

Wolfram Research Mathematica is a multiplatform tool 
with high functionality. It consists of the core and user 
interface components. The core is able to parse Mathematica 
programming language, to call external command-line 
software, process with files using default programs, commutate 
via e-mail, and perform dynamic linking of the functions, in 
such a way as to extend the functionality of the core. The core 
with UI communicates using MathLink protocol. For the 
communication with external software .NET/Link and 
Java/Link are offered, which enables to call Mathematica’s 
functions from e.g. Java program and vice versa [3, 8]. 

TABLE I.  THE RESULTS OF SYSTEM LOAD TEST 

Number of 

processes 

Time for all job 

submission 

Time for all jobs 

completion 

1 12 s 14 min. 21 s 

2 16 s 9 min. 41 s 

3 22 s 9 min. 51 s 

4 NA NA 

TABLE II.  THE CRITERIA OF COMPARISON 

Criteria 
Weight 

coefficient 

Reusability of Mathematic functions, models and 
programs 

0.3 

Possibility to extend system repository by new 

functions, models and programs 
0.2 

User interface 0.2 

Programming languages support 0.1 

Programs’ execution 0.1 

The possibility to integrate system in other systems 0.1 

 

There are two tools under Mathematica umbrella, which 
can be used as components for a stochastic programming and 
Statistical Modelling System: Grid Mathematica and Web 
Mathematica. 

Grid Mathematica is able to perform calculations using 
distributed infrastructures. This tool is the subject of additional 
licensing and supports up to 16 cores per task. 

Web Mathematica is based on Java applets and servlets. It 
can perform asynchronous computations only and is useful as a 
different type of UI only. 

 
Fig. 3. The architecture of WikiSPSM with the cloud computing component 

Grid Mathematica and Web Mathematica cover only two 
aspects of our System: distributed computation and web-based 
interface. However, the users of Mathematica aren’t able to 
make new module dynamically, to add functionality to 
Mathematica Core dynamically, to reuse programs of other 
users. In Web Mathematica case, only the site administrator 
has rights do refining of the core. Therefor the use of 
Mathematica in Wikinomics context is problematical. 

B. Scilab 

Scilab Scientific is chosen as an example of open-source 
tool because of the functionality.  The tool is oriented to solve 
problems of linear algebra, matrixes, polynomials, statistics, 
differential equations etc. Because of this, by the functionality 
Scilab can be named as a good competitor of commercial 
systems. Scilab is multiplatform tool; it supports all recent 
operating systems. Scilab provides links between it and C, C++ 
and Java. Scilab native programming language subroutines can 
be called for C, C++, and Java programs. There is a possibility 
to import Matlab code, because of the similarity of Scilab 
native language and Matlab language.  However, in contrast to 
Mathematica, Scilab does not have task parallelization 
component or web UI component [4, 5]. 

C. Comparison 

Our system and the two competitors described above have 
been compared using the list of criteria (see Table 2). Most 
important criterion is the reusability of artifacts, because on it 
depend the complexity of scientific software and the amount of 
time required to make new solutions. Second criterion is the 
possibility to extend the system with new artifacts: functions, 
models, and programs. The possibility of using the system 
artifacts from external sources (programs) is no less important.  
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These three criteria together have direct relation with the 
idea of wikinomics in scientific software domain. 

All three compared products (see Table 3) have rich set of 
supported mathematical functions and API’s. Mathematica has 
the most rich list of functions and algorithms for the problems 
of mathematical programming. WikiSPSM uses NetLib 
repository LAPACK [9] for C++ and FORTRAN and as a 
consequence provides more functionality as Scilab. 

Users of Mathematica or Scilab can reuse their functions 
directly. In contrast, WikiSPSM does not offer such possibility, 
because it is web based and all the programs are executed on 
the server side, not locally. 

As could be predicted, WikiSPSM shows best result on 
second criterion – the possibility to extend system repository. 
All artifacts are stored in public database, can be reviewed, 
reused, and appended. Other systems have different, single user 
oriented architecture. Moreover, they have only a little 
possibility to change system functions or extend the core of the 
system by user subroutines. 

Comparing the systems by the user interface criterion it’s 
easy to see that WikiSPSM has UI with a reach not as large as 
Mathematica or Scilab in terms of common functions. (e.g.  
possibility to show 2D and 3D graphical objects). However, 
WikiSPSM in its UI has a lot of Wiki-oriented functions (in 
contrast to other systems) and web-orientation (in contrast to 
Scilab). 

TABLE III.  THE ASSESSMENT OF THE SYSTEMS 

Criteria M S W 

Reusability of Mathematic functions, models 

and programs 
10 7 8 

Possibility to extend system repository by new 
functions, models and programs 

3 3 9 

User interface 9 5 7 

Programming languages support 6 6 8 

Programs’ execution 9 5 7 

The possibility to integrate system in other 

systems 
10 6 2 

Total 7.9 5.4 7.3 

M – Mathematica, S – Scilab, W – WikiSPSM (our system). The total value is 
calculated as a sum of values multiplied by the weight coficients (Table 2) 

By the criterion of programming languages, WikiSPSM is 
clear winner also because it supports C, C++, Java, QT, and 
FORTRAN in contrast to others, which support only two to 
three external languages. 

By the last criterion (the possibility to integrate the system 
itself with other IS), WikiSPSM can be assessed by the lower 
mark than Mathematica and Scilab. Its integration process and 
possibility of interoperability is the same as of some other 
application server-based systems. However, this is not a big 
disadvantage because our goal was to build this system as a 
portal, as a central entry-point, not as a component. 

V. CONCLUSIONS AND FUTURE WORK 

The following conclusions can be made: 

1) The system of Wiki-based Stochastic Programming and 

Statistical Modelling is developed and it is adopted to cloud 

computing infrastructure. WikiSPSM can solve various 

optimization problems using C, C++, Java, Fortran, 

programming languages and Qt and Netlib Repository 

LAPACK libraries. The system already used to solve two stage 

stochastic programming problems. 

2) The system enable scientist to collaborate and make 

direct evolution of the models, algorithms and programs. 

WikiSPSM expands the limits of common mathematical 

software. 

3) WikiSPSM can be considered as the job submission 

and management system for private academic cloud or other 

distributed infrastructures. It has all the necessary 

components despite the fact that the system is build from 

scratch using open source technologies only. 
The results of the project will have direct positive impact 

on development of scientific software. Since the gap between 
the two technologies is bridged, each of them promises good 
performance. The power of the wiki-technologies will ensure 
the ability of the interactive collaboration on software 
developing using the terms of particular domain. 

Despite the success of the project, some future work is still 
required: 

1) To increase the level of the security, automatically 

inspect what files and data are stored (or going to execute) in 

the server side and prevent hazardous actions. 

2) To facilitate the configuration of the system and in 

such way to expand the list of supported programing 

languages. 

3) To refine job scheduling, distribution and parallel 

execution algorithms by adding stochastic elements.  

4) To make a bridge between WikiSPSM and European 

Grid Infrastructure or commercial infrastructures. 
Continued testing of WikiSPSM is planned by solving the 

following problems: power plant investment planning by 
stochastic programming; two-stage stochastic programing 
problem for short term financial planning. 
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Abstract—The process of retrieving information is becoming 

ambiguous day by day due to huge collection of documents 

present on web. A single keyword produces millions of results 

related to given query but these results are not up to user 

expectations. The search results produced from traditional text 

search engines may be relevant or irrelevant. The underlying 

reason is Web documents are HTML documents that do not 

contain semantic descriptors and annotations. 

The paper proposes multi agent architecture to produce 

fewer but personalized results. The purpose of the research is to 

provide platform for domain specific personalized search. 

Personalized search allows delivering web pages in accordance 

with user’s interest and domain. The proposed architecture uses 

client side as well server side personalization to provide user with 

personalized fever but more accurate results. Multi agent search 

engine architecture uses the concept of semantic descriptors for 

acquiring knowledge about given domain and leading to 

personalized search results. Semantic descriptors are represented 

as network graph that holds relationship between given problem 

in form of hierarchy. This hierarchical classification is termed as 

Taxonomy. 

Keywords—Search engine; Data mining; Multi agent systems 

(MAS); Semantic mapping; Hozo 

I. INTRODUCTION 

Internet is one of the biggest repositories of information of 
web documents or HTML documents. Various search engines 
were created to access these web pages on basis of keywords 
entered by user. The main drawback of these traditional search 
engines is that they perform searching by focusing on 
keywords rather than on meaning of content. It is the reason 
that they lack semantic dependency among user entered 
keywords. 

The users are getting addicted to latest technology trends 
and they want their services at their doorstep. Due to diverse 
search results, the accuracy of retrieved information is 
decreasing. Different users have different interests but owing 
to algorithm without interest as a parameter search engines 
produce same result for all users that does not satisfy 
individual user needs. This led to development of personalized 
and semantic search engines. With the advent of Vertical 
search engines also called Vortals, the personalized search 
engines were the next palpable step. Vertical search engines 
(VSE‟s) emphasize on single topic or specific domain while 
personalized search engines extracts user preferences and 
provide them tailored results. 

The search engine proposed is an intelligent domain 
specific personalized search engine which personalizes the 
results pertaining to a specific domain. The concept which 

differentiates this research from previous works is 
personalization at both ends (client and server) and domain 
specific searching. Unlike previous engines the proposed 
architecture keeps the sophisticated architecture of Google and 
then adds layers of personalization to it. In the process of 
adding layer it doesn‟t let to significant increase of processing 
time. Thus making the engine more personalized results in 
reasonable time. 

The first part of the paper represents previous work in the 
field followed by theoretical explanation of the concept 
introduced for the architecture (Evolution of Ontology in 
Multi Agent Systems). Problem definition section explains the 
current problem and proposed solutions for the area. 
Following the problem definition section is proposed 
architecture section which discusses the proposed architecture 
in detail. After which the analysis and evaluation section 
compares the traditional search engine with the proposed 
architecture. The last section explains the future scope and 
concludes the research. 

II. LITERATURE 

Various studies have been conducted and results are 
deduced regarding personalized view of search engines as 
follows: 

Gauch, & Chaffee [1] captured user interest by browsing 
their history stored in form of cookies. Speretta & Gauch [2] 
developed personalization by identifying user profiles. The 
personalization model used methods to grab user‟s search 
history in order to retrieve results precisely. Chirata & Nejidi 
[3] found that queries are handled in three categories viz. clear 
queries, semi-ambiguous and ambiguous queries. There is no 
need of personalized search in handling non ambiguous 
queries but for handling semi ambiguous and ambiguous 
queries, personalization is necessary. According to [19], the 
user based personalization is the most significant contextual 
factor, which can alleviate an ambiguous web search in an ad 
hoc retrieval task. Some works model the user interests as 
being a rich repository of personal information extracted from 
the user search history like past click through data [20], 
browsing features or desktop information [21], etc. The use of 
multi agent technology is widespread among large number of 
applications like distributed systems, data mining, logistic 
management and sensors [4]. The technology is based on 
working of nature of agents to be employed for retrieval of 
information. Each agent has its independent tasks and they 
work in collaboration with other agents in system. Another 
variant of multi agent systems is non-equilibrium systems that 
have been studied by Nicolis & Prigogine [5]. Non-
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equilibrium system means previous keywords and phrases 
related to query can be modified during next phase of 
searching. [14] investigated, compared various Text 
categorization algorithms and proposed profile based 
personalization using Open directory project. [15] proposed 
the search engine which took in account positive as well as 
negative preferences of the user. [16] proposed click content 
and location entropies to measure interest in the content and/or 
location information in the results. [18] proposed a special log 
system to capture users‟ interactions in web systems. The 
system consisted of two subsystems: log capturing and log 
analyzer system. The log system makes use of several 
attributes identifying user session, such as embedded session 
identifiers, cookies and IP-address of the accessing host. All 
the above researches where based on HTML pages. Finding 
semantic categorization was difficult. [17] proposed an 
architecture based on creating profiles using semantic 
descriptors. This paper proposes a similar architecture. 

III. EVOLUTION OF ONTOLOGY IN MULTI AGENT SYSTEMS 

With advent of concept of Ontology and Semantic Web, 
Knowledge Management (KM) solutions have started 
employing in different environments where agents can define 
their own ontology. Ontology allows an agent to perform 
following tasks: 

 Agents can distribute collection of data and enable 
communication of data in different environments and 
applications. 

 Agents increases information retrieval performance by 
searching results in less time. 

 Agents use learning algorithms to give examples 
regarding retrieved results on basis of query entered by 
user. 

 Interface Description Languages and services are 
provided for different environments where Interface 
Language refers to defining of data objects and their 
location. 

 Agents are able to access some distributed models to 
enable interaction between processes like CORBA 
(Common Object Request Broker Architecture), RMI 
(Remote Method Invocation). 

A. Multi Agent Systems (MAS) 

1) Problem: - While using KM solutions for integration of 

knowledge processes, there used to work on Peer to Peer (P2P) 

architecture for enabling distributed control of knowledge 

resources at centralized location via peers. Peers are directly 

connected to Hub. But this architecture is not suitable for 

accessing knowledge from complex systems. 

2) Solution: - Multi Agent Systems (MAS) 

3) Analysis: - Systems where individual self-authorized 

agents derive new facts with the help of other agents are called 

MULTI AGENT SYSTEMS. 
In these systems, individual agents create their different 

models and prototypes instead of following standard ontology. 
An agent is defined as an entity with/without body. Agents use 

different kinds of knowledge sources and resolve differences 
among themselves to provide best answers of queries in 
complex KM environment. 

Ontology is evolved by learning concepts and relationships 
by taking guidance from other agents. Agents are trained 
explicitly as well as they learn in the course of their use. With 
time agents improve their knowledge also communication 
among various agents adds to their learning.  Fig.1. represents 
the characteristics which are imperative for software agents. 

4) Approach involved: - There are following assumptions 

to be kept in mind which are as follows: 

 Assume given organization has n agents Ag1…..Agn 
where each agent manages knowledge for its 
organization. 

 Each agent knows concept which is denoted by Ck. 

 Each agent has positive and negative thoughts (ti) with 
respect to that concept. 

 Each agent has learning algorithm (Li) or classification 
mechanism. 

 Each agent has its unique Ontology denoted as Oi. 

 Each agent has set of features for representing concepts. 
It is denoted as fi. 

System is represented as: Agn = {Li, ti, fi, Oi} 

a) Learning Algorithm (Li): - An agent learns a concept 

under supervision of teachers. It is also possible that    

teachers are not well expert about given queries, in that case 

they can use learning algorithm to give example regarding 

queries. 

b) Set of thoughts/examples (ti): - In this, positive and 

negative examples are taught to agents by teacher. These 

examples are related to given problem domain. Using this 

classification capability, learner agent is able to decide 

whether example is positive or negative. 

c) Set of features (fi): - They are most important factor 

to represent concepts.  Features are selectively used by each 

agent to represent different concepts. In Multi Agent concept 

learning, we have to collect most related features from 

different sources of knowledge in order to develop a 

comprehensive concept. 

d) Ontology (Oi): - In terms of concepts and knowledge 

sharing, it is defined as mixture of Meta concepts and fine 

grained structure. Meta concepts are concepts which are 

divided into sub concepts until fine grained concept level is 

reached. It is preferred to use own ontology rather than using 

standard ontology. 

Ontology- based semantic integration [6,7, 8] can be 
achieved to resolve differences that arises during run time 
interaction of system and agents. It is implemented in 
following ways: 

 Using a single centralized ontology for all agents and 
application domain. 
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Fig. 1. Characteristics of the agents 

 Merge source ontology into a common ontology to 
prevent overlapping of concepts by various agents. 

 Search set of mappings or matches between two 
ontology when it is difficult to merge them due to the 
difference. 

B. Semantic Mapping on Ontology 

1) Importance: - Multi agent systems are used to convert 

input query into semantic annotations and computes their rank 

by semantic mapping. Then, there is need of mapping in 

ontology because Ontology gives complete description of a 

given problem that can be communicated among people and 

application systems. Each concept has its own attributes and 

relationships. 

2) Semantic Mapping: - It is defined as process of finding 

solution to given problem with the help of relative concepts 

used in other domain. It is needed in order to realize full 

growth of Semantic Web and processes information between 

ontology.  Consider a scenario: - There are two beers 

belonging to different countries. One is Australia and other is 

Denmark. 

 
Fig. 2. Semantic Mapping[9] 

Let two countries develop their web pages and decided to 
enable their web content. They make use of ontology in 
making web pages. Here is mapping between the ingredients 
of two beers belonging to different countries. Both beers 
contain different ingredients but some are common to both 
due to which we can find suitable beer and give validation to 
concept of Semantic Mapping. Figure 2 represents semantic 
mapping of sample beer. We have seen that Rice and Oryza 
are treated as equivalent concepts in different countries. Oryza 
is biological name of rice. Such a correspondence is called 
Semantic Mapping. Thus because the context was same the 
semantic matching could be achieved. The context was 
interpreted using ontology. 

IV. PROBLEM DEFINITION 

Most of search engines are based on client server 
approach. The personalization is implemented either at client 
side using histories, location or click model [16]. This 
approach suffers from the fact if the machine is used by 
multiple users or user chooses to delete the history. The other 
approach focuses on creating profiles explicitly for each 

individual user and storing these profiles on server. This 
approach requires a sophisticated system of storing and 
fetching profile information in small amount of time. Also this 
approach raises a concern if user is not interested in explicit 
profile. There is a need to create an optimum level of 
dependency on both client and server side to achieve favorable 
personalization. 

The next area of concern is efficiency. Since our 
architecture works on fetching results from basic search 
engine like Google and then applying personalization the 
added layer will increase the response time.  The higher the 
response time lower the efficiency. So it is essential to 
introduce a technology which reduces this time to achieve 
personalized yet quick results. 

A. Plan of Solution 

 Introducing Levels  of Personalization: The solution of 
first problem is achieved in our paper by introducing 
four levels of personalization: 
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Level 3: Personalization based on both explicit profile and 
implicit profile. 

Level 2:  Personalization based on only explicit profile 
(history disabled) 

Level 1:   Personalization based on only Implicit  profile 
(based on history ) 

Level 0: No personalization. 

Level of personalization decreases from Level 3 to 0. 
Depending upon user requirement the personalization can be 
achieved using both( client side personalization & server side 
personalization), either or none. 

 The technology proposed for second problem is in-
memory data grid or distributed cache. An in-memory 
data grid (IMDG) is a data structure that resides entirely 
in RAM (random access memory), obviating the need 
for electromechanical mass storage media. The memory 
is divided into redundant nodes. The data is processed 
using these nodes. Initially complex problem is divided 
into several small subparts and then executed 
simultaneously. This not only decreases the processing 
time significantly but also makes it practical to store 
terabytes of data completely in RAM. 

 Another significant role in the architecture is played by 
Agents. The use of multiple agents refines the results 
which are then passed to semantic descriptor module 
that will parse entire results and convert them into 
semantic blocks of data so that they can be mapped to 
given ontology. Mapping to ontology requires ontology 
development phases like specification phase, design and 
formalization phase. All these techniques are 
incorporated in proposed multi agent search engine 
architecture. 

V. PROPOSED APPROACH 

The proposed semantic multi agent search engine 
processes query retrieved from traditional search engines and 
analyzes these results according to user‟s priority with the 
help of multiple agents. This search engine is beneficial 
because it has ontology domain module which is used to 
represent relationship between user‟s preferences and 
produced search results. 

A. Modules Interaction 

The search engine has three modules namely Agent 
module (consisting of various agents), semantic descriptor 
module and ontology development module. 

a) Agent Module: - It involves use of various agents that 

interacts with user and produces refined results. Agents are 

interface agent, facilitator agent, resource agent, mining agent 

and many more. Their functions are listed in table 1. 

Pre decision made in order to mine given data sources is 
called Data Mining Task Planning. Data mining task planning 
requires compensation between Facilitator Agents and Mining 
Agents through message passing. Figure 3 represents this 
interaction 

TABLE I.  SOFTWARE AGENTS ANF THEIR ROLES 

AGENTS ROLE 

(a) Interface Agent 
(User Agent) 

It interacts with user to provide requirements 

and displays results. It has interface module 
that contains method for inter agent 

communication. 

(b)Facilitator Agent 

(Management Agent) 

It activates different agents. It receives 
questions from interface agent and may take 

the help of group of agents to solve those 

questions. 

(c) Resource Agent 

(Data Agent) 

It maintains Meta data information about data 
sources. It generates queries based on user 

request and sends their results to user agent. 

(d) Mining Agent 
It implements Data mining techniques and 
algorithms. 

(e) Result Agent 

It observes mining agents and other results 

from them. After obtaining results, these 

agents show results to user agent by 
integrating with manager agent. 

(f) Broker Agent 

It is advisor agent that can send reply to query 

of an agent with name and ontology of 
respective agent. 

(g)Ontology Agent 
It maintains and provides knowledge of 

ontology to solve queries related to ontology 

Consider User Agent is denoted U. Facilitator Agent is 
denoted by X. Broker Agent is denoted by Y. Mining Agent is 
denoted by Z. If U sends request to X to ask for Data mining 
with other agents in system. Then X tries to compensate with 
Y to determine which agents are suitable for performing task. 
Mining Agent Z is responsible for completion of task whileX 
is used for planning. When Z is completed, it shows results to 
X and X passes them to U. 

b) Semantic Descriptor Building Block:- It 

automatically converts text or sentences into meaningful 

blocks of data and put them in semantic descriptor which is 

nothing but graph showing concepts and values. The concepts 

are derived so that they can be designed to ontology in 

hierarchical manner. 

c) Ontology Development Module 

The term Ontology [10] can be defined in different ways. 
Ontology is abbreviated as FESC (Formal, Explicit, and 
Specification of Shared Conceptualization) which is defined 
as: 

 Formal: It specifies that it should be machine 
understandable. 

 Explicit:  It defines type of constraints used in model. 

 Shared: It means that ontology is shared by group. It is 
not restricted to individuals. 

 Conceptualization: It refers model of some phenomenon 
to identify relevant concepts of that phenomenon. 

Ontology is also defined as set of concepts and 
relationships arranged in hierarchical fashion. Ontology 
development [11] needs well defined methodology that must 
follow certain guidelines: 

 Ontology being developed should follow Software 
Engineering standards. 
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 Ontology development strategy should be simple and 
practical. 

B. Phases Involved in Developing Ontology 

The phases that are being used in developing ontology also 
satisfy Software Engineering principles and thus called as 
Software Development Life Cycle (SDLC) phases. They are 
described below: 

a) Specification Phase: - This phase has its few 

activities. 

 Domain Vocabulary definition: - It defines common 
name and attributes for domain concepts. 

 Identifying Resources: - A Resource is anything that 
has URI. So, if some concepts have number of 
instances, then they can be grouped into a class. 

 Identifying Axioms: - They are structures that represent 
behavior of concepts. 

 Identifying relationships: - Relations are defined within 
resources. 

 Identifying data characteristics: - Defines features of 
types of resources and their relationship. 

 Applying constraints: - Constraints represent named 
relationships between domain and range class. 

 Verification: - After designing preliminary web 
ontology model, it is necessary that it should be tested 
for its correctness. 

b) Design Phase: - The phase is backbone of Semantic 

Web. The physical structure of designed ontology is based on 

RDF model which is associated with three triples- Subject, 

Predicate and Object. 

 Predicate: - All characteristics of resources and 
relationship are taken as Predicate. E.g. each train is 
assigned unique PNRNo called as „HasPnrNo‟. 

 Subject: - All domain classes of characteristics and 
relationships of resources are taken as Subject.E.g. there 
are various passengers travelling to city each having 
unique URI, so they are grouped in 
„CityPassengersGroup‟. 

 Objects: - Refers to Range class relationships. E.g. 
HasPnrNo contains range class „NUMBER‟ which is 
literal. 

c) Formalization Phase: - This phase is result of output 

of ontology obtained in design phase with the help of some 

tools. 

VI. EVALUATION AND ANALYSIS 

Firstly, the user entered query related to computer 
components or appreciations. The search results are produced 
through GOOGLE search engine. It produces millions of 
results that are relevant or non relevant. 

 

 
Fig. 3. Outline of proposed Multi-Agent system architecture 

Figure 4 represents the complete architecture of the 
proposed search engine. 

 
Fig. 4. Flow between Agents 

TABLE II.  COMPARING EFFECTIVENESS OF SEARCH USING KEYWORDS 

AND AGENT TECHNOLOGY 

Query 
Search using 
keywords 

(GOOGLE) 

Search using 

agent search 

engine (semantic 
descriptors) 

Query 1 45% 54% 

Query 2 56% 87% 

Query 3 64% 85% 

Query 4 60% 70% 

Query 5 62% 78% 

Query 6 44% 65% 

Total 55.2% 73.2% 
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The results are sent to various agents for achieving refined 
results by involvement of data mining agent as well. Ontology 
agent is responsible for learning knowledge about given 
domain. It does not build respective ontology. Then 
descriptors of search results are built. It can be done 
automatically. The results are analyzed by block of automatic 
descriptor building in order to improve accuracy of results. 
For example, user has searched about computer components. 
The block of query descriptor building creates the following 
query descriptor after passing through ontology module. 
Domain ontology is built on computer appreciations using one 
of ontology editor called as HOZO. Hozo is different from 
other ontology editors in following aspects as it is user 
friendly environment lets users to work easily on it. Hozo has 
API named as HozoAPIver 1.15 that accesses existing 
ontology Inheritance information is clear and easily accessible 
by two options: One is from Super Classes through is-a link. 
Other is from Class constraint. 

A. Analysis of search results using GOOGLE and proposed 

search engine 

After manual analysis of results, the first 50 relevant 
documents results are put in table for both traditional search 
engine GOOGLE and semantic descriptors used in search 
engine. The results are given in table II. From table II, it can 
be said that results retrieved from search engine with semantic 
descriptors are 20-22% higher than that obtained from 
GOOGLE. 

VII. CONCLUSION AND FUTURE WORK 

A large number of crawlers are present for collecting 
information from web pages. They retrieve data securely but 
their distribution and indexing is not satisfactory. The 
resources are scattered at one central location that creates 
penalty on network bandwidth. The solution to this bottleneck 
is use of multiple agents that access information from various 
pages. The goal of our study in this paper is to propose search 
engine that allows use of agents to perform various operations 
in retrieving search results of user. Semantic descriptor is used 
to map produced results to specific knowledge. The engine is 
based on ontology domain that is built using ontology 
development phases to ensure hierarchical representation of 
results. Use of agent technology allows more refinement in 
search results thus providing description about concepts used 
in results. The researched focused on creating personalized 
result using profiles (implicit and explicit). User is provided 
with option to choose the level of personalization which 
provides comfort to the user. Our future work will focus on 
improving the response time by comparing various 
technologies. Also we would focus on implementing levels of 
security to personalization which is still the area of concern 
for personalization. Users are interested in getting 
personalized results but owing to security concern of their 
personal information they are hesitant towards it. So we will 
try and focus on developing a mechanism which help user to 
have personalized research keeping the security intact. 
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Abstract—Kohonen self-organization algorithm, known as 

“topologic maps algorithm”, has been largely used in many 

applications for classification. However, few theoretical studies 

have been proposed to improve and optimize the learning process 

of classification and clustering for dynamic and scalable systems 

taking into account the evolution of multi-parameter objects. 

Our objective in this paper is to provide a new approach to 

improve the accuracy and quality of the classification method 

based on the basic advantages of the Kohonen self-organization 

algorithm and on new network functions to pre-eliminate the 

auto-detected of drawbacks and redundancy. 

Keywords—Artificial neural networks; self-organization map; 

Learning algorithm; Classification; Clustering; Principal 

components Analysis; power iteration 

I. INTRODUCTION 

The self-organizing map of Kohonen (SOM), is a model of 
artificial neural networks (ANN) widely used in different 
domains, particularly in the classification and clustering of 
multi-parameter objects. These intelligent systems are 
characterized by special abilities such as learning, adaptation 
and the possibility of visualization of Multiparameter objects 
with a reduced space. Other paradigms can be used, such as 
retro-propagation network (Counter-propagation) and Back-
propagation, both types unlike the SOM map based on 
supervised learning algorithms that requires advance 
preparation of desired outputs. Our objective is to reveal the 
ambiguities and obstacles that may limit the application of this 
paradigm in the different domains of human activities, and 
find possible solutions to eliminate them. To reach the desired 
result, we made a preliminary theoretical study of the learning 
process, and performed experimental tests. On the basis of 
analysis of results achieved, we fixed the nature and details of 
the problem and proposed a solution already practiced and 
justified theoretically that can eliminate the obstacles detected. 
At the base of this solution, a new structure of the Kohonen 
network was realized. The new realization uses a block of 
preliminary processing of input data. The treatment method is 

based on a combination of two well-known algorithms which 
are used in the field of data analysis. The tests performed and 
presented show that the proposed model of the map is more 
advantageous to be used as a means for the creation and the 
application of intelligent systems in the various fields of 
human activities. 

Except the introduction and conclusion, the work also 
contains four sections. The introduction presents a resume of 
this work, which explains the problematic and proposed 
solutions. In the second section, we give a detailed 
explanation of the problem of classification and clustering, 
and present examples of classical and recent methods used to 
solve this problem. The third section describes the process of 
classification and clustering using the organizing Kohonen 
map, also shows the detail of the learning algorithm of this 
paradigm of the neural network, and fixed observations of its 
functioning. The improved model of the map is presented in 
the fourth section. This part explains the detail of our follow 
up approach to eliminate ambiguities identified in the previous 
part. Also in this part, we present and explain the changes 
brought to the standard model map, and the functional 
structure of the proposed model. The fifth section contains the 
assessment of this work. A program was developed which is 
able to present the results of the map's learning on a two-
dimensional space, this approach allowed us to properly 
analyse problems in the standard model and show the 
advantages of the proposed model concerning the pertinent 
and accuracy of classification and clustering. The paper 
concludes by citing the observations fixed in the functioning 
of the standard model of the map and the advantages of the 
proposed model and the future prospects. 

II. THE MULTI-PARAMETER OBJECTS CLASSIFICATION 

AND CLUSTERING 

The classification problem is to establish the dependence 
of the input pattern (a specific object, the phenomenon or 
process), which is characterized by a vector of parameters 
(characters), to one of several predefined classes [1]. 
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Examples of these type of problems are handwriting 
recognition, language recognition, and classification of ECG 
signals. During clustering, the training sample with class 
labels is missing and performed detection of the similarity 
between the patterns, and the similar patterns are brought to 
the same category. Proximity is often understood in the sense 
of Euclidean distance [2, 3]. This problem occurs when 
extracting data, the study of their properties and compression. 
Thus, two paradigms of classification have been identified: 
supervised and unsupervised (clustering). 

Classical supervised methods are probabilistic methods, in 
particular, the method based on Bayes formula adapted for 
manual calculations [4, 5]. Modern methods are not suitable 
for calculation without using the computers. The application 
of these methods produces the rules capable to through the 
given objects to certain specific classes. Rules solutions can be 
derived as characteristics probability assignment the pattern to 
a particular class (Bayesian method) or as a simple analytical 
function (discriminate analysis method). This method has 
certain limitations, such as lack of flexibility, which is a 
consequence of the application only of rules of linear solutions 
[6]. 

A. Classic structures and paradigms of learning neural 

networks for classifying and clustering problems 

New features to classifying and clustering provide 
artificial neural networks (ANN). Such networks are 
simplified models of biological neural networks of the brain 
where neurons are simulated by relatively simple elements of 
the same type (formal neurons). Neurons are connected 
together by means of synaptic connections (synapses). The 
defining features of the ANN are distributed and parallel 
execution of calculations and learning opportunities. 

To solve the problem of clustering ANN is used with 
unsupervised learning paradigm. Thus, the internal data 
structure is determined that is the hidden correlation between 
patterns. The learning process, as in the supervised learning, 
consists of progressive adjustment of the weighting values. 
Obviously, such an adjustment may be made only on the basis 
of information available to the neuron, that is, its status and 
existing weights. On this basis, and by analogy with the 
known principles of self-organization of the nerve cells, the 
learning method of Heb and the method of competitive 
learning [7, 8] are constructed. It can be assumed that the rules 
for the classifying and clustering solutions are presented as a 
set of weights adjusted due to certain iterative procedure of 
learning. 

B. Competitive learning 

This procedure, which distributes the training set into 
clusters, is peculiar to the input data [9]. This type of neural 
network processes only input vector X and thus implements 
the learning procedure "unsupervised". An example of neural 
networks with competitive learning is shown in Figure 1. All 
neurons in the output layer o combined with all the neurons of 
the input layer i connections with weight coefficients wio. 
When the input vector x is fed to the input of the neural 
network, only one output is activated ("Winner"). When 
network correctly learns all the input vectors with the same 
cluster, there will be one winner. There are two methods to 

determine the winner and establish appropriate rules of 
learning: method of scalar product and the method of the 
Euclidean distance. 

 
Fig. 1. Simple neural network with competitive learning [45] 

The scalar product method [9]: Assume that the input 
vector x and weight vector wo is normalized to unit length. For 
each neuron in the output layer, the output value yo is 
calculated according to scalar product of the input vector and 
the vector of weighting coefficients: 

xw
T

o

i

iioo xwy     1 

In the next step, output neuron k is elected with the 
maximum value of the output: 

ko yyko         :    2 

Then the value of the output neurons of the output layer is 

set so that yk = 1and koy   = 0. This defines the competitive 

feature of the network, and the output layer can be called a 
layer of "winner takes all". The selection function of the 
output neuron with the maximum output value can be made by 
the neural network known as Maxnet [10]. 

When a neuron-winner k is elected, the weights are 
corrected in accordance with the formula: 
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Where γ: coefficient of learning (rate learning). 

Divider shows that all the weight vectors are normalized. 
Note that only the weights of the winner neuron k are 
changing. 

Changing weight coefficients according to formula (3) 
rotates the weight vector WO in the direction of the input 
vector x. Whenever vector x is supplied to the input of the 
network, the closest weighting vector is elected which 
subsequently is wrapped in the direction of the input vector. 
Finally, the weighting coefficient vectors rotate in the 
direction of areas in space where there are multiple input 
vectors, that is, clusters of inputs. 

Euclidean distance method [9]: In the method of scalar 
product, it is assumed that the input vector x and the vector of 
weighting coefficients w are normalized. This method may 
give an error while processing normalized vectors. A natural 
method is adapted for non-normalized input. For this, winner 
neuron k with the corresponding weighting vector wk is 
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selected, which is closest to the input vector x, using the 
Euclidean distance measure: 

ok ok       : xwxw   4 

It is easy to verify that if all the vectors are normalized, 
then (4) reduces to (1) and (2). The Euclidean distance norm is 
this more general case of formula (1) and (2). Instead of 
rotation of the weight vector in the direction of the input 
vector being performed according to formula (3), the weight 
can change using the shift in the direction of the input vector: 

))()(()()1( tttt kkk wxww      5 

Again only the weights of a neuron winner are changed. 

The important step in this recursive procedure is 
initializing. If the input vectors form an input set of large 
dimension, then initialized at random weight vector wo can 
never be elected as the winner and therefore, never to move 
and use. 

Therefore, usually, weight vectors are initialized set of 
input vectors {x}, which are randomly, selected from the input 
set. An improved approach to avoiding this and other 
problems in the competitive learning is the so-called "leaky 
learning" [9]. The supplement changes weighting coefficients 
in accordance with (1.5) formula: 

kl       ))()(()()1(  tttt l
'
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The  '  : coefficient «leaky learning." 

Another similar method is competitive training, sensitive 
to the frequency (frequency sensitive competitive learning) 
[11]. In this algorithm, for each neuron is memorized number 
of cases where he was elected as the winner. More the number 
of winning neurons, less susceptible will they be to 
competition. 

III. THE PROCESS OF CLASSIFICATION AND CLUSTERING OF 

MULTI-PARAMETRIC OBJECTS WITH THE SELF-ORGANIZING 

MAP OF KOHONEN 

The artificial neural networks develop rules for a well-
defined resolution, which allow classifying the multi-
parametric objects (events, situations, processes). Unlike 
classical classification methods, the RNA is used to create a 
biological information model of the human and other beings 
brain [12, 13]. 

The model of the Kohonen network uses the competitive 
learning method [14]. This procedure distributes the objects of 
the learning multitude on clusters inherent to the regrouping of 
the input data [9].During learning, the neurons are competing, 
and the network fixes the winner neurons for each group of 
similar input objects. The fixed neurons form the centers of 
the clusters. The metric used in this operation is the Euclidean 
distance between the synaptic weights vectors, and input 
objects vectors. 

A. The structure of the Kohonen neural network 

The Kohonen network is composed of two layers: the 
input layer and output layer – precisely SOM. The elements of 
the map are dispersed in a space - usually one-dimensional or 
two-dimensional (Figure .2). The input data is presented as a 

matrix, the rows are the vectors of objects, and the columns 
are the components of these objects. 

 
Fig. 2. Structure of the Kohonen map 

The objects are presented to the network input one by one 
the idea of learning, is the application of successive 
rapprochement method, beginning with the random choice of 
the disposition of cluster centers, then the algorithm gradually 
improve them to perform the learning data clustering [7-8]. 

B. The Kohonen network learning algorithm 

The learning procedure begins with the normalization of 
input data and synaptic weights to reduce the learning time 
[15]. This operation is based on the following algebraic 
formula: 
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Where: xi - input object component or of vector of 
synaptic weights; 

n - The number of variables in the vector x. 

The main learning algorithm passes successively through a 
series of iterations. In each one, the learning object vectors are 
presented successively to network input, and the desired 
output is absent. At the end of this procedure, the 
topologically adjacent neurons respond to similar input 
vectors. 

To fix the winner’s neurons, using the metric of the 
Euclidean distance [4] see the formula below: 

ok ok      xwxw : 
  

8 

Subsequently the algorithm performs a correction of 
synaptic weights to gradually minimize the distance between 
the neuron winners and input objects. For this correction using 
the following formula [9]: 

 )(),()()()1( twytdhttwtw ijiiijij  
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Where: yi - the value of the output neuron i; 

wij (t) and wij (t +1) - the synaptic weights in iteration t and 
(t + 1) iterations. 
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αi(t)- learning rate, this coefficient can have  a value 
between 0 and 1, and is calculated using the following 
equation: 

       
      10 

Where: i - The iteration number; 

t - The iteration rate. 

h(d, t) - neighborhood function, it is written according to 
the formula below: 
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Where: d- the distance between the winner neuron and an 
x neuron. 

δ - Constant. 

  
 

     (  )
    13 

n – Iteration rate. 

The learning process will be continued up to the 
stabilization of the self-organizing map. 

C. The classification and clustering process with Kohonen's 

self-organizing map: The experiments results 

The test is performed to fix the impact of data 
normalization on the learning process, and the revelation of 
the restrictions which may limit the right application of the 
network in different domains. 

The data used in the test are structured to form a matrix of 
a dimension of (8X3), whose lines present the input vector 
objects. Among these objects, there are two similar objects 
(Input 1 and 5), four objects having linear regularities between 
its components (Inputs 0, 4, 2 and 6) and two other normal 
objects (Inputs 3 and 7) see Tab.1. 

The result presented in Figure 3 shows that the network 
designated a winner neuron for each pair of similar objects (1, 
3, 5 and 7) and there are two different winner neurons for both 
normal objects which seem normal. However, for linear inputs 
objects (0, 2, 4 and 6), the network has fixed a single winner 
neuron for each pair that does not conform to our wishes. 

TABLE I.  INPUT VECTORS NORMALIZATION (MATRIX 8X3) 

Inputs N° Initial data 
Data after 

normalization 

0 

1 

2 

3 

4 

5 

6 

7 42

12

35

15

13

9

7

3

6

2

5

4

39

4

27

5

11

3

7

6

6

4

5

8

 

74,0

56.0

62,0

70,0

23,0

42,0

66,0

55.0

57,0

37,0

47,0

74,0

80,0

56.0

55,0

70.0

22,0

42,0

66,0

55.0

57,0

37,0

47,0

74,0

 

 
Fig. 3. Learning results of the self-organizing map Matrix 8X3 

The theoretical analysis and experimental tests show that 
the possibilities of the card in the classification and Clustering 
task of multi-parameter objects are limited by the loss of 
certain information about objects (the initial length of 
vectors). This loss is caused by the need of the input vectors 
normalization. Thus, the practice shows that the speed and 
learning term depend on the size and complexity of the data 
multitude. Our perspective is to develop intelligent systems 
based on neural network models with competitive learning. 
These systems will be characterized with news capabilities to 
identify and classify correctly the linear or nearly linear 
objects. 

IV. THE IMPROVED MODEL OF THE KOHONEN SELF-

ORGANIZING MAP 

The proposed new map model features an input data 
treatment and optimization block (IDOB). The proposed 
model structure is represented in the figure below. 

 

Fig. 4. Structure of the new model of the Kohonen map 

This block uses an algorithm combination of two very 
known and approved algorithms, the principal components 
analysis algorithm (PCA) [16], and the iterated power method 
IP [17]. This combination allows us to develop a method 
characterized by capacity derived from these two algorithms. 
The new skills eliminate the linear regularities between the 
objects components of the learning multitude, and reserve 
only the most informative components [18]. With these 
capabilities, the new implementation increases the 
performance and accuracy of classification and clustering. 

A. The input data optimization algorithm 

The proposed algorithm in this section combines two very 
known methods: the PCA that will calculate the correlation 
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matrix, and IP which will search the Eigenvectors that 
constitute the rows of the resulting matrix. 

The principal component analysis is a way to identify 
patterns in the data, and expressing data so as to highlight their 
similarities and differences. The main advantage of the (PCA) 
is that once these patterns are found in the data, it can 
compress data by reducing the number of dimensions, without 
losing too much information. This technique is the basis of our 
method to achieve our objectives referred to in this work. 

The initial data is organized as an array, whose rows are 
the individuals (objects) and columns present variables 
(Components) (see Figure5). 

 

Fig. 5. The initial array data 

In the first step, the algorithm calculates the vector of main 
point g. This point is the center of the points cloud in a space 
F. See the formula below. 

   ( ̅     ̅ )    14 

Où :  ̅  
 

 
∑   

  
      14.1 

At the base of the vector g is calculated the data centered 
matrix, which is written in terms of X of the following way: 

          15 
Where: g

t 
is the transposed of g. 

The term centered signifies that the means of the 

variables ̅  are zero. 

The centered data matrix Y is used in this step for 
calculating the variance-covariance matrix V, which is written 
according to the following way of Y: 
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Where: Y
t 
is the transposed of Y. 

The V matrix is presented as follows: 
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Where:     is the covariance of the variables k and l, and 
   is the variance of the variable k. 

In the last step and to develop the correlation matrix R, we 
calculate the two diagonal matrices             as a function 

of V for the following way. 

      
 

    ( )
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    (     )
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The correlation matrix R comprises the coefficients of 
linear correlation between p variables taken two by two. It 
sums and shows the structure of linear dependencies between 
p variables. It is symmetrical and the diagonal is composed of 
1. R is written according to the following way of V: 

              4.7 

Where: D1/s is the diagonal matrix containing 
 

  
     

 

  
 

on its diagonal. 

After calculating the matrix R using the iterated power 
method, the Eigenvectors are searched that constitute the rows 
of the resulting matrix   of input objects. 

  [

       
   
       

]  20 

The figure below presents the proposed algorithm 
flowchart. 

 
Fig. 6. the proposed algorithm flowchart 

In the diagram, the first seven steps of the method ACP 
calculate the correlation matrix R. The next two steps of the 
iterated power method use this matrix to search the 
Eigenvectors and develop the reduced final matrix. 

B. The classification and clustering process with improved 

Kohonen's self-organizing map: The experiments results 

To test and verify the capabilities of the model proposed in 
comparison to the standard model, the experimental test in this 
section is based on the same data used to test the standard 
version, and with the same conditions. Thus, all the necessary 
modules have been added to our application, for which works 
in two modes: standard and modified. The figure below shows 
the result of the test performed. 
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Fig. 7. the learning results of the improved model of map (Matrix 8X3) 

The data in the figure above shows that the proposed 
model gave the desired results, and it has correctly classified 
the input objects. Based on these results, it is observed that the 
new model has designated seven winner neurons, unlike the 
standard model that has repartee the multitude of data only on 
five Clusters. Thus, we note that the IDOB has reduced the 
data size, and each object was described only by one 
component. 

V. EVALUATION 

To evaluate the innovations brought in this work and make 
conclusions, a graphical presentation of the input data figured 
in Table.2 is used and the results in the figures are given 
below. 

TABLE II.  INPUT VECTORS NORMALIZATION (MATRIX 4X2) 

Initial Matrix Matrix After Normalization 

159

24

53

48

 

85,051,0

44,089,0

85.051,0

44,089,0

 

The length of the vectors used in this example (two 
components), has been adjusted to have the possibility of 
presenting input data into a two-dimensional space, which 
facilitates the understanding of the problems and improves 
results interpretation. 

 
Fig. 8. Graphical presentation of data and the learning outcome of the SOM 

card (Classic Model) 

The graphical presentation shows that the four input 
objects are correctly dispersed in the realization space (Figure 
8.A), but after the normalization processing we can compress 

the realization space but the vectors lose information about 
their initial lengths (Figure 8B). The loss of this information 
has prevented the standard model of the card correctly classify 
and clustering the data. Figure 8.C shows that after learning, 
the expected result was not obtained and the SOM has 
designated only two winner neurons for the four input objects. 

 
Fig. 9. Graphical presentation of input data and the SOM learning result 

(Improved Model) 

In the second graphical presentation (Figure 9), we 
interpret the input data and results for the proposed model of 
the map. Part A of the figure shows that the IDOB has well 
filtered and reduced the initial data and the new dimension of 
the matrix formed by the block is (4x1). Thus, the three parts 
of the figure showing how the proposed model have 
eliminated the regularities between the components of objects 
and the learning algorithm has successfully brought the 
winners neurons to input objects. 

The software developed for both map models (standard 
and modified); visualize the results on two-dimensional maps 
especially for the winners and their clusters (see both figures 
below). Map as a grid of rectangles corresponding to the 
neurons in the Kohonen layer, the index of the neuron in this 
layer is the same for the rectangle on the map. 

To determine the winner neurons and Clusters on two 
maps the application uses the coloring technique. The 
rectangle that presents the winning neurons on the map will 
have a unique color; its neurons represent the centers of 
clusters in the second map. In the second map, the rectangles 
that present the same Cluster neurons will be colored with a 
unique color. 

 
Fig. 10. the standard SOM, The results of the classification and clustering for 

the matrix (8 x 3) 
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Fig. 11. The modified SOM, The results of the classification and clustering for 

the matrix (8 x 3) 

According to the two figures, we can say that the proposed 
model exceeds the standard model concerning the accuracy of 
the classification. The two maps in Figure 10 show that the 
standard model has designated five winner neurons (five 
Clusters center) and five clusters, but maps in Figure 11 show 
that the proposed model has fixed seven centers of clusters 
according to the expected result. 

VI. CONCLUSIONS AND PERSPECTIVES 

On the basis of evaluations and observations described 
above we arrive to the following conclusions and perspectives: 

1) The Kohonen network derived the animal brain 

functionality, and can be used to realize the intelligent 

systems. 

2) The intelligent systems based on this paradigm are 

characterized by special abilities such as learning, adaptation 

and the possibility of visualization of Multiparameter objects 

with a reduced space. 

3) The normalization procedure of input objects has 

advantages, but it prevents the card correctly classify linear 

or nearly linear objects. 

4) The proposed method is approved theoretically. This 

method has eliminated the regularity problems between the 

components of linear objects and reduces the dimension of 

data. 

5) The data processed by the blocks IDOB will be 

deformed, which complicates their analysis. 

6) Despite its advantages, the proposed model of the card 

must beings improved to solve the problem of the deformation 

of data, and increase the chance of its application in the 

different activity domains. 
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Abstract—A new predictor algorithm based on Bayesian 

enhanced approach (BEA) for long-term chaotic time series using 

artificial neural networks (ANN) is presented. The technique 

based on stochastic models uses Bayesian inference by means of 

Fractional Brownian Motion as model data and Beta model as 

prior information. However, the need of experimental data for 

specifying and estimating causal models has not changed. Indeed, 

Bayes method provides another way to incorporate prior 

knowledge in forecasting models; the simplest representations of 

prior knowledge in forecasting models are hard to beat in many 

forecasting situations, either because prior knowledge is 

insufficient to improve on models or because prior knowledge 

leads to the conclusion that the situation is stable. 

This work contributes with long-term time series prediction, 

to give forecast horizons up to 18 steps ahead. Thus, the 

forecasted values and validation data are presented by solutions 

of benchmark chaotic series such as Mackey-Glass, Lorenz, 

Henon, Logistic, Rössler, Ikeda, Quadratic one-dimensional map 

series and monthly cumulative rainfall collected from 

Despeñaderos, Cordoba, Argentina. The computational results 

are evaluated against several non-linear ANN predictors 

proposed before on high roughness series that shows a better 

performance of Bayesian Enhanced approach in long-term 

forecasting. 

Keywords—long-term prediction; neural networks; Bayesian 

inference; Fractional Brownian Motion; Hurst parameter 

I. INTRODUCTION 

Forecasting is based on identifying and estimating through 
observation and in some instances theory, patterns and/or 
relationships and then extrapolating or interpolating them in 
order to predict [1]. Scientists are different than other 
forecasters in being well aware of uncertainty, by providing 
probabilistic forecasts, and constantly searching for 
enhancements using objective feedback [2]. Their overall 
success rate is improving and their assessment of uncertainty is 
well calibrated. Finally, weather forecasters have learned that 
predicting extreme weather events requires different models 
and skills than those of normal ones [3].  

At the same time, they consider such events as an integral 
part of their job, even though it requires special effort, different 
models and extra skills to predict them. 

The natural phenomena where humans cannot influence 
their future course, except to a limited extent, do influence with 
their actions and reactions, changing their future course, 
making forecasting more difficult but also more challenging 
[4]. The question regarding why simple forecasting models 
outperform sophisticated ones is still open. The future is never 
exactly like the past which means that the accuracy of 
extrapolative predictions cannot be assured. The crucial 
question is the extent of accuracy, or inaccuracy of such 
predictions. Most of the time series in rainfall forecast are 
influenced by random events and often behave not far from 
random walks, favoring simple methods that are capable of 
smoothing such randomness. In long-term forecasts, the 
accuracy of predictions drops while uncertainty increases. On 
way used by forecaster is reducing the forecasting errors of 
predictions by averaging more than one model [5]. The 
outcome is not only higher accuracy but also a reduction in the 
size of forecasting errors, with simple averaging being the best 
way of combining forecasts [6]. The reason is that averaging 
cancels out the errors of individuals and/or models and in 
doing so eliminates the noise from the pattern and improve 
accuracy. 

Rossi, Allenby, and McCulloch (2006) argued that there are 
really no other approaches except the Bayesian approach which 
can provide a unified treatment of inference and decision as 
well as properly accounting for parameter and model 
uncertainty. The Bayesian approach allows researchers to cope 
with complex problems. However, the Bayesian inference 
provides answers conditional on the observed data rather than 
based on distribution of test statistics over imaginary samples 
not observed. Even though the Bayesian approach has decent 
benefits, it has some trivial costs including formulation of 
prior, requirement of a likelihood function, and computation of 
various integrals required in Bayesian paradigm [7]. The 
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advancement of computation make complicated integrals 
become possible. However, choosing an appropriate or 
objective prior has been an issue in the Bayesian approach [8]. 
Thus, investigators are facing a practical problem with little 
information in the real-world situations and should not neglect 
sources of information outside of the current data set [9]. 

In this article, the major advantage of the proposed BEA 
technique is that the complexity does not increase with an 
increasing number of inputs. The solutions can easily be 
generalized to the problem of uncertain (noisy) inputs, such as 
Bayesian inference [10] against other generalized approaches 
[11]. Here the filters in comparison are based on non-linear 
stochastic auto-regressive moving average (NAR) models such 
as Bayesian approach [12] and Neural-Network Modified [13] 
[14], implemented by ANN. 

The paper is organized as follows: Section II presents the 
data series as an important case of study, such as well-known 
chaotic time series. Section III provides the Bayesian Enhanced 
approach as a method using fractional Brownian motion for 
obtaining optimal network model. In Section IV, the proposed 
prediction method is highlighted by showing the performance 
of the proposed algorithm detailing experimental setup, results 
and analysis, with Section V providing some discussions and 
concluding remarks. 

II. DATA TREATMENT 

A. Overview on fBm 

The fractional Brownian motion, which provides a suitable 
generalization of the Brownian motion, is one of the simplest 
stochastic processes exhibiting long-range dependence [15] 
[16]. It has been used as a modeling tool. The following 
demonstrates the stochastic integral representation of fractional 
Brownian motion [17]. The process is as follows, 
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where B(t) is a standard Brownian motion and Γ refers to 
the gamma function, is a fBm with 0<H<1. The constant 
1/Γ(H+1/2) in the following computation is dropped for the 
sake of simplicity. According to the definition, a fractional 
Brownian motion (B(H)(t)) t>0 of Hurst parameter H is a 
continuous and centered Gaussian process with covariance 
function, 

                          22 21
.

2

HH H HB s t s t s                  (2) 

Therefore, B(t) is a fBm of Hurst index H. The fBm is 
divided into three different families corresponding to 0<H<1/2, 
H=1/2, 1/2<H<1, respectively. The basic feature of fBm is that 
the span of independence between their increments can be 
infinite [18]. As the Hurst parameter H governs the fractal 

dimension of the fractional Brownian motion, its regularity and 
the long-memory behavior of its increments, the estimation of 
H is an important but difficult task which has led to very vast 
literature [19]. 

In this work, the H index is measured by wavelet method 
[20] [21]. 

B. Overview on Benchmark Time Series 

The standard non-parametric approaches presented in this 
article are based on stochastic techniques that assume non-
linear relationship among data that reproduce the benchmark 
chaotic time series and rainfall data only in statistical sense. 
Although there are many situations when accurate forecasting 
is impossible, there are many others where predictions can 
provide useful information to improve our decisions and gain 
from effective action. Weather forecasts, made several times a 
day, in hundreds of thousands of locations around the world, 
are an example, as it is proposed in this work. The rainfall 
dataset used is from Despeñaderos located at Cordoba, 
province of Argentina (-31.824703;-64.289692) and the 
collection date is from year 2000 to 2014 as shown in Fig.1. 

 
Fig. 1. Original Rainfall times series from Despeñaderos, Cordoba, 

Argentina 

The rest of the benchmark time series are presented in the 
following subsections. 

C. The Mackay-Glass Chaotic Time Series 

The dataset ensemble is by sampling the Mackay-Glass 
(MG) equations [22] defined by: 
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with a, b, c, τ setting parameters shown as follows in Table 
I. 

TABLE I.  PARAMETERS TO GENERATE MG TIME SERIES 

Series No. β α c τ H 

MG17 0.2 0.1 10 17 0.980 

MG30 0.2 0.1 10 30 1 
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D. The Logistic Chaotic Time Series 

The logistic series (LOG) is defined by: 

                                  1 [1 ( )].x t ax t x t                           (4) 

When a=4, the iterates of (4) perform a chaotic time series 
[23]. 

TABLE II.  PARAMETERS TO GENERATE LOG TIME SERIES 

Series No. N a X0 H 

LOG01 50 4 0.1 0.151 

LOG03 50 4 0.3 0.100 

E. The Henon Chaotic Time Series 

The Henon chaotic time series can be constructed by 
following (5), however, it presents many aspects of dynamical 
behavior of more complicated chaotic systems [24]. 

                                     2( 1) 1 ( )x t b ax t                            (5) 

When generating data for our experiments, a and b are set 
as shown in Table III. These same parameters are used in both 
[25]. 

TABLE III.  PARAMETERS TO GENERATE HEN TIME SERIES 

Series No. N a b X0 Y0 H 

HEN01 120 1.4 0.3 0 0 0.187 

HEN03 120 1.3 0.22 0 0 0.833 

F. The Lorenz Chaotic Time Series 

Lorenz found three ordinary differential equations which 
closely approximate a model for thermal convection [26]. 
These equations have also become a popular benchmark for 
testing non-linear predictors. The Lorenz model is given by the 
equations (4), the data is derived from the Lorenz system, 
which is given by three time-delay differential systems 
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A typical choice for the parameter values are as a = 10, b = 
28, and c = 8/3. In this case, the system is chaotic. The data set 
is constructed by using four-order Runge–Kutta method with 
the initial value as is shown in Table IV for LOR01 and 
LOR03 series. The step size is chosen as 0.01, respectively. 
These sets of parameters are commonly used in generating the 
Lorenz system because exhibits deterministic chaos. 

TABLE IV.  PARAMETERS TO GENERATE ROS TIME SERIES 

Series No. n X(0) Y(0) Z(0) H 

LOR01 120 12 9 2 0.158 

LOR03 120 0.1 0.1 2 0.080 

G. The Rössler Chaotic Time Series 

In this example, the data is derived from the Rössler system 
[27], which is given by three time-delay differential systems. 
The data set is constructed by using four-order Runge–Kutta 
method with the initial value as shown in Table V, and the step 
size is chosen as 0.01, respectively. 
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TABLE V.  PARAMETERS TO GENERATE LOR TIME SERIES 

Series 

No. 
n a b c X(0) Y(0) Z(0) H 

ROS01 120 0.2 0.2 5.7 12 9 2 0.203 

ROS03 120 0.42 0.42 0.42 0.1 0.1 2 0.274 

H. The Ikeda Chaotic Time Series 

Before describing the reconstruction, I introduce the system 
which will be used to generate most of the time series 
described herein, namely the Ikeda map [28]. The Ikeda map is 
given as follows: 

                            
 

 

1 [ cos sin( )],

[ cos sin( )]

x x t y t

y x t y t





  

 
                 (7) 

where  2 2  1/ 1 .+t x y   This system displays chaotic 

behavior over a range of values for the parameter   including 

the values chosen  here. 

TABLE VI.  PARAMETERS TO GENERATE IK TIME SERIES 

Series No. n µ X(0) Y(0) H 

IK01 120 0.9 0.5 0.5 0.029 

IK03 120 0.8 0.9 0.6 0.060 

I. The Quadratic Chaotic Time Series 

The quadratic map is defined by the equation 

                              ( 1)  ( ) 1  ( )  x t x t x t                    (7) 

If this mapping is iterated by μ=4, starting with a random 
number in the interval between 0 and 1, then different behavior 
is obtained dramatically depending upon the initial value of x. 
Initial values of x which are quite close together can have 
dramatically different iterates.  

This unpredictability or sensitive dependence on initial 
conditions is a property familiar in displaying chaotic behavior 
[29] over a range of values for the parameter   including the 

values chosen here. 

TABLE VII.  PARAMETERS TO GENERATE QUA TIME SERIES 

Series No. n c X(0) H 

QUA01 120 1.95 0.5 0.31 

QUA03 120 0.8 0.9 0.011 

120 samples are for the selected time series, the first 102 
values are used for training and the remaining 18 values are 
kept for validation and test data. The long-term behavior 
changes thoroughly by changing the initial conditions to obtain 
the stochastic dependence of the deterministic time series 
according to its roughness assessed by the H parameter. Then, 
extra 18 testing data are used to measure the prediction 
performance. 
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                               (a)                                                         (b) 

  
                               (c)                                                         (d) 

   
                               (e)                                                         (f) 

    
                               (g)                                                         (h) 

Fig. 2. Bloxplot diagram of the benchmark chaotic time series 

III. BAYESIAN ENHANCED APPROACH 

This section presents a new method for issuing time series 
forecasting by focusing on three aspects: the formalization of 
one-step forecasting problems as supervised learning tasks, the 
discussion of modeling with Bayes inference techniques as an 
effective tool for dealing with temporal data and the key of the 
forecasting strategy when multiple-step-ahead is used for 
forecasting. 

The increasing availability of large amounts of historical 
data and the need of performing accurate forecasting of future 
behavior in several scientific and applied domains demands the 
definition of robust and efficient techniques able to infer from 
observations the stochastic dependency between past and 
future. The forecasting domain has historically been influenced 
by linear statistical methods such as ARIMA models. More 
recently, machine learning models have drawn attention and 
have established themselves as serious contenders to classical 
statistical models in the forecasting community. 

In this research, the Bayes assumption is used to update a 
prior distribution into a posterior distribution by incorporating 

the information driven as likelihood function from fractional 
Brownian, provided by neural networks weights from observed 
data in order to generate point and interval forecasts by 
combining all the information and sources of uncertainty into a 
predictive distribution for the future values. 

A weight vector w defines a mapping from an input vector 

x to a predicted output vector ŷ  given by ˆ ( , ).y f x w

Assuming a fractional Brownian model, the conditional 
probability distribution for the output given the input vector lx  

is a follows: 
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The application of the regression problem involving the 
correspond neural network function y(x,w) and the data set 
consisting of N pairs, input vector lx and targets tn (n=1,….,N). 

To complete the Bayesian enhanced approach for this work 
[30], prior information for the network is required. The beta 
distribution is chosen for this purpose. The Beta density 
function is a very versatile way to represent outcomes like 
proportions or probabilities. It is defined on the continuum 
between 0 and 1. There are two parameters α and β which work 
together to determine if the distribution has a mode in the 
interior of the unit interval and whether it is symmetrical. This 
is a probability model which describes the knowledge gained 
after observing a set of data. It is proposed to use fractional 

Brownian, where H is the Hurst parameter, 1 2, ,( ),  n ntt t t   

follows a standard fBm and 

                         22 21

2

hh h

ijR i j i j                        (7) 

assuming that the expected scale of the weights is given by 
w set by hand. The Beta prior distribution for H is 
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The full probability model is derived from the product, 
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Then, the posterior distribution is as follows, 
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Metropolis-Hasting algorithm was used for computation 
with a starting value of 0.1. The number of iterations was set to 
be 10,000. Monte Carlo Error was used to examine the 
convergence. This was carried out considering that the network 
function  f(xn+1,w) is approximately linear with respect to w in 
the vicinity of this mode, in fact, the predictive distribution for 
yn+1 will be another multivariate Gaussian. This was carried out 
considering that the network function f(xn+1,w) is 
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approximately linear with respect to w in the vicinity of this 
mode, in fact, the predictive distribution for yn+1 will be another 
multivariate Gaussian. 

IV. PREDICTION RESULTS 

The simulation results in different order approximations 
and time periods are presented in the following Table VIII. The 
performance of the comparison is measured by the Symmetric 
Mean Absolute Percent Error (SMAPE) and Root Mean Square 
Error (RMSE) proposed in the most of metric evaluations [31], 
defined by 
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2

n
t t
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t t t

X F
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n X F
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where t is the observation time, n is the size of the test set, s 
is each time series, Xt and Ft are the actual and the forecasted 
time series values at time t respectively. The SMAPE and 
RMSE of each series s calculate the error in percent between 
the actual Xt and its corresponding forecast value Ft, across all 
observations t of the test set of size n for each time series s. 

 
Fig. 3. Despeñaderos Rainfall time series Neural-Network Bayesian 

enhanced approach (BEA) 

 
Fig. 4. Despeñaderos Rainfall time series Neural-Network Bayesian 

enhanced approach (BEA) 

 
Fig. 5. Despeñaderos Rainfall time series Neural-Network Bayesian 

approach (BA) 

 
Fig. 6. Despeñaderos Rainfall time series Neural-Network Bayesian 

approach (BA) 

 
Fig. 7. Despeñaderos Rainfall time series Neural-Network Modified 

approach (NN-Mod) 
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Fig. 8. Despeñaderos Rainfall time series Neural-Network Modified 

approach (NN-Mod) 

The Monte Carlo method was used to forecast the next 18 
values from benchmark chaotic and rainfall time series. Such 
outcomes are shown from Fig.3 up to Fig.8. Here, previous 
algorithms are used [10] [11] [13] [14] to compare the 
Bayesian enhanced approach. 

Comparisons are preformed between the Bayesian and 
NAR models by using long-term time series; in this case 15 
years of monthly rainfall data (2000-2014) served as the 
historical data to forecast 2015 and benchmark of chaotic time 
series proposed in the literature. The results in Table VIII show 
that Bayesian enhanced approach (BEA) were a bit superior for 
the lengthy time series, with a SMAPE and RMSE about one 
half that of the Bayesian approach (BA) and neural network-
modified predictor filter (NN-Mod).  

The results show that the performances of the BEA with 
BA and NN-Mod are better than those in term of SMAPE and 
RMSE, due to the existence of outliers. With this lengthy 
series, BEA could adequately detect the underlying the 
relationship among those correlated variables. The simulation 
results of the BEA methods are compared with the BA and 
NN-Mod summarized in Table VIII for the benchmark time 
series. The similarity of the trend of the prediction performance 
between them is clear, BEMA is slightly better particularly on 
rainfall time series with reference to BEA and BA approaches. 

TABLE VIII.  RESULTS OF THE FORECASTING APPROCHES 

Series 

 
Method 

Real 

Mean 

Forecasted 

Mean 
SMAPE RMSE 

Rainfall 

DES 

BEA 50.55 66.25 3.91 30.30 

BA 50.55 46.56 4.51 33.53 

NN-Mod. 50.55 78.22 6.92 68.29 

MG17 

BEA 0.94 0.92 0.045 0.032 

BA 0.94 0.91 0.085 0.036 

NN-Mod. 0.94 0.89 0.32 0.047 

MG30 

BEA 0.87 0.85 0.027 0.09 

BA 0.87 0.91 0.11 0.017 

NN-Mod. 0.87 0.80 0.32 0.038 

ROS01 

BEA 0.11 0.10 0.009 0.05 

BA 0.11 0.14 0.017 0.10 

NN-Mod. 0.11 0.20 0.025 0.14 

ROS03 

BEA 0.0014 0.0026 0.00005 0.0003 

BA 0.0014 0.0030 0.00014 0.0014 

NN-Mod. 0.0014 0.0026 0.00031 0.0018 

IK01 

BEA -0.44 -0.28 0.017 0.125 

BA -0.44 0.008 0.105 0.29 

NN-Mod. -0.44 0.012 0.136 0.99 

IK03 

BEA -0.23 0.027 0.016 0.101 

BA -0.23 0.053 0.021 0.121 

NN-Mod. -0.23 0.017 0.159 0.93 

LOR01 

BEA 33.37 30.37 0.12 7.61 

BA 33.37 28.99 1.42 10.01 

NN-Mod. 33.37 17.79 5.06 32.41 

LOR03 

BEA 25.30 35.62 2.84 18.30 

BA 25.30 36.74 3.15 20.60 

NN-Mod. 25.30 23.30 4.95 30.08 

LOG01 

BEA 0.49 0.50 0.059 0.017 

BA 0.49 0.51 0.12 0.043 

NN-Mod. 0.49 0.46 0.35 0.063 

LOG03 

BEA 0.34 0.38 0.07 0.034 

BA 0.34 0.41 0.12 0.057 

NN-Mod. 0.34 0.47 0.40 0.072 

 BEA 0.16 0.36 0.022 0.128 

QUA01 BA 0.16 0.46 0.027 0.169 

 NN-Mod. 0.16 0.53 0.22 1.32 

 BEA 0.27 0.51 0.031 0.186 

QUA03 BA 0.27 0.18 0.034 0.231 

 NN-Mod. 0.27 0.04 0.27 1.51 

HEN01 

BEA 0.21 0.20 0.002 0.012 

BA 0.21 0.20 0.0025 0.014 

NN-Mod. 0.21 0.18 0.018 0.117 

HEN03 

BEA 0.13 0.13 0.0001 0.007 

BA 0.13 0.14 0.0019 0.012 

NN-Mod. 0.13 0.12 0.009 0.061 
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V. DISCUSSION 

This paper reports the results of a comparison of three 
different forecasting techniques for a class of high roughness 
long-term time series forecasting. The series were selected 
regarding the long or short term stochastic dependence of the 
time series assessed by the Hurst parameter H to give a forecast 
horizon of 18. The rainfall forecasts obtained between those 
algorithms are compared with NAR ANN predictor, namely 
BA and NN-Mod, for a case study on southwestern province of 
Cordoba. The study analyzed and compared the relative 
advantages and limitations of each time-series predictor filter 
technique, used for issuing rainfall and chaotic time series 
prediction. The discussion of how feed-forward networks can 
successfully approximate the quantitative changes in the 
dynamics of the time series data due to changes in the 
parameter values of the exogenous variables remains open for 
study, mainly. 

Although the comparison was performed on ANN-based 
filters, the experimental results confirm that the enhanced 
Bayesian method can predict chaotic time series more 
effectively in terms of SMAPE and RMSE indices when is 
compared with other existing forecasting methods in the 
literature. However, the wish to preserve the stochastic 
dependencies constrains all the horizons to be forecasted with 
the same model structure. Since this constraint could reduce 
the flexibility of the forecasting approach, a variant of BEA 
approach is still open. Fig.10 and Fig.11 shows the evolution of 
the SMAPE and RMSE indices for BEA, BA and NN-Mod 
filter, which use the H parameter to adjust heuristically either 
structure of the net or parameters of the learning rule. 

 
Fig. 9. The SMAPE index applied over the 15 time series 

 
Fig. 10. The RMSE index applied over the 15 time series 

VI. CONCLUSIONS 

A new approach for time series forecasting: Bayesian 
enhanced by fractional Brownian motion with application to 
rainfall series is presented. Building effective predictors form 
historical data demands computational and statistical methods 
for inferring dependencies between past and long-term future 
values of observed values as well as appropriate strategies to 
deal with longer horizons [32]. This work showed and 
discussed the BEA supervised learning technique to deal with 
long-term forecasting problems. In particular the fBm model 
assumption is   stressed in Bayes inference by local learning 
approximators in dealing with important issued in forecasting, 
like nonlinearity and nonstationarity. The main results show a 
good performance in term of SMAPE and RMSE indices of the 
predictor system based on Bayesian enhanced approach, 
particularly on rainfall time series from a geographical 
observation point, such as Despeñaderos, Cordoba, Argentina. 

Future research should be concerned with the extension of 
these techniques to some recent directions in big data and the 
application to spatiotemporal tasks. These results encouraged 
us to continue working on new machine learning algorithms 
using novel forecasting methods. 
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Abstract—The diversity and applicability of swarm 

intelligence is increasing everyday in the fields of science and 

engineering. Swarm intelligence gives the features of the dynamic 

features optimization concept. We have used swarm intelligence 

for the process of feature optimization and feature selection for 

content-based image retrieval. The performance of content-based 

image retrieval faced the problem of precision and recall. The 

value of precision and recall depends on the retrieval capacity of 

the image. The basic raw image content has visual features such 

as color, texture, shape and size. The partial feature extraction 

technique is based on geometric invariant function. Three swarm 

intelligence algorithms were used for the optimization of 

features: ant colony    optimization, particle swarm optimization 

(PSO), and glowworm optimization algorithm. Coral 

image dataset and MatLab software were used for evaluating 

performance. 

Keywords—CBIR; Swarm intelligence; feature extraction;SIFT 

transform; GSO(glowwarm swarm optimization) 

I. INTRODUCTION 

Content-based image retrieval has started playing a major 
role in multimedia data storage and retrieval. A large amount 
of multimedia data is generated in today's times, such as 
image and video carton . For the purpose of online retrieval of 
these data, content-based image retrieval is used. The major 
issue in this process is precision and recall of retrieval image 
according to the query image [1,2]. For improvement of 
precision and recall, various authors used feature optimization 
and feature selection technique. The feature selection and 
feature optimization technique improved the performance of 
content-based image retrieval. For the extraction of feature, 
various pixel-based techniques and transform-based 
techniques were used. For transform-based technique, Wavelet 
transform function, Gabor transform function, SIFT transform 
function, and many other transform function-based techniques 
were used. In this paper, partial feature extraction technique 
was used, which overcomes the limitation of the other feature 
extraction techniques and improves the quality of partial 
feature [10]. The partial feature extraction technique is based 
on a geometrical invariant function such as sine, cosine, and 
tangent function and creates shape and size feature [5]. The 
feature extraction process gives a large amount of feature in 
terms of lower content feature and higher content of feature. 
Most of the authors do not consider the lower content of 
feature. Feature optimization technique was used for the lower 
content of feature. The feature optimization technique 

optimized the optimal feature required for the process of 
feature extraction. In this paper, a swarm intelligence based 
feature optimization technique is used. The swarm intelligence 
family consists of various algorithms such as particle swarm 
optimization, ant colony optimization, and glowworm 
algorithm. These three algorithms are used for the process of 
feature optimization. The particle swarm optimization 
technique is a well-known dynamic population based 
optimization technique. The concept of particle swarm 
intelligence is based on bird forks. The bird forks maintain the 
continuous velocity and speed for flying and define two 
parameters namely Gbest and Pbest. The ant colony 
optimization technique works on the nature of biological ants. 
The biological ants find the path nearest to food. The 
glowworm optimization algorithm is especially useful for a 
simultaneous search of multiple optima, usually having 
different objective function values [9]. To achieve this goal, a 
swarm must have the ability to split into disjointed groups. 
Otherwise, only one (local or global) optimum will be found. 
In GSO, agents exchange information locally. Moreover, their 
movements are non deterministic. Section II of this paper 
describes partial feature extraction technique. Section III 
discusses feature optimization technique. Section IV discusses 
the experimental result analysis and Section V is the 
conclusion. 

II. PARTIAL SHAPE FEATURE EXTRACTION 

This section discusses the feature extraction technique. 
The feature extraction technique is a very important phase of 
content-based image retrieval. The partial feature exaction 
technique has been used for feature extraction. The partial 
feature extraction technique was derived by Kirti Jain in 2013 
[10]. The conventional shape-based feature extraction, such as 
chain code, edge detection, and Hough transform function are 
used for outer boundary feature detection. When  the shape of 
the image used is of triangular and trapezoidal pattern the 
extraction of feature process such as chain code and edge 
detection suffer. Hence, some authors used ringlet transform 
function [3] for resolution of point function. However, the 
computation of point function is very complex, and so is the 
feature extraction process. The sin function, cosine function 
and tangent function are used for partial feature extraction 
based on boundary value of an image. The given image is 
divided into three sections namely hypotenuse, opposite, and 
adjacent. These three parameters are ontained before applying 
the edge detection technique for getting the X and Y 
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parameter in the plane. For better continuity of edge detection, 
the canny edge detection is used. The derivation process is 
now explained as formulae. 

 
Fig. 1. Circular image divided into three sections: X, Y and H 

The following steps explain the process of feature 
extraction using the triangular formula.  

1) Apply canny edge detection method for finding the 

boundary value of  the image 

2) Find the centred point of boundary value of shape 

3) Find the Xc and Yc as 

       Xc=∑      
   ........................(1) 

       Yc=∑      
   ........................(2) 

4) After getting a value of (Xc and Yc) 

H=√        Where a=∑
  

 
    ∑

  

 

 
   

 
    

5) After getting the value of H apply sine, cosine, and 

tangent function for shape of  the boundary 

6) Sin=Xc/H and cosine =Yc/H and tangent = Yc/Xc 

7) After getting sin, cosine, and tangent, find three 

consecutive matrix of shape 

8) All three shape parameters match the boundary value 

of the feature. 
This is the basic principle component of partial shape 

feature extraction process in image retrieval. 

III. FEATURE OPTIMIZATION PROCESS 

For the optimization of feature, three swarm intelligence 
algorithms namely particle swarm optimization, ant colony 
optimization, and glowworm optimization algorithm are used. 
All these optimization algorithms are used in three different 
sections. The first section discussed the particle swarm 
optimization technique in terms of feature optimization; the 
second section discusses ant colony optimization technique in 
terms of feature optimization; and the third section discusses 
the glowworm optimization algorithm for feature 
optimization. 

A. First Section 

The particle swarm optimization feature optimizer selects 
the input of image feature (partial feature) in terms of    
where D is the value of domain database and R shows the 
feature component of R image. The R image feature content 
{r1, r2, r3, r4,……. rn} describes the artificial particle as 
population. The unique feature relation of input image sets the 
velocity of the particle. If the feature attribute value is 

changed, then the next iteration moves the update of velocity. 
These terms describe the particle’s feature value; Rid and its 
near value of a particle; and Rgd which is the velocity value of 
optimization feature space. The random values for feature are 
fet1 and fet2 which are used for the local and global value 
selection of particle, that is, to make the optimal solution. The 
values of c1 and c2 manage the value of velocity of Rid and 
Rgd in deciding the particle’s next movement velocity. Each 
iteration changes the velocity of swarm and creates a new 
feature subset for selection of feature. The derivation of 
equation in (3) and (4) [9] 

 
                 (       

)                  
 
         

                       
 

Where w denotes the value of feature matrix; Rid is the 
position of particle value, Rgd is the position of global value 
best fitness value, c1 and c2 are constants and are known as 
acceleration coefficients; d denotes the dimension of the 
problem space; and fet1, fet2 are random values in the range 
of (0, 1). 

B. Second Section 

The extracted partial feature passes through ant colony 
optimization. The ant colony optimization process finds the 
continuity of shape feature. The process of ant colony 
optimization technique is basically described in terms of 
artificial ants. This process finds the dissimilar and redundant 
group of partial features [6]. Te process of feature 
optimization is described here. The process of feature 
optimization of partial feature data passes through the feature 
space of ant colony optimization. The mapping of partial data 
feature attributes according to their artificial ants requires 
some standard derivation and parameter. On the basis of the 
parameters, the feature similarity of two different shapes is 
estimated. The most similar features pass through the process 
of retrieval and increase the capacity of precision and recall. 

When F is a feature set and N is the total artificial ants and 
possibility of ant selection is s1, s2…………. sn,  the selection 
possibility of two ants in giving solution is as follows. 

        
 

     
           

Where si and sj are the dissimilar probability of two 
different ants. Now the value of appetence of ants isestimated 
as 

ACP (i+j) = 
     

 
               

Where αi and βi are ants whose selection possibility is 
maximum in terms of other ants; the ratio of selection of ants 

is defined as 
   

 
 

On the basis of selection possibility, the value of artificial 
phenomenon value is estimated as follows. 

    
    

        
              

Where A is a constant phenomenon value 
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Now each iteration of pheromone value is increment and 
decrement according to their selection probability. The 
derivation of universal appetence probability is 

   
  {

[      ]

                 
  [   ]               

Where kij gives the information of heuristic search space 
and measures the selection possibility of artificial ants 

Finally, we get the optimal partial feature of image 
database for the purpose of optimization. 

C. Third Section 

The extracted partial feature passes through the glowworm 
algorithm. The partial feature is mapped into the glowworm 
search space. Each glowworm encodes the object function 
value J(xi(t)) at its current location xi(t) into α luciferin value 
li and broadcasts the same within its neighborhood. The set of 
neighbor (Ni(t)) of glowworm i consists of those glowworms 
that have a relatively higher luciferin value located within a 
dynamic decision domain and updating by formula 4.1 at each 
iteration[11]. 

Local decision range update is given by equation “9” 

  
          {      {    

         

 |     | }}               

And   
       is the glowworm is local decision range at 

the t+1 iteration, rs is the sensor range, and nt is the 
neighborhood range. The number of glow in local decision 
range is given by equation “10” 

 
     {  ‖           ‖   

              }                  
 

xi(t) is the glowworm I position at the t iteration; (t) is the 
glowworm luciferin at the t iteration. The set of neighbors of 
glowworm consists of those glowworms that have relatively 
higher luciferin value and are located within the dynamic 

decision domain whose range   
  is bounded above by a 

circular sensor range. 

Each glowworm is given in equation “11” 

 
      

           
∑                   

                        

 

Movement update is given in equation “12” 

 
              (

           

‖           ‖
)                  

 

 

Luciferin update is given in equation “13” 

                     (     )                    

And li(t) is a luciferin value of glowworm i at the t 
iteration, P belong (0,1) lead to the reflection of the 

cumulative kindness of the path followed by the glowworm in 
their current luciferin values the parameter Y only scale the 
function values, J(xi(t)) is the value of test function. Finally, 
the optimal feature is obtained. The optimal feature of image 
database passes through the  image retrieval process. 

IV. RESULT ANALYSIS OF IMAGE RETRIEVAL 

This section discusses the performance evaluation of three 
swarm intelligence algorithms for content-based image 
retrieval. For the evaluation of performance, coral image 
dataset 10000 was used. This coral image dataset was divided 
into different dataset models in terms of 1000, 2000, 5000, 
and 10000 and  MatLab software was used for implementing 
the swarm-based algorithm. MatLab is a well-known 
computational algorithmic software. For the evaluation of 
performance, precision and recall were used as the two 
parameters. For the calculation of precision and recall, the 
following parameters were used. 

TP- True positive 

TN True Negative 

FP False Positive 

FN False Negative 

          
  

       
              

       
  

       
               

Formula (a) and (b) measure the performance of precision 
and recall during the process of experimental evaluation. 

TABLE I.  COMPARATIVE PRECISION AND RECALL OF IMAGE RETRIEVAL 

BASED CLASSIFICATION FOR A TOTAL OF 1000 IMAGES  

Data set Method Precision (%) Recall (%) 

Car images 

GSO 88.66 82.22 

ANT 89.33 85 

PSO 91.26 87 

Bird images 

GSO 91.26 93.05 

ANT 92.48 94.06 

PSO 94.58 95.68 

House images 

GSO 86.33 80.81 

ANT 88.79 81.34 

PSO 90.76 83.67 

Cartoon  

images 

GSO 85.33 78.83 

ANT 91.33 81.33 

PSO 93.67 85.89 

Multiple bird 
images 

GSO 88.66 79.66 

ANT 92.49 80.68 

PSO 94.38 87.94 
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TABLE II.  COMPARATIVE PRECISION AND RECALL OF IMAGE RETRIEVAL 

BASED CLASSIFICATION FOR A TOTAL OF 2000IMAGES  

TABLE III.  COMPARATIVE PRECISION AND RECALL OF IMAGE RETRIEVAL 

BASED CLASSIFICATION FOR A TOTAL OF 5000 IMAGES  

TABLE IV.  COMPARATIVE PRECISION AND RECALL OF IMAGE RETRIEVAL 

BASED CLASSIFICATION FOR A TOTAL OF 10000 IMAGES  

 

 
Fig. 2. Shows performance of a data set for 1000 image counts of data and 

rate of precision and recall on the base of GSO, ANT and PSO method. The 

above graph shows the comparative result analysis of image data sets of 1000 

images with three different methods and calculates the parameter value of 
precision and recall. The variation of result in precision and recall on the basis 

of applying three methods found that the result of PSO is better than GSO and 

ANT 

 
Fig. 3. Shows performance of a data set for 2000 image counts of data and 

rate of precision and recall on the base of GSO, ANT and PSO method. The 

above graph shows the comparative result analysis of image data sets of 2000 

images with three different methods and calculates the parameter value of 
precision and recall. The variation of results in precision and recall on the 

basis of applying three methods found that the result of PSO is better than 

GSO and ANT 
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GSO ANT PSO

Comparative result of 1000 images 

using GSO, ANT and PSO method  

Precision
(%)

Recall (%)

85
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GSO ANT PSO

Comparative result of 2000 images 

using GSO, ANT and PSO method  

Precision
(%)

Recall (%)

Data set Method Precision (%) Recall (%) 

Car images 

GSO 85.89 82.22 

ANT 87.33 84.67 

PSO 93.56 88.79 

Bird images 

GSO 89.78 91.35 

ANT 93.88 92.16 

PSO 94.64 94.68 

House images 

GSO 87.46 81.76 

ANT 90.49 83.44 

PSO 92.86 85.72 

Cartoon  images 

GSO 88.43 80.23 

ANT 92.63 83.53 

PSO 95.22 89.79 

Multiple bird 
images 

GSO 89.36 80.46 

ANT 91.46 82.36 

PSO 95.79 84.48 

Data set Method Precision (%) Recall (%) 

Car images 

GSO 86.97 84.78 

ANT 89.43 85.7 

PSO 94.52 91.46 

Bird images 

GSO 90.48 92.5 

ANT 92.86 93.6 

PSO 95.66 94.66 

House images 

GSO 89.47 83.79 

ANT 91.89 85.54 

PSO 93.46 87.78 

Cartoon  images 

GSO 89.43 82.23 

ANT 91.69 85.7 

PSO 93.62 89.79 

Multiple bird 

images 

GSO 91.65 80.86 

ANT 93.4 82.44 

PSO 95.7 84.5 

Data set Method Precision (%) Recall (%) 

Car images 

GSO 89.47 88.6 

ANT 91.63 89.4 

PSO 94.02 93.66 

Bird images 

GSO 91.48 93.5 

ANT 92.76 94.62 

PSO 95.48 95.7 

House images 

GSO 91.7 83.86 

ANT 93.8 85.5 

PSO 95.56 87.7 

Cartoon  images 

GSO 91.3 82.28 

ANT 93.6 85.76 

PSO 95.68 89.8 

Multiple bird 

images 

GSO 93.69 80.59 

ANT 95.46 82.23 

PSO 96.8 84.57 
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Fig. 4. Shows performance of data set for 5000 image counts of data and 

rate of precision and recall on the base of GSO, ANT and PSO method. The 

above graph shows the comparative result analysis of image data sets of 5000 
images with three different methods and calculates the parameter value of 

precision and recall. The variation of result in precision and recall on the basis 

of applying three methods found that the result of PSO is better than GSO and 
ANT 

 
Fig. 5. Shows performance of a data set for 10000 image counts of data and 

rate of precision and recall on the base of GSO, ANT and PSO method. The 

above graph shows the comparative result analysis of image data sets of 

10000 images with three different methods and calculates the parameter value 
of precision and recall. The variation of results in precision and recall on the 

basis of applying three methods found that the result of PSO is better than 

GSO and ANT 

V. CONCLUSION AND FUTURE WORK 

This paper presents the performance evaluation of feature 
optimization based content-based image retrieval. In content- 
based image retrieval, the partial feature extraction technique 
is used. These partial feature extraction techniques are very 
efficient methods for feature extraction. For the optimization 
of feature, three algorithms namely ACO, GSO, and PSO were 
used. The diversity of particle swarm optimization is very high 
and due to this the optimization ,performance is better than 
glowworm and ACO algorithm. Our empirical evaluation of 
results shows that particle swarm optimization has better 
precision and recall value and is a bit different than ACO and 
glow worm algorithm. The ACO faced problem with feature 
discontinuity and does not get satisfactory results. The 
glowworm algorithm uses limited set of features and produces 
better results, but all features and their sub-sets suffered a 
problem of precision and recall of content-based image 
retrieval. In future design, feature-based fitness constraints 
function for ACO and glowworm algorithm will be addressed. 
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Abstract—This paper addresses design and development of an 

artificial neural network based system for prediction of wind 

energy produced by wind turbines. Now in the last decade, 

renewable energy emerged as an additional alternative source for 

electrical power generation. We need to assess wind power 

generation capacity by wind turbines because of its non-

exhaustible nature. The power generation by electric wind 

turbines depends on the speed of wind, flow direction, 

fluctuations, density of air, generator hours, seasons of an area, 

and wind turbine position. During a particular season, wind 

power generation access can be increased. In such a case, wind 

energy generation prediction is crucial for transmission of 

generated wind energy to a power grid system.  It is advisable for 

the wind power generation industry to predict wind power 

capacity to diagnose it. 

The present paper proposes an effort to apply artificial 

neural network technique for measurement of the wind energy 

generation capacity by wind farms in Harshnath, Sikar, 

Rajasthan, India. 

Keywords—wind; neural network; wind power forecasting 

I. INTRODUCTION 

Wind is a pollution-free renewable energy source. It is the 
only natural source of energy available everywhere. The 
consumption of electricity is rapidly increasing in the world 
with growing economies. India is a developing country and its 
economy is growing in all areas [1]. The limited power 
generation capacity of hydro and coal prompts us to find other 
energy sources. Wind energy is an alternative source but its 
potential regions have not been identified completely in detail 
[2]. The wind energy generation capacity depends on 
variability of its speed.  It is necessary to investigate and 
collect data regarding availability of wind energy in all 
regions of the country for preparation of an inventory. We can 
predict the wind energy generation power by using soft 
computing techniques. Due to the variable nature of wind 
speed, wind energy forecasting is a crucially important factor. 
The forecasting of wind energy generation capacity involves 
several modeling techniques that use weather and past wind 
energy generation data [3, 4]. In order to achieve the highest 
forecasting accuracy, the energy forecasting techniques should 
take appropriate data to show future trends. Researchers and 
scientists have developed a number of energy estimation and 
prediction techniques for wind energy produced by wind 
farms [5, 6, 12]. In their works, artificial intelligence methods 
such as neural networks [5] and fuzzy logic are found efficient 

and accurate in comparison to traditional statistical methods 
[3, 4, 10-17]. 

In this paper, a wind power forecasting method is 
presented based on the neural network methodology. The 
input parameters to this proposed model are wind speed, 
relative humidity, and generation hours. The output parameter 
is the generated wind energy by wind turbine. The wind 
energy relative accuracy is measured in terms of Mean 
Squared Error (MSE) and the Mean Absolute Error (MAE). 

II. WIND ENERGY STATUS IN RAJASTHAN 

USA ranks first amongst the wind energy generation 
countries in the world. The wind energy production capacity 
of India is 102,788 MW at 50 meters above the ground level 
[1, 7].  India holds the fifth position in the generation of wind 
energy after USA, China, Germany, and Spain. The state of 
Rajas than is in the northwestern part of India. It is located 
between 23° and 30' and 30°and 11' on the northern latitude 
and 69°and 29' and 78°and 17' on the east longitude. It covers 
132,140 square miles of total geographical area and the largest 
state of India. The transmission power grids of Rajasthan 
connect to five neighbor states through 400-KV lines. It has a 
capacity of 3593.745 MW power generations by nuclear, 
hydropower, and thermal [8].  The location of the Aravali 
mountain range in Rajasthan along the north east to south west 
is favorable for wind energy generation. A total wind power 
generation capacity of 1639 MW is achieved  by India 
including, Tamil Nadu- 895MW, Maharashtra- 399MW, 
Gujarat- 166 MW, Andhra Pradesh 92.6 MW, Karnataka- 
93.00 MW, and Rajasthan - 60 MW. The state of Rajasthan 
has a gross potential of 5400 MW and technical potential of 
845 MW of wind energy [7, 9]. Rajasthan has experienced less 
attraction for private sector compared to other states in India 
to generate wind power. The Harshnath mountain region in the 
Sikar district of Rajasthan is a unique location for positioning 
all wind turbines on a single place with installed capacity of 
12MW. The wind turbines are scattered along the Harshnath 
from Goreia village to the Jeenmata temple. The winds of 
south west monsoon blow at an average speed of 11.5-12.5 
m/s from June to August. The wind blows at an average speed 
of 5.5- 6.5 m/s yearly in this area. 

III. ANALYSIS OF AVAILABLE WIND POWER 

The wind turbine generates wind power as kinetic energy. 
The density of air and speed directly influence the generation 
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power of wind capacity [1]. The power generation is 
calculated as 

V3A
2

1
P wind 

The wind power Pwind is proportional to  air density in 

kg/m
3
, A denotes the swept area of wind turbine in m

3
, and V 

is  up stream wind speed in meter per second, The turbine 
power output influences on the wind capacity because power 
is cubic proportional to wind speed in watts. The air density 
variation can be measured diversely during entire year on 
various locations. It has lesser diversity in comparison to wind 
variation. The wind turbine power production capacity is 
proportional to wind speed during all the seasons of a year 
[10]. The design specification of the wind turbine controls the 
power generation capacity such as length of blade and cut in 
speed, the lowest wind speed to start the turbine for generating 
useful power, rated wind speed on which the machine 
generates the rated wind generation, and cut-out speed that 
allows production of maximum power  [11]. In general, the 
cut-in speed of air is accepted by the wind turbine between 2.5 
m/s to 3.5 m/s and the cut-out speed is in the range of 20 to 25 
m/s. The wind farm generates rated power when wind speed 
received by the machine is higher than rated wind speed 
(approximately 14 m/s). The average power generation 
capacity of wind farms fluctuated between 0.25 at 7.60 m/s to 
0.044 at 2.85 m/s in monthly basis. It clearly shows the 
variation in wind energy and an area of research for prediction 
of wind energy. 

IV. INPUT PARAMETERS FOR WIND POWER GENERATION 

The setting of input parameters in neural network system 
is a crucial task for prediction of wind energy. Different 
parameter values might yield very different power generation 
results. A good setting of parameters for a neural network 
system may give best solution within a reasonable time period. 

The input parameters of wind energy prediction system are 
wind energy generated, generation hours, temperature, 
average pressure, and relative humidity. The average-monthly 
input parameters of neural network based forecasting system 
are relative humidity, wind speed, and generation hours. All 
the input parameters are collected for wind power calculation 
and analysed to define relationship between the input and 
output by using correlation method. The output parameter of 
forecasting is highly dependent on two input parameters, 
average wind speed and the generator hours with a high 
correlation values. The relative humidity has a weak affect on 
the output parameter with a moderate correlation. The two 
input parameters called average temperature and average 
pressure have not been examined during modeling neural 
networks because both parameters have low variations. The 
input parameter relative humidity of wind depends on the 
amount of water vapor in the air and it has an effect on the air 
density [1]. The air density is inversely proportional to relative 
humidity. The air density is calculated as 

.
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Here d represents the density of the dry air at atmospheric 
temperature (25° C) and standard pressure (100 kPa) (d = 
1.168 kg/m

3
.  

The air density is inversely proportional to T absolute 
temperature (Kelvin) and directly proportional to the 
barometric pressure B (torr).  The symbol e is vapor pressure 
of moist air in torr. The proposed neural network wind power 
forecasting system takes three input parameters, wind speed, 
relative humidity and generation hours. 

TABLE I.  WIND GENERATORS CAPACITY 

Wind 
generator WG1 WG2 WG3 WG4 WG5 WG6 

Capacity 
(MW) 

0.60 0.60 0.60 0.60 0.60 0.60 

V. NEURAL NETWORK FORECASTING SYSTEM FOR WIND 

ENERGY 

A. Biological Neuron 

Human neuron system, a biological neuron receives inputs 
from all parts of body, combines the inputs, performs a 
nonlinear operation and gives the final output result. Figure 1 
depicts the correlation of these parts. 

 
Fig. 1. A correlation between biological neuron and ANN 

 
Fig. 2. A  Neuron Components 
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In our body system, there are many variations of different 
neurons. A neuron consists of four components known as 
soma, dendrites, axon, and synapses as shown in Figure 2. The 
dendrite is very thin like hair and is an extension of the soma 
and works as input channels [5]. It receives its input signals 
through the synapses of other neurons of our human body. The 
soma processes these incoming signals and sends to other 
neurons through the axon and the synapses. 

B. Artifical Neural Network 

An Artificial Neural Network (ANN) is a type of model 
that was first abstracted by McCulloch and Pitts [5]. ANNs 
were designed on biological neurons system, and how neurons 
interact with each other in the brain. Kilogram stated that 
during the past years, there has been a substantial increase in 
the interest on the ANNs. The scientists and researchers have 
designed and developed ANN systems for application in 
various areas of social sciences, physical science, and 
engineering, medicine and many other areas [5]. The neural 
network based system needs to train on an input data set 
known as training data set. Thereafter, the system is tested by 
using test data set and this process is known as testing. Its 
results are validated before prediction of data sets [12]. The 
ANN can be used to solve complex applications that are not 
possible by the traditional approaches and difficult to model 
analytically [14, 15]. The basic processing unit of an artificial 
neural network is a neuron. It takes input, processes on input 
and gives output. The ANN can be designed using either feed 
forward or feedback approach. There are three types of layers, 
input layer, hidden layer, and output layer in an ANN [13, 16]. 
The ANN neuron model is depicted in Figure 3. Each input i 
to neuron has an associated weight wi. A neuron j can be 
mathematically represented by the following expressions [5]. 

 ijij xwu 

 
jjj ufy 



 

Fig. 3. Neuron model 

C. ANN Architecture for Wind Energy 

The proposed neural network for wind power forecasting 
model is a feed forward network model with supervised 
learning using back propagation algorithm [5]. The overall 
structure of wind power forecasting model is 3-4-1 as shown 
in Figure 4. The input layer receives three inputs, average 
wind speed, average relative humidity, and average generation 
hours per month, processed by three processing units. We set 
bias value equal to zero during calculation in activation 
functions. We have adopted the logarithmic sigmoid function 
as activation function at the second layer and linear activation 
function at the output layer. The weights at each of 

intermediate and output layer are adjusted in the training mode 
until the errors are detected within the pre specified range. The 
output parameter is the wind energy generation by the wind 
farms. The proposed model is implemented using MATLAB 
to forecast wind energy by wind generators as shown in Figure 
4. The wind power forecasting model has trained in batch 
mode [19]. The batch training is typically done in train mode 
and inputs are dynamically converted into concurrent vectors. 
A new vector generates to show how close the input is to the 
target vector. The input parameters values are scaled within 
the range of 0 -1 during normalization. 

 
Fig. 4. ANN Architecture for wind energy forecasting 

D. Training performance and accuracy of the Prediction 

In the proposed wind power forecasting system to 
determine quantitatively evaluation of the model, two error 
detection methods are used. The accuracy of model can be 
determined by mean squared error (MSE) as shown in (6) and 
mean absolute error (MAE) as shown in (7) [1, 5].  The 
MAE is a quantity method used to measure how forecasts are 
close to each other. In this model, we trained the neural 
network in range from 10-min, to 60-min time delay modes. yt 

is the tth observation of the actual wind power measurement 
and Ft is predicted wind power for same period of time t . The 
actual wind power production by turbine is presented in Table 
2. The error et can be calculated as in (5). 



,
1

MSE
1

2





n

i
te

n






n

i
te

n 1

1
MAE 

where n is length of vector for wind power forecast data. 
When the MSE is reduced in a gradual way and its became 
stable, than wind power forecast model gives satisfactory 
results on training and testing data sets. Figure 5 shows the 
training accuracy of wind power forecast model. The 
performance of the forecasting network is tested by using 
actual wind energy output. The accuracy is assessed using two 
methods. In the first method, the forecasted wind power 
output is compared with the actual wind power production. 
Figure 6 shows accuracy of the forecasted wind power 
generation per hour. The average percentage error analysis is 
7. In the second method, RMSE MAE are measured and 
analysed. The error estimation using MAE and MSE statistics 
of the forecasting results are shown in Table 2. The goal set of 
MSE is 0.0001. The proposed model has been run for 1200 
iterations but MSE of training data set become static at 0.0070 
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after 300 iterations. Figure 6 shows predicted and actual wind 
power representation. The predicted and actual wind power 
results closeness shows the accuracy of forecasting model. 

TABLE II.  ERROR ANALYSIS 

Input (MW) MAE MSE 

10 min 4.82 8.20 

20 min 5.45 9.15 

30 min 6.55 10.30 

40 min 7.15 11.25 

50 min 8.25 12.00 

60 min 9.35 13.50 

 

Fig. 5. Training performance of the neural network 

 

 
Fig. 6. Measured and predicted wind power 

VI. CONCLUSION 

This paper presents a wind power forecasting model based 
on feed forward neural network architecture. The back 
propagation algorithm was applied to trained proposed model 
using supervised learning technique. The data are divided in 
two sets, training data and test data for testing accuracy of 
proposed model. The input parameters, average wind speed, 
average relative humidity, and generation hours are collected 
from various sources.  

The performance of model is measured by using two error-
detection methods, MSE and MAE. The proposed model was 
run at different iteration both on training and testing data sets. 
The MSE becomes stable at 0.0070 at 300 iterations. The 
proposed model wind power prediction shown in Figure 6 
indicates its capability of forecasting.  It proves to be an 
efficient and valuable tool for the estimation of wind energy 
for wind generators. 
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Abstract—There is an exponential growth in the amount of 

data from different fields around the world, and this is known as 

Big Data. It needs more data management, analysis, and 

accessibility. This leads to an increase in the number of systems 

around the world that will manage and manipulate the data in 

different places at any time. Big Data is a systematically analysed 

data that depends on the existence of complex processes, devices, 

and resources. Data are no longer stored in traditional database 

storage types or on such forms like database, which only on 

structured data are limited, but surpassed them to the 

unstructured or semi-structured data. Thus, Big Data has several 

characteristics and specific properties proportionate with the size 

of the data with the enormous and rapid development in all 

business and areas of life. In this work, we study the relationship 

between the characteristics of Big Data and extract some 

categories from them. From this, we conclude that there are five 

categories, and these categories are related to each other. 

Keywords—Big Data; Characteristics; Categories; 

Management; Analysis; Anywhere and Anytime 

I. INTRODUCTION 

Big Data refers to technologies and initiatives that involve 
data that is too diverse, rapidly changing or massive for 
conventional technologies, skills and infrastructure to address 
efficiently. In other words, the volume, velocity, or variety of 
data is too great [1]. Big Data requires new technologies with a 
spatial architecture so that it becomes possible to extract value 
from it by capturing and analysis process[2]. Due to such large 
size of data (rising up information yields an increase in the 
amount of data), it becomes very difficult to perform 
effectively and to analyse using the existing or the known 
traditional techniques [3]. 

Big Data due to its various properties like volume, velocity, 
variety, variability, value, and complexity puts forth many 
challenges [4]. Since Big Data is an upcoming technology in 
the market which can provide many benefits to the business 
organizations, it becomes necessary that various challenges and 
issues associated in investigating and adapting to this 
technology are brought into light. 

The main data categories are: the Traditional Database 
category and the Big Data.  

A. Traditional Database: 

A database is a set of relevant data by data, which means 
known facts that can be recorded and have implicit meaning. 
For example, names; telephone numbers, and addresses of the 
people you know. You have recorded these data in an indexed 

address book or stored them on a hard drive, using a personal 
computer and software such as Microsoft Access or Excel. The 
collection of the related data with an implicit meaning is 
known as a database [5]. 

B. Big Data: 

Big Data is the term used to describe huge amount of 
structured and unstructured data which is large. It was very 
difficult to process the data in the Big Data using the traditional 
databases and software technologies [6]. Also Big Data is 
companies who had to query loosely structured very large 
distributed data [7]. 

This research consists of five sections. The first one is an 
introduction about Big Data and its category. The second 
section discusses how Big Data becomes growth and from 
where it comes to be called as Big Data. It also demonstrates 
how the authors categorize the characteristics of Big Data into 
five categories and discuss them. The third section explains 
what are the benefits of Big Data. The fourth section 
demonstrates that Big Data can be found anywhere, anytime, 
and in anyplace. Finally, the last section offers conclusion and 
the future work. 

II. BIG DATA 

An exponential growth in the amount of data from all 
different types of data becomes enormous data known as Big 
Data. Thus, Big Data is a massive set of structured and 
unstructured and semi-structured data [8]. It is hard to manage 
the data in the Big Data using any of the traditional 
applications [9]. Big Data consists of very large datasets that 
will be processed by any traditional database system tools [6]. 

Collecting data in Big Data is done not only from the 
traditional corporate database only, but includes other sources 
as well: 

1) Data collected from Sensors: Sensors are becoming an 

increasingly important component of the information stored 

and processed by many businesses. For this a lot of data were 

collected from different fields of sensors. This includes data 

from Fixed-Sensors such as home automation; traffic sensors; 

traffic-webcam sensors; scientific sensors; security-monitoring 

videos or images and from weather-pollution sensors as well as   

data from Mobile-Sensors such as data from GPS Sensors; 

mobile phone location, satellite images 

2) Data collected from Machines: Where there are a lot of 

data collected form machines in which it is collected from 
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sensor data, it is known as complex data. For example: Video 

from security cameras, Recording voice form microphone, 

Mail to Mail Log Files, Satellite Imaging and Bio-Informatics. 

3) Data collected from Human: Several data were 

collected from humans. This included data from human 

enterprise contents and from external sources and from 

Documents, E-mail, Web Logs and social networks like 

Facebook; Linkedin; Twitter; Instagram; Flickr, and Picasa. 

4) Data collected from Business Process: Data were 

collected from industry, production, refining, distribution, and 

from Marketing. For example, data produced by public 

agencies like that from medical records, data produced by 

businesses such as commercial transactions, and from banking 

records and from E-commerce and credit cards. 
Big Data has many characteristics or properties mentioned 

by nV’s characteristics [8]. Set of V’s characteristics of the Big 
Data were collected from different researchers’ publications to 
have Nine V’s characteristics (9V’s characteristics). These 
9V’s characteristics are: (Veracity, Variety, Velocity, Volume, 
Validity, Variability, Volatility, Visualization and Value). 

We categorize these characteristics of the Big Data into five 
categories CPIVW. They are: Collecting Data, Processing 
Data, Integrity Data, Visualization Data and Worth of Data. 

Figure 1 demonstrates the Big Data CPIVW categories and 
their characteristics. The CPIVW five categories will be 
discussed in the next section. 

2.1 Five Categories CPIVW of the Big Data and their 9 

V’s Characteristics: 

Because of the relationship between some of the 
characteristics, they are all classified into different categories. 
The characteristics of the Big Data they clustered into groups 
as categories with respect to the relationship between them. 
Thus, we extract five categories CPIVW (Collecting Data, 
Processing Data, Integrity Data, Visualization Data and Worth 
of Data) from these 9V’s characteristics of the Big Data. 

The extracted five categories CPIVW (Collecting Data, 
Processing Data, Integrity Data, Visualization Data and Worth 
of Data) are discussed below: 

1) Collecting Data: 
Data is collected from different resources and different 

types to have Big Data as a massive set of structured data and 
unstructured data and semi-structured data. For this veracity 
and variety characteristics for the Big Data have such 
relationship between them. So, they grouped together to form 
collected data category. 

 

Fig. 1. Five Categories CPIVW of the Big Data with their 9 V’s Characteristics 

 Veracity: Big Data veracity refers to the biases, noise, 
and abnormality in data. The data that is stored, and 
mined meaningful to the problem that is being analysed, 
in addition the developers ask the question ''Is the data 
that is being stored, and mined meaningful to the 
problem being analyzed or not?'' [6]. The veracity not 
only talks about the quality of data, but when the users 
begin using the Big Data, they also become truly 
engaged and are more willing to invest in efforts to 
clean up data ideally at the source [10]. 

 Variety: Structured, semi-structured, and unstructured 
data besides text and more data types have emerged, 
such as record, log, audio, and hybrid data [11]. 
Currently, data comes in all types of formats such as 
emails, video, audio, transactions, and images. In other 
words, the variety is structure, semi-structure, and 
unstructured data in same place [12]. 

2) Processing Data: 
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Processing Data comes from grouping the two main V’s 
characteristic of Big Data, velocity and volume, because there 
exists such a relationship between them. The processing data 
category talks about speed of processes on the data fit with size 
of Big Data. The data in processing data category passes 
through many of the processes and is processed on demand. 
Here is a description of the two Vs, velocity and volume: 

 Velocity: The created information at faster pace than 
before, in which the different channels of Big Data 
increase the output content. This property means how 
fast the data is to be produced and processed to meet the 
demand [6]. 

 Volume: It is predicted that the data volume worldwide 
will reach 40 ZB by 2020 [11]. Storing different type of 
data from social network is possible in Big Data storage 
devices. For this, the amount of data is known as 
volume of data, where the amount of data continues to 
explode. Thus, to improve the company’s for archiving, 
and tiered data importance strategies to accommodate 
the new volumes? There are many factors which 
contribute to increasing the volume streaming data and 
data collected from sensors and other resources. The 
large volume of Big Data is the primary goal of 
consumers to optimize future results [6]. From this, the 
main goal from the large volume of Big Data is to make 
it useful for users and consumers and optimize future 
results. Thus, such a programming model (MapReduce) 
that associated implementation for processing and 
generating large data sets [13]. 

3) Integrity Data: 
Validity, variability, and volatility are the three Vs grouped 

together to categorize the data integrity. Data integrity refers to 
the accuracy and consistency of data stored in Big Data, and 
talks about the truth of data and guarantees the data as correct 
and not manipulated.  Integrity data also ensures the quality of 
the data in the Big Data. 

 Validity: As such, Big Data veracity is a matter of 
validity, meaning that the data is correct and accurate 
for the intended use. Clearly valid data is the key for 
making the right decisions [6]. Data validation is one 
that certifies uncorrupted transmission of data. 

 Variability: Along with the velocity, the data flows may 
be highly inconsistent with periodic peaks, daily, 
seasonal, and event-triggered peak data loads can be 
challenging to manage, especially with unstructured 
data involved [14]. 

 Volatility: When we talk about volatility of Big Data, 
we can easily recall the retention policy of structured 
data that we implement every day in our businesses 
[15]. Once retention period expires, we can easily 
destroy it. For example: an online ecommerce company 
may not want to keep a one year customer purchase 
history. Because after one year and default warranty on 
their product expires so there is no possibility of these 
data restore ever [15]. 

4) Visualization Data: 

Visualization data refers to a way to explore and understand 
your data, in the same way that the human brain processes 
information. Visualization Data category contains only the 
visualization characteristic for Big Data, thus the data is easy to 
read and analyse from complex graphs. Visualizing the data in 
the Big Data leads the people to understand the meaning of 
different data values faster when they are displayed in charts 
and graphs rather than reading about them from reports. 

 Visualization: It is the hard part of Big Data which 
makes all that huge amount of data comprehensible and 
easy to understand and read. With the right analysis and 
visualizations, raw data can be put to use, otherwise raw 
it remains essentially useless [16]. Visualization means 
complex graphs that can include several variables of 
data while still remaining understandable and readable 
[17]. 

5) Worth of Data 
Big Data characteristic value is the worth of data category. 

Worth of data talks about the cost and management of data in 
Big Data. Small data can have more value than a corresponding 
Big Data collection, and the Big Data has a high economic 
value. The collected data comes with many noises. While 
collecting data, it may contain some noises, and thus it must be 
filtered from any noise to help the user to analyse and take 
decision. 

 Value: It has a low-value density as a result of 
extracting value from massive data. Useful data needs 
to be extracted from any data type and from a huge 
amount of data [8]. For this we must look for true value 
of data, in which data value must exceed its cost or 
management. Thus, attention must be paid to the 
investment of storage for data. Storage may be cost 
effective and relatively cheaper at the time of purchase 
but such underinvestment may damage highly valuable 
data [18]. For example storing clinical trial data for new 
drug on cheap and unreliable storage may save money 
today but can put data on risk tomorrow [19]. 

2.2 Big Data CPIVW Categories Hierarchy 

After CPIVW has been clarified, the 9V’s characteristics of 
Big Data were grouped in clusters to get the five categories 
CPIVW. And from this we present them in a hierarchy model 
as shown in Figure 2. Here it is shown that the five categories 
CPIVW have some dependency to get the Big Data in such 
manner. 

III. SOME BENEFITS FROM THE BIG DATA 

Distributing data around the world via Internet and the 
increasing amount of data tends to become vast and huge data. 
Thus, a lot of data can be created on a single day itself, and 
from where these data’s collected form where. It comes from 
around the world and it may be more than 2.5 quintillion byte 
from different resources. This yields to begin most of the 
companies with different sizes to gain the benefits of data 
technology and analytics. While if your company was not up to 
speed so far? For this, at hand there are several ways that Big 
Data can help with several benefits your business. But, may or 
may not there is/are such obstacles that can thwart the Big Data 
plans. 
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In Information technology (IT), the executives continually 
evaluate the technology trends that will impact their business. 
Some simply deploy technology to promote the goals 
stipulated in business plans. Others take on the role of chief 
innovation, creativity and renewal officer and introduce 
different models of using existing data to generate new revenue 
and gain insight into who clients are and what they want. 

Any IT organization considering a Big Data initiative 
should consider these five major points [20], which will bring 
clarity as well as revenue and benefits to a company. 

Several benefits from the Big Data that may help the 
business are discussed as follows: 

 Management Data in Big Data using an intelligent tools 
will be better which enable many use cases. While data 
may be founded in different formats that it has been 
successfully mined for specific purposes. 

 Internet benefits. The benefit use of cloud storage 
(storing of data online in the cloud or in "the Internet"), 
and the benefit use from cloud services providers 
(servers, storage and applications through the Internet). 
Both benefits help the business from storage and the 
cloud computing power. When files are stored in the 
cloud, they can be accessed at anytime from anywhere 
via Internet and accessed with remote backups of data. 

 Visualizing data from Big Data using business 
intelligence software is presented in a simple way to 
read and analyse. This software must be able to provide 
the processing engines that allow the end users to query 
and manipulate information quickly evenly in real time 
in some cases. 

 Capabilities will evolve the Business data analysis 
methods for data from the Big Data. In which a 
structured data; unstructured data and semi structured 
data are grouping as with different types of data to form 
the Big Data that forms the data in such business. Some 
examples are text file and audio and video files. Thus, 
an intelligent tool needs to be used for recognizing a 
specific pattern based on such criteria. A natural 
language processing tool can prove vital to text mining, 
sentiment analysis, and entity recognition efforts. 

IV. BIG DATA ANYWHERE-ANYTIME-ANYPLACE 

Big Data yields to explore such technology that will permit 
and control the enormous data founded around the world. 
These data can be accessed via Internet from anywhere at any 
time and from any platform. One of the most important 
technologies were founded is called Cloud Computing. Big 
Data does not refer only to the huge amount of data, but also it 
refers to the computational term in a large number of fields 
either economic; business; medical; researches and any other 
fields. Because of rising in the amount of data in the Big Data 
which yields to increase the demands for accessing the data 
resources from anywhere at any time from anyplace. 

Several challenges must be noticed here instead of using 
just single computer and accessing the data from only one 
storage device. Thus a software’s applications must be founded 

and abled to execute on anywhere over the networked devices. 
Via internet where each device in the networked devices may 
join or leave the shared data scope at anytime from anywhere 
at any place. Thus, for processing data in the Big Data the 
founded software may use concurrency to take advantage of 
multiple foundations. 

 

Fig. 2. Five Categories CPIVW Hierarchy for the Big Data 

V. CONCLUSION AND FUTURE WORK 

With the increasing amount of data, it has become difficult 
to be handled using such traditional tools,  as that used for data 
bases. Big Data appears to coincide with the tremendous 
development in all areas of the life that led to the aggravation 
of the size and diversity of data sources such as data collected 
from Sensors; Machines; Human; and from Business Process. 
Data from different sources cause Big Data to be a massive set 
of structured and unstructured and semi-structured data. For 
this, it becomes too hard to manage the data in the Big Data by 
using a traditional applications. 

Big Data has 9V’s characteristics (Veracity, Variety, 
Velocity, Volume, Validity, Variability, Volatility, 
Visualization and Value).  The 9V’s characteristics were 
studied and taken into consideration when any organization 
need to move from traditional use of systems to use data in the 
Big Data. 

The relationships between Big Data characteristics are 
studied and we extract five categories by assortment the 9V’s 
characteristics of the Big Data, also the five categories known 
as CPIVW and they are (Collecting Data, Processing Data, 
Integrity Data, Visualization Data and Worth of Data). 

Last but not least, it must be said that Big Data needs to be 
an environment fit with the size and data types. This 
environment is a cloud computing environment in which Big 
Data emerged and the type we will look at the next paper to the 
mechanism of Big Data work and how they are managed and 
analyzed within the cloud computing environment and what 
types of that fit better than others with large data and taking 

 

 

1. Collecting Data 

2. Processing Data 

3. Integrity Data 

4. Data  
Visualization 

5. Worth of 
Data 

http://www.webopedia.com/TERM/C/cloud.html
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into consideration several aspects of things, and we will look to 
in a timely manner. 
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Abstract—The capacitated vehicle routing problem (CVRP) is 

a difficult combinatorial optimization problem that has been 

intensively studied in the last few decades. We present a hybrid 

methodology approach to solve this problem which incorporates 

an improvement stage by using a 1-0 implicit enumeration 

technique or Balas’s method. Other distinguishing features of the 

methodology proposed include a specially designed route-based 

crossover operator for solution recombination and an effective 

local procedure as the mutation step. Finally, the methodology is 

tested with instances of the specialized literature and compared 

with its best-known solutions for the CVRP with homogeneous 

fleet, to be able to identify the efficiency of the use of the Balas’s 

methodology in routing problems. 

Keywords—1-0 implicit enumeration; CVRP; Operations 

research; Genetic algorithm; Chu-Beasley; Heuristics; 

Metaheuristics and exact methods 

I. INTRODUCTION 

The general vehicle routing problem (VRP) is a generic 
name that refers to a variety of applied problems in various 
areas of knowledge such as transportation, supply chain, 
production planning, and telecommunications. The general 
problem is based on a group of customers that have to be 
served by a fleet of vehicles. They begin their tour or path in a 
main depot, visiting the customers assigned to the route only 
once, and returning to the depot where they started. The main 
objective is to establish the possible routes that represent the 
least-cost paths that will meet the customers' demands. 
Customers are spread geographically and associated to one or 
more constraints that must be met. However, the simplicity of 
the description is not near to the complexity of the solution 
search, that is classified as an NP-hard problem and ranked as 
one of the most interesting optimization problems in 
operational research. This problem has been analysed and 
studied extensively since its first appearance in the literature 
through the formulation applied to the fuel distribution by 
Ramser and Dantzig in 1959 [1]. From this work, several 
authors have focused their efforts on finding efficient 
techniques and models that allow to solve this problem in 
items (Miller et al, 1960 [2]. Christofides et al, [3][4];. Bodin's 
at., 1983[5]; Fisher, 1995[6]; Desrosiers et al., 1995; Powell et 
al. 1995; Fukasa, 2004; Gendreau, 2005a, b; Cordeau et al. 
2005, 2007; Laporte, 2009 [7]), and books (Thot and Vigo, 
2002 [8]; Golden et al, 2008 [9]). Looking at the state of the 

problem, it is remarkable that the the large increase in 
algorithmic and methodical development focused on the 
variants of the VRP, such as the capacitated routing problem 
(CVRP) and the VRP with time windows (VRPTW), which 
highlights the techniques with better behavior for each of 
these variants. In this paper, the importance of the guidelines 
proposed in the literature were an important pillar in defining 
the methodology that would allow us to work on the 
capacitated vehicle routing problem (CVRP). One of the main 
objectives of this paper is seeking a technique that allows us to 
measure the performance of  implicit enumeration 0-1 
methodology or Balas’s algorithm, which has not been applied 
to the  routing problems. Therefore, our work is to define a 
hybid methodology that is able to solve instances proposed in 
specialized literature created specifically for the CVRP. 

In order to solve this problem, we propose a hybrid 
methodology that combines the exploration of the solution 
space through a search based on the evolution of a specialized 
population of individuals, jointly with diversity techniques in 
the crossover, a neighborhood search as a mutation stage and a 
implicit enumeration  0-1 methodology as an improvement 
stage.  The idea is to observe the performance of an exact 
technique (Balas´s) applied to the capacitated routing problem.  
The exact technique gets in charge of a sub-problem of the 
CVRP, as has been done in other areas [10]. The methodology 
called modified Genetic Algorithm of Chu-Beasley with 
Implicit Enumeration (GACBIE) is tested with a set of 
instances proposed in the specialized literature and compared 
to the best known solutions (BKS) for CVRP problem. 

The paper is organized as follows: section II shows some 
related works and part of the specialized literature for the 
CVRP, section III shows a formal description of the 
capacitated vehicle routing problem followed by the 
methodology proposed in section IV, the pseudocode of the 
complete algorithm in Section V, ending with the results of 
tests on the proposed instances in Section VI. Finally, 
conclusions and recommendations from this work are 
illustrated. 

II. RELATED WORKS AND OTHER LITERATURE 

The CVRP plays a particular role on VRP algorithmic 
research, for both exact and on heuristics methods. Being the 
most basic variant, it is a natural testbed for trying new ideas. 
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Its relative simplicity allows cleaner descriptions and 
implementations, without the additional conceptual burden 
necessary to handle more complex variants. Successful ideas 
for the CVRP are often later extended to more complex 
variants. For example, the classical CVRP heuristic by Clarke 
and Wright [11] was adapted for the VRP for many other 
variants, as surveyed in Penna [12]. 

Laporte and Nobert [13] presented an extensive survey 
which was entirely devoted to exact methods for the VRP and 
gave a complete and detailed analysis of the state of the art up 
to the late 1980s. Up to the end of the last decade, the most 
effective exact approaches for the CVRP were mainly branch 
and bound algorithms using basic relaxations, as the 
assignment problem and the shortest spanning tree. Recently, 
more sophisticated bounds were proposed, as those based on 
Lagrangian relaxations or on the additive approach, which 
increased the size of the problems that can be solved to 
optimality by branch and bound. Moreover, following the 
success obtained by branch and cut methods for the TSP, 
encouraging results were obtained by using these algorithms 
for the CVRP. 

Since the 1980s, almost all articles proposing new 
heuristic and metaheuristic methods for the CVRP reported 
results on a subset of the instances by Christofides and Eilon 
[14] and Christofides et al. [15]. This classical benchmark is 
also exhausted, since most recent heuristics find 
systematically the best-known solutions on nearly all 
instances. 

Rochat and Taillard [16] proposed an efficient local search 
to solve the problem with probabilistic diversification and 
intensification step to solve big instances of the CVRP where 
they report optimal solutions for almost all the instances 
except on a single instance with 199 customers. 

In Fukasawa et al. [17], a branch-cut-and-price is proposed 
to solve all its instances with up to 100 customers, as well as 
instances with 121 and 135 customers. In particular, the 
column and cut generation algorithms of Baldacci et al. [18] 
significantly reduced the CPU time required to solve many 
instances, but could not solve the some larger instances. Later, 
some methodologies as the ones proposed on Contardo and 
Martinelli [19] and Røpke [20] were capable of solving bigger 
instances. 

In a recent work, the heuristics of Vidal et al. [21] are 
considered one of the best available for the CVRP basically 
due to their superior performance on Golden’s (big) instances. 
In the other hand, some surveys covering exact algorithms, but 
often mainly devoted to heuristic methods, were presented by 
Christofides et al. [3], Bodin et al. [5], Laporte [22], 
Fisher [6], Toth and Vigo [8] and Golden et al. [9]. 

III. PROBLEM FORMULATION 

The formulation of the problem of routing vehicles can be 
defined as follows. Let G = (V, A) a complete graph with 
      vertices, divided into two groups         
     . The unique vertex          represents the depot 
where the products must be distributed and a fleet of m 
identical vehicles with limited capacity Q departs and returns. 

The vertices          represent the customer indexed with i, 
where i = {1, … , n}, which require a service that is 
characterized by a non-negative demand associated   . The 
arcs       represent all possible connections from a node     

to another node    with a service cost equal to    . The main 

objective of the problem is to define a set of routes that allow 
every set of connections to dispatch the customer demand 
without exceeding the maximum capacity of the vehicles so 
that each sum of the costs associated to the established 
connections represent the minimum path. 

The general VRP   consist of the construction of a group of 
maximum m routes that satisfy the following requirements: (i) 
each route must start and end at the depot; (ii) all customer 
demands must be met; (iii) the capacity of the vehicle must 
not exceed the capacity limit Q; (iv) each client should be 
visited only once by a single vehicle or route. 

As a mathematical representation of the problem, a binary 
linear programming model is proposed for the capacitated 
vehicle routing problem that is presented as an optimization 
problem. Its objective function is associated to the 
minimization of the cost or the total distance traveled by all 
vehicles, while restrictions associated to the visit of each 
customer by a single vehicle per route and the vehicle's 
capacity constraints are met. The model presented below 
corresponds to a modified version of the one proposed by Toth 
and Vigo in [8]. In this case variables can assume the value of 
1 if the arc (i, j) is part of the solution and 0 otherwise. 

The way the model is proposed is widely used for both the 
problem of VRP with symmetrical distances and VRP with 
asymmetric distances. The formulation has the following 
notation: 

Sets  

  Set of customers indexed by i, j and 

an unique depot indexed by {0} 

  Set of vehicles indexed by k 

  Set of proper subset of all nodes   

  

Constants  

    The distance from node i to node j 

   The demand at node     * + 
  The loading capacity of the vehicle 

 

Decision Variables 

    

Binary decision variable, taking a 

value of 1 if the vehicle goes from 

node i to node j and 0 otherwise 

   
The remaining load when the vehicle 

leaves node i 

  

∑ ∑       

        

 (1) 

∑    

        

                                   (2) 

∑    

        

 ∑    

       

            (3) 

http://www.sciencedirect.com/science/article/pii/S0166218X01003511#BIB4
http://www.sciencedirect.com/science/article/pii/S0166218X01003511#BIB29
http://www.sciencedirect.com/science/article/pii/S0166218X01003511#BIB22
http://www.sciencedirect.com/science/article/pii/S0166218X01003511#BIB45
http://www.sciencedirect.com/science/article/pii/S0166218X01003511#BIB25
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∑    

   

                                           

 

(4) 

∑    

   

 | |                                     (5) 

              (      )     

         * +         
 

(6) 

                                                   (7) 

                                  * + (8) 

    *   +           (9) 
 

The objective function (1) minimizes the total cost. This 
value varies depending on the distances involved in each 
particular problem in the connections of the customers and the 
depot. Equations (2) and (3) ensure that each customer is 
visited only once. Constraints (3) allows the continuous flow 
between all nodes of the problem, which is both functional 
connections between clients and the routes with the depot. 
While (4) and (5) allow the depot has output connections with 
customers of the problem and that each of these connections 
does not exceed the maximum number of vehicles k of the 
problem, respectively. Constraints (6) record a vehicle's 
remaining load level based on node sequence. If the vehicle  
visits node i right after node j, the first term in the right-hand-
side reduces the vehicle remaining load after leaving node i 
based on the demand at node i (if node i is the candidate site 
node, the demand at node i is zero). Otherwise, constraints (6) 
are relaxed. Constraints (7) ensure that the remaining load of 
vehicle is equal to its capacity Q when it leaves the depot. The 
remaining load must be nonnegative in constraints (8). And 
the condition (9) defines the connection variables     as 

binary, because it can only assume the value of  0 or 1. 

On the other hand, the problem of traveling salesman 
(TSP), which is addressed as a main sub-problem to test the 
methodology of implicit enumeration 0-1 or Balas’s 
algorithm, has a lower level of complexity compared to the 
classical VRP, because their characteristics are similar, but 
they differ in their main objective, which in the case of the 
TSP, is focused on the connection of every customer through a 
single minimum path. The formulation of the TSP is presented 
as follows: 

 

∑ ∑       

        

 (10) 

∑    

        

                                  (11) 

∑    

        

 ∑    

       

            (12) 

∑∑   

      

  | |    (13) 

    *   +           (14) 

Since the sub-tours constraints (13) represent a huge 
amount of constraints for the implicit enumeration 0-1 
method, the use of a subroutine that identifies the sub-tours 

within each route is proposed. If necessary, the heuristic 
creates and adds the specific restrictions to remove the sub-
tours, so it is not necessary to consider the numerous sub-tour 
constraints associated to each route. 

IV. PROPOSED METHODOLOGY 

In this section, a modified genetic algorithm of Chu-
Beasley [23], [24], [25] is proposed (algorithm 1), and 
combined with a set of heuristics and exact techniques which 
would enable the algorithm to find solutions to the capacitated 
vehicle routing problem (CVRP) using the variant that works 
with homogeneous fleet and an unlimited number of vehicles. 
For this, the genetic algorithm must start with an initial 
population, which is built by using different kinds of heuristics 
that can generate individuals with good objective function 
(following (1)) and high level of diversity. For the selection 
process, two tournaments are held between a variable number 
of randomly selected individuals in the population. This gives 
the winners a chance to continue to the crossover stage. The 
resulting offspring from the crossover process goes through a 
stage for mutation step through local searches. As a stage of 
improvement, the exact method of implicit enumeration 0-1 is 
used to repair the intra-route codification, which is achieved 
by solving the Travel Salesman Problem (TSP) that is part of a 
CVRP sub-problem. Finally, the individual is presented to the 
population through the diversity and quality criteria. The 
process is carried out iteratively until reaching the stop 
criterion that was defined by a maximum number of iterations. 

A. Initial population: heuristic process 

For the generation of the initial population of the 
algorithm, is necessary to use a constructive methodology. For 
this specific case, the constructive proposed is represented by 
three heuristics that solve the problem in different ways: the 
generation of a big tour, the multiple solutions of the CVRP 
starting from each customer and multiple solutions with a 
factor of randomness. Hence, multiple characteristics of good 
quality individuals may remain in the execution of the 
algorithm. 

The set of three heuristics are executed iteratively to 
generate individuals to fill the portion of the initial population 
that corresponds to each one of them or until the maximum 
number of individuals that can generate the heuristic is 
reached. Based on this, a set of heuristics capable to solve the 
CVRP was developed, for this case, the nearest neighbor 
algorithm (NN) for the low computational cost and a modified 
savings algorithm (MSA) as the one proposed by Subramanian 
[26] and in other proposals as Shang and Bouffanais[27][28]. 
The MSA was modified by adding randomness management, 
to provide a high level of diversity to the initial population. 
The third heuristic corresponds to the Lin-Kernighan-
Helsgaun algorithm (LKH) [29] for the generation of a 
minimum path configurations with good quality. 

For the stage of filling the population of the genetic 
algorithm, the proposed strategy its based on the generation of 
individuals depending on the specifics characteristics of each 
one of the heuristics used. In the case of LKH heuristic, the 
logic of a big tour is applied, where the TSP is solved with all 
the customers and without the depot using the Lin-Kernighan-
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Helsgaun algorithm. The next step is the division of the big 
tour with the vehicle's capacity, starting from each customer, 
so the resulting set of routes for each customer as a starting 
point represents an individual of the population. 

For the nearest neighbor algorithm, the complete CVRP is 
solved with all the nodes of the problem and starting every 
iteration from each customer, taking into account its demand 
and the maximum capacity of the vehicle. To build the routes 
of each individual, it is essential to make the respective 
connections only with the closest customer to the customer 
that is being analysed. In order to find feasible solutions, a 
variety of conditions must be met: (i) the next connection must 
be made with a node that has not been visited before; (ii) 
connections must respect the maximum capacity of the 
vehicle; (iii) The algorithm continues its search of routes, 
whenever there are customers who have not been visited. 
Otherwise, a new individual is generated with the routes 
found, a new client is selected to be the first customer visited 
and the route search starts again. 

On the other hand, the modified savings algorithm is 
focused on generating individuals through partial solutions to 
the CVRP. However, in order to use all advantages of this 
algorithm, a two-stage strategy is proposed. The first stage is 
defined as the generation of the first individual, which is 
obtained by solving the CVRP with the original distances of 
the problem and following the methodology proposed by 
Subramanian [26], where it is possible to find an individual of 
good quality for the population. The next step was developed 
to fill the portion of the population that is assigned to the 
heuristic or in some cases, fill the remaining portion of the 
initial population (small instances). To make this possible, the 
algorithm must work with modified distances, which are 
constantly varied to add randomness to individuals. For this, 
the distances     between all nodes of the problem is varied by 

a random factor   *                          +  that 

varies in each iteration. The modified distance    
        , 

and wherein each iteration is generated a set of modified 
distances to determine routes that represent partial solutions 
that will become part of the initial population. 

B. Selection 

For the selection of individuals from the population, two 
stages are responsible to define the two best individuals, the 
result of two tournaments which are carried out with the 
random selection of a variable number of parents who enter to 
be compared by their respective objective function [23]. The 
winner of the tournament will continue with its respective 
population’s identifier to be taken to the crossover stage. 

C. Crossover 

Based on the fact that the individuals resulting from the 
selection stage may be considered as a permutation of the 
problem’s customers, it is necessary to analyse different 
recombinant techniques, in order to adapt our crossover in the 
best way possible to take full advantage of the routes that have 
each parent. For that reason, recombinant techniques were 
reviewed, such as, the crossover with as a single point, two-
point crossover and multi-point [23] crossover. They were 
also analysed as crossover, where specialized routes or parts 

of routes are exchanged between individuals. One of the main 
objectives of this step is to allow propagation of the attributes 
of good-quality parents present in the crossover step.  To 
make this possible, it is necessary to follow a sequence of 
steps that are based on the random selection of one of the two 
parents (algorithm 2), and then continue with the logic 
presented below: 

1) Select a random route of the selected parent. 

2) Pass a complete route (if possible) or any part of the 

parent’s route that are not included in the offspring’s 

sequence. 

3) Select the other parent and repeat until all the 

offspring is complete. 

D. Mutation 

The offspring obtained from the crossover sequence is 
subjected to a variable number of mutations, corresponding to 
typical movements for local search studied in literature, 
focused on search solution space through intra-route [30] 
changes. For this step, two stages allow the algorithm 3 do a 
search in the neighborhoods of solution space and perform a 
number of permutations of the offspring’s configuration. In 
this way, it is possible to add diversity to the population and 
avoid being trapped in local optima prematurely. In this 
solution, instead of the typical movements reported by 
literature, a set of specialized movements is employed. Every 
move is performed only if the change leads to an improvement 
in the objective function. The mentioned movements are listed 
below: 

 Shift (1, 0): A customer is transferred from its original 
route to another location in a different route. 

 Shift (2, 0): Two consecutive clients are transferred 
from their current positions inside the route to other 
positions in different routes, keeping the intermediate 
arc that connect them. 

 Swap (1, 1): Two different customers of different 
routes exchange their position. 

 Swap (2, 1): The movement of an unbalanced 
exchange, obtaining a change of a pair of consecutive 
customers with one customer of a different route, 
where the intermediate arc in the pair of consecutive 
customers is preserved. 

 Swap (2, 2): This movement follows the logic applied 
in the Swap (1, 1) resulting in the exchange of 
customers between consecutive pairs and two different 
routes, where the arc that connects each pair of 
customers is preserved. 

 Cross: The exchange between two route segments. 

 Multi-Shift (1, 0): A perturbation process is 
performed, inserting (insertions such as, Shift (1, 0)) 
random customers from their original routes to 
different routes, consecutively. 

 Multi-Swap (1, 1): Two random customers are 
exchanged from their original routes a random number 
of times. 
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E. Improvement Stage: Methodological enumeration 0-1 or 

implicit algorithm Balas 

The main reason for using specialized 0-1 implicit 
enumeration algorithms, which usually combined the 
technique of nested Benders decomposition to solve problems 
with integer and continuous variables, is that, unlike what 
happens with linear programming (LP), there is no integer 
programming algorithm that allows to solve all types of 
problems, because the efficiency of a LP algorithm depends 
largely on the particular characteristics of the problem. 
Therefore, there is no LP algorithm that is better than the other 
to solve all problems, or computer programs available with 
such features. 

In this context, one of the first stages of a research project 
is to select a method to solve the problems resulting LP, and 
this selection should be made considering the different 
methods that exist in the literature such as: cutting-plane 
method, Branch & Bound, implicit enumeration, suboptimal 
methods, etc. At a later stage, a specialized algorithm should 
be developed that exploits the specific characteristics of the 
problem (algorithm 4). 

Notation: 

                                      

                                      

An underscore as  ,    element indicates that the variable 

to the alternative      and was explored and probed. 

Partial solution (J): It is an ordered set which values are 
defined as binary to a subset     . For example: 

  {         }  
Free variables (   ): They are variables that have not 

yet assigned a binary value to a partial solution and, therefore, 
is available to assume a value 0-1. 

Complement of  : The set of solutions obtained from   
assigning all variables that are still free binary values 0-1. 

Partial pruned solution: A partial solution and can be 
pruned if all complement of   can be discarded for not being 
interesting. 

Glover’s implicit enumeration scheme: In the algorithm 
of Balas, the best possible solution is stored. The list of 2

n
 

possible solutions is analyzed implicitly or explicitly, the last 
best feasible solution found, named incumbent, is the optimal 
solution. 

1) Pruning tests 
The pruning tests are designed to exclude the maximum 

possible complements (i.e., derived solutions) of a partial 
solution for neither improving the objective function nor the 
feasibility (not interesting solutions). These tests are mainly of 
heuristic type therefore they may be so weak that allow 
explicit enumeration of almost all 2

n
 feasible solutions or so 

powerful that exclude virtually all solutions not interesting. 

At iteration t,    is the partial solution, then we have: 

  
      ∑    

         

      (15) 

    ∑   
         

                           (16) 

where   
  defines the value of the slack variables and    the 

objective function. Be      the best feasible solution found, 
so-called incumbent. The idea of probing tests, in an attempt 
to exclude a set of possible solutions because they are not 
considered interesting, can be based on two basic 
considerations. For a partial solution defined by    assume that  

  
    for at least one     . 

Test 1 (Balas): 

It defines: 

         *   (      ) |            |   
    + (17) 

The elements in    are those free variables that being 
raised to 1 do not improve the infeasibility of the current 
partial solution. 

Be: 

  
  (     )      

If    
     it means that no free variables can be raised to 

1, then    is pruned by infeasibility and a backward movement 
must be performed. 

Test 2 (Balas): 

It is a test for exclusion of variables, in the vector of free 
variables, using an optimization criterion, where: 

        *       
  (     )        + (18) 

The elements    free variables are those that improve the 
infeasibility of the problem. Each variable carries an objective 
function greater than      incumbent and this is a worst 
quality objective function. Thus,           are excluded as 

candidates to assume a value of 1 because they are not 
interesting for optimality. 

Be: 

  
    

      
If    

    ,    is pruned because it has no better 
complement feasible and must performed a backward 
movement. 

Test 3 (Balas): 

It is a pruning test, where: 

   {      

 
 
 
 
 

   
     ∑    

 

    
 

    
 } (19) 

 

   
      (     ) 

If     , at least one restriction will remain infeasible, 

then    is pruned, because it has no feasible complement. It 
must be performed a backward movement. If     ,  the 
pruning test continue. 

Test 3’ (Glover-Zionts): 

This test assesses whether each variable        
  that is 

promoted to 1 will cause an increase in the objective function 
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beyond the relationship permissible for the restriction violated 
[31]. 

For each   
    calculate: 

 

             
 {(

  
 

   
 )       

   } (20) 

Where (
  
 

   
 )    is the relative cost of each variable   , 

regarding the degree of reducing the infeasibility of that 
variable in the violated constraint i. If    (       ) then    
is pruned. 

2) Forward movements 
When pruning tests fail, the number of variables in    

should be increased. That is, some free variables must take 
defined values and should be included in the set    assuming 
specific values either 0 or 1. 

Test of Geoffrion: 

This expansion test attempts to set values of the free 
variables into 0 or 1 in order to ensure feasibility, identifying 
essential variables for the problem [32]. However, this does 
not guarantee that the movement promote variables to the 
partial solution (may fail). The test is formulated as follows: 

For each i such that   
    and every       

 , if: 

[  
  ∑    (     )  |   |

    
 

]    (21) 

Then: 

               or                

Test of Glover-Zionts: 

This test allows a free variable set at 0 through 

a very simple test [33], [31] formulated as follows: 

For each i and      
  such that        

 , calculate, 

        {   |       
   * +      } (22) 

If                then      

Test of Balas: 

It selects a variable    ,         
  to take the value of 1 

and add   to   . This variable is selected by the relationship: 

           
 {  } (23) 

Where: 

    ∑    (    
     )  

    

       
  (24) 

If      , there is no infeasibility and so      is feasible 

and this new solution should lead to better value      , the 
incumbent. So      is pruned and the incumbent must be 
updated. 

3) Backward move 
If a partial solution has been pruned, then a backward 

move must be made in the scheme of Balas. This means that 

the value of one of the variables of    must be modified. In the 
normal scheme of Balas, this process is performed with the 
LIFO (last-in, first-out) rule. With LIFO, the last variable to 
enter the list is the first considered for further exploration. For 
example, let   . 

   *            + 
If    is pruned, the new partial solution is defined for the 

relation: 

   *           + 
Evidently, the order in which variables are analysed alters 

the process enumeration. This fact was noted by Tuan who 
showed it is not necessary to strictly follow the LIFO [34] rule 
implicitly embedded in the numbering scheme Glover, to 
ensure proper development of numbering scheme Glover. 
Suggests Tuan determining a subset     consists of variables 
that can be selected for the development of future scans, this 
that is, those variables that can be underlined. If    is the 
element    would be selected by the rule LIFO, then the 
elements of     are those elements that are located    from    
even to find the first highlighted in a section of element right 
to left in the elements of Jt. 

F. Methodology for sub-tours identification 

The methodology of implicit enumeration has a set of 
pruning and expansion movements, which allow it to realize a 
reduction of the search space of the problem. However, to to 
solve the TSP is necessary to use a model full of the problem 
with all sub-tour constraints that prevent isolated customer 
groups in the final solution. 

This group of constraints also represents a huge burden on 
the constraint matrix of the method. Therefore, the 
determination of a subroutine responsible for identifying 
isolated customer groups was necessary. 

As a result, it was found that the implicit enumeration 
algorithm ensured a global optimum if all sub-tour constraints 
are included for small and medium instances. Nevertheless, at 
a high computational cost. Hence, a modified and relaxed 
model without sub-tours constraints was implemented instead 
of using the extensive one.  To make that possible, a 
subroutine to identify sub-tours that would reduce the number 
of sub-tour restrictions that were strictly necessary was added. 
This achieves a good compromise between processing time 
and quality responses. 

V. PSEUDOCODE OF THE PROPOSED METHODOLOGY 

Algorithm 1. GACBIE 

procedure GACBIE(Instance) 

      LKH ← LinKernighanTSP(Customers) 

      NN ← NearestNeighborTSP(Customers) 

      MS ← ModifiedSavingsTSP(Customers) 

      Population ← GeneratePopulation(LKH, NN, MS) 

      P* ← worstCromosome(Population) 

      F* ← f(P*) 

      *P ← bestCromosome(Population) 

      *f ← f(*P) 

      P ←    

      f ←   

      for i ← 0 to MaxIter do 
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            P ← Crossover(Population, seed) 

            P ← Mutation(P, seed) 

           SubTour ←    

           while isFeasible(P)   TRUE do  

                  Model ← GenerateReducedModel(P, SubTour)  

                  P ← BalasAlgorithm(Model, P) 

                  SubTour ← findSubTour(P)   

            end while  

            if diversityCriteria(P) = TRUE then 

                  if ( f(P) < F*) 

                        AddToPopulation(Population, P, P*) 

                        P* ← worstCromosome(Population) 

                        F* ← f(P*) 

                  end if 

            else 

                  if ( f(P) < *f) 

                        AddToPopulation(Population, P, *P) 

                        *P ← P 

                        *f ← f(*P) 

                  end if                  

            end if 

            end for 
      bestP ← findBest(Population) 

      return bestP 

end procedure GACBIE 

 

Algorithm 2. Crossover 

procedure Crossover(Population, seed) 

      ParentSet_1 ← SelectRandomParents(Population, seed) 

      ParentSet_2 ← SelectRandomParents(Population, seed) 

      Paren_1 ← FindBestObjetiveFunction(ParentSet_1) 

      Paren_2 ← FindBestObjetiveFunction(ParentSet_2) 

      while AllCustomersIncluded(P)   TRUE do 

            R ← SelectRandomRoute(Parent_1, Parent_2) 

            P ← P   R - (P ∩ R)  

      end while 

      return P 

end procedure Crossover 

 

Algorithm 3. Mutation 

procedure Mutation(s, seed) 

       s' ← s 

      iter ← 0 

      s* ← s 

      f* ← f(s)   

      while iter to MaxMutIter do 

            s ← LocalSearch(s) 

            if f(s) < f(s') then 

                  s' ← s 

                  iter ← 0 

            end if 
            iter ← iter + 1 

            s ← Perturbation(s, seed) 

      end while 
      if f(s') < f* then 

            s* ← s' 

            f* ← f(s') 

      end if 
      return s* 

end procedure Mutation 

 

 

Algorithm 4. BalasAlgorithm 

procedure BalasAlgorithm (Model, Path) 

      M ← Model 

         ← InitialSolution(M, Path) 

     NodeStack ←    

     NodeStack ←    
     while NodeStack     do 

            if isFeasible(  , M) then 

                  if f(  )< f* then 

                       f* ← f(  ) 
                      J* ←    
                         ← backwardMove(  , M, NodeStack) 

                 else 

                       if PruningTest(  ) = TRUE then 

                                 ← backwardMove(  ,M,  NodeStack) 

                       else 

                                 ←  forwardMove(  , M, NodeStack)                     

                       end if 

                 end if 

      return J* 

end procedure BalasAlgorithm 

VI. COMPUTATIONAL EXPERIMENTS 

As a final step, computational tests are done to analyse the 
performance, behavior and contribution of the GACBIE 
methodology.  Results are compared to BKS (Best Known 
Solution). 

The implementation of the proposed methodology was 
done in C ++ language under the G++ compiler that is part of 
a set of free license compilers from the collection of GNU 
compilers (GCC). The operating system used was Ubuntu 
14.04 with kernel version 3.14, on an Intel Core i5 3.2 GHz 
and 8 GB RAM machine. Below there is a comparison 
between the best solutions obtained in the literature, for 
instances of CVRP, as also implementation of the various 
proposals for implicit enumeration 0-1 method. 

A. Parameter setting 

The correct behavior of the proposed algorithm is directly 
dependent on the parameters used, which is the reason to 
make a parameter assignment, so that in this way it is possible 
to determine a range in which the methodology can vary with 
a semi-random form. 

In the development process of the algorithm, some 
parameters come to dominate the behavior of the algorithm. 
This is because some stages as mutation and improvement 
processes are highly structured, while the selection step 
depends on the number of individuals into competition. In this 
regard, some authors like [36] warn that a large number of 
individuals can make the algorithm too elitist. So the values 
assigned are intended to allow the range to preserve the 
diversity of algorithm individuals avoiding taking very good 
quality repetitively. 

In addition, portions of the initial population assigned to 
the heuristics are presented in an equitable way for the LKH 
and NN, because they are algorithms that makes low use of 
computing resources.  
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While the modified savings algorithm, has a much smaller 
portion of the population since the algorithm can take much 
longer to generate individuals, given their division in stages, 
there is a very high probability that the best individual who 
can be generate by the algorithm, is present in the generation 
of the first stage. 

TABLE I.  PARAMETER SETTING 

Description Range/Value 

Population size 60 

LKH 40% 

NN 40% 

MSA 20% 

Selection 2-3 

MaxIter 100-1000 

Table I shows, respectively, the values for: the population 
size, the corresponding portions of the Lin-population 
Kernigan heuristics (LKH), nearest neighbor (NN) and the 
modified savings algorithm (MSA), the selection range (the 
number of individuals entering the tournament) and MaxIter 

range (iterations number range), which may be increased 
depending on the size of each instance. 

B. Computational results 

1) GACBIE vs GACB and GACBC 
Table II summarizes the results for three algorithms:  the 

GACBIE (with implicit enumeration method as step 
improvement), the genetic algorithm with CPLEX® as 
improvement step (GACBC) and the same genetic algorithm 
without implicit enumeration but heuristics (nearest neighbor 
and simple inter-routes exchange) as improvement stage 
(GACB). All the algorithms were tested with 20 instances 
proposed by Augerat et al. (1995) (available at [35]) and 
compared with BKS to measure performance and 
effectiveness in the search for the optimal response. In the first 
two columns of Table 2, the instance name used followed by 
the number of customers (n) followed by the results of tests 
with the GACBIE, GACBC and GACB, accompanied by the 
GAP (denoted by equation (25)) between the BKS and the 
best solution reached each methodology, the average 
responses and their execution time. Finally The last column 
represents the number of iterations for execution. 

TABLE II.  RESULTS OF THE TEST ON INSTANCES OF AUGERAT ET AL

Instance n BKS 

GACBIE GACBC GACB 

Iterations 
Best Avg. GAP(%) 

Time 

(min) 
Best Avg. GAP(%) 

Time 

(min) 
Best Avg. GAP(%) 

Time 

(min) 

A-n32-k5 32 784 784 784.00 0.0 6.12 784 784.00 0.0 1.12 784 784 0.0 0.11 300 

A-n33-k5 33 661 661 662.00 0.0 6.40 661 662.00 0.0 1.40 662 663.89 0.15 0.09 300 

A-n33-k6 33 742 742 742.00 0.0 5.58 742 742.00 0.0 2.58 742 742.78 0.0 0.08 300 

A-n34-k5 34 778 778 778.08 0.0 5.81 778 778.00 0.0 1.81 778 779.05 0.0 0.08 300 

A-n36-k5 36 799 799 810.15 0.0 6.41 799 816.06 0.0 2.41 817 822.47 2.25 0.13 300 

A-n37-k5 37 669 669 674.07 0.0 8.66 669 674.71 0.0 3.66 677 681.26 1.196 0.15 300 

A-n37-k6 37 949 949 956.26 0.0 9.71 949 952.00 0.0 6.71 960 963.02 1.159 0.16 600 

A-n38-k5 38 730 730 745.56 0.0 10.32 730 747.00 0.0 8.32 756 759.67 3.562 0.17 600 

A-n39-k5 39 822 822 833.60 0.0 18.84 822 834.00 0.0 9.84 842 843.11 2.43 0.24 600 

A-n39-k6 39 831 831 834.39 0.0 18.36 831 835.97 0.0 10.36 850 852.01 2.28 0.22 600 

A-n44-k6 44 937 946 955.09 1.07 20.26 946 953.34 1.07 12.26 952 954.86 1.60 0.34 600 

P-n16-k8 16 450 450 450.00 0.0 1.13 450 450.00 0.0 0.12 450 452.42 0.0 0.02 200 

P-n19-k2 19 212 212 212.00 0.0 1.30 212 212.00 0.0 0.10 212 212 0.0 0.04 200 

P-n20-k2 20 216 216 216.00 0.0 2.25 216 216.00 0.0 0.13 216 220.01 0.0 0.04 200 

P-n21-k2 21 211 211 211.00 0.0 2.05 211 211.00 0.0 0.20 211 215.62 0.0 0.05 200 

P-n22-k2 22 216 216 218.35 0.0 2.58 216 218.35 0.0 0.60 216 225.36 0.0 0.05 200 

P-n22-k8 22 590 590 593.84 0.0 2.23 590 593.14 0.0 0.23 590 595.12 0.0 0.05 200 

P-n23-k8 23 529 529 529 0.0 2.80 529 529 0.0 0.40 529 529.87 0.0 0.06 200 

P-n40-k5 40 458 462 462 0.8 18.18 462 462 0.8 10.11 462 504.9 0.04 0.30 600 

P-n45-k5 45 510 523 525.65 2.5 26.8 523 520.06 2.5 9.06 523 613.5 0.15 0.37 600 

  Avg. GAP 0.2185 
 

Avg. GAP 0.2185 
 

Avg. GAP 0.74085   

 

     
            

   
      

(25) 

2) NIC vs NIRSD 
The strategy to reduce sub-tours constraints for routes of 

VRP that are repaired by the methodology of implicit 
enumeration, proves to be an interesting idea to reduce 
computational time for large problems.  As observed in Table 
III, the computational time reduction that occurs with the 
increase of size of the problems is due to the implicit 
enumeration methodology is responsible for testing each of 
the possible connections possible that cannot be pruned for 
their selection strategies variables. 

 

To revise the advantage of using a strategy of identifying 
sub-tours, tests were conducted where it was possible to make 
a comparison of computation times between the method of 
implicit enumeration with the full model including restrictions 
on sub-tours (NIC), the same method of implicit enumeration 
constrained dynamic sub-tours (NIRSD) and the speed up gap 
(denoted by equation (26)), wherein the steps of perturbation 
and crossover alter the continuity of each of the routes of the 
customer involved. 

     
        

          
  (26) 
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TABLE III.  NIC VS NIRSD RESULTS 

Test n NIC(s) NIRSD(s) GAP(times) 

1 5 2.02 5.5 -0.36 

2 6 5.76 8.12 -0.7 

3 7 8.04 10.28 0.78 

4 8 18.22 14.97 1.21 

5 9 37.19 28.43 1.31 

VII. CONCLUSIONS 

At the end of the proposed project, a series of results found 
through the tests conducted in the modified genetic algorithm 
method relied on a technique of implicit enumeration stage 1-
0 improvement implemented for the routing problem of 
trained vehicles with homogeneous fleet with diverse 
neighborhoods and a set of perturbation techniques. Results 
could be obtained the following observations: 

 Replacing the typical crossover combinations by a 
crossover based on route exchange proved to be a very 
efficient strategy to keep good characteristics of the 
routes obtained in the population. 

 By using the implicit enumeration technique the use of 
commercial solvers is avoid, which is an advantage in 
terms of cost for the implementation. 

 Compared to those techniques that have to solve 
matrixes (Simplex, for instance) the Balas’s technique 
is less complex since it has to realize simple algebraic 
operations. 

 Computational experiments show that the algorithm 
proposed is able to obtain high quality solutions within 
reasonable computing times. 

 Adding all restrictions on sub-tours is prohibitive for 
the slave problem as shown in the table III. It is more 
convenient to add only sub-tours constraints  
necessary. 

 The results suggest that the proposed algorithm can be 
applied to other variants of problem routing vehicle, 
considering the inclusion of multiple depots, and use 
fleets heterogeneous vehicles, and the possible addition 
of techniques they can further narrow is the solution 
space. 

 The use of genetic algorithm with CPLEX® compared 
with the methodology of implicit enumeration, shows 
equivalent results in reasonable computer times, 
considering that the solver CPLEX® has strong 
pruning techniques, allowing the solver to reduce the 
dimension of the solution space in a quickly and 
efficiently way. Compared with the proposed 
methodology, it shows a very good performance since 
the technique achieves global optimal in traveling 
salesman problems assigned. Furthermore, the use of 
the genetic algorithm with simple heuristics 
movements as improvement stage demonstrate the 
need for a strong methodology to repair the 
connections that can be generated at the stage of 
mutation and crossover. 
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Abstract—Automated systems for road crack detection are 

extremely important in road maintenance for vehicle safety and 

traveler’s comfort. Emerging cracks in roads need to be detected 

and accordingly repaired as early as possible to avoid further 

damage thus reducing rehabilitation cost. In this paper, a robust 

method for Gabor filter parameters optimization for automatic 

road crack detection is discussed. Gabor filter has been used in 

previous literature for similar applications. However, there is a 

need for automatic selection of optimized Gabor filter 

parameters due to variation in texture of roads and cracks. The 

problem of change of background, which in fact is road texture, 

is addressed through a learning process by using synthetic road 

crack generation for Gabor filter parameter tuning. Tuned 

parameters are then tested on real cracks and a thorough 

quantitative analysis is performed for performance evaluation. 

Keywords—Pavement Cracks; Automated detection; Gabor 

Filters; Genetic Algorithm; Parameter Selection 

I. INTRODUCTION 

Transportation structure is built around pavements and 
roads. These roads require periodic health inspections so that 
information concerning their physical condition can be 
gathered and recommendations can be made for their re-
construction or repair if required. In time detection of cracks, 
which is pivotal in executing economical pavement 
maintenance thus avoiding more damage, both physical and 
financial. The topmost layer of the flexible pavement is known 
as asphalt course which is constructed by black bitumen and 
one down size aggregate. The mixing ratio, aggregate color is 
not always constant. That is why texture of pavement varies 
continuously after some distance. 

Texture is an innately non-local image property. Texture is 
found in most natural images and therefore, the analysis of 
texture is an important topic of research in computer vision in 
the past decades [1]. Generally speaking, there are a number of 
filter configurations designed for texture segmentation. Most of 
filters are useful for particular texture but don’t produce 
desired results when texture is varied. 

Gabor filter is found helpful to analyze textures having 
definite orientation and frequency characteristics. Majority of 
prior research on Gabor filters is centered on filter-bank 
technique that need a filter set with predefined parameters for 
efficiently covering the frequency range. Such approach 
considerably affects classification results and is 
computationally expensive, so such technique is not 

appropriate for pavement crack detection where texture is 
varying all the time. In this work we develop a system for 
designing optimized Gabor filter for detection of pavement 
cracks out of pavement texture. 

Additionally, optimization of Gabor filter parameters is 
done in semi-supervised manner while crack detection is 
unsupervised, because natures of cracks that can come across 
to this system are not known. Thus, the objective is 
differentiating between background textures and defective 
feature (crack) automatically. As the pavement cracks are 
randomly shaped and can be oriented in any direction, there is 
no specific ground truth for the comparison of effectiveness of 
the system. We propose simulated ground truth creation of 
pavement crack for optimization of Gabor filter in varying 
texture. Synthetic ground truth is useful in many ways like, 
ease in controlling parameters, fast and convenient testing of 
datasets. 

The rest of this paper is organized as follows. Section 2 is 
the description and review of related work in simulated ground 
truth generation. In Section 3, we present the theoretical 
background of Gabor filter, genetic algorithm and Structural 
Similarity Index Measure (SSIM). We present the model of our 
system for optimization of Gabor filter parameters in Section 4. 
In Section 5, we discuss experimental results. Concluding 
remarks are in Section 6. 

II. LITERATURE REVIEW 

The classic standard for validation of the segmentation 
method is evaluation with manually done segmentation but, 
manual segmentation experiences the lack of reproduction and 
reliability, and different systems adopt different methods for 
manually marking part of interest. The true ground truth may 
require estimation from a set of manual segmentations. The 
condition for manual ground truth generation in such methods, 
is need of getting the data with all possible variations to 
guarantee the consistency of the training and test sets 

Using simulated information has various advantages 
including speedy generation of dataset with low cost, 
management of degradations parameters and models, and 
convenient tests on equivalent data having same information 
but different background. 

Simulated ground truth is formed by Nataliya et al for 
evaluation of performance in [2] for dirt particle counting and 
categorization. The aim is to create an image with a consistent 
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conditions and dirt particles of various types, so that the nature 
and the position of every particle are known. 

In [3] Serranho et al introduced a scheme to create ground 
truth for computation of performance metrics in perspective of 
OCT image processing. The study focused to set up a noise-
free simulated image that imitates actual OCT data. They 
propose that mean square error is computed with noise-free 
ground truth. The computation of simulated image depends on 
properties of actual OCT data. 

Optical Character Recognition (OCR) systems require 
training on the characters which are to be recognized in test 
data for which ground truth data is needed. In [4] Beusekom et 
al used synthetic ground truth for calibration of system. This 
data is set of character images along with their ASCII codes. 
Among the approaches intended for generation of ground truth 
of actual data, one practice is scanning documents and then 
utilizing them. By means of a grouping technique, the features 
extracted from the test document are compared with test image. 
For making the scheme robust to transformations, creation of 
simulated ground truth for training is used as a technique. 

In [5], David Doermann et al discuss the generation of 
ground truth for OCR using the method of generating 
simulated document images and representative ground truth 
files by means of metafile information and custom print driver. 
In [6] Sheraz et al proposed automatic word ground truth 
creation of camera captured document images using a 
document image retrieval system. In [7] Vivek et al created and 
tested a method for curve detection by means of synthetically 
formed curves. Validation and evaluation of magnetic 
resonance images (MRI) segmentation is a difficult task due to 
shortage of reliable ground truth information. In [8] Marcel et 
al, suggest a method for generation of simulated multi-modal 
3D brain MRI with edema and tumor. Using such ground truth 
images having variations in tumor dimension, position, and 
degree of adjacent edema, segmentation techniques can be used 
on images for identification. The simulated ground truth MRI 
is used for validation entire brain’s segmentation, together with 
gray matter, white matter, edema and tumor. Santuari et al [9], 
presents a real time graphical simulator based on client-server 
structural design. The rendering engine, supported by a specific 
client application for the automatic production of objective 
oriented motion of synthetic characters, is used to create 
realistic image sequences for wide-ranging performance 
evaluation of computer vision algorithms for person tracking. 

III. PARAMETER OPTIMIZATION 

In this section, we discuss briefly about theoretical 
background of Gabor filter, and discuss method for 
optimization of parameters using genetic algorithm (GA) with 
Structural Similarity Index Measure (SSIM) as cost function. 

A. Gabor Filter 

Fourier analysis is the most commonly used tools in signal 
processing to analyze frequency characteristics of a particular 
signal. There are eight degrees of freedom in the 2D Gabor 
filter family: xo and yo specify the position of the filter in 2D 
spatial domain; uo and vo are modulation coordinates specify 
the position of the filter in 2D frequency domain, θ is desired 
orientation, ω is spatial frequency,  ψ is the phase offset of the 

modulation factor, which decides the symmetry or anti-
symmetry of the filter and the width (a) and the length (b) of 
the elliptical Gaussian (2D) envelope and the angle between 
orientation of sinusoidal wave vector and the two dimensional 
Gaussian axes [22-23]. The general form of the Gabor filter is 
as in (1). 

  (   )   (   ) (   ) 
Where the Gaussian envelops can be termed as: 

  (   )   
 

      
   

 
 

 
[(

  

  
)
 

 (
  

  
)
 

]
 

Here    and    are the scale factor of the neighborhood. 

The complex sinusoidal with phase offset ψ is: 

 (   )    (     
    )     (     

    )     (     
   )

So the overall 2D Gabor filter  

 (   )  
 

      
 
 
 

 
[(

  

  
)
 

 (
  

  
)
 

]
   (     

    )  

Where                 and                 . 
The real part of Gabor filter is as under 

  (   )  
 

      
 
 
 

 
[(

  

  
)
 

 (
  

  
)
 

]
 *   (    (           ))  

  +
And the imaginary component of the complex Gabor filter is 

  (   )  
 

      
 
 
 

 
[(

  

  
)
 

 (
  

  
)
 

]
 *   (    (           ))  

  
Equation (5) and (6) can be written in terms of aspect ratio 
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B. Gabor Filter Power Spectrum 

The outputs of a real and an imaginary Gabor filter for each 
image point can be combined in a single quantity which is 
termed as the Gabor energy. This feature is associated with the 
complex cell, which is the model of orientation selective 
neuron in the primary visual cortex [22] and the Gabor energy 
is closely related to the local power spectrum and is defined in 
the following way; 

 (   )     (   )     
 (   )       

 (   )
A Gabor filter of wavelength of 20, variance = 4, phase 

offset = 0 is shown in Fig. 2. And the frequency response of the 
Gabor filter is illustrated in Fig. 2. 

 
Fig. 1. Gabor filter at 0 degree orientation 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

271 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 2. Frequency response of filter in Fig. 1 

C. Genetic Algorithm 

Genetic Algorithm (GA) begins by defining the 
optimization variables, cost function, and associated cost. Its 
ending is like other optimization algorithms as well, by 
evaluating for convergence. However, this algorithm is 
relatively dissimilar. Components of GA along with their paths 
are shown in figure 3. A cost function produces an output from 
set of input variables called a chromosome. This cost function 
can be a mathematical function [24]. The objective is to 
transform the output in a desirable manner by identifying the 
appropriate values for input variables. Cost function in 
proposed method is SSIM and input variables to be optimized 
for a given texture in pavement texture are variance σ and 
wavelength λ. In GA literature, the term fitness is broadly used 
to allocate the output of the objective function. Most of the 
optimization literature deals with minimization of cost while 
fitness implies a maximization problem. 

The GA begins by defining a chromosome in form of an 
array of variables to be optimized which are known as Genes 
of a chromosome. 

           ,           -  ,λ  -
In this research, Gene1 is wavelength  λ and Gene2 is 

variance   , jointly are the parameters of the Gabor filter to be 
optimized and the desired output from GA gives the most 
suitable Gabor Filter to be used for crack detection in a 
particular texture of pavement. 

Furthermore, most of the optimization problems require 
constraints or variable bounds while unconstrained variables 
can take any value. These bounds are defined in proposed 
algorithm section. 

D. Structural Similarity Index Measure (SSIM) 

The structural similarity Index Measure (SSIM) [25] [26] 
[27] is a technique for computing the similarity between two 
images. SSIM is formulated as a development in quality 
assessment. Traditional techniques such as peak signal-to-noise 
ratio (PSNR) and mean square error (MSE) are proven to be 
inconsistent with human eye perception. The advantage of 
SSIM over other techniques mentioned earlier (MSE and 
PSNR) is that SSIM consider image degradation as perceived 
variation in structural information while other methods 
estimate perceived errors. Structural information is the scheme 
which suggests that the pixels have strong inter-dependencies 
particularly when they are close in spatial domain. These 
dependencies contain significant information concerning the 
structure of the objects in an image. 

 

 
Fig. 3. Structure of Genetic Algorithm 

The SSIM metric of an image is calculated on a variety of 
windows. To evaluate between two windows   and   of size 
    is: 
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Where 

   is mean and   
  is variance of  . 

   is mean and   
  is variance of  . 

    is the covariance between   and  ; 

   and    are two variables for stabilizing division with 
weak denominator; 

SSIM is applied on two images and the resultant SSIM 
index returns a decimal value between -1 and 1.  Value of 1 is 
returned if both images are exactly the same. While -1 shows 
complete dissimilarity. 

IV. PROPOSED ALGORITHM 

In this section, the proposed method for optimization of the 
parameters of the Gabor filter through simulated ground truth 
with the aid of Genetic algorithm is discussed. The proposed 
system is implemented on a personal computer using 
MATLAB. 
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A. Simulated Ground Truth 

To increase the robustness of the optimization of Gabor 
parameters, the technique of simulated ground truth is used. 
This ground truth is simulated from within the texture of test 
image after selecting a 100 by 100 patch containing flexible 
pavement texture but no crack. There are relatively few low 
intensity pixels as compare to mean of whole patch. Low 
intensity pixels contain the crack present in image that is why it 
is avoided. This 100 by 100 patch is fused with another patch 
of same size which contains a synthetically created multi 
oriented crack as shown in figure 4. 

 
Fig. 4. Synthetic crack 

The synthetic crack is arbitrary, thin as compare to original 
cracks and most importantly is stretched almost every 
direction. All these characteristics make this crack appropriate 
for fusion in real texture of road. As mentioned earlier that 
intensity values of cracks are low as compare to the rest of 
pavement texture but the texture is not uniform and changes 
continuously, the intensity must be less than the average 
intensity of the image. The flow diagram for simulated ground 
truth is shown in figure 5. 

 
Fig. 5. The process of creating the ground truth 

The input test image shown below has a multi directional 
crack and high coarseness. The 100 by 100 patch of pavement 
with no crack and the fused crack on the patch is shown in 
figure 6. 

 
Fig. 6. Original and synthetic cracks 

The 100 by 100 sized simulated ground truth is shown 
below in figure 7. 

 
Fig. 7. Simulated Ground Truth 

B. Initial Population 

The designed chromosome for this research contains two 
genes. The first gene is the wavelength of the Gabor filter 
while the second gene is the variance of the Gabor filter. These 
two variables are the key parameters to define a Gabor filter. 
To get the optimized values of these variables for any type of 
pavement texture with lesser computation time the variable are 
constrained to some initial and final values.  The variance of 
Gabor filter must be greater than 2 and lesser than 8 and the 
wavelength must be from 8 to 30. These constrain are selected 
after intense experiments. To define these genes the binary 
Genetic algorithm is used. The figure 8 below shows one of the 
chromosomes in the initial population. 

 
Fig. 8. Chromosomes with genes 

C. Fitness Evaluation 

As described earlier that SSIM is one of the best measure of 
the image structure similarities. To compute the cost of each 
chromosome in a generation, the Gabor filter created by each 
chromosome is the applied to the ground truth. The resultant 
image is then compared with the crack image as shown in fig 
[2]. Higher the similarity between the image the greater will be 
the SSIM values. It must be noted that the SSIM values varies 
from 1 to -1. 

D. Convergence 

As soon as the stopping criteria are fulfilled, the optimized 
values of Gabor filter are extracted from the fittest 
chromosome. Now these values are fed into the crack detection 
algorithm to extract the crack from the original test image. As 
described earlier the texture of pavement varies after some 
distance, but it varies very little in neighboring patches. So the 
optimized parameters can be used for some distance and will 
be updated after some distance.  This will increase the 
efficiency of system by decreasing the computation time. The 
figure 9 illustrates the complete scenario of the proposed 
method. 

E. Crack Detection Algorithm 

An optimized filter bank is generated using the optimized 
Gabor filter parameters. The filter bank contains multi 
orientation filter. Generally, the number of orientations 
depends on the application where the Gabor filter is applied. 

 

 

Input image 

 

Patch with no crack 

 

Fused crack 
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As the number of orientations is increased, the output is more 
accurate [27]. But increase in orientations also increases the 
computational time and complexity of the system. The Gabor 
filter of a given orientation is then convolved with the input 
preprocessed image. After the completion of convolution, the 
real part of the response out of the filter is threshold to produce 
a binary image. Finally, the binary images resulting from the 
differently oriented filters are combined by an OR operation to 
produce an output image that contains detected crack segments. 
The whole process is shown in flow diagram (figure 9b). In 
Gabor filter bank the λ and σ are the optimized values from 
GA. 

V. EXPERIMENTATION AND RESULTS 

The input image is first selected from image dataset. By 
using this image a simulated ground truth is created as shown 
previously in figure 7. Now the ground truth and the crack 
image are then fed into the Genetic algorithm with the cost 
function based on the SSIM. Initial population size is selected 
randomly as 20, selection rate 0.5 and the mutation rate is 0.01. 
The optimized parameters after 25 generation are variance 2.08 
and the wavelength 12.35 which are very close to the manually 
obtained parameters. Now the crack detection algorithm is 
applied to extract the crack. After experimentation, the image 
is thresholded at 0.7 out of 1. The output image Fig. 10 shows 
the extracted crack. The Small square tiles of 10×10 pixel size 
are consider for crack revelation and the result are based only 
on that tiny region. Another extracted pavement crack is shown 
in figure 13.  

The output of the system is computed by the precision and 
recall of the manually selected and optimized Gabor filter not 
by the values of the variance and wavelength of the optimized 
Gabor filter. The graph below in figure 12 shows the precision 
of five pavement crack images 

 
Fig. 9. a. Proposed Method Flow Chart 

 
Fig. 8. b. Crack Detection algorithm (Flow chart) 

 
Fig. 9. Left: manually selected Gabor filter extracted crack, Right: crack 

extracted by optimized Gabor filter 

Figure 12 shows the comparison between the output 
manual and optimized Gabor filter.  

Table 1 shows the results for 5 images. The first two are 
industrial images acquired by the LRIS system. The last three 
are captured by the Canon IXUS 80 IScamera. The total 
number of crack tiles and the non-crack tiles are based on 
manual estimation. 
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Fig. 10. Left: manually selected Gabor filter extracted crack, Right: crack 

extracted by optimized Gabor filter 

 
Fig. 11. Comparison between manual and Optimized Precision 

 

Fig. 12. Comparison between manual and Optimized Precision 

VI. CONCLUSION 

This paper proposes a method to automatically optimize 
Gabor filter for road crack detection. The experimental results 
show that though the precision of the manually selected and 
Automated optimized Gabor filter may become similar, the 
execution time of optimization through our proposed method is 
very less and thus can be used for practical applications. As 
texture of pavement is changed after some interval, parameters 
of the Gabor filter are also updated and optimized so that 
pavement crack detection process can be performed smoothly 
and without manual calibration. 
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TABLE I.  RESULT FOR 5 IMAGES 

Img 
No. 

Crack 
Tiles 

True Positives False Positives False Negatives True Negatives 

Manual Optimized Manual Optimized Manual Optimized Manual Optimized 

1 155 131 148 6 8 24 4 11181 11179 

2 145 93 132 11 12 52 13 1120 1119 

3 73 60 72 12 7 13 1 1367 1372 

4 45 26 37 7 8 19 8 432 431 

5 173 151 169 5 3 17 1 11169 11169 
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Abstract—A hand Gesture is basically the movement, position 

or posture of hand used extensively in our daily lives as part of 

non-verbal communication. A lot of research is being carried out 

to classify hand gestures in videos as well as images for various 

applications. The primary objective of this communication is to 

present an effective system that can classify various static hand 

gestures in complex background environment. The system is 

based on hand region localized using a combination of 

morphological operations. Gabor filter is applied to the extracted 

region of interest (ROI) for extraction of hand features that are 

then fed to Bayesian and Naïve Bayes classifiers. The results of 

the system are very encouraging with an average accuracy of 

over 90%. 

Keywords—Human Computer Interaction; Hand 

Segmentation; Gesture recognition; Gabor Filter; Bayesian and 

Naïve Bayes classifiers; Feature Extraction; Image Processing 

I. INTRODUCTION 

These days artificial intelligence is being commonly used 
in various daily life applications. Image processing and 
machine learning play a vital role in artificial intelligence 
applications. Systems like face recognition, facial expression 
recognition and gesture recognition involve multiple steps of 
image segmentation and processing and research in this 
domain continues to prosper to find out more suitable 
solutions for forthcoming challenges and problems. 

Gesture recognition is considered as quite a difficult job 
due to nature of challenges that hinder the state of the art 
systems get 100% accurate results. Different techniques like 
Support Vector Machines (SVM), Neural Networks (NN) and 
Hidden Markov Models (HMM) are used by researchers for 
classification of gestures in various classes. Hand gesture 
classification has various applications, like in Human 
Computer Interactive applications, gesture recognition and 
classification allows users to interact efficiently with 
computers using easy to use/understand hand gestures. 
William1995 was one of the first ones that established the use 
of hand gesture recognition for controlling household 
machines. Ayesha2010 defines that in gesture recognition 
main goal is to create a system which can recognize precise 
human gestures for relaying useful information. 

The hand gestures can be categorized as static hand 
gestures and dynamic hand gestures. Static hand gestures are 

basically still images having a certain position and features of 
hand. The hands can be differentiated by different hand 
position features in which finger positions are determined and 
features are found for the precise finger, thumb and palm 
pattern. Thus a static hand gesture is signified by an individual 
frame or image. 

Dynamic hand gestures on the other hand can be 
differentiated through the starting and last stroke movement of 
moving hand gesture. A video is the best example of dynamic 
hand gesture. Mainly two different approaches are used for 
hand gesture-tracking named as glove based systems and 
vision based systems for hand gesture analysis. In the first 
approach, sensors and other instruments are attached with 
user‟s hand in subjective analysis. In order to analyse data, 
Magnetic field tracker device and data glove or body suits are 
used. Extracted features from different human body positions 
such as the angle and rotation are essential for examination in 
such systems. Vision-based approach is the substitute to glove 
based technique because normally it does not need 
sophisticated or even small external equipment apart from a 
camera. These systems work using various image processing 
and machine learning algorithms. In any system however, the 
3 important steps include hand region segmentation, feature 
extraction and then final classification & recognition. 

II. PROPOSED SYSTEM 

In this paper, we present a scheme for static gesture 
recognition using vision based approach. Our proposed system 
can be summarized in the following steps. In the first step pre-
processing is done, where initial pre-filtering for noise 
removal is performed followed by conversion of images from 
RGB to LAB color space. Then the third dimension grey level 
is converted to binary using global threshold and is mapped to 
extract just the desired hand region. For removal of 
undesirable areas, combination of different morphological 
operations is applied on the image. The resulted image is then 
used to extract the edges of the segmented region. Once the 
hand region is segmented, we can extract the certain features 
of hand which are then used in the classification module for 
gesture mapping. The classification is done by using Bayesian 
and naïve Byes classifier and their performance is compared 
in the end. 
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Fig. 1. System Block Diagram 

The procedures included in above block diagram are 
discussed in detail in the following section. 

A. Preprocessing 

 Conversion to L.A.B Space 1)
We use RGB color images as input which is converted to 

LAB color space by analysing the pixel's color and 
differentiating on its basis. Skin color has certain properties 
that can be extracted easily via color information. In contrast 
to RGB and CMYK, L.A.B color is designed for accurate 
estimations and therefore better results in case of image 
segmentation. 

Luminance L* is separated by color space from two 
different color components (a* and b *). This is because 
human perception of lightness is almost matched by the „L‟ 
component. Accurate colored balance correction can be made 
by modifying output curves in „a‟ and „b‟ components, or for 
the adjustment of lightness and contrast using the „L‟ 
component. 

 Thresholding 2)
Automatic grey thresholding of third component „b‟ is 

performed in L.A.B. color space. 

 : , : , 3I      : I  represents the input image 

The obtained gray image is converted to binary using the 
below mentioned threshold. The resultant binary image can be 
mapped to original image to view the segmented region. 

 
( , ), ( , ) ~ 0

,
0,

I x y Where O x y
J x y

otherwise

 
  
 

 

J  in above equation represents the output of segmented 

image. O  is the binary image and if it has a nonzero pixel 

value then the same spatial coordinates intensity of I  will be 

assigned to the output pixel  ,J x y . Thus segmented skin 

area can be extracted through this mapping. 

B. Segmentation 

For segmentation, we have to perform the following 
operations. 

 Morphological Operations 1)
Opening is performed in order to remove narrow joints and 

noise. In Opening we first perform erosion by using 5 5  

structuring element. 

 
Bb

b
ABA



  

Here erosion is used to remove the extra region. Where A
represents the image and B  denotes the structuring element. 
In the above equation, structuring elements are applied on the 

image A .  If the „ON‟ pixels of a structuring element hit the 
pixel image where the pixel value is more likely to be 0, then 
the center value of mask is shifted towards the new image. 
Whenever there is a missing „ON‟ pixel in the structure 
element, either structure element or mask will be shifted 
towards the next pixel. 

After erosion we dilate image by using 5 5  structuring 

element in order to fill the disturbed region. 


Bb

bABA


  

Here A  is represents the gray scale image, and B  again 
denotes the structuring element. 

To recap, dilation adds pixels to the object boundary while 
erosion removes object pixels from boundary. 

 Canny edge detector 2)
After morphological operations, we need to detect the 

boundary of the region. For that we tried various known filters 
like Sobel, Prewitt, Canny. We finalized Canny edge detection 
as it gave more desirable results as compared to the other two 
options.  After this stage, we get a well detected hand region 
and its boundary. 

C. Feature Extraction 

Once the hand region is extracted, we have to extract good 
features that have more discriminative power. These precise 
features are used for classifying various hand gestures so that 
the problems like interclass similarity and intra class 
variability can be catered for easily. Extraction of the these 
best features is definitely a challenging task. Various 
researchers have used various features for classifying gestures 
based in internal information of the object in image. A good 
feature set highly effects the performance of a classifier. 

For our technique, we use Gabor filter based features that 
tell us about the nature of gesture using its pattern and 
orientation. The advantage we have using Gabor filter is that 
we get large variance between the features of different classes 
which minimizes the chances of error if used properly in a 
classifier.  

 Gabor Filter 1)
Gabor filter has been used in literature for various 

applications including satellite image segmentation, urban 
zone detection [17], document and camera images for edge 
detection etc. In spatial domain, a 2D Gabor filter is a 
Gaussian kernel function modulated by a sinusoidal plane 
wave. The impulse response of Gabor filter is defined by 
a sinusoidal wave. Sinusoidal wave is known as a plane 
wave for 2D Gabor filters, multiplied by a Gaussian function. 
Because of the multiplication-convolution property 
(Convolution theorem), the Fourier transform of a Gabor 
filter's impulse response is the convolution of the Fourier 
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transform of the harmonic function and the Fourier transform 
of the Gaussian function. Gabor filter has a real and an 
imaginary component representing orthogonal directions. The 
two components may be formed into a complex number or 
used individually. 

Complex equation is given below 

 

Real part is as follows 
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And imaginary part is as follows 

 
2 2 2

2

' ' '
, ; , , , , exp sin 2

2

x y x
g x y


      

 

   
     

  

 

Where 

   ' cos sinx x y    

   ' sin cosy x y     

In the above equation 

The wavelength of sinusoidal factor is represented by . 

  is the orientation of the normal to the parallel stripes of 

the Gabor function,   is the phase offset,  is the 

sigma/standard deviation of Gaussian envelope, and   is the 

spatial aspect ratio that specifies the Ellipticity of the support 
for Gabor function. 

We apply this filter to each hand image to find out the 
subjected feature values from the image. 

D. Classification 

Classification means to segment regions of interest into 
various groups called classes. Mainly there are two types of 
classification, Supervised and Unsupervised.   

In unsupervised classification (also known as clustering in 
pattern recognition) the segmented groups are without labels, 
while in supervised classification we need some training 
samples that are helpful in classifying the unknown data or 
test cases. The grouping or matching is based on certain 
features that are extracted from the objects. These features 
should be discriminating in nature to give a correct and 
meaningful classification of the data. In our case, we give the 
Gabor Filter based features to two classifiers (Bayesian and 
Naïve Bayes) for deciding the class of the query gesture. 

 Bayesian classifier 1)
Bayesian classifier is based on calculating posterior 

probabilities using Bayes theorem. Posterior probabilities 
which are also known as class density estimates are calculated 
as below: 

 
   

 

|
|

P X H P H
P H X
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In the above expression, posterior probability is denoted 

by  |P X H  in which X is conditioned on H. The prior 

probability of X is denoted by  P X . Classifier‟s accuracy 

highly depends on this parameter. 

 Naïve Bayes Classifier 2)
The other technique that we tried was the Naïve Bayes 

Classification. This classifier basically estimates the class of 
unknown data item using probability models. Using Bayes 
theorem, posterior probability can be calculated using the 
following expression 
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Here  
i

P C is known as class prior probabilities and it can 

be estimated by the following expression. 

  i

i

S
P C

S
  

Where 
i

S  represents the selected training sample, which 

has class i
C  and S  denotes the total number of training 

samples. 

III. EXPERIMENTAL RESULTS 

Now for testing the above explained methodology, we 
have used data with complication or real background. The data 
is acquired by a 7 mega pixel camera. We have a total of ten 
hand gestures that we are classifying. In our data set, we have 
collected 18 images of each hand gesture in which 5 are used 
for training and 13 for final testing. To justify the best 
accuracy of our proposed result, we have compared our 
technique results with a similar work done by nawazish et.al 
(2013) [18] that used Neural Network Based hand gesture 
recognition of dumb people. In that paper, the authors worked 
on a technique using neural networks with the combination of 
mean and entropy feature. In the paper he extracted features 
using block base and used 4 blocks of the image and extracted 
the feature separately. After extracting the features he used an 
array to store the results of all blocks and for classification he 
used neural networks. The results are given below in table 1. 
The table shows that our method of Gabor Filter based feature 
extraction and Bayesian Classification works well and 
classifies the gestures 90% of the time while the method of 
Nawazish achieved a classification rate of 88.25%. Step wise 
results of various stages of our technique are shown in figure 
2. Two examples are depicted here in detail. 
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Example 1 

    

    
 (a) (b) (c) (d) (e) (f) (g) (h) 

 

 
Example 2 

 

   
 

   

 (a) (b) (c) (d) (e) (f) (g) (h) 

Fig. 2. Segmentation Results  (a) Original image (b) LAB color space image (c) third color component of Lab image A (:,:, 3) (d) binary Image (e) Binary mapping  

(f) Morphological Operation opening (g) Final Binary image (h) Segmented Hand 

 

TABLE I.  COMPARISON OF RESULTS 

Gestures 

Comparison of  various techniques 

Nawazish et.al 

(2013) 
Naïve Bayes 

Bayesian 

Classifier 

Stop 89.0 90.12 90.53 

Pointing 85.2 87.20 88.01 

Self-Pointing 87.34 89.01 89.85 

Drinking 90.05 90.12 91.01 

Take Care 89.66 90.00 91.00 

….. ….. ….. ….. 

Total 88.25 89.29 90.08 

IV. CONCLUSION AND FUTURE WORK 

In this paper, we briefly presented a technique for gesture 
classification in static images using Gabor Filter based 
features and Bayesian classifier. Our proposed technique 
shows promising results on our data set. The main point is that 
the hand segmentation part in our technique plays very 
important role. If the segmentation is good, the results of 
gesture classification improve also. The classification 
accuracy is obtained with the help of Bayesian and Naïve 
Bayes classifier. In future we intend to extend this work on 
dynamic gestures as well. Human Computer Interaction and 
Sign Language Recognition are two of the most prime 
applications of this research. We also need to compare our 
method with more state of the art methods and improve it 
further to incorporate more gestures. 
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Abstract—Trajectory optimization is a crucial process during 

the planning phase of a spacecraft landing mission. Once a 

trajectory is determined, guidance algorithms are created to 

guide the vehicle along the given trajectory. Because fuel mass is 

a major driver of the total vehicle mass, and thus mission cost, 

the objective of most guidance algorithms is to minimize the 

required fuel consumption. Most of the existing algorithms are 

termed as “near-optimal” regarding fuel expenditure. The 

question arises as to how close to optimal are these guidance 

algorithms. To answer this question, numerical trajectory 

optimization techniques are often required. With the emergence 

of improved processing power and the application of new 

methods, more direct approaches may be employed to achieve 

high accuracy without the associated difficulties in computation 

or pre-existing knowledge of the solution. An example of such an 

approach is DIDO optimization. This technique is applied in the 

current research to find these minimum fuel optimal trajectories. 

Keywords—lunar landing; trajectory optimization; optimization 

techniques; DIDO optimization 

I. INTRODUCTION 

Return to the moon becomes a demanding issue. A lot of 
scientists and engineers confirmed considerable interests in the 
past couple of decades [1, 2, 3, 7, 8, 9].  Two-dimensional 
solution for lunar descent and landing from orbital speed 
conditions is presented in [4]. The same guidance scheme is 
improved to 3-dimensional point of view in [6]. More precise 
3- Dimensional advanced solution of lunar descent and landing 
is discussed in [5]. Trajectory optimization capabilities during 
the Apollo era were severely limited by computing power. An 
analytic solution for the one-dimensional vertical terminal 
descent of a lunar soft-landing, based on an application of 
Pontryagin‟s minimum principle, was found by Meditch [10] in 
1964. Meditch showed the existence of an optimum thrust 
program that achieves soft landing under powered descent. 
Extensive numerical research on the one-dimensional problem 
was performed by Teng and Kumar [11], using various cost 
functionals. Their method is based on a time transformation, 
applied to the calculus of variations. The solution was found 
numerically, using a quasi-linearization method. In 1971, Shi 
and Eckstein [12] derived an exact analytic solution for the 
problem which Teng and Kumar addressed. With the increase 
in computing power, trajectory optimization techniques, of the 
type to be discussed in Section 3, have greatly increased the 
feasibility of generating  optimal trajectories with higher 
complexity and applicability. Recently, Vasile and 

Floberghagen [13] applied a Spectral Elements in Time (SET) 
approach to the lunar soft-landing problem. Within the work, a 
lunar landing descent from three parking orbit scenarios down 
to an altitude of 2 [m] above the surface was optimized. The 
cost function used was based on the square of the control input, 
which has been noted to be different from the minimum fuel 
solution [14]. The optimization method used to explore the 
Moon landing problem in the current research is the Legendre 
Pseudospectral Method. The Legendre Pseudospectral Method 
has been applied to a variety of trajectory optimization 
problems, including problems of ascent guidance [15], satellite 
formation flying [16], and impulsive orbit transfers [17]. DIDO 
[18] is used to implement the Legendre Pseudospectral Method 
in the current research which is discussed in this paper. 

The rest of present paper is arranged as follow: The 
optimization theory has been presented in Section II. The 
methods of optimization have been explained in Section III. 
DIDO optimization is introduced in Section IV. The Section V 
Illustrates the vehicle specification for Moon landing. The 
Section VI and VII demonstrate the trajectory results and 
optimized responses with discussion. The conclusion has been 
given in Section VIII. 

II. OPTIMIZATION THEORY 

To maximize or minimize a specified criterion is the task of 
an optimization problem. This criterion is a function of the 
parameter which is referred to as a cost function. On this cost 
function, optimization takes place. Let        be a vector of 
parameters and let  ( )      define a cost function. It is 
desired to find the value x

*
 which minimizes J out of all 

admissible x. The global minimum is defined as: 

  (  )   ( )  for all admissible x                 (1) 
 

A local minimum is defined as: 

 (  )   ( )  for all x in the neighborhood of x            (2) 
 

In a globally convex system, any local optimum found is 
also the global optimum. On the other hand if the function is 
non-convex, finding a local optimum does not necessarily 
imply that it is also the global optimum solution. Fig. 1 
illustrates the concept of convexity vs. non-convexity and local 
vs. global optimums for an arbitrary one-dimensional function 
f(x). 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

281 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 1. One-dimensional convexity 

Only one optimal solution which is the global optimum is 
available in the example shown for convexity. Two optimal, 
local and global optimum solutions exist in the non-convex 
example. Most trajectory optimization problems are non-
convex, and therefore, only local optimums are readily found. 

A parameter optimization problem that has a linear cost 
function, linear constraints, and has only real values is known 
as a linear programming problem. The term is only used for 
problems which have real values; otherwise, it falls into the 
category of integer or mixed-integer programming. If the 
problem has only real values but includes a nonlinear cost 
function or nonlinear constraints, it is referred to as a nonlinear 
programming (NLP) problem. 

From basic calculus, recall that a local minimum of a 
function, which is the function of one variable (i.e., f(x)), can 
be found by locating a point where the first derivative of the 
function on the variable equals zero and the second derivative 
is positive. This notion is expanded to higher dimensions with 
gradients and Hessians. A gradient is a vector consisting of the 
first-order partial derivatives of a function on each variable. 
The Hessian is a matrix consisting of the second-order partial 
derivatives of the function. For example, the following 
conditions are satisfied at a local minimum for the cost 
function J(x): 

  

  
               (3) 

   

             (4) 

One could attempt to determine the minimum of the cost 
function analytically, but it may be difficult or impossible. 
Therefore, iterative techniques are used to locate the minimum 
by searching over the region of admissible x. Newton‟s 
method, the most common technique, uses the gradient and 
Hessian information at the current location to determine a 
search direction. There are numerous other iterative techniques 
used, most being based on the principle of Newton‟s method. 

A. Constrained Optimization 

Constrained optimization problem can be either equality 
constraints or inequality constraints. While a function, or 
functions, of the parameters, equal to a specific value, then it is 
added to the optimization problem as an equality constraints. 
The parameters can vary, but relationships between the 
parameters remain fixed. An equality constraint has the form: 

 ( )            (5) 
where f:         

Formulating the augmented cost function, the most 
convenient method of solving equality constrained 

optimization problem, which is a combination of the cost 
function and the constraints with multipliers. 

    ( )      ( )        (6) 
To find the minimum, the gradient of J’ is taken on x and λ 

and set to zero. The first-order necessary conditions for 
optimality become: 

   

  
 

  

  
  

  

  
           (7) 

   

  
  ( )           (8) 

On the other hand, an inequality constraint has the form: 

 ( )            (9) 
where g:         

The constraints are adjoined to the cost function in a similar 
manner as the equality constraints, but with the multipliers µ. 
The augmented cost function is now defined as follows: 

    ( )      ( )     ( )        (10) 
Inequality constraints can be categorized into either „active‟ 

or „inactive‟ classes. The vector g(x) can be written as seen in 
(11), with gi(x) for (i = 1...p) representing individual 
components of the p-dimensional vector. An active constraint 
is when a component of the constraint vector equals zero at the 
optimum solution, (i.e., gi(x ) = 0). The optimization problem 
is bounded by these constraints. Inactive constraints are 
constraints where gi(x ) < 0 and these constraints do not affect 
the optimal solution. The equation μ

T
g = 0, which is known as 

complementary slackness, ensures that the individual 
inequality constraints are either active or do not affect the 
solution. 

  

[
 
 
 
 
 
  ( )

 

 
 

  ( )]
 
 
 
 
 

         (11) 

Karush-Kuhn-Tucker (KKT) conditions are named for the 
first-order necessary optimality conditions. These are given by 
(8) and (9), and the following: 

   

  
           (12) 

            (13) 

              (14) 

B. Concept of optimal control 

A particular category of optimization problems which 
comprise dynamical constraints that vary with time is 
recognized as functional optimization problems, where the 
term ”functional” is used to denote a function of a function. 
Functional optimization problems that have an input, or 
control, to be determined are identified as an optimal control 
problems. Optimal control problems have an extensive 
diversity of applications, together with the field of trajectory 
optimization. 

Let        be the state of a continuous system where  
      is time. Furthermore, let   ( )      be the control of 
input. Lastly, let the dynamical constraints that govern the 
change of x(t) with respect to time be given as: 
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 ̇   ( ( )  ( )  )         (15) 
To search for the function u(t) that minimize the cost 

functional, J is a general optimal control problem, with the 
condition that the constraints imposed on the problem. This 
problem should include the dynamical constraints. It is 
normally desired to either minimize a functional of the state 
and control over the entire time span or the final value of a 
criterion. The cost functional is therefore composed of two 
parts: a terminal cost                (commonly referred 
to as the Mayer cost) and an integrated cost L:           
       (known as the Lagrange cost). The Bolza form of the 
cost functional, as seen in (16), is a combination of the terminal 
and integrated costs. 

   ( (  )   )  ∫  ( ( )  ( ))  
  
  

    (16) 

The initial and final boundary conditions that the system 
must satisfy are given by (17) and (18), respectively. 

  ( (  )   )           (17) 

   (  )   )           (18) 

Where      
             and      

           . 

Augmented cost functional     is formulated to combine all 
of this information. A vector of Lagrange multipliers is called 
the costate. This costate adjoined by the dynamical and 
terminal constraints to the cost functional. Here,  ( )     is 

Lagrange multipliers, and        is terminal constraint 
multipliers. The equation given below is similar in Reference 
[19]. 

    ( (  )   )     ( (  )   )         

 ∫ [ ( ( )  ( )  )   ( ) ( ( ( )  ( )  )   ̇)]  
  
  

      

          (19) 
Hamiltonian and end point functional are defined in (20) 

and (21), respectively to simplify the augmented cost 
functional.    is simplified to (22). The functional dependencies 
have been omitted for clarity. 

             (20) 

             (21) 

      ∫ [     ̇]
  
  

      (22) 

It is determined a stationary point of the augmented cost 
functional using calculus of variations. Using the previous 

concept, the variation of   is taken and appropriate functions 
are set to zero. The resulting necessary conditions for a local 
minimum for the free final time problem are derived by Hull 
[20] as: 

 ̇  
  

  
  (     )    (23) 

 ̇   
  

  
    (24) 

  
  

  
     (25) 

  ( (  )   )       (26) 

   (  )   )           (27) 

  (  )   (
  

  
)    

    (28) 

( )    
   (

  

  
)    

    (29) 

III. OPTIMIZATION METHODS 

Optimality conditions described in the previous are to be 
solved to find a stationary point. An analytical solution is 
almost impossible for most non-linear optimization problems. 
Therefore, computer-aided numerical methods are the alternate 
way in finding the optimal solution. There are numerous 
numerical methods that have been formulated to solve optimal 
control problems, and it is not in the scope of this thesis to 
explore them all. The method used in this research is the 
Legendre Pseudospectral Method, which is a direct 
transcription method that uses a spectral technique. The 
meanings of „direct‟, „transcription‟, and „spectral‟ will be 
discussed below. 

A. Direct Methods 

Computer aided numerical methods can be divided into two 
distinct categories: direct and indirect. An indirect method uses 
information from the costate differential, the maximum 
principle, and the boundary conditions shown in (26 - 29), to 
find the optimal solution. To use this method, an estimate of 
the costate is required a priori, which may pose a problem 
since the costate does not usually have physical significance. 

The direct method is commonly used to optimize directly 
the cost function such as (16). The method searches for the 
feasible region for a minimum of the cost function starting 
from an initial guess of the state and control. It is reported as a 
local minimum solution because it is impossible to search the 
entire feasible region. If it can be proven that the problem is 
convex, then local optimality implies global optimality. Being 
familiar with the dynamics of the problem, it can provide an 
initial guess of the state and control rather than costate. In some 
cases, a simple propagation of the state from the desired initial 
conditions with no control input is sufficient. However, if the 
problem is highly non-convex, a good initial guess may be 
crucial in finding the correct local optimal solution. 

B. Direct Transcription Methods 

The direct method implies some different ways such as 
direct shooting methods, direct transcription, etc. A direct 
transcription method is used in this research and described as 
follows. 

Transformation of continuous time domain system into 
discrete time domain system is an important issue in real-time 
optimal control problem to be implemented on a computer. The 
locations in time at which the problem is discretized are 
referred to as „nodes‟, and can be uniformly or non-uniformly 
distributed in the time domain. At each node, the discrete 
system represents the continuous system, and links must be 
made between the nodes to represent the dynamics of the 
original continuous system. A transcription method is used to 
transform the continuous system into the discrete problem. 
Most optimal control problems include either a nonlinear cost 
function or nonlinear constraints (which may include nonlinear 
dynamical constraints) that are only functions of real variables. 
As a result, the transcribed problem is an NLP. 

Two consecutive tasks are performed by this transcription 
method. One is to transform the problem from a continuous 
system to a discrete system, and another is to link the nodes 
together in a way that represents the dynamics of the original 
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problem. Representing the dynamics of a continuous system is 
done by different ways such as the Euler method, the Runge-
Kutta method, and spectral methods. The method used in this 
research is a spectral method, which fits globally orthogonal 
polynomials to the discrete data over the entire time span. The 
Legendre Pseudospectral Method uses a special class of 
orthogonal polynomials, known as Legendre Polynomials. The 
interior nodes are placed at the roots of the Legendre 
polynomial derivative, known as the Legendre-Gauss-Lobatto 
(LGL) points, which provides higher accuracy in the results. 

IV. DIDO OPTIMIZATION 

In the past, it was an extremely difficult task to analyze 
fully a complex system involving numerous dependent 
variables. It was an indirect and approximate method to allow 
solutions to be found. But now computers have improved 
exponentially in processing speed and ability, allowing 
complex computations to be completed quickly and efficiently 
without imposing a significant drain on resources. One 
example of this improvement is in the field of optimization 
analysis. With the emergence of such improved processing 
power and the application of new methods, more direct 
approaches may be employed to achieve high accuracy without 
the associated difficulties in computation or pre-existing 
knowledge of the solution. An example of such an approach is 
DIDO optimization. The method is named for Queen Dido of 
Carthage (circa 850BC) who was the first person known to 
have solved a dynamic optimization problem. 

DIDO relies on the Legendre Pseudospectral Method, 
which has been developed and employed primarily in fluid 
flow modeling. This method employs Legendre Polynomials to 
create an approximation of variables over multiple nodes as 
opposed to the use of a fixed order polynomial. This allows, 
despite discontinuities in the governing equations, a solution to 
be attained with high accuracy which also satisfies the imposed 
optimization criterion, where most direct methods do not [21]. 
The result is a method of solving a complex dynamic 
optimization problem without a priori knowledge of the 
solution or incredibly complex analytic computations. This is 
exactly the type of method required to optimize a problem as 
complex as an examination of the trade space for lunar landing. 

The DIDO optimization code requires the development of 
five different files to specify the problem accurately. Once the 
problem is defined, DIDO optimizes a solution using the 
restrictions found in the problem definition and on the cost 
function as previously discussed. These files include the Cost 
Function File, Dynamics-Function File, Events File, Path File 
and Problem File [22]. 

V. VEHICLE SPECIFICATION 

The vehicle is assumed to be axially symmetric with a 
thrust to mass ratio that varies between 4.0 [N/kg] and 10.0 
[N/kg]. It assumed that the vehicle has one throttle-able main 
engine, which is fixed to the vehicle and does not gimbal. For a 
hypothetical initial mass of 1800 [kg] (which is representative 
of an unmanned vehicle), a value of 8000 [N] was chosen for 
the engine‟s maximum thrust limit, Fmax. The engine‟s exhaust 
velocity, Vex, was chosen as 3500 [m/s], which corresponds to 
a specific impulse of 358 s. 

In comparison, the Surveyor vehicles had final landed 
masses varying from 1431[kg] to 1486 [kg] [23, 24]. Each 
lander had a propulsion system which consisted of one main 
solid propellant retro-fire engine and three throttlable liquid 
propellant vernier engines. The vernier engines, which were 
used to remove the final 100 [m/s] of velocity and also for 
attitude control during the retro-fire, were capable of providing 
133 [N] to 463 [N] of thrust each. They had a specific impulse 
which varied from 273 [s] at minimum thrust to 287 [s] at 
maximum thrust [25]. 

VI. TRAJECTORY RESULTS 

This section explores the results obtained during trajectory 
optimization of the Moon landing problem. The equations of 
motion derived in References [4, 5, 6,] were coded in DIDO. In 
this section, all work is limited to planar motion, but can easily 
be extended to three-dimensions. The convexity of this 
problem was not determined; therefore, all results are reported 
as local optimal solutions. 

An initial parking orbit 100 [km] was chosen for the 
analysis throughout this simulation. The objective of the 
current research is to minimize fuel usage while meeting 
specified operational constraints. The cost function was chosen 
to be the final mass of the vehicle because this is the most 
direct measurement of fuel usage, as seen in (30). 

        (  )          (30) 

 
The main criterion is to land with almost zero velocity at 

the surface while using bounded thrust. 

A. Boundary Conditions 

The vehicle parameters, as described in Section 5, are listed 
along with the initial and end conditions in Table 1 and 2. 

TABLE I.  INITIAL CONDITIONS AND VEHICLE PARAMETERS 

Parameters Value Unit 

Maximum available thrust   8000  [N] 

Specific Impulse 358  [s] 

Initial altitude  100  [km] 

Initial down range distance 0  [km] 

Initial velocity vector pitch angle 90  [deg] 

TABLE II.  END CONDITIONS OF POWERED DESCENT CONDITIONS 

Parameters Value Unit 

Final altitude  1  [km] 

Final down range distance  425  [km] 

Final velocity vector pitch angle 0.1  [deg] 

Lunar gravitation acceleration  1.623  [m/s2] 

 

VII. RESPONSES 

Initially, it is assumed that the expected landing point is 
about 425 [km] far. Other initial and end conditions are 
dictated in Table 1 and 2. The physical path of the trajectory is 
shown in Fig. 2. The path solved for by DIDO and depicted in 
the Fig. is the most efficient in terms of fuel consumption, and 
thus is the optimal solution regarding this analysis. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

284 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 2. Optimized lunar landing trajectory 

 
Fig. 3. Optimized lunar landing trajectory: Vertical range 

 
Fig. 4. Optimized lunar landing trajectory: Vertical range as a function of 

velocity 

To instill a better understanding of the trajectory, the 
vertical and horizontal positions relative to time are displayed 
in Fig.s 3 and 5. Further, trajectory profiles regarding vertical 
and horizontal positions as a function of velocity vector pitch 
angle are shown in Fig.s 4 and 6. Fig. 3 illustrates the 
parametric shape of the burn that takes place, indicating 

features of perfect fuel optimization. The burn is timed 
precisely, in this case, to minimize the amount of fuel 
consumed. 

 
Fig. 5. Optimized lunar landing trajectory: Horizontal span 

 
Fig. 6. Optimized lunar landing trajectory: Horizontal span as a function 

velocity vector pitch angle 

 
Fig. 7. Optimized lunar landing trajectory: Vehicle mass 

Fig. 5 demonstrates the nearly constant progression in the 
horizontal plane. Another parameter of interest is that which 
drives the optimization, mass, and is  shown in Fig. 7. It is 
observed that the 400 [kg] fuel was used to minimize the 
amount of addition fuel being carried. The intent is that this 
approximately simulates the eventual fuel budget of the lunar 
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landing vehicle though safety reserves and other factors will 
affect the final value. When compared to Fig. 3 it can be seen 
that the main usage of fuel occurs during the vertical braking 
burns, as would be expected due to a large amount of thrust 
required during these periods. Movement in the horizontal 
plane causes this line to continuously decrease, but at a much 
slower rate, due to the relatively small amount of thrust in this 
direction. 

 
Fig. 8. Optimized lunar landing trajectory: Vehicle speed 

 
Fig. 9. Optimized lunar landing trajectory: Vehicle speed as a function of 

velocity vector pitch angle 

 
Fig. 10. Optimized lunar landing trajectory: Velocity vector pitch angle 

 
Fig. 11. Hamiltonian evaluation for optimality verification 

Details of trajectory, including vehicle speed against time 
and velocity vector pitch angle are shown in Fig. 8 and 9, 
respectively. It is important to note the difference in y-axis 
scales on the vehicle speed plots. This trajectory is largely 
horizontal, having a maximum velocity of 1609 [m/s] which 
decreases rapidly once the final braking burn commences. 
Again, the velocity vector pitch angle is plotted against time in 
Fig. 10. 

VIII. CONCLUSION 

According to the Minimum Principle, given a candidate 
optimal solution, there exists a collection of dual functions and 
variables such that certain statements are true. Depending upon 
the problem these statements are examined as a means to test 
the optimality of the DIDO run. From the Minimum Principle, 
it must satisfy the Hamiltonian Minimization Condition [26, 
27], Therefore, the current investigation with the help of DIDO 
includes the results of Hamiltonian. This is plotted in Fig. 11. 
The Hamiltonian should be constant over the entire time span. 
Looking at the Fig. 11, the estimate of the Hamiltonian is fairly 
small, but oscillation is present. A large fluctuation is seen 
where the throttle switch occurs, because of the initialization in 
the control during descent start. Thus, the computer simulation 
has indeed found the exact optimal solution at a very high 
precision. Using this direct approach like DIDO optimization 
helped to achieve high accuracy without the associated 
difficulties in computation or pre-existing knowledge of the 
solution. 
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Abstract—Learning Management System (LMS) is an 

effective platform for communication and collaboration among 

teachers and students to enhance learning. These LMSs are now 

widely used in both conventional and virtual and distance 

learning paradigms. These LMSs have various limitations as 

identified in the existing literature, including poor learning 

content, use of appropriate technology and usability issues. Poor 

usability leads to the distraction of users. Literature covers many 

aspects of usability evaluation of LMS. However, there is less 

focus on navigational issues. Poor navigational can lead to 

disorientation and cognitive overload of the users of any Web 

application.  For this reason, we have proposed a navigational 

evaluation framework to evaluate the navigational structure of 

the LMS. We have applied this framework to evaluate the 

navigational structure of Moodle. We conducted a survey among 

students and teachers of two leading universities in Pakistan, 

where Moodle is in use. This work summarizes the survey results 

and proposes guidelines to improve the usability of Moodle based 

on the feedback received from its users. 

Keywords—e-Learning; Navigational Evaluation Framework; 

Learning management system (LMS); Moodle; Usability 

I. INTRODUCTION 

Rapid increase in technology provided educational 
institutions the opportunity to use Internet as a communication 
source for instructions. The notions used in technology-based 
learning are now becoming significant with e-learning and 
have become a vital medium for educational organizations for 
an efficient provision of learning material [1]. For  e-learning  
environments,  it is important that they should be designed  
and evaluated  in an academically efficacious  manner  by  
taking  into  consideration  both pedagogical  and usability 
concerns [2]. A reliable foundation of the e-learning platform 
is learning management system (LMS) that complies with 
educational standards and best practices endorsed by 
experienced educationists [3].  However, despite the prevalent 
use of LMSs, the critical examination of their usability is a 
relatively new area of research [4]. Studies [2] [5] showed that 
although there are many other reasons of high distraction in e-
learning platforms such as inappropriate use of contents and 
technology, but the key issue is the poor usability of such 
platforms. Therefore, usability of such applications should be 
very high. When speaking of usability of LMS, we navigation 
is a vital factor to be considered and required to be evaluated. 
A good navigation structure in LMS helps users 
accomplishing learning activities without spending too much 
time to learn how to go to the next page [6]. 

Moreover, new Web design methodologies treat 
navigation as a separate concern [7]. Still there is no 
framework for evaluating the effectiveness of the navigation 
structure of the LMS. Therefore, in this research, we proposed 
a framework for evaluation of the navigational structure of the 
LMS. Moodle is selected for the evaluation and through a 
survey we received feedback on the evaluation framework 
from users of Moodle in order to validate the factors of the 
framework as well as to identify the problems in navigation 
design of Moodle. 

Moodle (Modular Object-Oriented Dynamic Learning 
Environment) is one of the most widely used open source 
LMS intended to design complete educational principles to 
support instructors in creating effective online learning 
groups. Martin Dougiamas founded Moodle as part of his PhD 
thesis in 1999 and in 2002 it was released to the public. 
Design of Moodle is based on constructivism and pedagogical 
philosophies. Pedagogy is concerned with the strategies of 
instruction or how best to teach; and constructivism provides 
an ability for users to share their ideas and experiences to one 
another [8]. 

The research questions and hypotheses addressed in this 
research are: 

1) What are the navigational factors that are important in 

the context of LMS? 

2) How efficient is the navigation of Moodle based on the 

identified factors? 

3) Is there a difference between responses received from 

two universities? 
H1: The correlation of ease of navigation experience with 

satisfaction about navigation design and efficiency of 
performing the task is significant. 

H2: The correlation of seven navigation factors is 
significant with ease of navigation and satisfaction about 
navigation design. 

The assessment is conducted in two universities in 
Pakistan using the survey technique. The rest of this study is 
divided into 5 sections. Section II presents related work. 
Section III describes the research methodology used in this 
research. Section IV describes important navigation factors of 
the proposed framework. Section V provides a detailed insight 
on results and findings. Finally, section VI presents 
conclusions and future work. 
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II. RELATED WORK 

A. Usability in the context of LMS 

In case of e-learning platforms, it is not just enough to 
provide users with such systems that contain extensive 
features with minimum or no cost at all. Research on Human 
Computer Interaction (HCI) suggests that the major issue in 
technology is usability and how easy to use a system is. 
Usability is a quality attribute as indicated by Jakob Nielsen, a 
usability expert who brought the concept of Web usability [9].  
According to ISO usability is "The extent to which a product 
can be used by specified users to achieve specified goals with 
effectiveness, efficiency, and satisfaction in a specified 
context of use." [10]. Usability of LMS significantly affects 
the learning, since students’ interaction with these systems 
should result in a successful achievement of learning goals 
rather to complete a task successfully. Consequently, the 
interface of LMSs should not distract learners from 
accomplishing their learning objectives. When these systems 
are not easy to use, users might spend more time trying to 
understand how to start interacting with the system, instead of 
engaging with the actual learning material. Inversini et al. [11] 
indicated that, in terms of teaching and learning, a usable LMS 
significantly reduces teacher time spent in setting up and 
managing the course contents and improves the students 
learning performance as well as experience. Thus, the LMS 
should have a simple interface with which teachers and 
students do not need to be worried about difficult technology 
and can put concentration on learning contents. Usability 
comprises many factors; among these navigation is one of the 
major factors that influence the usability.  Nielsen [10] 
indicated that intuitively organized and easy to navigate Web 
pages, help users find the required information with ease. 

B. Importance of ease of navigation in LMS 

Easy navigation is important in any LMS that enhances the 
learning activities. Users especially students are from different 
educational backgrounds and some of them are not proficient 
in using computers and computer applications. LMS is a Web-
based system, and therefore, it can become a barrier to 
learners who are less proficient with computers. To overcome 
this obstacle, the LMS should be designed in such a way that 
it is user friendly and has a well-managed interface with good 
navigation to help users understand the content quickly [12]. 
Hence, when designing LMS, ease of navigation should be the 
top priority because if the course is easy to navigate, the 
learners will have a better learning experience even if they 
have no or minimal computer skills. Fluid movement within 
the LMS, allows users to freely explore entire LMS whereas, 
poorly designed navigation might hamper user interactions 
and reduce productivity [13]. 

Good navigation contributes in self-directed learning and 
facilities the progress throughout the learning process. 
Alternatively, difficult navigation creates difficulty for 
learners to achieve learning outcomes successfully [14]. Also, 
it is frustrating when users get disoriented while navigating 
through the LMS. A well-organized LMS enables users to 
focus on the desired goals. 

Without a good navigation provision, students are not able 
to achieve learning goals because they are not able to know 

what page they need to go to obtain desired learning materials 
[6]. Free navigation through LMS permits the learners to 
create their specific knowledge structures and it is a critical 
factor in assisting interactivity among them [15].  If LMS does 
not permit learners to navigate efficiently, then this can 
become a hurdle for them to be involved as active participants 
in the learning process. Thus, navigation is an essential part of 
any LMSs that enhances the learning activities by delivering 
the learning materials effectively to students. 

C. Moodle’s usability evaluation 

In the literature we came across regarding usability 
evaluation of Moodle, we analysed that the usability of 
Moodle has been evaluated mostly based on Nielson’s 
heuristics. Further, we investigated some characteristics of 
usability have been explored such as efficiency, ease of use, 
effectiveness, and learnability, and few others. We found 
navigational characteristic has not been explored as a broader 
usability characteristic. Author in [16] shows the usability of 
Moodle’s registration module and assignment submission 
module by utilizing the DECIDE framework. Additionally, 
another similar study [17] evaluated the usability of Moodle 
different modules by employing questionnaires, task driven 
and heuristic evaluation techniques and generated qualitative 
and quantitative data. Beside these data, expert opinions were 
also given to provide important recommendations for all users 
to create a more user friendly Moodle. Ivanović et al. [18] 
explored usability of Moodle in order to reflect the teachers’ 
and students’ opinions. 

User satisfaction is a factor on which usability may exert 
influence. Also, to achieve learning goals in e-learning 
platforms, it is a very crucial aspect to be considered. Thus, in 
[19] user satisfaction was more focused during usability 
analysis of Moodle in which students’ perceptions were more 
motivated. In this study navigation acquired very little 
attention. In another study [20], efficiency and ease of 
learning of Moodle were analysed in order to reflect the 
usability.  Padayachee et al. [21] conducted a usability 
comparison based on Nielsen’s heuristics for three LMSs 
including Moodle, DOKEOS, and ATutor. This study 
explored issues against each heuristic. In this study heuristic 
“Flexibility and efficiency of use” covered a navigation aspect 
related to navigation jumps; for quickly performing desired 
actions. Another similar study [22] conducted a comparative 
usability evaluation among Moodle, Sakai, and dotLRN. This 
evaluation was based on Nielsen’s heuristics in which five 
usability experts followed a task-based approach. Strengths 
and weaknesses against each heuristic were explored in 
relation to each LMS. The study presented in [23], is an 
enhancement of previous one, but in this study pattern-based 
usability analysis was conducted. Patterns were based on 
Nielson’s heuristics, in which authors selected one pattern 
against each heuristic. The study presented in [24] also used 
Nielsen’s usability heuristics to compare the usability of three 
LMSs i.e. WebCT, Sakai, and Moodle with perspectives of 
students. Another study [25] performed usability comparison 
between two LMSs: Blackboard and Moodle from the 
viewpoint of students and faculty. The main focus of this 
study was on efficiency, ease of use, desired functionality, and 
user interface. The authors of this study concluded that 
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Moodle is more efficient and effective than Blackboard LMS. 
In [26], usability evaluation of Moodle from teachers’ and 
students’ perspective was conducted. This evaluation used five 
usability aspects; efficiency, memorability, errors, satisfaction, 
and learnability suggested by Nielsen. The previous study is 
similar to the one presented in [27] that used two additional 
usability characteristics; operationability and attractiveness, to 
assess the usability of Moodle.  Quality is an important aspect 
that affects usability as indicated in [28] thus, Oztekin et al. 
[29] proposed a new approach UseLearn for usability 
evaluation of e-learning platforms. It incorporates both 
usability evaluation perspective and quality in e-learning 
platforms. In this approach navigation achieved a little 
attention to evaluate usability of Moodle. 

Numerous research studies have been conducted on 
Moodle’s usability evaluation, with very less focus on the 
navigational evaluation of Moodle. Therefore, exploring the 
effectiveness of the navigational aspects of Moodle in the 
context of usability becomes appealing. Moreover, guidelines 
for the development of navigational structure of the LMS is 
also missing. 

III. RESEARCH DESIGN 

We first propose a navigational evaluation framework for 
LMS. After that a survey is conducted in order to get the 
feedback on the evaluation framework from users of Moodle. 
For this purpose both quantitative and qualitative research 
methods were used. 

Our research is twofold in which two different types of 
questionnaires, first generic questionnaire and second tasks 
specific questionnaire, were constructed. Generic 
questionnaire was comprising questions based on factors of 
proposed evaluation framework, whereas task based 
questionnaire contained of questions regarding navigation of 
the most frequently performed tasks by both teachers and 
students. 

Participants of this study were selected from the two 
leading universities of Pakistan. Participants were divided into 
two different groups: students and teachers. In case of 
selecting sample of students, we conducted our survey on 
Bachelor’s level students’ from both universities in which IT 
students were selected. Reason for selecting the IT students 
was that they had similar knowledge of using computer. 

IV. NAVIGATIONAL EVALUATION FRAMEWORK FOR LMS 

In the context of LMS, the navigation has a significant 
impact on learning and teaching activities. Thus, it is 
important that the LMS should have an efficient navigation 
structure. In addition, there should be a framework against 
which usability experts and system analysts can evaluate the 
navigational structure of LMS. 

Fig. 1 shows the proposed framework, underlining the 
most important aspects to be considered for evaluating the 
navigation structure of the LMS. The framework consists of 
seven major navigation factors and each major factor further 
comprises sub factors. The major factors of the framework are 

links, navigation menu, shortcut facility, services, navigation 
aids, consistency, and adaptive navigation. 

Links category defines the main tool of hypertext design 
where various nodes (web pages, documents and multimedia) 
are linked together through hyperlinks. It provides the 
fundamental navigation mechanism to move around the web 
site and access various functionalities and perform tasks. 
Links can be text-based, navigational buttons or in the form of 
icons/images. 

Menus are helpful to categorize the hyperlinks for easy 
navigation. Placement of these menus is significant in the 
usability of any Web application. Menu position can be 
vertical or horizontal. Moreover, menu structure in terms of its 
depth and breadth affects the user’s ability to reach a 
particular page using the menus. 

Shortcuts increase the work performance of users by 
making them able to quickly access the information that they 
needed. There are many ways to provide shortcuts such as; 
history list, key shortcuts, and bookmarks. 

Services aspect considers three sub-aspects: 
customizability, search function, and help services. These 
aspects refer to the support that assist and help the users 
during the navigation through e-learning system. 

Navigation aids provide users helpful information and 
support during the navigation. Navigational structure, 
breadcrumbs, sitemaps and frames are few of the aids that 
provide constant feedback to users about where they are, and 
where they can go next in a particular web application. 

Consistency is one of the important usability factors in any 
design endeavor and is equally important to enhance 
navigation speed in the context of LMS. Therefore, we take it 
as a separate aspect in our framework for good navigation 
structure. Inconsistency slows down the users to perform their 
tasks and find the relevant information. When users move 
through pages in any LMS, they should be provided with 
similar information, placement of menus/hyperlinks and 
accessibility of options in a similar way on every page. If 
consistency is kept in different modules in displaying the 
information it reduces navigation effort as users do not require 
wondering about how to move around. 

The adaptive navigation support (ANS) is a set of 
techniques used to assist individual users to locate an 
appropriate navigation path to the goals and preferences in the 
context of hypermedia and hypertext, by adapting link 
presentation. ANS helps to overcome the limitations of static 
links presentations that provide the same set of links and page 
contents to all users, although users are relatively diverse by 
needs and preferences. Adaptive hiding and adaptive sorting 
are two sub factors in this category. 

The primary goal of the proposed framework is to examine 
the efficiency of the navigation structure of any LMSs. By 
doing this, several navigational problems can be highlighted 
and improvements can be made to improve the navigation 
structure. This in turn leads to a better user experience and 
supportive learning environment. 
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Fig. 1. Evaluation Framework 

V. RESULTS AND ANALYSIS 

Data collected through surveys is analysed using simple 
comparisons as well as advanced statistical techniques like 
Pearson correlation. This data was collected from two 
universities of Pakistan. For confidentiality reasons, these 
universities are referred as U1 and U2. 

A. Analysis of generic questionnaire 

The purpose of generic questionnaire was to get the 
opinion of students and teachers on the navigation structure of 
Moodle. Summary of the number of respondents on a generic 
questionnaire from both universities is presented in TABLE I. 

Figure 2 shows a summary of usage of Moodle by 
students. It can be seen that most students of both universities 
use Moodle several times a week. Figure 3 indicates that most 
teachers of U1 used Moodle several times a week while at U2 

TABLE I.  NUMBER OF PARTICIPANTS IN GENERIC QUESTIONNAIRE 

  
Fig. 2. Moodle usage by students 

1) Links 
TABLE II shows results of questions asked under the 

aspect links. Responses from both universities show that home 
link is available on every page of Moodle; no back to top link; 
icons and links/button text presented desired meaning to many 
of the respondents; no highlighted techniques are used; visited 
and unvisited links are not distinguishable. 

 
Fig. 3. Moodle usage by teachers 

 
U1 U2 

Male Female TOTAL Male Female TOTAL 

Students 47 25 72 44 24 68 

Teachers 2 2 4 4 2 6 

Collective responses of Students = 140 

Collective responses of Teachers = 10 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

291 | P a g e  

www.ijacsa.thesai.org 

TABLE II.  LINKS EVALUATION 

Links  
U1 U2 TOTAL 

SA  A   N   D  SD  SA  A  N   D  SD SA  A  N  D  SD 

Home Link 

S 16   60   2   3   2 20  50   3   1   0 
41  117  6   5   2 

T 2     4    0   1    0 3    3    1   0    0 

Back to top link 

S 10  15   3  40 16 15  13  6  18  22 
26  29  10  64  41 

T 0   1     1    3    2  1  0    0    3    1 

Icons and 
links/buttons text 
relevance 

S 17  58   8   2    0                19  44  10   1  0 

36  107  23  6  0 
T 0    0    4   3     0 0     5    1    0   0 

Use of highlighting 
techniques         

S 6   30  36  9   2 12  21  27  12  2 
19  58  66  22   5 

T 0    3   3    1   0 1    4   0    0    1 

Distinguishable 
visited and unvisited 
links                   

S 3  22   22  24  12 8   14  14  31  7 
11  39  38  62  20 

T 0   1    1     4    1 0   2    1    3    0 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 
strongly disagree  -  S = Students, T = Teachers 

2) Menu 
TABLE III shows results of questions related to navigation 

menu. Results depict that most of the respondents found 
required items in navigation block and also the arrangement of 
items in the navigation block seemed to be logical, but still a 
few of them remained neutral that indicates menu items 
should be arranged in a more logical structure. Although many 
respondents reported that they were able to reach some 
particular destination with minimum clicks, but few of them 
reported that many steps are required to reach some sections. 

TABLE III.  NAVIGATION MENU EVALUATION 

Navigation 

menu 
 

U1 U2 TOTAL 

SA  A   N   D  SD  SA  A  N   D  SD SA  A  N  D  SD 

Availability 

of required 

option in 
navigation 

block    

S 12   40   27  2  2    12  29  24   8   1 

26  75  54   12   3 
T 1    3    2   1    0  1    3    1     1   0 

Arrangements 
of navigation 

items is 

logical                      

S 5  52   17  7    2 12  35  19  6    2 

17  96  39  14  4 
T 0    3   3    1    0 0    6   0      0    0 

Appropriate 
menu depth                             

S 4  47   21  5    6 15   26  16  13  4 
19  81  42  18  10 T 0   1    1   4      1  0    2    1   3     0 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 

strongly disagree - S = Students, T = Teachers 

3) Navigational Aids 
TABLE IV shows results of questions asked under the 

aspect navigational aids. The responses received on sub-
aspects under this category reveal that mostly respondents 
were free to move in a non-sequential path; sitemap is not 
available in Moodle; bread crumbs are available; different 
sections of the screen are divided into different blocks. 

TABLE IV.  NAVIGATIONAL AIDS EVALUATION 

Links  
U1 U2 TOTAL 

SA  A   N   D  SD  SA  A  N   D  SD SA  A  N  D  SD 

Network 
navigation                                   

S 11  48   14  8   2    12  33  18  10  1 
24  85  38   20   3 

T 0    3    4   0    0  1    1    2   2    0 

Sitemap                           

S 3  15   18   40  7 15  8   6   23  22 
19  26  24  68  32 

T 0    2    1    2    2  1   1    0    3    1 

Breadcrumbs 
S 17 33  12  11   10  11  25  26  10  2 

29  66  42  21  12 
T 1    4   2    0   0 0    4   2    0    0 

Frames                 
S 6  40  21  8  8 15   34  17  7  1 

23  82  41  15  9 
T 1   6    0     0      0  1    2     3     0     0 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 

strongly disagree - S = Students, T = Teachers 

4) Shortcuts facility 
TABLE V shows results of questions asked under the 

aspect shortcuts facility. Results indicate that most students 
agreed that they are provided with the facility of the history 
list and bookmarks. However, most respondents remained 
neutral that shortcut keys are available in order to access 
different materials in Moodle. 

TABLE V.  SHORTCUTS FACILITY EVALUATION 

Links  
U1 U2 TOTAL 

SA  A   N   D  SD  SA  A  N   D  SD SA  A  N  D  SD 

Provision of 

history list    

S 11   39   21  6  6    16  28  16   12 2 
29  71  42   20   8 

T 1    2    3    1    0  1    2    2     1   0 

Facility of 

bookmarks 

S 11  28  20  15  9 14  24  16  18  2 
26 58  41  34  11 

T 0    3   4    0    0 1    3   1      1    0 

Shortcut keys 

facility 

S 2  13   22  27   19 4   16  24  25  5 
7 33  50  56 24 

T 0   1    1      4      1  0    2     1     3     0 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 

strongly disagree - S = Students, T = Teachers 

5) Services 
TABLE VI shows results of questions asked under the 

aspect shortcuts facility. Results indicate that most students 
remained neutral that they were able to customize page layout 
and courses according to their need and preference, while 
teachers agreed that they are provided with the service of 
customizability. Equal number of teachers agreed and 
remained neutral that help services give concise and easy-to-
understand instructions.  

Apart from teachers' responses, mostly students remained 
neutral that help services provide concise and easy to 
understand help instruction and also reported that there should 
be a direct help button. Most of the respondents strongly 
disagreed that they were able to find information, course, 
assignment, and lecture files, etc. through a search function, it 
means no powerful search function is available in Moodle. 
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TABLE VI.  SERVICES EVALUATION 

Links 
 U1 U2 TOTAL 

 SA  A   N   D  SD SA  A  N   D  SD SA  A  N  D  SD 

Customizability 
of page layout 

and most 

frequently 
visited courses 

S 4  20  17  19  23 10  13  23   19 9 

15 40 42  41  32 
T 1    3    1    2    0 0    4    1     1   0 

Help services 

are concise and 

easy to 
understand 

S 7  16  32  15  13 12  19  28  8  7 

20 40  65  25  20 

T 0   3   2    2    0 1    2   3      0    0 

Availability of 
search function 

S 9  10   21  13   23 12   8  21  11  22 
21 19  48  30 52 

T 0   1    3      3      0 0    0     3     3     0 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 
strongly disagree - S = Students, T = Teachers 

6) Adaptive Navigation Support (ANS) 
Pertaining to adaptive navigation, result (TABLE VII) 

depicts that most of the respondents disagreed that Moodle has 
support for adaptive navigation (adaptive sorting and adaptive 
hiding). 

TABLE VII.  ADAPTIVE NAVIGATION EVALUATION 

Links  
U1 U2 TOTAL 

SA  A   N   D  SD  SA  A  N   D  SD SA  A  N  D  SD 

Adaptive  
hiding 

S 2  15  15  21  30 9    5  10  24  26 

12 26 27  49  56 
T 1    2    1    3    0 0    4    1     1   0 

Adaptive 
sorting                                                                             

S 5  10  13  30  25 2  12  17  23  20 
8 26  34  57  45 

T 0    2   2    3    0 1    2   2    1    0 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 
strongly disagree - S = Students, T = Teacher 

7) Consistency 
Results (TABLE VIII) under this aspect show that most 

respondents agreed that Moodle maintains consistency in 
links/buttons colors, text style and size. Some respondents 
remained neutral and that shows they did not find consistency 
in these elements throughout the use of Moodle. Again, most 
of the respondents found consistency in placement of menus, 
buttons and, links, but significant number of users remained 
neutral that shows they did not find consistency in placement 
of these navigation items. The result also depicts that most 
respondents agreed that there is consistency in displaying the 
course elements for different courses and every page of 
Moodle is properly titled. Despite this, some of the 
respondents reported that page title is not fixed in its location 
and moves up when the page is scrolled down. 

TABLE VIII.  CONSISTENCY EVALUATION 

Links  
U1 U2 TOTAL 

SA  A   N   D  SD  SA  A  N   D  SD SA  A  N  D  SD 

Consistency in 

colors, size, 
text style of 

navigation  

items                                      

S 8  41   23  5  6    12  31  22  6  3 

24  79  47   11   9 
T 1    5    1   0    0  3    2    1   0    0 

Placement of 
navigation  

items is 

standard             

S 12  26  37   4  4 11  40  20   3  0 
23  74  59  10  4 

T 0    4    1    2    0 0   4    1    1    0 

Placement of 
courses  is 

consistent        

S 11 46  18  4    4  14  37  20  1  2 
26  91  41  6  6 

T 0    5   1    1   0 1    3   2    0    0 

Every page is 
titled  

properly                     

S 13  50  17  1  2 17   34  17  4  2 
35  89  37  5  4 

T 3   2    2     0      0  2    3     1     0     0 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 
strongly disagree - S = Students, T = Teachers 

8) Overall experience of navigation 
Pertaining to the overall experience of navigation in 

Moodle we asked three questions in which respondents were 
required to rate their experience of ease of navigation, 
satisfaction about navigation design, and whether navigation 
design of Moodle helped accomplish tasks efficiently. 
Responses received against each question, depict that most 
respondents agreed that they experienced ease of navigation in 
Moodle easy. Results also show that most of the respondents 
were satisfied about navigation design of Moodle and agreed 
that navigation structure of Moodle helped them perform tasks 
efficiently (TABLE IX). 

TABLE IX.  OVERALL EXPERIENCE OF NAVIGATION 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 

strongly disagree - S = Students, T = Teachers 

Experience of 

navigation 
 

U1 U2 TOTAL 

SA  A   N   D  SD  SA  A  N   D  SD SA A  N  D SD 

Experience of 

ease of 
navigation 

S  8   42  22   8   3    16  30  23  3   2 

26 79 49  11  5 
T  1    5   1     0   0   1   2     3   0   0 

Satisfaction 
about 

navigation 

design                                                                                   

S  7  35  22   16  3 11  33  21  6   3 

20 75  45  24  6 
T  0   3   2     2    0  2   4    0    0   0 

Navigation 
helped perform 

tasks efficiently 

      

S  4  38  29  10  2    16  31  21   5  1 

20 77  54  16  3 

T  0   3    3    1   0   0   5    1    0   0 
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B. Responses on subjective questions 

Subjective questions were also very important in order to 
assess the Moodle navigation structure in accordance with the 
student’s and teacher’s perspectives. This allowed the users to 
write any problems they faced and to provide suggestions for 
making the improvement in navigation design of Moodle. 

First subjective question in our survey was “Describe any 
problems you encountered in navigation design of Moodle”. 
Users identified 30 problems and after closer review and 
classification, we found the following seven unique problems: 

1) There is no back to top page button. 

2) Sometimes users face difficulty in finding required 

content. 

3) Navigation block has a lot of contents and font size is 

very small. 

4) The information that has been displayed in a particular 

manner is confusing and increases stress on the mind. 

5) Navigation is quite deep and sometimes requires a lot 

of steps to reach the required information/page. 

6) Some links which are not relevant to users are still 

visible to them. 

7) There is no direct Help button available. 
The second subjective question in our survey was “Do you 

have any suggestions to improve the navigation structure of 
Moodle?” Some distinct answers from respondents were: 

1) It should add video tutorials help for making easy for 

the students to use. For novice users’ it is quite difficult. 

2) Links should be disable and enable according to the 

users’ requirements. 

3) Links should be more structured and meaningful. 

4) Icons should be more readable. 

5) Include a helpful site map. 

6) Navigational structure should highlight the important 

navigations. 

7) A fixed menu on the left side would look and feel better. 

8) Minimize the text and links in the navigation block. 

9) Layout should change, it should add help feature. 

10) Steps should be decreased for various sections. 

11) Navigation structure should be improved by providing 

access to all pages from HOME menu, and buttons should be 

provided according to recently used history. 

C. Analysis of task based questionnaire 

In order to examine navigation of most frequently 
performed tasks in Moodle, this questionnaire was prepared. 
Each task had some set of questions, including not only the 
task to be performed, but also some questions regarding 
efficient navigation. The objective of this questionnaire was to 
get the users’ feedback on how they experienced Moodle in 
performing each task and also to reveal which tasks the 
participants were experiencing as easy or difficult. For 
students, we used lab-based usability testing method in which 
they were being observed while performing each task. Proper 
help was provided to students in case of any problem. 
Whereas, for teachers, we sent a questionnaire through e-mail 

to them so they could fill it up on their workplace. Summary 
of the number of respondents from both universities is 
presented in TABLE X. 

1) Students’ perspectives – Usability test 
Students were required to perform following four tasks; 

upload and submit an assignment, access a lecture, access the 
weekly plan, and attempt a quiz in Moodle. The student 
sample included students from first year to fourth year, 
varying their level of experience with using the selected LMS. 
Figure 4 depicts the number of students participated in this 
usability test according to year of studies at both universities. 

TABLE X.  NUMBER OF PARTICIPANTS ON TASK- BASED QUESTIONNAIRE 

  
Fig. 4. Students’ educational experience (in terms of degree year)  

Figure 5 represents the experience of students with the use 
of Moodle. This figure shows that most students of both 
universities were experienced with Moodle and results of 
overall response shows that most students had experience with 
the use of Moodle. 

 

Fig. 5. Experience of students in using Moodle 

a) Task-one: Upload and submit an assignment 

Result: For Q1, the majority of students at both 
universities agreed that they could attach and submit an 

 
U1 U2 

Male Female TOTAL Male Female TOTAL 

Students 47 25 72 44 24 68 

Teachers 2 2 4 4 2 6 

Collective responses of Students = 140 

Collective responses of Teachers = 10 
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assignment with minimum clicks. In Q2, the majority of 
students reported that button “Save Changes” presented 
desired meaning to them. But still some students reported that 
button text should be more meaningful as “Submit” or “Send”. 
For Q3, again majority of students from both universities 
agreed that submitted assignment status is shown in 
“RECENT ACTIVITY” block that reduces clicking effort, as 
they do not require to click particular assignment to check its 
status that whether it has been submitted for grading or not 
yet. For Q4, most students at both universities agreed that 
button/link text presented desired meaning to them (TABLE 
XI). 

TABLE XI.  RESPONSES ON TASK ONE 

Q# 
U1 U2 TOTAL 

SA  A   N   D  SD  SA   A   N    D    SD SA  A   N    D  SD 

Q1                                                                  12   47   8   4    1    7    31   13  10   1 19   82  21  14   2 

Q2           22   36   4   9    1 15   37  11   2    3 37   73  15  11   4 

Q3                          9   37   15   5    6  7   31   18   7    5 16   68   27  18  11 

Q4 5  45    13   8    1 8    29  18   11   2 13   74   31  19   3 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 

strongly disagree 

b) Task-two: Download a Lecture 

Results: For Q1 students at both universities reported that 
they were able to easily access recently uploaded lectures. 
Pertaining to Q2 majority of students from both universities 
agreed that files are easily downloaded. However, some 
students reported that sometime download links do not work 
properly. In Q3, we asked the students whether they mostly 
use “RECENT ACTIVITY” block to access uploaded lecture 
files and responses from students show that students at U1 
were preferred this block while students at U2 disagreed with 
this, showing under course page they used to download lecture 
files. Lastly, for Q4, the majority of the students from both 
universities reported that minimum clicks were required to 
download the lecture files (TABLE XII). 

TABLE XII.  RESPONSES ON TASK TWO 

Q# 
U1 U2 TOTAL 

SA  A   N   D  SD  SA   A   N    D   SD SA   A   N   D   SD 

Q1                                                          18   40   9    4    1    13    39   9    5      2 31   79   18   9    3 

Q2                20   39   11   1    1                 21   29   12    3      3 41    68  23   4    4                      

Q3                          7     23   20  13   9  9     16   10    22   11 16    39  30  35  20 

Q4  17    42  12    1    0 21    30    7     7      3 38    72  19  8     3 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 

strongly disagree 

c) Task-three: View/Access weekly plan 

Result: Pertaining to Q1, in which we asked whether they 
get notified when a new lecture, assignment or quiz is 
uploaded on Moodle, students of U1 remained neutral while 
students of U2 disagreed, the reason for these responses could 
be that students at U1 considered that upcoming events for 
particular course are shown in “Upcoming Events” block- a 
source to get users notified. Whereas, at U2, students 
disagreed because there was no such facility available from 
where students can check the upcoming events for their all 

enrolled courses from a single page. Also, some of the 
students argued that to check upcoming events such as 
assignment, quizzes, and uploaded lectures they are required 
to check each course page separately- requiring many clicks. 
There should be a separate page that maintains a list of 
upcoming assignments, lectures, and quizzes for all subjects. 
Further, the result of this task indicates that majority of 
students agreed in Q2-Q3, and Q4 from both universities. This 
shows that students were required to perform minimum clicks 
to access the weekly plan, each week item is easily accessible 
under its respective course, and the current week is 
highlighted. In Q5 students at U1 agreed as they reported that 
in “Upcoming Events” block upcoming assignments and 
quizzes are shown with due dates and students at U2 were 
remained neutral in their responses but did not provide any 
supporting statements. Pertaining to Q6 most of the students 
disagreed from both universities indicated that weekly items, 
assignments and quizzes are not highlighted when submission 
date is near. Students stated that links should be highlighted 
when announcement for new lectures, assignment or quizzes 
is made; and when submission date is near for submitting the 
assignment and attempting the quiz. For Q7 students at U1 
disagreed and students at U2 strongly disagreed that weeks’ 
dates with their items are able to expand and collapse (TABLE 
XIII). 

TABLE XIII.  RESPONSES ON TASK THREE 

Q# 
U1 U2 TOTAL 

SA  A   N    D   SD  SA    A    N    D    SD SA   A   N   D   SD 

Q1                                                            9      8   34  11   10    17     8    11   27    5  26   16   45  38  15 

Q2                16   40   11   3     2                 9      34   12    9     4   25  74   23   12   6                      

Q3                          18   39   12   2     1  20    31   11    5     1 38  70   23   7     2 

Q4 10   32   16   8     6 18    27   11   10    2 28  59   27  18    8 

Q5 5    38    13   9     7   5     11    28    9    15   10   49  41  18   22 

Q6 3    14    21  29   5 9     17    12    26    4  12   31   33  55    9 

Q7 1     3     19  33   6 10   13     4     18  23   11   16   23  51  39 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 
strongly disagree 

d) Task-four: Attempt a quiz 

Result: For Q1 students at both universities reported that 
they were able to easily access the quiz to be attempted. 
Pertaining to Q2 and Q3 majority of students from both 
universities agreed that they were able to navigate through 
different questions of the quiz. For Q4, the majority of 
students from both universities reported that they were able to 
finish their quiz on any question. For Q5 again majority of 
students from both universities reported that location of 
buttons/links in this module is easily noticeable. For Q6 at U1 
most students agreed that button/link text presented desired 
meaning to them. While at U2, in response to this question 
majority of students remained neutral (TABLE XIV). 

TABLE XIV.  RESPONSES ON TASK FOUR 

Q# 
U1 U2 TOTAL 

SA   A    N    D   SD  SA    A    N     D    SD SA   A   N   D   SD 

Q1                                                                20   36   12   1     3    16    31   13    6     2  36    67  25   7     5 
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Q2                13    32  11   9    7                 16    27   14    8     3   29   59  25   17  10                      

Q3                          9      31  18   8    6  14    24   22    6     2 23  55   40   14    8 

Q4 10    38  10   9    5 13    24   18    10    3 23  62   28   19    8 

Q5 16    38   6  10    2   11    28   17    8     4   27  66   23   18    6 

Q6 6    26   17   19    4 7      19   23   14    5  13  45   40   33    9 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 

strongly disagree 
After accomplishing all the tasks students were asked to 

rate the level of difficulty in accomplishing each task, and 
results indicate that most of the students of both universities 
found easy to perform all tasks in Moodle (TABLE XV). 

TABLE XV.  LEVEL OF DIFFICULTY IN PERFORMING EACH TASK 

Q# 
U1 U2 TOTAL 

VE   E    N    D   VD VE   E    N    D    VD VE   E    N    D   VD 

Q1                                      12   42   16    2    0 10    33   21     1     3 22    75   37   3    3 

Q2     21   35   15   1     0            17    29    15    4     3   38    64   30   5    3                      

Q3             14   31   18   7    2 13    30    16    6     3 27    61   34  13   5 

Q4 17   34   20   1    0 15    30    19    3     1 32    64   39   4    1 

VE = very easy, E = easy, N = neutral, D = difficult, VD = 

very difficult 

Observed problem: The problem observed was that 
mostly first year students who had no prior or little experience 
of using Moodle, did not able to know how to attach an 
assignment for assessment and there was no proper help 
available in Moodle. The majority of the students struggled 
with understanding the Moodle structure of that page, and they 
kept asking about how to upload a file. 

2) Teachers’ perspectives 
Teachers were required to perform the following tasks, 

upload assignment, upload a lecture, modify weekly plan, and 
make a quiz in Moodle while each had further sub-tasks. After 
accomplishing each task they were required to respond on 
providing a task based questionnaire. Only 4 teachers from U1 
and 6 from U2 responded back the questionnaire – a total of 
10 responses were received from teachers (Table 4.48). 
Nielsen [30] stated that testing five users is typically enough 
for evaluating design, most importantly the usability 
problems. Hence, we considered this size enough to find out 
teachers' problems about navigation design of Moodle. Figure 
6 represents the experience of teachers with the use of 
Moodle. 

 

Fig. 6. Experince of using Moodle (Teachers) 

a) Task One: Upload an assignment 

Results: In response of Q1 teachers at U1 responded as 
neutral, but teachers at U2 agreed that they needed help to 
upload an assignment. In Q2 it was easy for teachers of U2 to 
set assignment submission type as “Online text”, however, 
teachers of U1 teachers remained neutral. For Q3, description 
of links in performing this task presented desired meaning to 
teachers at both universities. Pertaining to Q4, teachers found 
that minimum steps were required to upload an assignment 
(TABLE XVI). 

TABLE XVI.  RESPONSES ON TASK ONE 

Q# U1 U2 TOTAL 

SA   A    N    D   SD  SA   A   N    D   SD SA   A   N   D   SD 

Q1                                                                  1     2     1     0     0     1     3     0      1      1  2      5    1     1     1  

Q2                1    0     2      1     0 0      4     0      1     1   1     4     2    2      1                      

Q3                          1    2     1      0     0 1      3     2      0     0 2     5     3    0      0 

Q4 0    2     2      0     0 1      3     2      0     0 1     5     4    0      0 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 
strongly disagree 

b) Task Two: Upload a Lecture 

Results: For Q1, teachers reported that they were able to 
attach multiple files at a time. For Q2, teachers at U1 agreed 
that label of buttons showed the desired destination. In case of 
teachers of U2, equal number of teachers were agreed and 
neutral. For Q3, teachers of U1 easily found how to hide a file, 
while at U2, equal number of teachers agreed and disagreed 
that they found the option for hiding the file easily. While for 
Q4, teachers at both universities reported that they easily 
renamed the file. Lastly, for Q5, links/selection presented 
desired meaning to teachers of both universities (TABLE 
XVII). 

TABLE XVII.  RESPONSES ON TASK TWO 

 SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 

strongly disagree 

c) Task Three: Modify weekly plan 

Results: Result of this task shows that teachers at both 
universities easily found delete option as a response to Q1. For 
Q2, 2 teachers of U1 disagreed that links/ icons presented 
desired meaning to them, and teachers of U2 remained neutral. 
Pertaining to Q3, most teachers of both universities reported 
that they were not able to modify weekly plans and needed 
help. For Q4, 2 out of 4 teachers at U1 remained neutral, while 
at U2, teachers found it easy to hide a week. For Q5, most 
teachers at both universities agreed that the current week is 
highlighted. Pertaining to Q6, teachers of both universities 

Q# 
U1 U2 TOTAL 

SA   A   N    D   SD  SA   A    N    D    SD SA   A   N    D    SD 

Q1                                                                 0     1     1     2     0 0       4    1     1      0 0      5    2    3     0 

Q2                0    2     2      0    0 1       4     0     1      0 1      6    2    1     0 

Q3                          0    1     1      2    0 0       4     1     1      0 0      5    2    3     0 

Q4  0    2      2      0    0 0       3     2     1      0 0      5    4    1     0 

Q5 1    2     1       0    0 2       2     1     1     0 3      4    2    1     0 
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responded that they were unable to expand and collapse 
weekly plan. For Q7 teachers of both universities remained 
neutral and reported that very often they remember that they 
need to click “Turn editing on” button in order to add/modify 
course elements (TABLE XVIII). 

TABLE XVIII.  RESPONSES ON TASK THREE 

Q
# 

U1 U2 TOTAL 

SA  A   N   D   SD  SA   A   N    D    SD SA  A   N   D   SD 

Q1               

                                                    
0     3    1    0     0 1      3     1     1      0 1     6     2     1    0 

Q2                0    1    1    2      0 0      1     3     2      0 0     2     4     4    0 

Q3                          0    2    1    1      0 0      4     1     1      0 0     6     2     2    0 

Q4  0    1    2     1     0 1      3     2     0      0 1     4     4    1     0 

Q5 0    3    0     1     0      0      4     2     0      0 0     7     2    1     0 

Q6 0    0    1    3     0 0      0     2     4      0  0     0     3    7     0 

Q7 0    0    3    1      0  0     1     3      2     0 0     1     6    3     0 

SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 

strongly disagree 

d) Task Four: Make a quiz 

Results: Responses on Q1 were as teachers of U1 
disagreed that they feel it simple to make a quiz in Moodle 
while at U2, teachers reported that it is easy to make a quiz in 
Moodle. For Q2, at U1, equal number of responses received 
on agreed and neutral that link/button’s text helped in 
recognizing how to add quiz in Moodle. Whereas, at U2, 
teachers agreed with this question. For Q3, teachers of U1 
disagreed that there are certain confusing link descriptions. 
While teachers of U2 faced some confusing link descriptions. 
For Q4, equal number of teachers at U1 agreed and remained 
neutral, whereas at U2, teachers agreed that there are many 
steps to make a quiz which can be eliminated. For last 
question that is Q5, teachers of U1 reported that they needed 
help to add a quiz in Moodle while at U2 teachers agreed that 
they required help to add a quiz in Moodle (TABLE XIX). 

TABLE XIX.  RESPONSES ON TASK FOUR 

 SA = strongly agree, A = agree, N = neutral, D = disagree, SD = 

strongly disagree 

     
After accomplishing all the tasks, teachers were asked to 

rate the level of difficulty in accomplishing each task, and the 
results indicate that the majority of teachers reported that they 
found it easy to perform tasks one, two, and three. However, 
task four which was related to the creation of a quiz was 
difficult and required help. 

TABLE XX.  LEVEL OF DIFFICULTY IN PERFORMING EACH TASK 

Q# U1 U2 TOTAL 

VE   E    N   D  VD  VE   E    N    D   VD VE   E    N    D   VD 

Q1                                                                  12   42   16   2     0    10   33   21     1     3  22    75   37   3    3 

Q2                21   35   15    1    0                 17    29   15    4     3   38    64   30   5    3                      

Q3                          14   31   18    7    2  13    30   16    6     3 27    61   34   13  5 

Q4  17   34    20   1    0 15    30   19    3     1 32    64   39    4   1 

VE = very easy, E = easy, N = neutral, D = difficult, VD = 
very difficult 

D. Results of correlation 

     To answer the hypotheses H1 and H2, we performed 
Pearson correlation analysis. For correlation tests responses of 
both universities were collectively analyzed. The purpose of 
H1 is to find out whether ease of navigation correlates with 
satisfaction about navigation design and efficiency of 
performing task Results (TABLE XXI) indicate that ease of 
navigation has a significant relationship with satisfaction 
about navigation design i.e. 0.803 and efficiency of 
completing the task i.e. 0.989. It means, if a user perceives 
ease of navigation, it increases the user’s satisfaction about 
navigation design.  

TABLE XXI.  CORRELATION OF EASE OF NAVIGATION WITH SATISFACTION 

ABOUT NAVIGATION DESIGN AND EFFICIENCY OF PERFORMING THE TASKS 

Factors 
Satisfaction about 
Navigation Design 

Efficiency of Performing 
Task 

Ease of Navigation 0.803 0.989 

      TABLE XXII presents the result of H2. The purpose of 
H2 is to check whether seven factors of the framework are 
correlated to ease of navigation experience and satisfaction 
about navigation design. Result of correlation confirms the 
positive relationship of all navigation factors with ease of 
navigation and satisfaction about navigation design. The result 
shows that links are significantly correlated with ease of 
navigation and satisfaction about navigation design. It means 
that if link appearance indicates that it is clickable and text of 
the link is related to visitors of the page, it will have a positive 
effect on ease of navigation and satisfaction about navigation 
design. The menu is also positively correlated with ease of 
navigation and satisfaction about navigation design having 
values 0.719 and 0.862 respectively, indicating that if users 
perceive that items in a menu are arranged logically, it 
enhances their ease of navigation experience and satisfaction 
on navigation design. Moreover, result in table shows that all 
other variables such as navigation aids, shortcuts facility, 
services facility, adaptive navigation support, and consistency 
are also strongly correlated with ease of navigation and 
satisfaction about navigation design. 

TABLE XXII.  CORRELATION OF NAVIGATION FACTORS WITH EASE OF 

NAVIGATION AND SATISFACTION ABOUT NAVIGATION DESIGN 

Factors 
Ease of 

Navigation 

Satisfaction about 

Navigation Design 

Links 0.984 0.801 

Menus 0.719 0.862 

Q# 
U1 U2 TOTAL 

SA  A   N   D  SD  SA    A    N     D   SD SA   A   N    D    SD 

Q1                                                                  0    0      1    3    0 1      1      0     3      1 1     1     1     6     1 

Q2                0    3    1     0     0 3      3      0     0      0 3    6      1     0     0 

Q3                          0    2     2    0     0 0      3      0     3      0 0    5      2     3     0  

Q4  1    2     1    0     0 1      4      1     0     0 2    6      2     0     0 

Q5 0    3     0   1      0 0      5      1     0      0 0    8      1     1     0 
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Navigation Aids 0.867 0.826 

Shortcuts 0.967 0.726 

Services 0.870 0.820 

Adaptive Navigation Support 0.785 0.886 

Consistency 0.839 0.861 

VI. CONCLUSIONS AND FUTURE WORK 

Moodle is selected for evaluation in order to explore 
whether it contains all navigational factors of proposed 
navigational evaluation framework for LMS or how well these 
are maintained in Moodle. Surveys result revealed that 
Moodle does not include some navigational factors and those 
are implemented requiring improvements. The navigation 
factors of proposed framework that are not provided in 
Moodle are back to top link, site map, proper help and 
documentation, powerful search function, and shortcut key 
facility. In addition, there are no highlighting techniques 
implemented in Moodle, which can direct the users to 
important information or events. These are all essentials for an 
efficient navigation. Furthermore, customizability is also an 
important aspect of good navigation, but Moodle still does not 
allow users to customize pages/courses according to their need 
and preference. Some of the users are not satisfied that links 
are still visible to them even though these are not relevant to 
them. 

Moreover, some of the problems encountered in the 
navigation design of Moodle are inconsistency in color and 
placement of buttons on different pages, presence of back 
page button on some pages but on some pages there is no back 
page button, there is no strategy by which users can 
differentiate visited and not-visited links, some of the icons 
are not understandable just by looking at them and there is no 
supporting text that help understanding the desired meaning of 
icons, unnecessary options are available in navigation block 
(menu), menu items change when moving to a new page, for 
some users organization of items in navigation block does not 
seem logical that is rarely required items are placed at the top. 

Navigation of LMSs has great influence on learning and 
teaching processes. If navigation of such systems is not 
efficient it can distract students from actual learning because 
they will spend most of the time in learning how to use the 
system. Also, if LMSs hinder navigation, teachers will be 
spending most of the time in trying to understand the system 
and giving less time for teaching activities, since they would 
have already been frustrating in understanding the way 
systems works. Hence, in order to overcome these obstacles a 
proper navigation structure should be maintained to enhance 
learning and teaching activities. By doing this, we are making 
the users’ satisfied and increasing their experience of using 
LMS. 

Furthermore, results of correlation showed that ease of 
navigation is positively correlated with the factors of proposed 
framework. Also, correlation result indicated that ease of 
navigation is positively correlated with efficiency of achieving 

goals. It means users feel ease of navigation and it increases 
their efficiency of achieving the goal quickly. 

In this research, we had insufficient sample size of 
teachers to reach some reliable results in perspective of 
teachers. Moreover, our sample set only included students 
from strong IT background. In future, we aim to increase 
target sample size in which respondents from business, law, 
environmental sciences and from some other disciplines will 
be included. In addition, sample size of teachers will be 
increased in future research. In future, further, we plan to 
investigate: Moodle’s navigation structure in comparison to 
other open source LMSs based on proposed framework; and 
how different users’ groups based on gender, age, educational 
background, and computer proficiency, perceive navigation in 
LMS. 
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Abstract—A number of processor allocation strategies have 

been proposed in literature. A key performance factor that can 

highlight the difference between these strategies is the amount of 

communication conducted between the parallel jobs to be 

allocated. This paper aims to identifying how the density and 

pattern of communication can affect the performance of these 

strategies. Compared to the work already presented in literature, 

we examined a wider range of communication patterns. Other 

works consider only two types of communication patterns; those 

are the one-to-all and all-to-all patterns. This paper used the C 

language to implement the different allocation strategies, and 

then combined them with the ProcSimity simulation tool. The 

processor-allocation strategies are examined under the First-

Come-First-Serve scheduling strategy. Results show that 

communication pattern and load are effective factors that have a 

significant impact on the performance of the processor allocation 

strategy used. 

Keywords—Processor allocation; Parallel computing; 2-D 

Mesh; Communication patterns; Multicomputer systems 

I. INTRODUCTION 

Nowadays, Multi-computer computer systems are widely 
used, because they are cost-effective alternatives of the 
traditional supercomputers [8]. The Topology of a multi-
computer defined as a style based on the processing units of 
interconnected multi-computer. Mesh-based topologies 
considered as one of these topologies, such as the two-
dimensional (2-D) and the three-dimensional (3-D) topologies. 
These topologies are the most common topologies; according 
to their simple, regular and scalable [1, 7,4]. 

Most of the modern commercial and experimental multi-
computer systems (such as are the IBM BlueGene/L and the 
Intel Paragon) have been built based on this architecture [8, 4]. 

In a multi-computer system, the processor allocator applies 
processor allocation strategies in order to assign unallocated 
multi-computer nodes to parallel jobs and identify them [8]. 
Both of processor allocation algorithms and better idle-nodes 

recognition ability for multi-computers or idle sub-meshes can 
reduce the job waiting time and improve the chance of 
assigning a parallel job into the system in a significant way 
[8]. The proper choice of the processor allocation strategy in 
2-D-Mesh multi-computer consider as a critical issue in 
deciding the performance of a given multi-computer system. 
As it is significantly affects the performance (system 
utilization, response time, throughput … etc) of any parallel 
system [8, 4]. 

Allocation strategies fall into two main categories, as 
follows: 

 First: contiguous allocation strategies seek to allocate a 
sub-mesh, such as a contiguous set of processing units 
of the same size and shape of parallel request. 
Contiguity condition can be summarized in the relaxed 
of the non-contiguous allocation strategy [4]. 
Contiguous allocation strategies have low system 
utilization, high internal and external fragmentation, 
which consider as a problem to the contiguous 
allocation strategies. 

 Second: non-contiguous strategies which can produce 
high execution times of parallel jobs according to high 
communication latencies [4, 5, 6]. 

Fragmentation problem prevents an idle processors from 
being utilized. Which can be classified into internal and 
external fragmentation. Internal fragmentation is the result of 
allocating jobs only to certain size sub-meshes. It occurs when 
a job is assigned to more processors than it requires, or extra 
nodes allocated are not used for actual computation [8]. Also, 
internal fragmentation occurs when a job requests a sub-mesh 
that does not fit the requirement of the allocation algorithm. 
For example, internal fragmentation occurs when a job does 
not require a square sub-mesh with sides equal to power of 
two and is allocated using the TDB scheme. The external 
fragmentation happens when the allocation scheme cannot 
allocate the available processors to the incoming jobs [8]. 
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In addition to, the non-contiguous allocation strategies 
tries to fix the problems of external and internal 
fragmentation, beside the low system utilization by allowing 
parallel requests to be partitioned and allocated non-
contiguously into smaller sub frames in case contiguous 
allocation fails [8, 4, 3]. Studies showed that allocation 
strategies integrated the advantages of both contiguous and 
non-contiguous allocation strategies throughout preserving 
some level of contiguity within allocated parallel job [3]. 

In this paper, the authors comparatively evaluates a 
number of partially non-contiguous allocation strategies that 
are proposed in [4, 3] in terms of their performance at high 
communication loads. A number of communication styles will 
be experimented. The allocation strategies of interest will be 
implemented in the C language, and later integrated with the 
ProcSimity simulation tool [12, 16]. The processor allocation 
strategies will be examined under the scheduling strategy 
called First-Come-First-Serve as in [7, 3]. 

II. PROBLEM STATEMENT AND EXPERIMENTED 

COMMUNICATION PATTERNS 

In this paper, contiguous and partially non-contiguous 
allocation strategies will be comparatively evaluated in terms 
of their performance at high communication loads (a number 
of communication styles will be experimented [4, 3]). The 
goal is to compare the allocation strategies in terms of their 
performance at high communication loads. 

This paper tries to answer the following questions: 

 Does the behavior of the processor allocation strategy 
in use change as the communication behavior of 
parallel jobs change? 

 Does the behavior of the processor allocation strategy 
used change as the communication load caused by the 
parallel jobs change? 

One communication scheme to be tested is the Fast Fourier 
Transform (FFT) pattern. The FFT algorithm is introduced as 
an efficient algorithm to compute the discrete Fourier 
transform "DFT" and it is inverse [19]. 

Another important communication patterns is the NAS 
parallel Bench marks (NPB) which represents a small set of 
programs designed to help evaluating the performance of 
parallel supercomputers. The benchmarks are derived from 
computational fluid dynamics (CFD) applications and consist 
of five Kernals and three pseudo-applications. The original 
benchmarks identified in NPB mimic the computation and 
data movement in CFD applications, the five Kernals is IS, 
EP, CG, MG,FT; and the three pseudo applications is BT, SP, 
LU [20; 21; 23]. 

The authors also tested the Divide-and-Conquer 
communication pattern. A Divide-and-Conquer-based  
algorithm solves a programming problem by recursively 
partition that problem into sub-problems of roughly equal size, 
if sub-problem can be solved independently; there is a 
possibility increase the speed up by parallel computing [24]. 

III. LITERATURE REVIEW AND RELATED WORK 

The performance of parallel systems can be significantly 
affected by the processor allocation strategy used in the 2D-
Mesh multicomputer system in hand [1]. A number of studies 
have proposed allocation strategies. All proposed strategies 
can fall under two categories: namely; contiguous and non-
contiguous strategies. 

Finally, complete content and organizational editing before 
formatting. Please take note of the following items when 
proofreading spelling and grammar: 

A. Contiguous Processor Allocation Strategies 

In contiguous processor allocation of a given parallel 
request, a contiguous set of processing units of the same size 
and shape of that request are assigned to job of interest [17, 1]. 

In contiguous allocation strategies a low level of system 
utilization can be raised and external and/or internal 
fragmentation can be observed [8,11]. When a job needs to be 
allocated to a number processor, it may be assigned more 
processing units than what it actually requires. This is referred 
to as the internal fragmentation problem [8,7]. External 
fragmentation on the other hand, occurs when enough number 
of idle processors is available in the system but cannot be 
allocated to the scheduled parallel job because of the necessity 
of contiguity [1,4]. Many research efforts tried to solve or 
decrease the problem of external fragmentation [8,4], and one 
proposed solution was to use non-contiguous allocation 
strategies. 

All the above allocation strategies are referred to as 
contiguous allocations because they consider only contiguous 
regions for the execution of a parallel job. In contiguous 
allocation, communication cost is minimal [6]. However, the 
requirement that a parallel job has to be allocated to 
contiguous set multi-computers reduces the chance of 
successfully allocating the job due to the problem of 
fragmentation [6,7]. 

Two Dimensional Buddy (2DB) [25]: in the Two 
Dimensional Buddy (2DB) strategy, the system is assumed to 
be a square with side lengths equal to a power of two (2i, 
where i=0, 1, 2,…). The size of a requested sub-mesh is 
rounded up to a square with side-lengths as the nearest power 
of two. The resulting sub-mesh after rounding up can be larger 
than the original sub-mesh. Consequently, this allocation 
strategy suffers from internal fragmentation because it only 
allocates square sub-meshes whose side lengths are equal to a 
power of two. In other words, because of rounding up the 
sides of requests, the allocated sub-mesh can be larger than the 
originally requested sub-mesh. 

Frame Sliding (FS) [8]: The Frame Sliding (FS) method 
was proposed to reduce the internal fragmentation problem of 
the 2DB allocation. This is achieved through allowing sub-
meshes of any arbitrary size to be allocated to parallel jobs. 
This allocation strategy works as follows: Viewing the 
requested sub-mesh of the job in hand as a frame, the FS 
algorithm slides the frame across the system to examine for a 
free sub-mesh to execute the job [8]. 
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The First-Fit (FF) and the Best-Fit (BF) Strategies [18]: 
The FF and BF algorithms guarantee the recognition of a free 
sub-mesh, provided it exists. The two algorithms work by 
scanning the entire mesh for possible allocation. 

Adaptive-Scan (AS) Strategy [9]: The adaptive-scan 
changes the orientation of the sub-mesh being searched for if 
the required sub-mesh in the original orientation is not 
available. Thus, the AS strategy has better recognition 
capabilities than that of the BF and FF schemes. 

B. Non-contiguous Processor Allocation Strategies Processor 

When using non-contiguous allocation the contiguity 
condition is not a must [8]; therefore, a job does not have to 
wait for a single sub-mesh of the requested size and shape to 
be available because it will be executed on a number of 
disjoint smaller sub-meshes [8; 15]. 

The non-contiguous allocation of requests can successfully 
solve the drawbacks of contiguous allocation strategies. As 
experimentally validated, non-contiguous allocation strategies 
have been found to produce relatively high system utilization 
and eliminate fragmentation [8, 15, 14]. 

Communication latency is often high in non-contiguous 
allocation strategies since communication between processors 
running the same job may be indirect due to non-contiguity 
[14]. 

The introduction of wormhole routing [10] encouraged 
researchers to consider non-contiguous allocation on 
multicomputers [8]. With wormhole routing, the message 
communication latency is less dependent on the distance 
traveled by the message from source to destination [8, 10]. 

In non-contiguous allocation schemes, allocation requests 
of parallel jobs are subdivided into two partitions [8] if 
contiguous allocation fails. If allocating either of the two 
partitions fails, that partition is further subdivided into smaller 
sub-partitions until the allocation successes [11]. Using 
wormhole routing has made allocating parallel jobs to non-
contiguous processors reasonable in terms of performance 
even in networks characterized by a relatively long-diameter, 
"The diameter is the shortest hop "the maximum of the 
shortest distance between any two nodes", a small 
communication delay happens when an interconnection graph 
has a small diameter between nodes [22]. Such the 2-D mesh. 
So the contiguity condition is relaxed which allowed jobs to 
be executed without waiting for sufficient and contiguous set 
of idle processing nodes to be available in the system [7; 3; 
11]. 

When "Wormhole routing" is a special case of cut-through 
switching. It routes the head of a packet directly from 
incoming to outgoing channels of the routing chip. A packet is 
divided into a number of flits (i.e. flow control digits) for 
transmission. The route or the path followed by those flits 
from source to destination is determined by the header flits (or 
flits). Flits are forwarded through a chosen channel after 
examining the header flit(s) of a message. As the header flit of 
a given packet/message advances along a specific route, all 
following flits follow in through the same route. [13]. 

There are many important strategies of the non-contiguous 
allocation such as Multiple Buddy System (MBS) expresses 
the allocation request as a base-4 number, and bases allocation 
on this expression. In this strategy, the mesh of the system at 
hand is divided into non-overlapping square sub-meshes with 
side lengths that are powers of 2. The number of processors, p, 
requested by a scheduled job is factorized into a base-4 block. 
If a required block is unavailable, MBS recursively searches 
for a larger block and repeatedly breaks it down into four 
buddies until it produces blocks of the desired size. If that 
fails, the requested block is further broken into four sub-
requests until the job is allocated [3]. 

In the Paging allocation strategy, for instance [2], the 
entire 2D mesh is virtually sub-divided into pages or sub-
meshes of equal sides’ length of 2i where i is a positive integer 
Number that represents the index parameter of the paging 
Approach. That can scan for pages in multiple ways such as 
that snake-line order and row-major order [3]. 

A main disadvantage of this strategy is the fragmentation it 
may cause when some free processors' cannot be allocated 
because they are contained in pages that have been reserved to 
job [13]. 

A partially non-contiguous allocation strategy tries to find 
a contiguous set of processing units of the same size to active 
job using some contiguous strategy. If it fails, the active job is 
divided into two sub-requests. The two new sub-requests are 
then allocated using the same contiguous allocation approach 
again; this operation will continue recursively until the request 
is finished. Examples of this allocation strategies are (i) the 
PALD-FF (PArtitioning at the Longest Dimension with First-
Fit), (ii) the PALD-BF (PArtitioning at the Longest 
Dimension with Best-Fit) [3] and (iii) the restricted size 
reduction (RSR) strategy [3]. The RSR strategy allows jobs to 
be executed on a reduced size sub-mesh adaptively and 
partitions it in two sub-blocks of equal sizes. 

In the PALD_FF strategy, First-Fit approach used to find a 
contiguous group of processing units of the same size and 
shape of the application at hand. In case of fail, the request at 
hand is divided into sub requests after removing one from the 
longest dimension of the request that is for a given request of 
size a*b and assuming b>a, the two partion-sizes are a*(b-
1)and a*1 after removing one from the longest dimension of 
the request. The two new sub-requests are then allocated using 
the First-Fit approach again; this procedure continues 
recursively until the request is fulfilled [3]. 

According to the previous, the PALD_BF is the same of 
PALD_FF but it applies the best fit strategy rather than the 
first fit. processor allocation of a given parallel request, a 
contiguous set of processing units of the same size and shape 
of that request are assigned to job of interest [17, 1]. 

IV. RESULTS AND OBSERVATIONS 

Figures 1 through 5 show the relationship between the 
system load from one side, and, from the other side, (i) the 
mean job response time, (ii) the mean job service time, (iii) 
the mean packet blocking time, (iv) the mean packet latency, 
and (v) the percent system utilization.  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

302 | P a g e  

www.ijacsa.thesai.org 

Figures 1 through 5 are specific for the case of having all-
to-all communication pattern. The allocation strategies used in 
these figures are: (i) the Random, (ii) the Multiple Buddy 
System, (iii) the First-Fit, and (iv) the Best-Fit allocation 
strategies. The first two strategies are non-contiguous 
strategies, while the last two are contiguous. The following 
measures are used to evaluate allocation techniques: MJRT 
(Mean Job Response Time), MJST (Mean Job Service Time), 
MPBT (Mean Packet Blocking Time), MPL (Mean Packet 
Latency) and PSU (Percent System Utilization). The following 
Figures show results of simulation. Define abbreviations and 
acronyms the first time they are used in the text, even after 
they have been defined in the abstract. Abbreviations such as 
IEEE, SI, MKS, CGS, sc, dc, and rms do not have to be 
defined. Do not use abbreviations in the title or heads unless 
they are unavoidable. Figure 1 represents the relationship 
between the system load and mean job response time with the 
allocation strategies "MBS, FF, BF, Random" under the first 
come first serve scheduling mechanism and all-to-all 
communication pattern. The communication load parameter 
here is the mean number of messages sent by any scheduled 
job. This parameter has made fixed at 80. Observation 1 
(figure 1): In general, contiguous allocation strategies show 
higher MJRT than the non-contiguous allocation strategies. 

 
Fig. 1. Example Mean job response time (MJRT) vs. system load in multiple 

allocation strategies under the FCFS scheduling mechanism and all-to-all 

communication pattern(message count = 80) 

 
Fig. 2. Mean job service time vs. system load in multiple allocation 

strategies under the FCFS scheduling mechanism and all-to-all 

communication pattern (message count = 80) 

This is because contiguous allocation strategies require 
that allocated processing units to be contiguous. The random 
allocation strategy showed less job response time compared to 
MBS at high system loads because that strategy randomly 
allocates the required processors. 

Observation 2 (figure 2): Noncontiguous allocation 
strategies showed higher MJST than contiguous allocation 
strategies.This is because non-contiguous allocation strategies 
disperse the set of processors allocated to the parallel job 
when contiguous allocation fails. This increases the amount of 
time required for intra-process communication. 

Observation 3 (figure 2): The MJST is higher when 
applying the random allocation strategy compared to the case 
when applying the MBS allocation strategy. 

The random allocation strategy usually causes parallel jobs 
to be more dispersed compared to the MBS strategy. The 
MBS strategy is partially contiguous; it tries to maintain some 
level of contiguity between allocated processors. 

 
Fig. 3. Mean packet blocking time vs. system load in multiple allocation 

strategies under the FCFS scheduling mechanism and all-to-all 

communication pattern (message count = 80) 

 

Fig. 4. Mean packet latency vs. system load in multiple allocation strategies 

under the FCFS scheduling mechanism and all-to-all communication pattern 
(message count = 80) 

Non-contiguous allocation strategies causes more disperse 
to allocated parallel jobs producing longer distances between 
the sources and the destinations of messages. Since each 
message is blocked for sometime at each intermediate node 
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from source to destination, the mean packet blocking time 
increases as the number of these intermediate nodes increases. 
The mean packet latency also increases accordingly. 

Observation 5 (figure 5): Contiguous allocation strategies 
showed low PSU values compared to noncontiguous 
allocation strategies. For example, at relatively high system 
loads, the random allocation strategy produces the highest 
percent system utilization of all experimented allocation 
strategies in figure 15. This is because it simply any idle 
processor from the list of free processers. The MBS strategy 
also allocates processors in a noncontiguous manner. Both 
strategies successfully allocate the parallel job in hand as long 
as enough number of free nodes is available. The FF and BF 
both forces the parallel job to wait if no enough contiguous set 
of processors is available in the system. This, in turn, may 
produce high waiting time for relatively large parallel 
requests. 

 

Fig. 5. Percent system utilization vs. system load in multiple allocation 

strategies under the FCFS scheduling mechanism and all-to-all 

communication pattern (message count = 80) 

Figures 6 through 20 shows the relationships between the 
system load from one and, from the other side, (i) the mean 
job response time, (ii) the mean job service time, (iii) the 
mean packet blocking time, (iv) the mean packet latency, and 
(v) the percent system utilization. The impact of multiple 
communication patterns is studied next. Those patterns are:  
all-to-all, one-to-all, random, Fast Fourier Transform (FFT), 
and the NAS multigrid benchmark communication patterns on 
the key performance parameters of the multiprocessor system. 

Figures 6 through 10 are specific for the contiguous 
allocation strategies. The authors use the BF allocation 
strategy as a representative for this group of allocation 
strategies. 

Figures 11 through 15 are specific for the noncontiguous 
allocation strategies. The authors use the MBS allocation 
strategy as a representative for this group of allocation 
strategies. 

Figures 16 through 20 are again specific for the 
noncontiguous allocation strategies. However, The authors use 
the BGP-BF allocation strategy as a representative for this 

group of allocation strategies. In these experiments, the 
partitioning bound that is applied is equal to 4. 

Observation 4 (figures 3 and 4): noncontiguous allocation 
strategies showed higher MPBT and MPL values than 
contiguous allocation strategies. This observation can be 
explained the same way as observations 3 and 4. Observation 
9 (figures 6 and 7): One-to-all, All-to-all and random 
communication patterns produces the highest MJRT and 
MJST of all tested communication patters. 

Next is the list of testbed communication patterns sorted 
starting with the one caused the highest MJRT: one-to-all, all-
to-all, random, NAS-multiglid, FFT, and DQBT. This can be 
explained as follows, one-to-all and all-to-all communication 
patterns generate large number of messages to be transmitted 
over the interconnection network. This increases the service 
time of allocated parallel jobs and, thus, forces unallocated 
parallel jobs to wait more in the ready queue of the system. 
This, in turn, increases the mean job response time. 

Figures 8 and 9 show the effect of communication pattern 
on the MPBL and MPL values of the system in the case of 
applying the BF allocation strategy. Notice the behavior of the 
system is quiet strange and that the figure is not directly 
conclusive. This is because that the number of jobs served 
during the simulator is relatively low because of the following 
factors:  

(i)The allocation strategy applied in contiguous. This 
reduces the number of allocated jobs due to the condition of 
contiguity.  

(ii) The scheduling mechanism applied is the FCFS. This 
may prevent many parallel jobs from being allocated if a 
relatively big parallel job is residing at the head of the ready 
queue of the system. Based on the above two factors, the 
authors believe that the behavior of the system is not clear in 
the figures 8, 9 and 10. To remedy this problem and to better 
capture the impact of communication pattern type. The 
authors next examines applying a non-contiguous allocation 
strategy. 

Next, the authors present their observations on these 
figures. 

 
Fig. 6. Mean job response time vs. system load in Best Fit allocation 

strategy under the FCFS scheduling mechanism and multiple communication 

patterns (message count = 80) 
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Fig. 7. Mean job service time vs. system load in Best Fit allocation strategy 

under the FCFS scheduling mechanism and multiple communication patterns 

(message count = 80) 

 

Fig. 8. Mean packet blocking time vs. system load in Best Fit allocation 

strategy under the FCFS scheduling mechanism and multiple communication 
patterns (message count = 80) 

 

Fig. 9. Mean packet latency vs. system load in Best Fit allocation strategy 

under the FCFS scheduling mechanism and multiple communication patterns 

(message count =0) 

 

Fig. 10.  Percent system utilization vs. system load in Best Fit allocation 

strategy under the FCFS scheduling mechanism and multiple communication 

patterns (message count = 80) 

 
Fig. 11. Mean job response time vs. system load in MBS allocation strategy 

under the FCFS scheduling mechanism and multiple communication patterns 

(message count = 80) 

 
Fig. 12. Mean job service time vs. system load in MBS allocation strategy 

under the FCFS scheduling mechanism and multiple communication patterns 
(message count = 80) 
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Fig. 13. Mean packet blocking time vs. system load in MBS allocation 

strategy under the FCFS scheduling mechanism and multiple communication 

patterns (message count = 80) 

Figures 13 and 14 plot the MPBT, the MPL and the PSU 
vs system load when using the MBS allocation strategy and 
multiple communication patterns. 

Observation 11 (figures 8, 9, 10, 13, 14, and 25): the 
behavior of the parallel system can be significantly affected by 
the communication pattern of the parallel jobs being allocated. 

Figures 11 through 15 are specific for the noncontiguous 
allocation strategies. The authors use the MBS allocation 
strategy as a representative for this group of allocation 
strategies. 

Figures 11 and 12 showed similar results to figures 6 and 7 
that have been explained before (with the BF allocation 
strategy). One difference can be observed. 

Figures 16 to 20 show the relationships between the 
system load from one side, and, from the other side, (i) the 
mean job response time, (ii) the mean job service time, (iii) 
the mean packet blocking time, (iv) the mean packet latency, 
and (v) the percent system utilization., that’s focus to the 
BGP-BF allocation strategy. 

 

Fig. 14. Mean packet latency vs. system load in MBS allocation strategy 

under the FCFS scheduling mechanism and multiple communication patterns 
(message count = 80) 

 

Fig. 15. Percent system utilization vs. system load in MBS allocation strategy 

under the FCFS scheduling mechanism and multiple communication patterns 

(message count = 80) 

 

Fig. 16. Mean job response time vs. system load in the BGP-BF (partitioning 

bound = 4) allocation strategy under the FCFS scheduling mechanism and 

multiple communication patterns (message count = 80) 

 

Fig. 17. Mean job service time vs. system load in the BGP-BF (partitioning 

bound = 4) allocation strategy under the FCFS scheduling mechanism and 

multiple communication patterns (message count = 80) 
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Fig. 18. Mean packet blocking time vs. system load in the BGP-BF 

(partitioning bound = 4) allocation strategy under the FCFS scheduling 
mechanism and multiple communication patterns (message count = 80) 

 
Fig. 19. Mean packet latency vs. system load in the BGP-BF (partitioning 

bound = 4) allocation strategy under the FCFS scheduling mechanism and 

multiple communication patterns (message count = 80).Conclusion 

 
Fig. 20. Percent system utilization vs. system load in the BGP-BF 

(partitioning bound = 4) allocation strategy under the FCFS scheduling 
mechanism and multiple communication patterns (message count = 80) 

Observation 12 (figures 10, 15 and 20): the behavior of the 
parallel system can be significantly affected by the 
communication pattern of the parallel jobs being allocated. 

For instance, the random and the one-to-all communication 
patterns produced similar PSU value when applying the MBS 
allocation strategy. However, the one-to-all allocation strategy 

outperformed the random communication pattern when using 
the BF and the BGP-BF strategy. Next, the authros study the 
impact of the partitioning bound of the BGP-BF allocation 
strategy on the different system performance parameters. This 
will be in figures 11 through 20. Figures 11 to 15 are specific 
for the all-to-all communication pattern. While figures 16 to 
20 are specific for the communication pattern one-to-all. 

 

Fig. 21. Mean job response time vs. system load in the BGP-BF (partitioning 

bounds = 2, 4, and 8) allocation strategy under the FCFS scheduling 

mechanism and all-to-all communication pattern (message count = 80) 

Observation 13 (Figure 21): In general, when the bounded 
is high the mean job response time is less. 

For example, the BGP-BF (2) produced the highest MJRT 
value and followed by BGP-BF (4) and BGP-BF (8). 

 
Fig. 22. Mean job response time vs. system load in the BGP-BF (partitioning 

bounds = 2, 4, and 8) allocation strategy under the FCFS scheduling 

mechanism and all-to-all communication pattern (message count = 80) 

Figure 22 represents the mean job service time and system 
load in BGP-BF (partitioning bounds=2, 4 and 8) allocation 
strategy. 

Observation 14 (figure 22): When increasing the 
partitioning bounded, the mean job service time increases also. 

This is because when increasing the partitioning bound, 
the execution time increases because the level on non-
contiguity increases. The results in an increase in the service 
time of the job. 
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Fig. 23. Mean packet blocking time vs. system load in the BGP-BF 

(partitioning bounds = 2, 4, and 8) allocation strategy under the FCFS 

scheduling mechanism and all-to-all communication pattern (message count = 
80) 

Figures 23, 24 plot the relation between the mean packet 
blocking time and the mean packet latency (y-axis) and the 
system load (x-axis) when applying the BGP-BF (partitioning 
bounds = 2, 4, and 8) allocation strategy under the FCFS 
scheduling mechanism and all-to-all communication pattern. 

Observation 15 (figures 23 and 24): In general, when the 
partitioning bound is high the MPBT and the MPL is high. 

This is because when the bound is high the time that 
message packets spend blocked in network buffers, waiting 
for access to their next channel is high. 

 

Fig. 24. Mean packet latency vs. system load in the BGP-BF (partitioning 

bounds = 2, 4, and 8) allocation strategy under the FCFS scheduling 

mechanism and all-to-all communication pattern (message count = 80) 

The figure 24 that represent the relation between mean 
packet latency and system load in the BGP-BF "partitioning 
bounds=2, 4 and 8" allocation strategy under the FCFS 
scheduling mechanism and all-to-all communication pattern. 

 
Fig. 25. Percent system utilization vs. system load in the BGP-BF 

(partitioning bounds = 2, 4, and 8) allocation strategy under the FCFS 
scheduling mechanism and all-to-all communication pattern (message count = 

80) 

Figure 25 plots the percent system utilization and system 
load in the BGP-BF (partitioning bounds = 2, 4, and 8) 
allocation strategy under the FCFS scheduling mechanism and 
all-to-all communication pattern. 

Observation 16 (figure 25): when the partitioning bound 
increase so the percent system utilization increases. 

BGP-BF (8) showed the highest PSU values, followed by 
the BGP-BF (4), BGP-BF (2) respectively. This because it's 
when the bound is higher the processors of the multicomputer 
system is utilized more efficiently. 

 
Fig. 26. Mean job response time vs. system load in the BGP-BF (partitioning 

bounds = 2, 4, 8, and 20) allocation strategy under the FCFS scheduling 

mechanism and one-to-all communication pattern (message count = 80) 

Figures 26 through 30 (one-to-all communication pattern) 
gives similar observations to the figures 36 through 40 (all-to-
all communication pattern). 
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Fig. 27. Mean job service time vs. system load in the BGP-BF (partitioning 

bounds = 2, 4, 8, and 20) allocation strategy under the FCFS scheduling 

mechanism and one-to-all communication pattern (message count = 80) 

 

Fig. 28. Mean packet blocking time vs. system load in the BGP-BF 

(partitioning bounds = 2, 4, 8, and 20) allocation strategy under the FCFS 

scheduling mechanism and one-to-all communication pattern (message count 

= 80) 

 

Fig. 29. Mean packet latency vs. system load in the BGP-BF (partitioning 

bounds = 2, 4, 8, and 20) allocation strategy under the FCFS scheduling 

mechanism and one-to-all communication pattern message count = 80) 

 

Fig. 30. Percent system utilization vs. system load in the BGP-BF 

(partitioning bounds = 2, 4, 8, and 20) allocation strategy under the FCFS 
scheduling mechanism and one-to-all communication pattern (message count 

= 80) 

Figures 31 through 35 represent the relation between the 
system load and the following system performance 
parameters: the mean job response, the mean job service time, 
the mean packet blocking time, mean packet latency and the 
percent system utilization. Here, the authors focus on the 
BGP-BF (partitioning bound=8) allocation strategy under the 
FCFS scheduling mechanism and multiple communication 
patterns such as all-to-all, one-to-all, random, NAS_multigrid, 
DQBT. 

Notice that how the key system parameters; the MJRT, 
MJST, MPBT, MPL and the PSU change over changing the 
communication pattern of the parallel jobs being scheduled. 

The above discussion and set of observations clearly 
shows that, depending on the performance parameter of most 
interest, the system can dynamically modify the partitioning 
bound of the BGP allocation strategy. 

 

Fig. 31. Mean job response time vs. system load in the BGP-BF (partitioning 

bound = 8) allocation strategy under the FCFS scheduling mechanism and 

multiple communication patterns (message count = 80) 
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Fig. 32. Mean job service time vs. system load in the BGP-BF (partitioning 

bound = 8) allocation strategy under the FCFS scheduling mechanism and 

multiple communication patterns (message count = 80) 

 

Fig. 33.  Mean packet blocking time vs. system load in the BGP-BF 

(partitioning bound = 8) allocation strategy under the FCFS scheduling 

mechanism and multiple communication patterns (message count = 80) 

 

Fig. 34. Mean packet latency vs. system load in the BGP-BF (partitioning 

bound = 8) allocation strategy under the FCFS scheduling mechanism and 
multiple communication patterns (message count = 80) 

 

Fig. 35. Percent system utilization vs. system load in the BGP-BF 

(partitioning bound = 8) allocation strategy under the FCFS scheduling 

mechanism and multiple communication patterns (message count = 80) 

V. CONCLUSION 

A key performance factor that can highlight the difference 
between allocation strategies is the amount of communication 
conducted between the parallel jobs to be allocated. In this 
paper, the authors show that's the type and pattern of 
communication can affect the performance of these strategies, 
compared to the communication pattern that are usually used 
in literature to evaluate processor allocation strategies, the 
authors examined wider range of communication patterns in 
the current  work. Other works consider only two types of 
communication patterns; those are the one-to-all and all-to-all 
patterns. The authors found that the communication behavior 
of the parallel jobs being allocated can have a significant 
impact on the performance of the processor allocation strategy 
being applied. This observation is correct for both, contiguous 
and non contiguous strategies. 
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Abstract—Electrocardiography (ECG) is the method of 

recording electrical activity of the heart by using electrodes.  In 

ambulatory and continuous monitoring of ECG, the data that 

need to be handled is huge. Hence we require an efficient 

compression technique. The data also must retain the clinically 

important features after compression.   For most of the signals, 

the low frequency component is considered as most important 

part of the signal.   In wavelet analysis, the approximation 

coefficients are the low frequency components of the signal. The 

detail coefficients are the high frequency components of the 

signal.  Most of the time the detail coefficients (high frequency 

components) are not considered. In this paper, we propose to use 

detail coefficients of Wavelet transform for ECG signal 

compression. The Compression Ratio (CR) of both the 

approximation and detail coefficients are compared. Threshold 

based technique is adopted. The Threshold value helps to remove 

the coefficients below the set threshold value of coefficients. 

Experiment is carried out using different types of Wavelet 

transforms.  MIT BIH ECG data base is used for 

experimentation. MATLAB tool is used for simulation purpose. 

The novelty of the method is that the CR achieved by detail 

coefficients is better. CR of about 88% is achieved using Sym3 

Wavelet. The performance measure of the reconstructed signal is 

carried out by PRD. 

Keywords—ECG; PRD; transform 

I. INTRODUCTION 

ECG is used as an important signal which gives 
information about health of the heart. It also helps physicians 
to diagnose cardiac arrhythmias and different heart diseases. 
The heart rate can also be determined by calculating time 
between successive QRS complexes. 

The different methods of electrocardiography [1, 2] are 
standard clinical ECG, Vector cardiogram and ECG signals 
are recorded continuously to monitor the abnormality. 

Electrocardiogram signal is an important source of 
information for doctors in diagnosis purpose. It helps the 
doctors to diagnose heart abnormalities. Most of the time, due 
to continuous monitoring of ECG signals in 24 hour 
monitoring system and in ambulatory system, the data storage 
requirement increases. This in turn increases the storage cost. 
Instead of transmitting the stored data directly, ECG signal is 
compressed before transmission through common 
communication channels like phone line or mobile channel.  
The compression of ECG signal reduces the storage and 
transmission cost. The important factor to be considered in 

compression of ECG signal is to obtain maximum data 
reduction. At the same time, the clinically important features 
of ECG signal must be preserved after reconstruction. 

The ECG signal is shown in fig. 1. It consists of P, Q, R, S, 
T and U waves.  The first positive wave is the P wave. The 
QRS complex consists of Q, R and S waves. The wave is 
produced by ventricular activation. The T wave is produced by 
ventricular repolarization and it is a smooth dome shaped .The 
U wave follows the T wave and precedes the P wave of the 
next cycle. 

This paper is structured as follows: section 2 describes the 
lossy and lossless compression techniques; Section 3 describes 
the performance measure to validate the technique used in this 
research; Section 4 covers the methodology.  Results and 
discussion are covered in section 5 and 6 respectively. 
Conclusion and references are the concluding sections. 

 

Fig. 1. The normal ECG 

II. LOSSY AND LOSSLESS COMPRESSION 

The main focus of the research is on compression. The 
basic types of compression are Lossy and Lossless. The lossy 
compression accepts slight loss of data [3]. Lossless data 
compression allows the original data to be perfectly 
reconstructed from the compressed data. Lossy compression 
allows reconstruction only of an approximation of the original 
data. The lossy compression also improves compression ratio 
which in turn decreases the storage space and also the 
transmission cost. In lossy compression method, better 
compression is achieved by losing some information. When 
the decompression takes place, the resulting output data does 
not match with the original input data.  If the loss of data is 
small, it is difficult to tell the difference [4]. When we 
consider text files, especially files containing computer 
programs, even if a single bit gets modified, it becomes 
worthless. In such cases, we require only lossless compression 
techniques. Higher compression ratio is achieved in Lossy 
compression method. Most of the compression techniques 
used for ECG is lossy. 
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In an ambulatory and continuous monitoring of data, huge 
data need to be handled. This leads to huge amount of data for 
storage and transmission. Hence the    ECG data needs   a 
proper compression technique, for data reduction [5-13, 20]. 
Various compression methods used are: 

1) Direct Method: In the Direct method, time domain 

signal samples are analyzed. The examples of direct methods 

are TP (Turning Point), AZTEC (Amplitude Zone Time Epoch 

Coding), ASEC (Analysis by Synthesis ECG Compressor), 

CORTES (Coordinate Reduction Time Encoding System), 

FAN etc. [5]. 

2) Transformational Method:  The technique uses 

transformation of the signal from one domain to another 

domain. The examples of transformation method are Discrete 

Cosine Transform, Fourier Transform, Wavelet Transform, 

Walsh Hadamard Transform, Fast Fourier Transform[17], 

Fractional Fourier transform[18, 19] etc. 

3) Parameter Extraction Methods: The method uses a set 

of parameters extracted from the original signal and are used in 

the reconstruction process. 
The advantage of direct method is its simplicity. In the 

transform, small transform coefficients become insignificant 
and can be removed. This way, a better compression ratio is 
achieved in transform technique.  The Wavelet Transform 
technique is considered in this research and a brief description 
of the same is given below. 

A. The Wavelet Transform 

The wavelet transform is suitable for ECG signal 
compression because of its non-stationary nature. The wavelet 
transform is also capable of capturing both frequency and 
location in time information. The different types of Wavelet 
transforms are continuous wavelet transform (CWT), a 
wavelet series expansion, and a DWT [6, 14]. 

A DWT is the one for which the wavelets are discretely 
sampled. An important advantage of Wavelet Transform over 
Fourier transform is that it captures both frequency and 
location in time information. 

The signal x is passed through a series of filters to obtain 
DWT of the signal. As a first step, the samples are passed 
through a low pass filter with impulse response g. This 
procedure leads to convolution of the input signal with the 
impulse response. 

 [ ]  (   )[ ]  ∑  [ ] [   ]

 

    

    

                                    ---------------------(1) 
Signal is then simultaneously passed through high pass 

filter with impulse response h.  The outputs from high pass 
filter are called the detail coefficients. The outputs from the 
low pass filter are called the approximation coefficients.  The 
filter outputs are then subsampled by 2.  The block diagram of 
filter analysis is shown in fig. 2. 

 
Fig. 2. Block diagram of filter analysis 

The wavelet transform achieves higher frequency 
resolution by cascading. The cascading structure is shown in 
fig. 3. In this structure, the decomposition procedure is 
repeated. In this methodology, approximation coefficients are 
decomposed with high pass and low pass filters. After the 
filtering process, the down sampling is also repeated. Two 
level filter decomposition is shown in fig. 3. 

 
Fig. 3. A two level filter bank 

From level 2, the further expansion takes place to higher 
levels.  At each level the signal is decomposed into low and 
high frequencies. 

The discrete wavelet transform is defined as: 

 ( )  ∑        ( )                         ( ) 

III. PERFORMANCE MEASURE 

The standard performance measure technique is used in 
this research to ascertain the usefulness of the compression 
method adopted. The standard methods are Percent Root mean 
square Difference (PRD), Compression Ratio [CR][16] and 
Peak  Signal to Noise Ratio(PSNR). 

The PRD is defined as the distortion between the original 
and the reconstructed signal. 

    √[
∑ [  ( )    ( )]

    
   

∑ [  
 ( )]   

   

]              ( ) 

Here, x0 indicates the original data, xr indicates the 
reconstructed data, and N represents the number of samples. 
The CR is defined as the ratio of number of bits in the original 
signal to the number of bits in the compressed signal. 

   
                                     

                                       
    ( )

http://en.wikipedia.org/wiki/Wavelet
http://en.wikipedia.org/wiki/Fourier_transform
http://en.wikipedia.org/wiki/Low_pass_filter
http://en.wikipedia.org/wiki/Impulse_response
http://en.wikipedia.org/wiki/Convolution
http://en.wikipedia.org/wiki/Subsampling
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IV. METHODOLOGY 

Different types of noise and interferences corrupt the ECG 
signal during recording [15].As the ECG signal is susceptible 
to noise and interference, the signal is passed through various 
stages to remove the noise and interference. In the 
preprocessing stage, a High Pass filter is used to remove the 
base line wander noise and Band Pass filter is used to remove 
the power line interference. A threshold value is chosen in this 
method. The Threshold value helps to remove the coefficients 
below the set threshold value of coefficients. Decomposition 
of wavelet transform is restricted to the first level.  The detail 
coefficients are used and the less important coefficients will 
be made zero. Compression ratio of the signal is increased 
with this threshold based method. 

V. RESULTS AND IMPLEMENTATION 

The ECG signal used for the testing purpose is taken from 
MITBIH data base [21]. The MATLAB tool is used for 
simulation. We have used a sampling frequency of 330 Hz. 
The results are tabulated for different Wavelets. Table 1 shows 
results for the Haar Wavelet. Table 2 shows the results for the 
Db2. Table 3 shows the result Sym3 Wavelet. 

The different levels of threshold levels are used for testing 
purpose. The threshold is taken with reference to the R peak. 
The level 1 (0.05% of R peak is considered as the lowest level 
and level 3 (1% of R peak) is considered as the highest level. 
Level selection is as follows: 

3– Highest level 

Level 1=0.05% of R peak. 

Level 2=0.5% of R peak 

Level 3=1% of R peak 

TABLE I.  CR& PRD COMPUTATION FOR HAAR WAVELET 
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Level 1 0.45 0.90 0.75 1.07 

Level 2 1.01 13.12 0.75 1.07 

Level 3 48.86 58.82 1.45 1.22 

TABLE II.  CR & PRD COMPUTATION FOR DB2 WAVELET 
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Level 1 0 2.7 1.2 1.3 

Level 2 2.2 23.07 1.2 1.3 

Level 3 50.22 77.82 1.9 0.8 

TABLE III.  CR & PRD COMPUTATION FOR SYM3 WAVELET 
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Level 1 0.42 4.52 1.11 0.93 

Level 2 1.1 42.53 1.1 0.88 

Level 3 50.22 88.23 1.76 0.36 

The graphs for CR and PRD for different threshold levels 
are shown below. The graph of CR versus threshold level for 
Haar, db2 & Sym3 Wavelets are shown   in fig 4, 5 &6 
respectively. 

 

Fig. 4. The graph of CR versus threshold level for Haar wavelet 

 

Fig. 5. The graph of CR versus threshold level for db2 Wavelet 

 

Fig. 6. The graph of CR versus threshold level for Sym3 wavelet 
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The graph of PRD versus threshold level for Haar, db2 & 

Sym3 are shown in fig 7, 8 and 9 respectively. 

 

Fig. 7. The graph of PRD versus threshold level for Haar Wavelet 

 

Fig. 8. The graph of PRD versus threshold level for db2 Wavelet 

 

Fig. 9. The graph of PRD versus threshold level for Sym3 Wavelet 

VI. DISCUSSION 

The main focus of our research to use the detail 
coefficients of wavelet transform for ECG signal compression. 
Various wavelet transforms like Haar, db2 and Sym3 are 
considered for experimentation. The performance evaluation 
is carried out to test the effectiveness of the compression 
technique. As shown in Table 3, the Sym3 wavelet shows 
better CR among all the three wavelets used. The PRD value 
indicates reconstruction quality of the signal after 
compression. The PRD value obtained in the experimentation 

are within the limits. The threshold levels have significant 
impact on the CR value. Results obtained for the threshold 
level 1 shows minimum value of CR. As the threshold value 
increases, the CR also increases. 

VII. CONCLUSION AND FUTURE SCOPE 

The methodology used in our research to investigate the 
usefulness of detail coefficients has given better results. The 
results also show that the compression of ECG signal is 
possible using detail coefficients. Detail coefficients show 
significant   improvement in the CR value compared to the 
approximation coefficients. The Sym3 wavelet has done well 
among the different wavelets compared here. Proper selection 
of threshold level plays an important role in the reconstructed 
signal.  As the level of threshold increases, the PRD also 
increases. Due to this, distortion may occur in the 
reconstructed signal. 

The results with the change in threshold level are also 
highlighted in the result table. It is possible to achieve better 
compression ratio & PRD by adjusting threshold value. 

Further improvement in compression ratio may be possible 
by using efficient encoding techniques. 
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Abstract—Feature selection is one of the most important 

techniques in image processing for classifying. In classifying beef 

and pork based on texture feature, feature overlaps are difficult 

issues. This paper proposed feature selection method by 

Minimum Overlap Probability (MOP) to get the best feature. 

The method was tested on two datasets of features of digital 

images of beef and pork which had similar textures and 

overlapping features. The selected features were used for data 

training and testing by Backpropagation Neural Network 

(BPNN).  Data training process used single features and several 

selected feature combinations. The test result showed that BPNN 

managed to detect beef or pork images with 97.75% 

performance. From performance a conclusion was drawn that 

MOP method could be used to select the best features in feature 

selection for classifying/identifying two digital image objects with 

similar textures. 

Keywords—overlap; feature selection; best feature; minimum 

overlap probability (MOP); identifying 

I. INTRODUCTION 

Image identification based on texture features from many 
images with varying feature types,  X = (xi, i=1…M) is a 
difficult task. Multi-features of multi-objects for task of 
certain applications have three probabilities, i.e. relevant, 
irrelevant, and redundant features [1]. Similarly, according to 
[2-3], there are three main matters related to feature, i.e., 1) 
strong relevant, 2) weakly relevant and 3) irrelevant. Based on 
the argument, not having good knowledge on texture feature 
will be a problem in determining the best feature which can be 
used as a key for classification or identification. Therefore, 
feature selection process is important. 

Feature selection is very effective in supporting 
performance in special tasks [3-7]. Several special tasks in 
image and computer vision processing are classification [8-
10], clustering [11], computational neuroscience, imaging 
genomics [12 and 13], protein property prediction [14], text 
mining, image annotation, [15 and 16]. Feature has become an 
important part in the study of image and computer vision 
processing [17-18]. Feature is unique identity of an image. 
Unique identity of an image can be used as a key to recognize 
an image or can also be used to identify an image from 
another. Key feature is urgent when certain applications 
involve hundreds of data with tens of characteristics [1, 12 and 
18]. In reality, a feature of two different objects for the same 
feature with different values is a problem on its own [18]. 

Feature selection is one of the main tasks in classification. 
In a large feature collection, it’s possible that some or all of 
them are irrelevant or redundant features. Feature can be 
collected from extraction on three parts, i.e. texture, shape, 
and color of object. In this study, feature discussion is focused 
on texture feature. Feature separation must be performed with 
the correct extraction because the extraction feature would be 
used to train classificator. Selecting key feature is a part of a 
process to improve accuracy in classificator performance [19]. 
One of the feature selection techniques is selecting features 
with minimum redundancy criteria in the classification 
process [7]. Feature selection technique by minimum 
redundancy is also used by [4] for classification.  The main 
function in selection in choosing minimum redundancy 
features from two objects which can be used to make distinct 
classes [2]. However, feature selection of both is used in 
multi-label features in single object. Unlike previous 
researchers [2],[4],[8] in this paper the writer performed multi-
label feature selection for multi-object on identification of 
digital images of beef and pork. The selection criteria are 
features relevant with accuracy of classification. The writer 
suggested that a feature is relevant when it has minimum 
overlap. The challenge was choosing one or a few of the 
feature overlaps as candidates for the best feature. The basic 
assumption was the smaller the range of overlapping value of 
a feature, the better it was to select the feature to win the 
selection (key feature). The basic problem for feature overlap 
is the feature group isn’t a comprehensive representation [20] 
of the value of a feature as a target because it still contains the 
value of other features. 

In this paper, the writer offered a feature selection to 
obtain the best features from two groups of features from two 
digital images with similar textures by MOP method. The 
identity of each feature was determined by min-max values 
then calculating the overlapping value of each feature. Then 
overlap probability of each feature was calculated. The next 
step was selecting key (best) features by applying threshold on 
probability values. Features with probability less than the 
threshold won the selection. 

This paper was arranged as follows: Section 2, describes 
relevant scientific works. Section 3, described methodology. 
Explanation on the MOP the author offered is reviewed in 
Section 4, Test and Result are described in Section 5 and 
Discussion in Section 6. Lastly is Conclusion. 
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II. RELATED WORK 

Kamyab and Eftekhari [21] in their paper discuss a special 
study on the usage of Multimodal Optimization (MO) method 
for feature selection. To do this, Evolutionary Algorithms 
(EAs) modification from several famous methods based on 
and a proposed niching method called GA_SN_CM are used 
for feature selection task and is compared with several famous 
EA-based methods for feature selection to study the strength 
of MO method on improving the result of feature selection. 

Sotoca and Filiberto [22] in their paper on feature 
selection, or variable selection, select the most relevant 
features (attributes) of a group of variable data. In this 
framework, relevant term refers to the effect of given features 
or feature set to obtain possibility of minimum error in 
classification or recognition of classification problems. 

Al-Ani, Alsukker and Rami [23] proprose differential 
evolution algorithm for wrapper feature selection which uses 
the simplest yet effective way to narrow the search without 
removing any feature. A number of dataset with different sizes 
are used to evaluate the performance of the proposed method, 
which can give good indication on exploration and 
exploitation of the ability. 

Kabir, Islam and Kazuyuki [24] in their paper proposes a 
new algorithm called constructive approach for Feature 
Selection (CAFS) based on wrapper approach concept 
consecutive search strategy. As a learning model, CAFS 
employs three layers of feed-forward Neural Network (NN). 
The proposed technique combines feature selection (FS) with 
NN architecture determination. It uses constructive approach 
which involves correlation information in selecting features 
and determining network architecture. 

Lutu and Engelbrecht [25] in their paper discuss algorithm 
for feature selection in data mining prediction for 
classification problem by trying to categorize them to select 
relevant and not excessive features for classification task. A 
relevant feature is defined as one which correlates with target 
functions. As excessive feature is defined as one which 
correlates with other features. In this writing, they propose a 
new algorithm by combining the usage of certain threshold 
values and decision rules to select feature subset 

Hanchuan, Fuhui and Chris [26] combine max-
dependency, max-relevance and min-redundancy for feature 
selection. In reciprocal information, the purpose of feature 
selection is to discover a set of S features with m feature (x), 
which together have the biggest dependency in target class c. 
This scheme is called max-dependency. But it’s difficult to do. 
The alternative is max-relevance which is searching for 
features which fulfill max-dependency value by average value 
of all reciprocal information values between features of 
individual x and class. 

III. FRAME WORK MOP 

Feature selection was performed to get the best features 
from feature set of beef and pork for classification task. Every 
feature set has 20 features where every feature consists of 200 
data. The problem was the values of extraction features 
between beef and pork from the same feature name didn’t 

produce independent features, but feature overlaps instead. Fig 
1 shows the framework for feature selection by MOP method. 
The focus on this stage is making a model to calculate area 
overlap of every feature between features of digital images of 
beef (Fs) and pork (Fb. The early stage is determining the 
area of each feature of Fs and Fb. It’s continued by 
calculating the area overlap of both. Then, probability value of 
every feature was calculated. Lastly, overlap probability value 
was selected. The constructed model architecture is shown in 
Fig 1. 

  
Fig. 1. Framework of feature selection by MOP 

To determine whether selected features are the best 
features as expected, selected features were tested on artificial 
neural network (ANN). 

A. Extraction featur 
Extraction is a pre-processing stage which is a basic stage 

to get maximum data before processing. Extraction was 
performed on each image to determine texture characteristics. 
The feature which became the object of the writer’s research 
was the feature of the texture of digital images of beef and 
pork. The main thing to get was strong features which could 
be used to differentiate the texture of both. As usual, to get 
features in pre-process, the study conducted extraction process 
of both by several types of features which have been used by 
previous researchers. Some of those features were used to look 
for unique features from the extracted images. The extraction 
model in this study was gray level co-occurrence matrix 
(GLCM) method.  GLCM is a tabulation of how often 
different combinations of gray level co-occurrence matrix are 
found in image section or images [27]. Calculation of texture 
feature used GLCM to get sizes of variations in intensity (i.e, 
image texture) in pixels which were focused on. Co-
occurrence matrix was calculated by two parameters, which is 
relative distance between d of pixel pair measured in total 
pixel and their relative θ orientation. These two parameters 
were expected to find special characteristics of two digital 
images of beef and pork. Unique features expected to be found 
maximally from the digital images were: autocorrelation, 
contrast, correlation, cluster prominence, cluster shade, 
dissimilarity, energy, entropy, homogeneity, maximum 
probability, sum of square variance, sum average, sum 
variance, sum entropy, difference variance, difference entropy, 
information of correlation, Inverse difference normalized, 
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inverse difference moment normalized. The extraction result 
was numeric. The numbers were the data or sources of data 
processing. The extraction result showed the group of feature 
values for digital images of beef S = (x1,x2,x3…xn) and for 
digital images of pork, B = (x1,x2,x3…xn),  with x being 
feature names. x feature has a group of value from extraction 
of a number of extracted images. The names and formulas of 
extraction features used for classification/identification of beef 
and pork in this research was cited from [28] [29], as shown in 
Table I 

TABLE I.  EXTRACTION FEATURE 

No Features name Formulation 

1 Autocorrelation ∑∑(   )    
 (   )

 

   

 

   

 

2 Contrast 
∑   

    

   

{∑ ∑  (   )        
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3 Correlation ∑ ∑ (         
 )(         

 )    
 (   ) 

   
 
   

      
       

  

4 
Cluster 
Prominence ∑∑((         

 )  (         
 ))

 
    
 (   )

 

   

 

   

 

5 
Cluster Shade 
(skewness ) ∑∑((         

 )  (         
 ))

 
    
 (   )

 

   

 

   

 

6 Dissimilarity ∑∑(   )    
 (   )

 

   

 

   

 

7 Energy ∑∑    
 (   ) 

 

   

 

   

 

8 Entropy ∑∑    
 (   ) 

 

   

 

   

    (    
 (   ))  

9 Homogeneity ∑∑
 

  (   ) 
    
 (   )

 

   

 

   

 

10 
Maximum  
probability 

      

   
    
 (   ) 

11 
Sum of sqaures: 
Variance ∑ ∑ (   ) 

  
  (   ) 

12 Sum average ∑      ( )
   

   
 

13 Sum variance ∑ (      )
     ( )

   

   
 

14 Sum entropy  ∑     ( )
   

   
    (    ( ))       

15 
Difference 
variance ∑       ( )

    

   
 

16 
Difference 
entropy  ∑     ( )

    

   
    (    ( )) 

17 

Information 
measure of 
correlation1 

        

   *     +
 

HX, HY  adalah entropy pada px dan  py , 
sehingga 

     ∑∑ (   )

      

   ( (   ))  

      ∑∑ (   )

      

   (  ( )  ( ))  

No Features name Formulation 
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18 

Informaiton 
measure of 
correlation2 

(        (        ) )    

19 

Invers 
Difference 
Normalized 

∑
 (   )

       
 

Dimana 

 (   )  
 (   )

∑  (   ) 
    

 

20 

Invers 
Difference 
Moment 
Normalized 

∑
 (   )

  (   ) 
 

 

B. Feature Range 
Based on the extraction, the value of extraction features for 

20 type of the features showed there was no particular feature 
which has independent range or categorized as strong 
relevance. Instead there were overlaps. So, in this study, the 
value of feature overlap received special attention or led to 
further study. This problem required certain formulation 
which can be used to determine the values of features in 
overlap area [16]. This method aims to get features with 
minimum overlap range probability and select features by 
certain thresholds to get the best features.  Feature range is a 
range formed by minimum and maximum values. The formula 
was as follows: 

1) Max Value: Maximum value is the highest value of a 

feature of a data set. 

Maxx = max (x1:xm) (1) 

2) Min Value: Minimum value is the lowest value of a 

feature. 

Minx = min (x1:xm) (2) 

3) Feature Range: Area marked by minimum and 

maximum value limits of a feature 

Fiturx = (minx:maxx) (3) 
x1;xm is a group of value of the 1

st
 x feature to m amount of 

data 

Ranges of beef features (Fs) and pork features (Fb) were 
areas formed by Minx and Maxx (3) of extracted data. These 
min-max values were respectively used as the lower limits and 
upper limits of feature areas. So the area of every Fs and Fb 
could be determined. To determine overlapped area visually 
between Fs amd Fb when interacting, each feature area was 
visualized in two dimensions (2D). The feature areas could be 
formed by giving range values of features to x and y axis. 
Therefore, value range in x axis was (min,max), the same 
value range applied to y axis. When similar features (X) from 
beef and pork image data were described in the field, the 
features could be analyzed. 

Fb Range,Ordinate point (x1,y1) was the lower left corner 
point or equaled to feature value x1(min.min), (x2,y1) was the 
lower right corner point which equaled to the feature value 
x1(max.min), (x1,y2) was the upper left corner point equaled to 
feature value x1(min,max) and (x2,y2) was the upper right 
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corner point equaled to feature value x1(max,max). Fb area 
could be determined based on the ordinates, so Fb was 

Fb =((x1,y1),(x2,y1) ; (x1,y2),(x2,y2)) (4) 
Fs Range, Ordinate point (x3,y3) was the lower left corner 

point or equaled to feature value x1(min,min), (x4,y3) ) was the 
lower right corner point which equaled to the feature value 
x1(min,max), (x3,y4) was the upper left corner point equaled to 
feature value x1(max,min) and (x4,y4) was the upper right 
corner point equaled to feature value x1(max,max). Fs area 
could be determined based on the ordinates, so Fs was 

Fs = ((x3,y3),(x4,y3);(x3,y4),(x4,y4)) (5) 

C. Overlap 

Overlap between Fs happen Fb happened when they 
surpassed the value ranges of two or more features. In this 
study, feature had value range (3). Based on (3) Fs(X1) and 
Fb(X1) features overlapped when the maximum values of 
Fs(X1) were bigger than the minimum values of Fb(X1) and 
the minimum values of Fs(X1) were less than the minimum 
values of Fb(X1). In theoretical discussion, overlapping set is 
called intersection. The formulation to get intersection value 
was 

Fs  Fb = {x |x  Fs )  (x |x  Fb} (6) 
Equation (5) was effective to determine intersection 

element. However, this study was aimed to determine range, 
so this study modified (6) to find intersection value. The term 
intersection in this study was called overlap. 

Feature overlap area (Fo): Fo was overlapping area of Fb 
and Fs areas. This area was determined by the positions of 
ordinates Fb (4) and Fs (5). Fo area could be determined by 
ordinates Fs and Fb, so Fo area was 

Fo= ((x3,y3),(x2,y3);(x3,y2),(x2,y2)) (7) 
Ordinate points in (7) were overlapped ordinate points 

which were, respectively, (x3,y3) which equaled to feature 
value Fs fpr (min,min), (x2,y3) was feature values Fs and Fb 
(Fs min, Fb max), (x3,y2) equaled to feature values Fs and Fb 
(Fb max, Fs min), and (x2,y2) equaled to feature value Fs for 
(max,max). Fig 2 shows overlap area between a feature of Fs 
and Fs. 

 
Fig. 2. Overlap area between Fb and Fs 

Fig 2 is interaction of Fs and Fb which shows an overlap 
between Fs and Fb. 

D. MOP 

Probability of an incidence is a number which shows the 
possibility of an event. In this study, there was possibility of 
similar value between Fs and Fb in overlap area. The problem 
was how big the overlap was between them. Using set theory, 
the number of Fs members could be written as nFs, and the 
number of Fb set members could be written as nFb. Based on 
this, probability of overlap area (ProbArea) was defined as 

ProbArea  =  
           

           
 

           

                     
 (8) 

In this study, the author modified (8) for the number of 
members of sets with feature area size. The formulation of 
each size is defined below: 

Size of feature areas of beef (Ls) and pork (Lb): The 
general formula of area size is length multiplied with width. 
Length in this case the length of Fs was the range of Fs along 
X axis, i.e. delta (  s) the distance between maximum point 
(x4) and minimum point (x3). While width of Fs was the range 
of Fs along Y axis, i.e. delta (  s) the distance between 
maximum point (y4) and minimum point (y3). While the length 
of Fb was the range of Fb along X axis, i.e. delta (  b) the 
distance between maximum point (x2) and minimum point 
(x1). While the width of Fb was the range of Fb along Y axis, 
i.e delta (  b the distance between maximum point (y2) and 
minimum point (y1). So, Ls was defined as: 

  s=  |x4  – x3|  

  s=  |y4 – y3|    

  s =   s (9) 
where 

Ls  = |x4  – x3| * |y4 – y3|    (10) 
Based on (9) and (10), so 

Ls =   s
2
=  s

2
 (11) 

and Lb could be defined as: 

  b=  |x2  – x1| 

  b=  |y2 – y1| 

  b =   b (12) 
where 

Lb  = |x2  – x1  |* | y2  – y1 | (13) 
Base on (12) and (13), so 

Lb=   b
2
=   b

2
 (14) 

1) Size of overlap area (Lo): To determine the length and 

width of Lo area, Fig 2 shows the length of Lo is  x and the 

width  y. Each could be calculated by the following 

equations: 

 x = |x2 – x3 |   (15) 

 y = |y2 – y3| (16) 

Equations (15) and (16), for  x = |x2 – x3 |, point x2 was 
maximum value for Fb and point x3 was minimum value of 

Fs.   y = |y2 – y3|, point y2 x2 was maximum value for Fb and 
point y3 was minimum value of Fs. So based on (15) and (16) 
the size of overlap area (Lo) was 

Lo =  x *  y   (17) 
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 x 
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Based on (11) and (14), Ls and Lb were areas with the 
same length on both sides. So Lo in (17), could be written as 

Lo =  x
2  

(18) 
Using Lo (18) for feature values in this area was indicated 

to cause problem for the process of identifying images of beef 
or pork. The problem happened in the area maybe due to 
duplication of values of features of beef and pork. Thus, the 
bigger the value of Lo, the bigger the amount of duplication of 
members of features of beef and pork, and vice versa. It 
should be noted that this area was formed by the range of 
feature values, so the overlap area of every feature wasn’t 
absolute at certain amounts because the range was influenced 
by the area stability of each feature. However, by using area 
range based on min-max of the features, the system was still 
able to get overlap area. The possibility of overlap or overlap 
probability was the main focus of this study. To determine 
overlap probability of every feature between Fs and Fb, Lo 
could be compared with the size of all features (Fs + Fb). In 
this study, computation of overlap probability by the author 
was called error probability (ProbError). The formula was 

ProbError =  2 * Lo / (Ls + Lb)   (19) 
Equation (19) meant that the smaller the value of Lo, the 

smaller the value of ProbError. Conversely, the bigger the 
value of Lo, the bigger the value of ProbError. 

The author used this ProbError value as data to select the 
best features. Selection was performed by giving threshold 
value < 10%. The author named this method Minimum 
Overlap Probability (MOP) method. 

E. MOP Algorithm: 

1) Algorithm of feature selection by Minimum Overlap 

Probability (MOP) method 

a) Calculating minmax values of extraction features of 

digital images of beef and pork 

b) Determining feature area (Fx) of digital images of 

beef and pork. 

 If Fx had no overlap (independent) it’s a selected 
feature 

 If Fx was a subset or superset of each other, Fx wasn’t a 
selected feature (rejected) 

 If the calculation delta Fx of a group of feature 
database wasn’t in a or b process, the process was 
continued (process 3). 

c) Calculating ProbError value 

d) Determining threshold (as filter of selection of 

selected features) 

e) Finding features with ProbError less than treshold 

f) Selected features 

F. MOP Flowchart 

Algorithm of feature selection by MOP method is 
illustrated in the flowchart in Fig 3. 

 
Fig. 3. Flowchart of Feature selection by MOP 

G. Testing the selected features 

Testing the features selected conducted on artificial neural 
networks. This testing is done to determine the effect on the 
accuracy of results. Type of neural network used is a multi-
layer back propagation neural network.. The network 
architecture used here was I-H-O i.e. input layer, hidden layer 
and lastly layer output. To determine the correlations of 
selected features and accuracy of network classification, input 
layer was set up for several nodes. Meanwhile, output layer 
was set up was two nodes. In training stage, the target classes 
were label 00 for pork, 11 for beef. To support the 
performance of the network, the selected learning method was 
levenberg marguad. It’s because this method has the best 
accuracy compared with other learning methods. 

IV. EXPERIMENT AND RESULT 

A. Experiment 

Image data was acquired by mobile digital camera at five 
mega pixel (5MP). Total data was 400 images with 200 
images each for beef and pork. The dimension of digital 
images was 255 x 255 and in JPEG format. Data was pre-
processed by converting RGB to gray, filtering images by 
gabor. Total and names of extraction features are written in 
Table I. Treshold value was 10%. The process in this 
experiment is as follows: 
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1) Reading Fb and Fb data sets 

2) Determining the range of min and max values of Fs and 

Fb (3) 

3) Calculating proberror value by equation (14). 

4) Selecting features. In this selection process, a criterion 

was used to select the best features. The best features met the 

following criterion: 

 ( )  {
                     
                    

 (15) 

Note (15) f(x) is selected feature, threshold < 10%. 
Criterion f(x) =1 means fulfilling requirement or accepted, 
while f(x)=0 means not fulfilling the criterion or rejected. 

5) The final step was testing selected features on neural 

network. 

B. Result 

The range values of Fs and Fb, and error probability of 
every feature from the implementation of MOP method 
produced the result shown in Table II 

TABLE II.  RANGE VALUES AND ERROR PROBABILITY 

Feature Name Fs Range  Fb Range  
Prob 

Error 

Maximum 

probability 
0.61 0.76 0.74 0.95 0.06 

Contrast 0.12 0.44 0.02 0.15 0.07 

Difference variance 0.12 0.44 0.02 0.15 0.07 

Sum average 2.51 3.10 2.13 2.58 0.07 

Autocorrelation 1.95 3.32 1.35 2.10 0.08 

Energy 0.39 0.60 0.56 0.90 0.08 

Sum entropy 0.85 1.37 0.25 0.94 0.08 

Entropy 0.92 1.67 0.26 1.05 0.09 

Dissimilarity 0.11 0.32 0.02 0.14 0.10 

Sum of sqaures: 

Variance 
1.92 3.49 1.33 2.14 0.10 

Sum variance 4.28 7.07 4.03 4.59 0.10 

Roughness 0.05 0.12 0.03 0.06 0.11 

Difference entropy 0.34 0.72 0.10 0.41 0.11 

Informaiton 

measure of 
correlation2 

0.63 0.74 0.44 0.67 0.13 

Homogeneity 0.85 0.95 0.93 0.99 0.14 

Cluster Shade 

(skewness ) 
11.43 23.66 10.67 13.29 0.14 

Homogeneity 0.86 0.95 0.93 0.99 0.15 

Inverse difference 

normalized (INN) 
0.97 0.99 0.98 1.00 0.33 

Correlation 0.80 0.90 0.84 0.96 0.38 

Correlation 0.80 0.90 0.84 0.96 0.38 

Information 
measure of 

correlation1 

0.32 0.72 0.09 0.42 0.16 

Regularity 0.00 0.03 0.01 0.04 0.69 

Inverse difference 

moment normalized 
0.99 1.00 1.00 1.00 100.00 

Cluster Prominence 135.56 230.61 135.54 170.01 Error 

On Table II, feature selection was performed by using the 
determined filter value (threshold < 10%). The result of the 
selection was names of selected features shown in Table III. 

TABLE III.  SELECTED FEATURES 

No Feature name Fs Range  Fb Range 
Prob 
Error 

(%) 

1 
Maximum 
probability 

0.61 0.76 0.74 0.95 6 

2 Contrast 0.12 0.44 0.02 0.15  7 

3 Difference variance 0.12 0.44 0.02 0.15  7 

4 Sum average 2.51 3.10 2.13 2.58  7 

5 Autocorrelation 1.95 3.32 1.35 2.10  8 

6 Energy 0.39 0.60 0.56 0.90  8 

7 Sum entropy 0.85 1.37 0.25 0.94  8 

8 Entropy 0.92 1.67 0.26 1.05  9 

Table III shows selection result with error probability 
values of 6%,7%,8% and 9%. Some features had the same 
error probability values, e.g. contrast, difference variance, sum 
average with error probability value of 7%, autocorrelation, 
energy, sum entropy with error probability value of 8%. 

The test on selected features for classification task was 
performed on neural network. The architecture of neural 
network was five nodes of input, five nodes of hidden layer 
and 2 nodes of output (5I-5H-2O). There were two models of 
the test, first using the best feature as single input and second 
using combination of some of the best features. The 
performance of neural network for data training by best 
feature input (maximum probability) produced 95.50%. A 
different result was shown by several combinations of the best 
features which produced100%. The result of data testing by 
some combinations of features as input of neural network was 
shown in Table IV. 

TABLE IV.  ACCURACY OF FEATURE COMBINATION ON NN 

Combinations of features accuracy (%) 

1,2 96.75 

1,2,3 96.00 

1,2,3,4  95.00 

1,2,6,8 97,75 

1,2,3,4,5 92.75  

1,2,3,4,5,6 95.50 

1,2,3,4,5,6,7 97.50 

1,2,3,4,5,6,7,8 94.75 

Table IV is the result of data testing based on data 
classification. Combination of features 1,2,6,8 had the highest 
accuracy of neural network (97.75%), while combination of 
features 1,2,3,4,5 had the lowest accuracy (92.75%). It showed 
that classification by combination of selected features 
produced accuracy of performance of neural network above 
92.00% 

V. DISCUSSION 

Feature selection by MOP with threshold 0.1 selected 
maximum probability, contrast, Difference variance, Sum 
average, Autocorrelation, energy, Sum entropy, and  entropy 
as the best features from 20 feature candidates. It meant that 
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these features in digital images of beef and pork had smaller 
overlap values than other features. Combinations of selected 
features were used to train network and then testing was 
performed using new data, showing the best features could 
support network performance. The lowest network accuracy 
was in feature combination 1,2,3,4 and 5 with 92.75% 
accuracy or error level of 7,25%. The best accuracy was in 
feature combination 1,2,6 and 8 which had network 
performance with 97.75% accuracy or error level of 2.25%. It 
showed that feature combinations influenced accuracy of 
classification. Based on the result of the test, the selected 
features were correct and could be used as unique 
characteristics to identify beef or pork by digital image. 

VI. CONCLUSION 

Overlap probability can be used to select the best features 
of some of the features that have value overlap one another. 
MOP method could be used as one of the solutions for 
selecting the best or strongest features of two objects with 
feature overlap. 

The selected feature is a maximum probability, contras, 
energy and entropy is the best feature based on the results of 
testing with artificial neural networks. It is derived from the 
performance of the neural network with an accuracy rate of 
97.75%. In other perngertian error rate of of 2.25%. 

Future work will be the development Minimum Overlap 
Probability method to determine the correlation between the 
selected feature. 
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Abstract—Cloud computing has become a universal trend 

now. So, for users, the reliability is an effective factor to use this 

technology. In addition, users prefer to implement and get their 

work done quickly. This paper takes into account these two 

parameters for resource allocation due to their importance In 

this method, the Imperialist Competitive algorithm with the 

addition of a cross layer of cloud architecture to reliability 

evaluation is used. In this cross layer, initial reliability is 

considered for all the resources and the implementation of their 

tasks and due to the success or failure of implementation, 

reliability of resources is increased or reduced. Reliability and 

makespan are used as a cost function in ICA for resource 

allocation. Results show that the proposed method can search the 

problem space in a better manner and give a better performance 

when compared to other methods. 

Keywords—Imperialist Competitive algorithm; Reliability; 

makespan; Cloud Computing 

I. INTRODUCTION 

Research on cloud computing is growing rapidly. Cloud 
computing means developing and applying computer 
technology on the Internet. Cloud computing is a network for 
enabling ubiquitous, convenient, on-demand network access to 
a shared pool of configurable computing resources (e.g., 
networks, servers, storage, applications, and services) that can 
be rapidly provisioned and released with minimal management 
effort or service provider interaction[1]. In cloud computing, 
the end users have unlimited access to the resources and only 
pay for the resources they consume. Cloud computing basics is 
that the user data is not stored locally, but is stored in the 
internet data center. Companies that provide cloud computing 
services can manage and maintain the data centers [2, 3]. 

To provide services to end users, the cloud computing 
environment needs to be reliable and also well managed in 
such a way that it gives throughput in the lowest time. So, 
reliability and task scheduling are two important parameters. In 
this paper, considering reliability, the allocation of makespan 
resources was done using Imperialist Competitive algorithm 
and a cross layer in cloud architecture. 

This paper is organized as follows. Section 2 explains some 
related works. Section 3 is dedicated to problem description 
and some meta-heuristic algorithms related to problems such as 
genetic algorithm and imperialist Competitive algorithm. 
Section 4 is a discussion about proposed approach that uses 
imperialist Competitive algorithm in it. Section 5 shows 
simulation evaluations and comparison to genetic algorithm. 
Section 6 is the conclusion. 

II. RELATED WORK 

Many heuristic and meta-heuristic methods are prevented 
by different researchers for scheduling and resource allocation 
to tasks in cloud. The heuristic approach uses the concept of 
prioritization to schedule tasks. Algorithms such as max-min 
and min-min are part of the heuristic-based approach that 
divide scheduling to two steps: prioritizing the task and source 
selection. In priority task, each task is assigned a rating based 
on its priorities. In step source selection, a high-priority task is 
selected and is scheduled on the optimized resources that have 
completed the previous tasks. The meta-heuristic approach 
includes scheduling algorithms based on repeatable method to 
find the optimal solution. They provide an efficient way of 
moving quickly towards a very good solution. Many meta-
heuristic approaches have been applied for solving workflow 
scheduling problems, including Genetic Algorithms and 
Imperialist Competitive Algorithm (ICA) [4]. 

One of important problems in cloud computing is 
makespan constraint. Most scheduling algorithms focus on 
makespan. In [5]-[10], Genetic Algorithm is used to reduce 
makespan of tasks allocation to resources. Yue Miao [11] by 
using firefly algorithm based on chaos algorithm tried to 
reduce the average time spent by subtasks in processing request 
tasks, and thus improve the efficiency of task processing and 
achieve a rational allocation of resources. Mizan et al. [12] 
proposed a modified task scheduling algorithm based on the 
concept of Bees life algorithm and greedy algorithm to gain 
optimistic value of service in hybrid cloud. The main idea of 
the system is to achieve an affirmative response from the end 
users and utilize the resources in a very transient manner.  
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Seidgar et al. [13] describe an approach incorporating 
simulation with imperialist competitive algorithm for the 
scheduling purpose having machine breakdowns and 
preventive maintenance activities. The objective is to minimize 
the makespan. 

In addition of makespan, reliability function is a very 
important function for users [14]-[20]. 

Zhao et al. [14] proposed a DRR (Deadline, Reliability, 
Resource-aware) scheduling algorithm, which schedules the 
tasks such that all the jobs can be completed before the 
deadline, ensuring the Reliability and minimization of 
resources. Gartner [15] used a formal approach to define 
important terms like fault, fault tolerance, and redundancy. 
This leads to four distinct forms of fault tolerance and two 
main phases in achieving them: detection and correction. It 
shows that this can help to reveal inherently fundamental 
structures that contribute to understanding and unifying 
methods and terminology. By doing this, it surveys many 
existing methodologies and discuss their relations. The 
underlying system model is the close-to-reality asynchronous 
message-passing model of distributed computing. Zhang et al. 
[16] present BFT Cloud (Byzantine Fault Tolerant Cloud), a 
Byzantine fault tolerance framework for building robust 
systems involuntary-resource cloud environments. BFT Cloud 
guarantees robustness of systems when up to f of totally 3f+1 
resource providers are faulty, including crash faults, arbitrary 
behaviors faults, etc. BFT Cloud is evaluated in a large-scale 
real-world experiment which consists of 257 voluntary-
resource providers located in 26 countries. The experimental 
results shows that BFT Cloud guarantees high reliability of 
systems built on the top of voluntary-resource cloud 
infrastructure and ensures good performance of these systems. 
In [17], the different techniques of fault tolerance are 
presented. The main focus is on types of faults occurring in the 
system, fault detection, and recovery techniques. In [18], the 
existing fault tolerance techniques in cloud computing are 
discussed based on their policies, tools used, and research 
challenges. Cloud virtualized system architecture has been 
proposed. In the proposed system, autonomic fault tolerance 
has been implemented. The experimental results demonstrate 
that the proposed system can deal with various software faults 
for server applications in a cloud virtualized environment. 
Jhawar et al. [19] introduced an innovative, system-level, 
modular perspective on creating and managing fault tolerance 
in Clouds. They proposed a comprehensive high-level 
approach to shading the implementation details of the fault 
tolerance techniques to application developers and users by 
means of a dedicated service layer. In particular, the service 
layer allows the user to specify and apply the desired level of 
fault tolerance, and does not require knowledge about the fault 
tolerance techniques that are available in the envisioned Cloud 
and their implementations. In [20], a fault tolerance model for 
cloud computing is given and the Paper describes a model for 
Fault Tolerance in Cloud computing (FTMC). FTMC model 
tolerates the faults on the basis of reliability of each computing 
node. A Computing node is selected for computation on the 
basis of its reliability and can be removed, if it does not 
perform well for applications. 

To increase the Quality of Service in cloud, it is necessary 
to implement a scheduling algorithm that in addition to 
makespan, considers the reliability of cloud resources during 
resource allocation. Recently in [21], makespan and reliability 
were discussed. A genetic algorithm has been proposed that 
schedules workflow applications in unreliable cloud 
environment and meets user defined QoS constraints. A budget 
constrained time minimization genetic algorithm has been 
proposed which reduces the failure rate and makespan of 
workflow applications. It allocates those resources to workflow 
application which are reliable. So, here with this motivation, 
work is done that reduces makespan with Imperialist 
Competitive algorithm to provide reliable machines for 
implementation of tasks. 

III. BACKGROUND 

A. Problem Description 

Earlier, the Cloud data center was composed of thousands 
of servers and hundreds of switches connecting the servers. 
Each server can host for tens of virtual machines [22]. From 
scheduling algorithms, it is expected to find a plan for each 
task in set T with desired quality of service constraints for 
users. The schedule should be one that reduces the failure rate 
and makespan. 

B. Imperialist Competitive Algorithm 

Imperialist Competitive Algorithm is defined as the 
optimization strategy based on social and political evolution of 
humans. The Main Basics of this algorithm are Assimilation, 
Imperialistic Competitive, and Revolution. For more accurate 
algorithm inspired social and political phenomenon of 
colonialism [23]. The Pseudo code for the algorithm is as 
follows: 

1) Select some random points and initialize the empires. 

2) Move the colonies toward their relevant imperialist 

(Assimilating). 

3) If there is a colony in an empire which has lower cost 

than that of imperialist, exchange the Positions of that 

imperialist and the colony. 

4) Compute the total cost of an empire (Related to the 

power of both imperialist and its colonies). 

5) Pick the weakest colony from the weakest empire and 

give it to the empire that has the most likelihood to possess it 

(Imperialistic Competitive). 

6) Eliminate the powerless empires. 

7) If there is just one empire, stop if not go to 2. 
In step 1, randomly some points are selected and some 

Empires are formed. Then, according to equations (1), (2), and 
considering N.C. in equation (3), for each empire, the same 
number of initial colonial countries are selected, randomly and 
given to n

th
 Empire. 

 Cn=          – cn                                  (1) 

Cn : N
th
 Empire normalized cost 

cn : N
th
 Empire cost 

          : Max cost between Empires 
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∑   
    
   

|                                  (2) 

Pn : N
th
 Empire normalized power 

Nimp : Number of Empires 

N.C (Number of colonies of each Empire) = round (Pn * 
Ncol)                                                                                      (3) 

Ncol :  total number of colonies 

In step 2, Empires with the follow-up policy of assimilation 
efforts are selected to attract their colonies. In line with this 
policy, the colonial country moves the size of x units to the 
Empire and get a new position. X is a random number with 
uniform distribution (or any other suitable distribution). 

In step 3, it is possible that the colony moves to the empire 
get better position than the empire (lower cost). In this case, 
empire and colony exchange and the algorithm continues with 
the empire country in a new position. 

In step 4, according to formula 4, the power of an empire is 
equal to the central government plus a small percentage of the 
power of its colonies. 

T.Cn.= Cost (empiren) + 


 mean {Cost (colonies of empiren)}    (4) 

In equation (4), T.Cn. is the total cost of n
th
 Empire and 


 

is a positive number that is considered usually between zero 

and one, and close to zero. Little consideration of


, makes the 
total cost of an empire, almost equal to the cost of the central 

government (the empire) and also increasing 


 increases the 
effect of the colonies cost of that empire in determining the 
total cost. 

The total cost of empire is obtained by the following 
equation (5): 

 N.T.Cn. =            – T.Cn.          (5) 

In equation (5), T.Cn. is total cost of n
th
 empire and N.T.Cn. 

is total normalized cost of that empire. Each empire with less 
T.Cn., will be more N.T.Cn. In fact, the empire with min cost 
has max power. 

In step 5, there is a competition between empires on taking 
over the weakest colony of the weakest empire. 

By using the total normalized cost, the possibility (power) 
of takeover of Competitive colony by each empire, is 
calculated as in equation (6): 

     
  = |

      

∑       
    
   

|                                     (6) 

With the possibility of taking of the empire, for dividing 
these colonies between empires randomly but with probability 
of related to possibility of taking of empire; vector p is formed 
from the above probability values (equation (7)): 

 
1 2 3
, , ,...,

Nimp
p p p pp p p p 

 
P

                           (7) 

Vector p in equation (7) has a size of 1*Nimp and is made 
from possibility takeover empires values. Then, the random 
vector R, is formed in the same size of vector p. arrays of this 
vector are random numbers with uniform distribution in the 
interval [0, 1]. Then, vector D is made from the following 
equation (8): 

        1 2 3

1 2 3

1 2 3

, , ,...,

, , ,...,

imp

N impimp

N

p p p p N

D D D D

p r p r p r p r

 
 

    
 

D= P - R

=
           (8) 

By using vector D, those colonies where the index in vector 
D is larger than others are given to the empire. In step 6, the 
empire that doesn’t have any colony, is eliminated to be a 
colony. 

IV. PROPOSED METHOD 

This section discusses the proposed approach that uses 
Imperialist Competitive algorithm and cross layer for 
evaluating the reliablity of virtual machines. 

A. Evaluation Reliability Algorithm 

In [20] a method is used to increase fault tolerance and this 
method is applied as cross layer in cloud architecture to 
evaluate the relaiability of virtual machines and then the VM 
with a high reliability is selected. Reliability evaluation 
algorithm is applied on each VM. At first, each VM reliability 
will be set to 1. There is an adjustment factor N that controls 
reliability evaluation. N value is always greater than 0. The 
algorithm gets the RF factor from input. RF is a reliability 
factor that increases or decreases resource reliability. RF value 
depends on user decision. Reliability should be between 0, 1. If 
task implementation by resource is done before defined 
deadline, it is successful and it’s reliability will be increased. 
Otherwise it is a failure and it’s reliability will be reduced. 
Pseudo-code of reliability evaluation algorithm is shown in 
Figure 1. Table I gives a sample of VM reliability evaluation. 

Fig. 1. Pseudo-code of reliability evaluation algorithm 

1 Start  

2 Initialized Reliability: =1, N: =1; 

3 Input RF; 

4 Input processing node status; 

5 If processing node Status =Pass then  

6 Reliability: = Reliability + (Reliability * RF); 

7 If N > 1 then  

8 N: = N-1;  

9 If Reliability > 1 then  

10 Reliability: = 1;  

11 Else if processing node Status = Fail then 

12 Reliability: = Reliability – (Reliability * RF * N); 

13 N: = N+1; 

14 If Reliability < 0 then  

15 Reliability: = 0;  

16 End 
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TABLE I.  SAMPLE OF VM  RELIABILITY  EVALUATION 

B. Imperialist Competitive algorithm 

To achieve the best allocation of resources in cloud, the 
Imperialist Competitive algorithm as follows: 

1) Problem modeling: in this method, n different tasks 

and m virtual machines are considered and also Ti means i
th

 

task and VMj means j
th

 virtual machines. It is done by using 

identification number of each virtual machine and the task. In 

Figure 1, there are 10 tasks and each task has a unique 

identification number from 0 to 5 and there are 3 virtual 

machines each having unique identification number from 0 to 

2. In Imperialist Competitive algorithm, each country 

represents a mapping of tasks to available resources on the 

issue of scheduling tasks. We are looking for the best possible 

sequence of tasks to allocate to resources. In ICA, position of 

each country represents a solution for a problem that shows 

mapping tasks on resources. Figure 2 shows sample of 

mapping tasks to resources by using identification number of 

tasks and virtual machines. 

Fig. 2. Countries as resource allocation 

2) Initial Population: In initial population, countries are 

generated randomly. In this problem, each country is an array 

with 2*Nt length that first row is tasks and second row is 

resources and The task t is selected from set T that has not 

been allocated to any virtual machine. Then a virtual machine 

is selected randomly from set VM. This process continues 

until countries are generated. The number of countries are 

generated in initial population according to the size of initial 

population. Then, number of initial empires and colonies is 

calculated from follow equations (9), (10): 
                      Initial empires = Countries* n                     (9) 

                All Colonies = Countries –Initial empires                (10) 

In equation (10), n is a percentage of total number of 
countries that in the proposed algorithm is considered to be 0.1. 
In this paper, initial population size and number of empires are 
100, 10, respectively. 

3) Evaluation: in this step, best country is found. So, 

fitness value is calculated based on makespan and reliability. 

A country having low makespan and high reliability will have 

low cost value compared to other countries. In the proposed 

method, makespan must be minimized. Makespan and task 

execution time are calculated respectively in equations (11), 

(12). 

                       Makespan M (I) = ∑     
 
                       (11) 

    
= (length of task) / (MIPS of virtual machine)        (12) 

In this method, in addition to reduced makespan, reliability 
also will increase. So, the solution giving a low makespan and 
high reliability will be selected. Reliability is obtained from 
cross layer. 

So, cost function in this model is calculated from the 
following equation (13): 

                  Cost= c1*(1-R) + c2* M                            (13) 

Reliability R (I) = mean (R (VMt1), R (VMt2)… R (VMtn)) (14) 

In the equation (13), M is makespan of countries and R is 
mean reliability of resources in countries obtained from 
equation (14). In equation (14), R (VMt1) is the reliability of 
vm where first task is to be executed, R (VMt2) is the 
reliability of vm where second task is to be executed, and so 
on. R (VMtn) is the reliability of vm where nth task is to be 
executed. c1 and c2 values are coefficients to prioritize the 
order of importance makespan or reliability factors and sum of 
these values must be 1. These values are determined by the  
user. 

4) Initial empires generation: some countries with highest 

power are considered as empire and other countries as 

colonies. For this, countries are ordered as ascending on basis 

of their cost value. So, countries in the beginning of the array 

will have lower cost. Normalized cost and power of empires 

and number of their colonies is obtained from equations (1), 

(2), (3). 

5) Assimilation: In this step, assimilation policy is done. 

In fact, distance of empire and colony is calculated from 

equation (15) and then colony new position is calculated from 

equation (16). 
              d= Imperialist position- Colony position         (15) 

X =round (Colony Position+ α * ß * int (Rnd (2)) * d) (16) 

In equation (16), ß is a number greater than one and close 
to 2. ß is made to colony country during move to empire 
country, close to it from different sides. α is a desired 
parameter which increases increase search around empire and 
decreases to make colonies move close to Vector Empire to 
colony. In this model, α is considered 0.5. 

6) Revolution: Revolution means sudden changes in the 

position of a country that values change with a defined rate 

randomly. In fact, in this step, resources with random number 

are allocated to tasks that will a new country appear. 

Revolution rate in this model is 0.1. Figure 3 shows a sample 

of this change. 

7) Exchange colony and empire:  as explained before, if a 

colony gets lower cost while moving to empire then the 

colony and empire exchange positions. 

8) Empires Competitive and Eliminate Week Empire: 

Total power of empire is obtained from equation (4). To 

takeover colonies of other empires, first according equation 

(5), from total cost of empire, is defined as it’s normalized 

total cost and then, probability of takeover each empire 

(depend on the power of the empire), with considering total 

cost of empire is calculated from equation (6). 

Time VM1 Reliability 

1 Fail 0.95 

2 Fail 0.9 

3 Success 0.945 

4 Success 0.99 

5 Fail 0.94 

Tasks T0 T1 T2 T3 T4 T5 

Virtual Machines VM1 VM2 VM0 VM2 VM0 VM1 
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Fig. 3. Revolution 

9) No need to calculate CDF1, make this mechanism to 

perform faster than roulette wheel in genetic algorithm. This 

step is ended when one of the empires takes over a colony, 

then after a few iteration, weakest empire will be without any 

colonies. In this case that empire will be removed from the 

empire list. 

10) Termination: The algorithm continues until a converge 

11) Condition or reach to total number of iteration 

reached. 
The pseudo code of proposed ICA is given in Figure 4. 

The flowchart of proposed method is given in Figure 5.

                                                           
1 Cumulative distribution function 

 

Fig. 4. The pseudo code of proposed ICA 

 

       
 

Tasks T0 T1 T2 T3 T4 T5 T6 T7 T8 T9 

Virtual Machines VM3 VM0 VM0 VM1 VM2 VM3 VM1 VM3 VM1 VM2 

Tasks T0 T1 T2 T3 T4 T5 T6 T7 T8 T9 
Virtual Machines VM1 VM4 VM0 VM2 VM4 VM3 VM0 VM2 VM1 VM0 

 

1 Initialize Tasks and virtual machines. 

2 While (No. of countries < initial population size) { 

3 Set the status of all tasks in set T to unscheduled to generate new country 

4 While (Set T has unscheduled tasks) { 

5 Select a task t from set T of tasks which has not been allocated to any virtual 
machine. 

6 Select a virtual machine vm randomly from set VM of virtual machines. 

7 Schedule task t on virtual machine vm.} 

8 Store the new generated country in population P.} 

9 Evaluate cost of all countries in population P by calling reliability 
evaluation algorithm. 

10 Sort the countries in ascending order according to their cost value. 

11 Generate initial empires from top list of countries and colonies as other 
countries. 

12 While (total number of iteration < iteration threshold or No. of empire > 1) 
{ 

13 Calculate distance of empire and colony and move colony. 

14 If (Revolution rate > Revolution threshold) then 

15 Apply Revolution. 

16 If (empire cost > colony cost) then 

17 Exchange Empire and colony position. 

18 Calculate total power of empire. 

19 Calculate normalized total power of empire. 

20 Make vector D 

21 Get max index of vector D 

22 Give a colony of weakest empire to highest power empire. 

23 If weakest empire (No. of colonies) <=1 then 

24 Eliminate Week Empire and change to colony.} 

25 Return Best Country with min Cost 
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Fig. 5. The flowchart of proposed method 
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V. PERFORMANCE EVALUATION 

To ensure proper functioning of the proposed method, 
results of the testing should be compared to other methods. 
Until now, different papers are provided in this field that 
often are handed makespan problem. In [21], the makespan 
and reliability are considered by using genetic algorithm. So, 
in this paper proposed algorithm is compared to genetic 
algorithm. CloudSim is used for implementation of the 
algorithm [24]. Table II gives information about simulation. 

TABLE II.  SIMULATION CONDITION 

Value Parameters 

2 Number of Datacenters 

2 Number of Hosts 

1000000 MIPS Rate of Host 

6144 Ram of Host 

2,3 Number of VMs on each Host 

2600,3200 MIPS Rate of VMs 

512 Ram of VM 

Space-Shared Mode of VMs on Host 

5,10 Total Number of VMs 

50-250 Number of Tasks 

1000-2000 Task size (No. of Instructions) 

The experiment is performed on a computer with a dual-
core, 2.4 GHz processor and 2GB of RAM. The test was done 
once on 5 virtual machines and another one on 10 virtual 
machines in an unreliable cloud environment. The scheduling 
algorithm estimates execution time of tasks by using MIPS rate 
of virtual machines. MIPS rates of some virtual machines are 
considered as 2600 and 3200. Instruction numbers of tasks are 
random numbers between 1000 and 2000. Table III and Table 
IV show the parameters in ICA and GA, respectively. 

TABLE III.  ICA PARAMETERS 

Randomly Initial Population Generation 

100 Initial Population Size 

100 Number of Iterations 

 0.1 Revolution Rate  

2 Assimilation Coefficient  

0.5 Assimilation Angle Coefficient  

0.02 zeta  ( ) 

0.05 RF Value 

TABLE IV.  GA PARAMETERS 

Randomly Initial Population Generation 

100 Initial Population Size 

100 Number of Iterations 

swapping Mutation operation  

0.01 Mutation rate 

Single point Crossover operation 

0.5 Crossover rate 

Experiments are done for both algorithms with different 
number of tasks and resources. Table V shows average results 
of the experiment after running the algorithm 20 times for 
parameters such as makespan and reliability. 

 

TABLE V.  COMPARISON OF ALGORITHMS WITH DIFFERENT TASKS AND 

RESOURCES 

 

Fig. 6. comparison of makespan in both algorithm with increasing number of 

tasks and resources 

The values of two results are compared together. The bar 
diagram in fFgure 6 shows makespan on resources in both 
algorithms for 100 tasks with 5 resources and 200 tasks with 10 
resources. As shown, the proposed method reduces makespan 
rather than genetic algorithm by 5 percent in the first 
experiment and 4.4 percent in the second experiment. The ICA 
algorithm has useful operations such as revolution and 
assimilation and help to better search the problem space but in 
genetic algorithm mutation is used to avoid local optimum. 
Hence, ICA can find optimum solution than GA 

 
Fig. 7. compare reliability of both algorithm with increasing number of tasks 

and resources 

Figure 7 shows reliability on resources in both algorithm 
for 100 tasks with 5 resources and 200 tasks with 10 resources. 
As shown, the proposed method increases reliability rather than 
genetic algorithm (in first experiment 5.4 percent and in second 
experiment 6.7 percent). Therefore, 
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according to this Figure and Figure 6, ICA proves to be able to 
better search the problem space rather than GA. In the other 
hands selected cost function here in linear condition has fitting 
to two objects separately. 

For more studies, we use different environment scale. The 
results of makespan of both methods with different tasks and 5 
resources are in accordance with Figure 8. In GA, during the 
initial stage of population, virtual machines with high 
reliability are selected. In this algorithm, makespan is less 
important. In addition, in imperialist competitive using vector 
D is used instead of roulette wheel that is quicker. So as shown 
in Figure 8, the proposed algorithm has lower makespan in 
comparison to GA. 

 

Fig. 8. comparison of makespan 

Reliability evaluation results of VMs are shown in Figure 
9. As shown, in low number of tasks, reliability of both 
algorithms is near to each other but by increasing number of 
tasks, reliability of proposed ICA will be higher than GA. 

 
Fig. 9. comparison of reliability 

VI. CONCLUSION 

In this paper, for resource allocation, makespan and 
reliability were used as a fitness function. In fact, two 
parameters were used in ICA as a cost function. In cross layer, 
initial reliability of all resources is equal to 1 and after they 
implemented tasks, the reliability increased or decreased 
according to successful or failure implementation. Then, by 
using imperialist Competitive algorithm different solutions are 
checked and their cost function is calculated by makespan and 

reliability values. In comparison with other methods, results 
show that the proposed algorithm improves makespan and 
reliability rather than GA. In fact, the proposed method reduces 
makespan rather than genetic algorithm in experiment 100 
tasks and 5 resources 5 percent and in in experiment 200 tasks 
and 10 resources 4.4 percent while is increase reliability in 
experiment 100 tasks and 5 resources 5.4 percent and in 
experiment 200 tasks and 10 resources 6.7 percent. Results 
show that ICA can search problem space better than GA. 
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Abstract—The identification of human beings based on their 

biometric body parts, such as face, fingerprint, gait, iris, and 

voice, plays an important role in electronic applications and has 

become a popular area of research in image processing. It is also 

one of the most successful applications of computer–human 

interaction and understanding. Out of all the abovementioned 

body parts,the face is one of most popular traits because of its 

unique features.In fact, individuals can process a face in a variety 

of ways to classify it by its identity, along with a number of other 

characteristics, such as gender, ethnicity, and age. Specifically, 

recognizing human gender is important because people respond 

differently according to gender. In this paper, we present a 

robust method that uses global geometry-based features to 

classify gender and identify age and human beings from video 

sequences. The features are extracted based on face detection 

using skin color segmentation and the computed geometric 

features of the face ellipse region. These geometric features are 

then used to form the face vector trajectories, which are inputted 

to a time delay neural network and are trained using 

the Broyden–Fletcher–Goldfarb–Shanno (BFGS) function. 

Results show that using the suggested method with our own 

dataset under an unconstrained condition achieves a 100% 

classification rate in the training set for all application, as well as 

91.2% for gender classification, 88% for age identification, and 

83% for human identification in the testing set. In addition, the 

proposed method establishes the real-time system to be used in 

three applications with a simple computation for feature 

extraction. 

Keywords—Biometrics; Face Detection; Geometry-based; 

Gender Classification; Quasi-Newton Algorithms 

I. INTRODUCTION 

Automatic analysis of video data is a very challenging 
problem. To find a particular object in a video stream and 
automatically decide if it belongs to a particular class, one 
should utilize a number of different machine learning 
techniques and algorithms, as well as solve object detection, 
tracking, and recognition tasks [12]. 

Automatic human recognition tasks based on pattern 
recognition and artificial intelligence (AI) use different 
biometric body parts, such as  face, fingerprint, gait, iris, and 
voice. Of all these body parts, the face is one of the most 
popular traits because of its unique features and impression [9]. 
Identity verification using face recognition can be performed 
without the cooperation and knowledge of the person being 
identified. However, recognizing a person becomes difficult 
because of the variations in pose, illumination, occulation, 
expression, and so forth. [9]. Human identification using the 
face is critical because it considers multiple parts of the facial 
structure, and the face of a person changes with the passage of 
time. In fact, individuals can process a face in a variety of ways 

to categorize it by its identity, along with a number of other 
demographic characteristics, such as gender, ethnicity, and age. 
In particular, recognizing human gender is important because 
people respond differently depending to on gender. In sum, a 
successful gender classification approach can boost the 
performance of many other applications, including person 
recognition and smart human–computer interfaces [20]. Face 
detection is critical to the final result in several applications, 
such as face processing (i.e., face, expression, gender 
classification, and gesture recognition), computer–human 
interaction, human crowd surveillance, biometrics, video 
surveillance, AI, and content-based image retrieval. It can be 
viewed as a preprocessing step for obtaining the object region 
[7] [12] [20] [21]. 

Recent research carried out face detection by using a color-
based algorithm [5] [7] [10] [15] [18] [22] [24], where the 
segmentation of skin-colored regions becomes robust only 
when a proper color model is chosen. Several color models 
exist RGB, YCbCr, and HSV color models, and each has a 
specific work field and strength [7]. The RGB color space 
consists of the three additive primaries: red, green, and blue. 
The RGB model simplifies the design of computer graphics 
systems but is not ideal for all applications. The YCbCr color 
space was defined in response to increasing demands for digital 
algorithms in handling video information and has since become 
a widely used model in digital videos. Given that hue, 
saturation, and intensity value are properties used to describe 
color, a corresponding color model, HSV, logically exists. 
When using the HSV color space, knowing what percentage of 
blue or green is required to produce a color is unnecessary; the 
hue is adjusted to get the desired color [7]. 

The rest of this paper is organized: Previous Studies in 
section II, proposed methodology in section III, Experimental 
results  in section IV, finaly conclusion and future work in 
section IV. 

II. PREVIOUS STUDIES 

The present study proposes a short review of the latest 
methods used in gender classification. In facial feature 
extraction, various methods apply to extract the features from 
image or video sequences: geometry-based, template-based, 
color-based segmentation, and appearance-based methods [6] 
[21] [22]. 

The geometry-based method extracts features using 
geometric information, such as the relative positions and sizes 
of the facial components. This method, however, requires the 
classifier to use a large number of features. The techniques 
proposed in [6] extract geometric features, such as left eye 
width, righteye width, nose width, left eye center to mouth left 
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corner, right eye center to mouth right corner, left eye center to 
mouth right corner, and right eye center to mouth left corner, 
mouth left corner to middle of chin, and mouth right corner to 
middle of chin. [17] proposed using geometric features, such as 
the distance between eyebrows to an eye, eyebrow to nose top, 
nose top to mouth, eye to mouth, left eye to right eye, nose 
width, and mouth width, all of which are extracted using the 
Viola–Jones algorithm. [1] [8] [15] applied a combination of 
global and grid features. Global features include inter-ocular 
distance, the distance between the lips to the nose tip, the 
distance between the nose tip to the line joining the two eyes, 
the distance between lips to the line joining the two eyes, 
eccentricity of the face, ratio of dimension, and width of the 
lips. Grid features include skin color, moustache region, lip 
region, eye tail, forehead, eyelid, and nose wing of the face 
image. 

The template-based approach matches facial components to 
previously designed templates using an appropriate energy 
functional. The best match of a template in the facial image 
will yield the minimum energy; this approach can be too 
complex due to the extensive computation involved and is only 
effective when query and model images have the same scale, 
orientation, and illumination properties. Color-segmentation 
makes use of skin color to isolate the face and any non-skin 
color region. In this approach, the quality of the image coupled 
with illumination and hue plays an important role in image 
recognition and rate of classification. For a complicated 
background, [18] based their face detection method on the skin 
color feature. 

The features in the appearance-based method differs from 
the simple facial features, such as eyes and mouth, used in 
other approaches. Any extracted characteristic of the image 
refers to a feature. In methods such as principal component 
analysis (PCA), which was proposed by [5] [14] [19] [21] [24] 
[27], a face image is represented as a two-dimensional N by N 
array of intensity values or a vector of dimension N2. Then 
PCA finds an M-dimensional subspace whose basis vectors 
correspond to the maximum variance direction in the original 
image space. New basis vectors define a subspace of face 
images called face space. All images of known faces are 
projected onto the face space to find sets of weights that 
describe the contribute of each vector. The face can be 
identified through a comparison of a set of weights for the 
unknown face and the sets of weights of known faces. [12] 
applied an adaptive feature generation algorithm trained by 
means of the optimization procedure according to the LDA 
principle. Gabor wavelets were also used to extract the feature 
vector. These approaches are commonly used for facial 
recognition rather than person identification. [3] [24] applied 
Gabor filters at five scales and eight orientations for detecting 
skin regions. In [13],a Fourier–Gabor filter was applied to 
extract features from the face images. A different size, 
orientation, and scale values were adopted. 

Regardless of the above mentioned methods, a variety of 
classification techniques can be used for recognition, such as 
decision trees, neural networks, nearest neighbors classifier 
(NNC), support vector machines (SVMs), Bayesian networks, 
fuzzy logic, and genetic algorithms, among many others. [11] 
trained and tested three classifiers SVM, back propagation NNs 

(BPNNs), and KNN. These classifiers are then optimized 
through the GA; using this approach; they got promising 
results in terms of the classification error rate and the 
minimization of computation time. [6] proposed a variant of 
the decision tree algorithm for gender classification of frontal 
images owing to its distinctive features. Their technique 
showed robustness and relative scale invariance for gender 
classification. [22] got high accuracy by using SVMs for 
gender classification. [3] [21] [26] produced very promising 
recognition rates for three applications face recognition, facial 
expression recognition, and gender classification, and 
reasonable results in all databases with the same set of features 
and (NNC) classifiers. The system also had real-time capability 
and was automatic. [23] used an unsupervised learning 
technique to classify DCT-based feature vectors into groups 
and identify if the subject in the input image was ―present‖ or 
―not present‖ in the image database. After training for 
approximately 850 epochs, the system achieved a recognition 
rate of 81.36% for 10 consecutive trials. The main advantage 
of this technique is its high-speed processing capability and 
low computational requirements in terms of speed and memory 
utilization. In [14], PCA matrixes with different numbers of 
components (40, 50, and 60) were passed to the NN, which 
conducted the framework with a different layer number, 
different learning algorithms, and a different number of 
neurons in each layer, and achieved a high correct 
classification rate of approximately 83.5%. [8] used 
posterioriclass probability and Aartificial Neural Network to 
classify gender and age, respectively. The results achieved 
were 100% for face recognition, 98% for gender classification, 
and 94% for age classification. In [18], the recognition step 
was applied by SVM. A good performance of the gender 
classification test was also achieved on a relatively large-scale 
and low-resolution video database. [17] applied the Artificial 
Neural Network for face, facial expression, and gender 
classification, and produced reasonable results in all databases. 
[12] proposed using SVM and presented the experimental 
results gained on a large image dataset. More than 90% 
accuracy of the viewer's gender recognition was achieved. 

The myth of a successful real-time gender classification 
depends greatly on the right choice of features and 
classification method. In this paper, an algorithm is introduced 
to enhance real-time gender classification. The face region is 
detected using skin color segmentation with HSV color space, 
and the features are extracted using global geometric 
properties. A Time Delay Neural Network (TDNN) algorithm 
is used for classification tasks. The suggested method is 
implemented by using our own datasets. 

III. PROPOSED METHODOLOGY 

The steps of the proposed method can be summarized as 
follows: 

1) Extract video frames. 

2) Delete abnormal images from the start and the end 

manually. 

3) Detect the face region from each frame using skin 

color segmentation. 
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4) Extract features from each image using the geometry-

based approach. 

5) Classify gender using dynamic neural networks. 

A. Face detection 

With our method, a dependable result can be achieved for 
video face segmentation based on skin color. The quality of 
face detection is critical to the final result of the whole system 
as an imprecise determination of face position can lead to 
wrong decisions at the recognition step [12]. 

Each video sample is taken from our own database. The 
segmentation of skin-colored regions becomes robust only by 
choosing proper color model. Numerous applications use the 
HSV color model. Machine vision uses HSV color space to 
identify the color of different objects. Image processing 
applications, such as histogram operations, intensity 
transformations, and convolutions operate only on an intensity 
image. These operations are performed with much ease on an 
image in the HSV color space [2] [7] [12]. We applied skin 
color segmentation with the HSV color model to separate all 
skin color pixels in connecting components that use an 
adaptive Gaussian mixture model (GMM) proposed by [10]. 
The adaptive GMM can adapt the model parameters to cope 
with changing imaging conditions, such as lighting and noise. 
The segmentation method detected the ellipse that represents 
the skin region, both original and skin image, as shown 
respectively in Figure. 1(a) and (b). 

    

Fig. 1. (a) Initial Image (b) Extracted Region 

B. Feature Extraction 

Geometric-based features are extracted using ellipse 
mathematical definition and properties [28]. Global features are 
calculated for a video sequence frame from the ellipse for the 
face region, horizontal center (Xo), and vertical center (Y0) of 
the detected face, where a and b are the semi-major and semi-
minor axes (half of the major and minor axes of the ellipse) 
respectively. The area enclosed by an ellipse area is shown as 
Equation (4). The two foci (the term ―focal points‖ are also 
used) of an ellipse are two special points F1 and F2 on the 
ellipse's major axis and are equidistant from the center point. 
The sum of the distances from any point P on the ellipse to 
those two foci is constant and equal to the major axis (PF1 + 
PF2 = 2a), denoted as eccentricity as in Equation (3). The 
eccentricity of an ellipse, usually denoted by ε or e, is the ratio 
of the distance between the two foci to the length of the major 
axis or e = 2f/2a = f/a. The ratio of dimension and four-
quadrant inverse tangent (arctangent) of the real parts of the 
semi-major axis (a) and semi-minor axis (b) are calculated 
using Equation (2). Figure 2 shows the geometry of the face 
region. The distance from the center C to either focus is f = ae, 

which can be expressed in terms of the major and minor radii 
as shown in Equation (1): 

  √       (1) 
          (   )   (2) 

The eccentricity of the ellipse (commonly denoted as 
either e or ɛ) is 

    √
     

  
   ⁄        (3) 

The area enclosed by an ellipse is 

         (4) 

 
Fig. 2. Geometry of the Face Region 

The features used to track the difference between each face 
region for given adjacent frames in the sequences and the 
resulting spatio-temporal vectors input in the classification 
step. 

C. Classification Method 

Finally, a TDNN is used for gender classification. The 
TDNN is a well-known classifier that is very successful in 
classifying spatio-temporal patterns as described in details in 
my previous research [16] and is thus used in this research. The 
architectural characteristics of the TDNN have an additional 
feature, known as a tapped delay line in its input neuron [12]. 
In the present research, the delays are: in the input layer, d1 = 
0:3; in two hidden layers, d2 = 0:3 and d3 = 0:5; and in the 
output layer, d4 = 0:5. Training and testing require a sufficient 
number of video databases. There are many commonly used 
databases for the tasks of human face recognition such as 
Multi-PIE database, the FERET database, and SCface, but they 
donot contain a sufficient number of videos of different 
individuals and are inadequate for our applications. We 
collected our own database. Table1 describes the frame 
parameters. 

TABLE I.  PARAMETERS OF THE PROPOSED TRAINING AND TESTING 

IMAGE DATABASE 

Parameter  Value 

Number of males 5 

Minimum image resolution  243×360 

Total number of images  2255 

Number of females 5 

Color space format  RGB 

People’s age  8–60 years old 

Lighting conditions, 

background, and facial 
No restrictions 

p 
b c 

a 

https://en.wikipedia.org/wiki/Eccentricity_(mathematics)
https://en.wikipedia.org/wiki/Area
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expression  

This dataset was split into two independent video sets: 
training and testing. The training set was used for feature 
generation and TDNN classifier construction. A performance 
evaluation of the trained classifier was approved with the use 
of the testing set. 

Various batch training algorithms can train a network. 
Three types of training algorithms have eight training functions 
gradient descent algorithms (traingd, traingdm, trainrp), 
conjugate gradient algorithms (trainscg, traincgf, traincgp), and 
quasi-Newton algorithms (trainbfg, trainlm) according the 
explanation in[25]. dependent on the performance results, we 
used quasi-Newton algorithms (trainbfg). Determining an 
appropriate NN architecture depends greatly on the experience 
of the person controlling the experiment [16]. The feature 
vector for gender recognition by the network has to be encoded 
and placed in the input nodes of the network. These input 
values must be scaled so they are in the same range which can 
help save time and get high performance of the training 
methods [16]. 

IV. EXPERIMENTAL RESULTS 

To evaluate the performance of the gender classification 
algorithm, we prepared our own video sample for the subject. 
Figure 3shows sample face sequences from the dataset. TDNN 
with conjugate gradient algorithms, BFGS quasi-Newton 
backpropagation (trainbfg) training function in our 
experiments, The figure also showsshows the performance 
result of the human identification and gender and age 
classification system. 

 

Fig. 3. FaceSequencesfrom the Dataset 

All videos in the experiments have a range of100–240 

frames. We collected 10 video samples from each person and 
used MATLAB 10to implement the development process of 
gender classification. For each frame, global geometric features 
from the face segment part were extracted to form the face 
vector trajectories. These trajectories include vertical center, 
horizontal center, semi-major axis, semi-minor axis, and four-

quadrant inverse tangent (arctangent) of the real parts of 
Y and X for each image sequence. 

The frames that did not display a face part from the samples 
were eliminated. The feature vector of all frames form an input 
vector that trains the TDNN, which takes70% of the samples 
for training and 30% for testing of all persons. During this 
research, the TDNN architecture was applied as shown in 
Figure. 4. Based on previous research [16], the sigma mode 
function ―tansig‖ is used in the input and hidden layers, 
whereas the linear transfer function pure linear ―purelin‖ is 
used in the output layer. We created 4 layers of TDNN with 5 
input neurons and 20 hidden neurons, with the delay of 0–3 for 
the first two layers and 0–5 for another layer. 

 

Fig. 4. TDNN Architecture 

The performance results with 200 epochs of gender 
classification, human identification and age classification are 
shown in Figure.5a, b, and c, respectively. 

 
 

(a)                                (b)                            (c) 

Fig. 5. Mean Squared Error of (a) Gender Classification, (b) Human 

Identification,and(c) Age Classification 

TABLE II.  CLASSIFICATION RATE USING 70% FOR TRAINING AND 30% 

FOR TESTING 

Table2 lists the experiments results based on classification 
rate and application purposes. The conjugate gradient 
algorithms (trainbfg) achieved promising results in training the 
TDNN [16]. The results were sorted based on the time 
consumed and the classification rate, where the highest 
classification rates in  testing sets are in gender classification, 

Application Type Training Set 

Classification Rate 

Testing Set classification 

Rate 

Gender 

classification  

100% 

91.2 

Age classification  88.0 

Human 

identification 

83.0 
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age classification, and human identification. This result implies 
that gender, age, and human beings can be classified with 
promising recognition rate by using global geometric features 
from video. The developed method based on global geometric 
facial features achieves a high classification rate of 100% in the 
training set for all application , as well as 91.2% for gender 
classification, 88% for age classification, and 83% for human 
identification in the testing set. The proposed method also 
establishes the real-time system to be used in three applications 
with a simple computation for feature extraction. During the 
experiment, we attempted to train 30 frames from each sample 
and achieved the same result from all frame trainings. The 
results show that the suggested methods with all frames and 
with a sample sequence of frames outperform state-of-the-art 
methods. 

V. CONCLUSION AND FUTURE WORK 

A real-time classification system using TDNN is described 
according to BFGS training algorithms and used for gender and 
age classification and human identification. The developed 
system implies that we can classify gender, age, and human 
being with promising recognition rate by using global 
geometric features from video. The developed method based 
on global geometric facial features achieves a high 
classification rate of 100% in the training set for all 
application, as well as 91.2% for gender classification, 88% for 
age classification, and 83% for human identification in the 
testing set. Future work will be devoted to implementing and 
examining the other features extracted from face parts by 
various techniques with real-time application. 
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Abstract—Fingerprint recognition is widely used in security 

systems to recognize humans. In both industry and scientific 

literature, many fingerprint identification systems were 

developed using different techniques and approaches. Although 

the number of conducted research works in this field, developed 

systems suffer for some limitations partially those related the real 

time computation and fingerprint recognition. Accordingly, this 

paper proposes a reliable algorithm for fingerprint recognition 

based on the extraction and matching of Minutiae. In this paper, 

we present also an accelerated architecture based on GPU and 

multi-processor design in which the suggested fingerprint 

recognition algorithm is implemented. 

Keywords—Minutia; Fingerprint; Architecture design; 

recognition; Gabor filter; MPSOC 

I. INTRODUCTION 

Individual identification presents a challenge for the 
modern society. In this context, biometric recognition presents 
the most popular method for identification. Particularly, 
fingerprint technique is the most used in industries for many 
reasons: cheap, secure and easy to deploy.  Fingerprints are 
rich in details and contain a different form based on ridges. 
These forms define many characteristics point named 
―Minutia‖. Each individual has unique repartition of Minutia 
which is different than others. Consequently, fingerprint is 
always used in many systems as the identifier of humans. 
Minutia is defined as a local ridge characteristic. Fingerprint 
contains various types of Minutia, but usually two types of 
Minutiae are used: Termination and Bifurcation. Termination 
is defined as the end point of a ridge. Bifurcation is defined as 
the point where a ridge merges or splits into branch ridges [1]. 

A. Fingerprint recognition process 

In the scientific literature, the process of fingerprint 
recognition is always divided to different phases including: the 
pre-processing, the extraction of the Minutiae and the 
matching (see Fig. 1). 

The objective of the first phase, the pre-processing, is 
applied on gray-scale images essentially to improve and divide 
fingerprints ridges from the background texture. The first step 
is to apply a filter algorithm. This step is important to 
ameliorate the quality of the image and to decrease noise [2]. 
Then the binarization step transforms the image into binary 
and lets the separation between ridges and background easier. 
The last step in the pre-processing step is the skeletonization 
which is based on thinning algorithms. The aim of this step is 
to thin ridges to only 1 pixel wide. This preserves the essential 

information (Minutiae) with low size of storage. Also thinning 
algorithms reduces the data that represents Minutiae and make 
the treatment more effective and faster. In the scientific 
literature, there are many iterative methods for thinning 
including sequential [49] or parallel [3]. In this step, the most 
used window size is a 3X3 pixel. In this case the central black 
pixel has 8 neighbours that can be considered [3]. 

 

Fig. 1. Fingerprint recognition phases 

The second phase is the extraction of the Minutiae. Many 
extraction methods were developed including those based on 
the nearest neighbour pixels around the central pixel [4]. 
Another method of extraction Minutia is presented in [5] 
which search the characteristics point Minutiae using thinned 
ridges. Other algorithms were based on classifier techniques 
[20]. [6, 7] tried to detect Minutiae using the ridge line 
without apply the thinning algorithms. In these works, 
different rules and ad-hoc methods are used to handle 
problems met on extraction. The extraction method proposed 
in [8] is based on Data-driven Error Correcting Output Coding 
(DECOC) classifier. This method presents a many advantages 
with other methods used. However, the outputs results depend 
not only on selected extraction algorithm but also on the pre-
processing phase essentially binarization and skeletonization. 

Matching phase aims to carry out fingerprint verification 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

338 | P a g e  

www.ijacsa.thesai.org 

and their generalization to find the factor of similarity between 
the input image and the corresponding database. This phase 
still suffers from the increasing of the time consumption, 
especially when the number of saved fingerprint is huge [42]. 
Although the number of the conducted research in the field of 
Minutiae matching for acceleration [48], many proposed 
architectures are not suitable for large database to maintain 
precision and the real time decision. 

B. Problem statement 

As mentioned bellow, the pre-processing and the 
extraction Minutiae are an important phases to improve not 
only the quality of the image but also the recognition result. 
Accordingly, many research works were conducted to develop 
techniques and algorithms. Unfortunately, in spite of the 
number of research works in this field, there is still a lack for 
systems allowing the real-time fingerprint recognition. In [50] 
[51], the authors propose matching algorithm based on 
fingerprint database. But these algorithms let essentially 
sharing data with database and not suitable for real time 
identification for large database. 

In this context, the objective of this work is the 
development of a new accelerated architecture based on GPU 
and multi-processor design based on a new algorithm for 
fingerprint recognition based on the extraction and matching 
of Minutiae. 

The remainder of this paper is organized as follows: 
Section 2 introduces the developed pre-processing algorithm. 
Section 3 presents the proposed Minutiae extraction based on 
DECOC classifier. Section 4 describes the Minutiae matching 
phase and presents the adopted method. Section 5 presents the 
implementation of the suggested system and the obtained 
results. The paper is concluded by a conclusion and suggests 
some future works. 

II. PRE-PROCESSING PHASE 

During fingerprint recognition, the image pre-processing 
represents an essential phase. The collected images from 
fingerprint sensor are challenged by the quality of 
fingerprinted person due to many conditions as skin condition, 
collection conditions, and the environment. 

This phase can be divided into four steps: Normalisation, 
Filtering, binarization and skeletonization. 

A. Normalization step: 

Normalization step can be defined as a method to reduce 
the diversification degree of the grayscale image captured by 
the sensor. As known, the fingerprinted is composed by ridges 
and valleys that form the structure of texture information. The 
aim of the normalization step is to facilitate the pattern capture 
and the fingerprint frequency. But this step still suffers from 
confusing between ridges and valleys [24]. 

The normalized step is based on equation (1). 

 (   )  {
            | (   )   |         (   )   

            | (   )   |         
 

(1) 

B. Filtering step: Gabor 

Filtering step is based on Gabor filter [13], [14], [21]. This 
filter can represent the local frequencies as mentioned in 
equation (2). It has both orientations: spatial domain and 
frequency domain. Developer can separate fingerprints from 
the background using Gabor filter algorithm based only on 
spatial domain. Indeed, the related works use only spatial 
domain because the Gabor filter take much time. 

In this paper, spatial and frequency domain is used ensure 
the best filtering results [9]. This choice is adopted due to the 
proposed architecture that is based on GPU accelerator. 

Gabor filter has the following equation: 
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where 

f : frequency of the sinusoidal of the plane wave 

φ : orientation 

δx,δy:  space constants of the Gaussian envelope along x 
and y axes, respectively. 

C. Binarization 

Binarization step convert image from grayscale image to 
binary image. The most used method of binarization [15] is 
based on global threshold that consists in calculating a unique 
threshold for the total image.  

The disadvantage of this method is shown when the 
fingerprint has different quality. In this case, binarization 
algorithm based on global threshold will eliminate many parts 
of the finger image (Figure 2.a). 

This paper proposes a binarization method based on local 
threshold (Figure 2.b). This method is described as follows: 

1) Divide the fingerprinted image into masks of 10 x 10 

pixels. 

2) Calculate the threshold of every mask. The last is 

determined using the equation (3). 

pixels ofnumber   theis C*L

 image  theis j)B(i, Where

*

),(
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       (3) 
This method shows good results especially when 

fingerprints and background will be separated. This method is 
more adopted in the field of fingerprints because the partition 
of the pixel intensity is not homogeneous. 
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a. Global threshold b. Local threshold
 

Fig. 2. Binarization methods 

D. Skeletonization

Skeletonization method is defined as a thinning algorithm 
that can be transforming the thickness of ridges into a single 
pixel [24]. 

The method used for skeletonization [16] is based on 
scanning the image by 3 x 3 blocks neighbourhood [17]. 
When this method is applied for the total of the image, the 
process costs too much time. 

At first, this paper proposes a modified thinning algorithm 
like [17] to reduce the execution time of skeletonization step. 
For this reason, we consider that the process of thinning is 

applied only when the 3 x 3 bloc contains more than two black 
pixels. An experimental result shows that the call of thinning 
function is reduced on third. Figure 3.a shows the results of 
skeletonization process. 

As observed by figure 3.a, the zigzag ridge presents the 
major problem of skeletonization. It can influence the 
detection of the Minutiae because the changing of one pixel 
can modify the kind of Minutiae. 

As a second contribution in skeletonization, smoothing 
filter is applied to decrease the zigzag effect, see figure 3.b. 

                       
(a) Thinning method without smoothing filter (b) Absence of zigzag ridge 

Fig. 3. Skeletonization method without (a) / with (b) Smoothing filter 
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III. MINUTIAE EXTRACTION PHASE 

Minutia extraction presents the second phase. This phase 
aims to find a particular point or feature in fingerprinted image 
named as Minutia. The last can be defined as the intersection 
of ridges or the ending of ridges. Minutia can be classified as 
two parts: (1) Bifurcation Minutia (intersection of two ridges) 
(2) Termination Minutia (ending ridges). 

A. Discussion 

Minutia extraction is based essentially on classification 
stage that aims to detect features [25]. There are many related 
work that propose algorithm to identify the Minutiae 
grayscale. In [26], Minutia is determined using a mask sized 3 
x 3 bloc. A Minutia is identified if the pixel has one or more 
than two neighbors. But when the quality of fingerprinted 
image is poor is extremely unreliable. There many work that 
lets Minutia extraction by using different classifier as SVM 
[36], Bayes [37], Neuron, Fuzzy, etc. Table 1 resumes the 
most important contributions. 

TABLE I.  COMPARISON BETWEEN DIFFERENT METHODS FOR MINUTIAE 

EXTRACTION 

 FAR FRR 

HAO GUO method [32] 4.18% 9.93% 
OMER SAEED method [33] 1,12% Not indicated 

Ying HAO method [34] 1% 2.5% 

Jiong Zang method [35] 0.04% 1.31% 
Ching-Tang and al. method [36] 0.5% 0% 

Mossaad and al. method [27] 0% 0.02% 

In this paper, the DECOC classifier is used for Minutia 
extraction based on comparison in [27]. This classifier is 
adopted in many fields such as manuscript recognition. For 
this reason it is applied for fingerprint recognition.  In the next 
section, a brief definition for the adopted method is presented. 

B. Error Correcting Output Coding (ECOC) 

In this section, Error correcting output code algorithm will 
be described. The DECOC classifier is based on ECOC 
classifier. The last have been used in different fields as 
network communication and information theory. The main 
purpose of the use is the reliability of transmitting binary 
signals and the integrity information. The idea is to add the 
superfluous parity bits to an information word. The novel 
word result is named code word. The code word presents a 
binary code string. Then, the ECOC algorithm calculates the 
distances between two code words using Hamming distance, 
as shown in equation (4). The last is determined by the count 
of the different bits in the two patterns. 

Hamming distance: 

  J , … 1, = j w(x)),,H(w arg =y jmin(j)    (4) 
where wj is the ideal code word assigned to group j. 

H (wj, w(x)) presents the main function that computes the 
Hamming distance between wj and w(x). 

Data-driven presents an extending version of ECOC. The 
aim is to provide new solutions to the problem of multi-class. 
In this fact, DECOC compared with ECOC will be applied to 
two multi-class pattern recognition problems [8]. 

C. Methodology: Data-driven ECOC 

Data-driven ECOC (DECOC) chooses the code words 
utilizing specific information from the training data. For a K-
class problem as pair wise coupling, a decomposed algorithm 
is proposed. Also a K*(K-1)/2 base learners are always 
needed. 

This measure determines the learner that will be included 
in the ensemble. This measure is called confidence score. 
DECOC classifier is based essentially on two parameters: 
Separability criteria and confidence score [8]. 
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As mentioned before, the use of DECOC classifier is to 
make decision about the kind of pixels blocks. This classifier 
can be defined into two parts as follow: 

 
Code 1: Inter-class distance and separablity criteria functions 

 Part 1: Find the best base learners based on higher 
confidence score. At first, the interclass distance and 
separability criteria are calculated as mentioned in code 
(1). Then, the confidence score is calculated and applied 
to the sort algorithm as shown in code (2). The adopted 
base learner corresponds to the top of confidence score. 

/***** Calculate inter-class distance *****/ 

int *Inter_class_distance(int TD[x][y]) 

{ 

 for (i=vli;i<vli+5;i++) 

  for (j=vci;i<vci+5;i++) 

  

 *Dist=Hamming(TD[i][j],TD[i+5][j]); 

 return Dist; 

} 

/***** Calculate separability criteria *****/ 

int * Separability_criteria(int *Dist) 

{ 

 for (i=1;i<len;i++) 

  sum[i]+=Dist[i]; 

 for (i=1;i<len;i++) 

  if (condition 1) 

  SC[G1][i]=Separability_Factor * sum[i]; 

  if (condition 2) 

  SC[G2][i]=Separability_Factor * sum[i]; 

  if (condition 3) 

  SC[G3][i]=Separability_Factor * sum[i]; 

return SC; 

} 
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Code 2: Confidence score and sort functions 

 Part 2: The decision is based in the lower hamming 
distance. We calculate the Hamming distance between 
the training data and the testing sample as defined in 
code (3). 

 
Code 3: Hamming distance function 

In our case, the training data can be presented into three 
different pattern classes: (1) termination, (2) bifurcation and 
(3) non-Minutiae. 

     

     

     

     

     
 

     

     

     

     

     
 

     

     

     

     

     
 

(a)Termination patterns 

     

     

     

     

     
 

     

     

     

     

     
 

     

     

     

     

     
 

(b)Bifurcation patterns 

Fig. 4. Sample of different patterns 

The used size mask for image is the 5 × 5 pixels; it 
represents more information than the 3 × 3 mask and sufficient 
information than the 7×7 pixel mask. It is necessary that the 
size of the mask be an odd number to ensure the presence of 
central pixel. 

To Apply the DECOC classifier, we have created 136 
different patterns for two classes. 32 constructed patterns for 
termination class, 104 patterns for bifurcation class. Each 

pattern sizes 5 × 5 pixel.  The third class, non-Minutia, is 
detected when an input pattern is not considered as 
termination class or as bifurcation class. Figure 4 presents 
some constructed patterns for the class Termination (a) and for 
the class Bifurcation (b). 

IV. THE MINUTIAE MATCHING PHASE 

Matching phase can be presented as a mechanism that is 
responsible to make decision based on likeliness parameter 
between two fingerprints. There are different methods in 
literature that lets Minutiae matching based on types of 
features [29][30][31] or on correlations of image [28]. 

The Minutiae matching phase aims (1) to make a reliable 
decision and (2) to ensure the real time response. 

The first is faced with the problems of variations as the 
displacement of fingers, the rotation of fingers, the nonlinear 
distortion, the pressure of fingers when touch the sensor, the 
skin condition and feature extraction errors, etc [1], present a 
major problem. 

Minutiae matching are classified in two families [28]: 

 Global Minutiae matching; it aims to align Minutiae 
between two compared fingerprinted based on two 
directions and the angle. Works based on global 
Minutiae still suffer from on-precision and false 
identification [28]. 

 Local Minutiae matching; it aims to compare two 
fingerprints according to the relationships between 
proximity Minutiae. Works based on local Minutiae 
matching is more adopted than global Minutiae 
matching [28]. 

In the literature, there mainly three proposed method for 
matching phase. The first represents the classical matching 
algorithm [53]. In this case each Minutia is identified by its 
neighborhood Minutiae and the comparison is made by pairs. 
When a two pairs is detected as similar, the rest of comparison 
is made by coordinates and angles. 

The second Minutiae matching algorithm [54] considers 
the topology of Minutia given by fixed radius and the 
comparison is ensured by the similarity of local topology. 

The third Minutiae matching algorithm [55] gather the 
methods in [53] and [54]. Each Minutia is described using its 
position and the relative position of neighboring Minutiae. 

To sum up, the last method is more precise but its time 
consumption is important. 

This paper proposes a modified algorithm based in [55]. 
The proposed matching algorithm uses the location 
coordinates to extract new information/ relationship between 
Minutiae without be tied with fixed reference, as shown in 
figure 5. In our case, Minutia is presented by equation (7). 

  (     )   (7) 
Where (x,y) is the coordinate of Minutia 

 ɵ is the orientation angles 

/***** Calculate confidence score *****/ 

int *confidence_score(int *SC) 

{ 

 for (i=1;i<len;i++) 

  CS[i]= SC[G1][i]/(SC[G2][i]+SC[G3][i]); 

return CS; 

} 

/***** Sort confidence score *****/ 

int *sort_CS (int *CS) 

{  

 CS_Max=CS[sort(CS)]; 

 Pos_xy=*Pos(CS_Max); 

return Pos_xy; 

} 

/***** Calculate Hamming Distance *****/ 

int *Hamming_distance(int *TD, int * TS) 

{ 

for (i=vli;i<vli+5;i++) 

 for (j=vci;i<vci+5;i++) 

  Dist_TD_TS[i]= 

Hamming(TD[i][j],TS[i][j]); 

return Dist_TD_TS; 

} 
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    Termination Minutia                  Bifurcation Minutia 

       Distance between two Minutiae 

Fig. 5. The matching method 

The matching method is based on three parameters: 

 The Normalized Euclidean Distance between every two 
Minutiae is calculated according to equation  
(8), 

2

12

2

12)2,1( )()(tan yyxxceDis MM   (8) 

where M1 and M2 two Minutia and (x,y) presents the 
coordinate of each point. 

 Direction between two successive Minutiae, see figure 
6, using equation (9), (10), 
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  = |arctan(direction1)| + |arctan(direction2)|  (10) 

 
Fig. 6. Anlge between three Minutiae 

 Types of successive Minutiae as mentioned in equation 
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At conclusion, every fingerprint is associated with a 
unique signature that is composed by distance, type and 
direction between two Minutiae, see equation (12). 

   (                        ) (12) 

The matching algorithm process as follow: 

1) Compare between Input Distance and the all stored 

distance in database. If the distance is lower than ε=0.01, we 

proceed to next step. 

2) Compare between Input Type and the adequate stored 

type in database.  If the comparison is equal we proceed to 

next step. 

3) Compare between Input direction and the adequate 

stored direction in database. If the direction is lower than 

ε=0.05 the Minutia is accepted and it be considered a true 

Minutia. 
The second aims of the Minutia matching phase in this 

paper, as mentioned above, is to ensure the real time 
execution. Many system based on identification is challenged 
by the real time decision and there are many related works in 
the literature that deals about it [42], [43], [44]. The real time 
execution is ensured by the identification for distributed 
database or by the time of identification. 

In [50], the authors propose Minutiae matching phase 
based on client-server system when the fingerprint database is 
presented in many servers. But this kind of system doesn't 
support the parallel execution. That's why client-server system 
is not suitable for very large database. 

In [51] and [52], the authors propose Minutiae matching 
phase based on agent-based systems. In fact this kind of 
system is adopted for the heterogeneous hardware 
architecture. The objective is to ensure load balancing 
between shared machines. Unfortunately, as mentioned in 
[51], the execution time is still important to guarantee the real 
time decision for large database. 

The cited research works goals to provide identification for 
distributed databases, but this paper focuses to decrease the 
time of identification for large database. The state of arts is 
introduced in the next section. 

This paper proposes, in the next section, an architecture 
based on GPU and multi-processor design for fingerprint 
recognition to accelerate the identification time. 

V. EXPERIMENT RESULTS 

The implementation of fingerprint recognition represents a 
challenge especially for system that contains a huge number of 
fingerprints saved in database. Nowadays, the progress in term 
of technology became an advantage for recognition system to 
accelerate the consuming time. Fingerprint recognition 
involves many multiplications, evolution, rotation, and 
floating-point operations, which greatly slow the processing 
speed [24]. The implementation of fingerprint recognition 
system using hardware accelerator is widely used in literature 
[22] [23]. These implementations are much linked with the 
speed of the used processor and the time execution of the 
whole system is limited. In the next section, a brief resume for 
different hardware architectures is described. 

 Hardware board; there are many work that implement 
the whole recognition algorithm into board based on 
microcontroller as [38]. But this solution suffers from 
the increasing of execution time above all when the 
database exceeds about one thousand. 
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 Embedded systems; this solution is adopted for 
intelligent sensors [39]. In this case the sensor encloses 
the whole architecture to make decision about 
recognition. Embedded systems are used for a limited 
number of users. 

 Hardware acceleration fingerprint; this solution is 
performed to speed up filtering and matching step by 
using: FPGA-based [40], GPU-based [41] [43], parallel 
architecture [42]. 

In this paper, we propose to combine into hardware 
accelerator and multi-processor architecture. The next section 
presents the multi-processor architecture. 

A. Multi-Processor architecture 

The image of fingerprint is received by sensor with size of 
200x300 pixels and divided into mask sized by 10x10 pixels. 
The proposed design is composed by SRAM memory, control 
unit, 4 processors elements (cores) and 4 hardware 
accelerators based on Gabor filter, see figure 7. The proposed 
architecture belongs to SIMD/MPSOC field [44]. The control 
unit represents an essential component in design. The last aims 
to handle all processes: 

 Arbitrating the access processors units to/from memory; 

 Handling and commanding  all the processor unit; 

At first, the image is captured with the fingerprint sensor 
and saved into principal memory. The proposed algorithm for 
fingerprint recognition is divided into software modules 
(skeletonization and Minutiae extraction) and hardware 
components (Filtering, Binarization and Matching), see the 
next section. In this case, the skeletonization and the 
extraction Minutiae code are saved, also, into principal 
memory. The control unit assigns the right process for 
processors elements. The proposed MPSOC architecture is 
composed by Microblaze soft-core processors interfaced with 
shared memory using the AXI4 bus [45]. All processors 
elements, on-chip memories, and the AXI4 bus are clocked at 
100 MHz. Off-chip memory is clocked at 200 MHz and the 
AXI-lite bus is clocked at 50 MHz. 

B. HW/SW implementation 

This section presents the implementation of the 
recognition algorithm using Co-design approach. The aim of 
this section is to describe a hardware accelerator based on 
Gabor filter. 

Step 1: Partitioning 

Partitioning phase is based on execution time of different 
module of fingerprint recognition as shown in figure 8. The 
rule of partition suppose that the module where spend more 
time will be considered as hardware component and the 
module where spend less time will be considered as software 
parts [18]. Then, we find the result shown in figure 8 based on 
the native execution of the fingerprint recognition on a 6 Giga 
Byte memory, 2.2 GHz frequency of the processor Intel Core 
i3 with Windows 7 as operating system. We notice that the 
time execution of the Minutia extraction module is the 
minimum and we can divide our architecture into: 

 Hardware components: Binarization, Filter and 
Matching. 

 Software applications: Minutia extraction and 
Skeletonization. 

Step 2: Gabor filter design 

Gabor filter can be divided into three essential parts: 
Control Unit (CU), Arithmetic Unit (AU) and Memory [11]. 
The proposed architecture is based on ‗CONV‘ signal that 
precede the convolution operation of the filter. When the 
‗CONV‘ signal is selected, the convolution process starts. 
When it is not selected, the filter proceeds in reception phase. 
In this phase the filter receives data that is corresponding on 
image input from DATAIN. The storage will be in the 
memory, see figure 9. 

Simulation shows that the step of filtering consumes more 
time in execution than other steps. The idea is to implement a 
digital Gabor filter as a hardware accelerator. The contribution 
is to describe the Gabor phase that was never exploited [9] in 
the literature. There are three essential parameters that must be 
considered under design: (1) accelerate the speed of execution 
(2) minimize the Silicium area and (3) decrease the power 
consumption. Firstly, when the convolution signal is not 
selected the input data receives pixels and stores them in the 
memory [11]. When the convolution signal is selected the 
convolution process starts and follows steps mention in figure 
10. The output image that is filtered is given after nine 
convolution operation. 

Figure 11 presents the overview of the top level filter. 
Gabor filter is composed by six inputs and one output. Data IN 
receives initial data before filtering. During the writing phase 
in memory, P-X and P-Y will be stored in specific location. 
CLK input generates signal every 40ns period. RST input 
resets the execution of the filter. Arithmetic Unit presents the 
core of the digital Gabor filter, see figure 11. This unit store 
the coefficient of Gabor [4]. AU is composed by necessary 2 
parts: the ROM and the MAC. 

 The main advantage of the ROM as a memory is to 
save the coefficient. 

 The MAC is the association of nine multipliers and 
eight adders. The multipliers are designed in parallel to 
accelerate the convolution process. The adders are 
designed in sequence to make the sum of the nine 
multipliers. 

The ‗CONV‘ signal ensures that the convolution process 
has made without any mismatch and with the correct data. The 
‗CLK‘ signal and the ‗CONV‘ signal are connected to the 
memory and the MAC. When the CU receives ‗READY‘ and 
‗SET‘, the convolution process finishes. The CU sends an 
activation signal to the ‗CONV‘ to activate the convolution 
process. The convolution function takes 9 complete processes. 
Before the multiplier operation, the ‗CON‘ signal data will be 
stored in a buffer. The idea is to be sure that the data sent from 
the memory to the convolution process is correct. The design is 
based on pipeline architecture. The duration of execution 
contains 222 clock cycles with a time period of 40ns. 
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Fig. 10. Process Steps 

Fig. 11. Arithmetic unit 

The control logic unit function presents the main controller 
in the filter. His role is to attribute process for other blocks. It 
plays also the role of middle between memory and AU. 

The CU generates the address location if the 'START' 
signal is selected. The CU is composed by two blocks: counter 
for the coefficient and the counter decoder. The CU is 
composed by two blocks: counter for the coefficient and 
counter for the decoder. 

The design of the counter gives the relationship between 
the coefficient and memory address. 

The main role of the memory is to save data image in 
specific location. The address for X-direction is complete 
from two parts: CU or DATAIN. 

C. Results and discussion 

In this section, the results obtained from experiments are 
presented. Discussion section can be divided into two parts: 

GPU (Gabor filter, binarization and matching) experiments, 
multi-processor design experiments. 

GPU (Gabor filter, binarization and matching) 
experiments; 

The outputs results for the top level filter are the real 
convoluted data and the expected result. The difference 
between outputs results represents the error of convolution 
function. This error is only about 0.001%. The proposed 
design of Gabor filter based on amplitude and phase both 
shows a good performance. In addition, the execution time is 
speedy, it takes 222 cycles only to obtain filtered image. In 
term of silicium surface, experiments show also that the 
number of slices has been decreased from 5759 to 1625. This 
result is performed because in our proposed design we have 
reduce the number of multipliers and adders compare of the 
traditional architecture of Gabor filter. Our proposed design 
makes different optimization in memory functionality and the 
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controller unit. 

Multi-processor design experiments; 

DB14 represents a database that contains 10.000 
fingerprints as templates. By a single identification, the 
recognition process computes 100 identifications using 100 
different and randomly selected fingerprints from each 
database as the input [43]. The next table presents the results 
using the proposed algorithm and design comparing with 
others works. It is necessary to mention that all compared 

works use the same database and the same conditions [43]. 

In table 2, the proposed design ensures the best execution 
time for fingerprint recognition. Our proposition shows that 
the speed-up factors range is about 44.63 times in comparison 
with CPU execution in [43]. The result shows also that the 
speed-up factors range is about 2.84 times in comparison with 
GPU execution in [43], 1.84 times in comparison with Jiang 
design [46], and 1.43 times in comparison with Chen design 
[47], see figure 12. 

TABLE II.  COMPARISON BETWEEN THE PROPOSED DESIGN AND RELATED WORKS BASED ON TIME EXECUTION 

 Execution Time (s) Speed-up in comparison with CPU [43] 

Execution based on CPU [43] 10.802  

Execution based on GPU [43] 0.688 15.69 

Jiang Design [46] 0.446 24.21 

Chen Design [47] 0.347 31.12 

Our proposition 0.242 44.63 

 
Fig. 12. speed-up factors range 

VI. CONCLUSION 

In this paper, an algorithm for fingerprints recognition is 
proposed. The last is based on comparison made between 
different works in literature. As a first contribution, a Gabor 
filter design has been proposed as hardware accelerator to 
decrease the execution time. The estimated results are reached. 
The experiment results between the outputs results of Gabor 
filter algorithm and the design is too near. This proves that the 
proposed blocks are well chosen. 

As a second contribution, a whole hardware design based 
on multi-processor architecture is described. The proposed 
design combines with 4-cores and GPU (Gabor filter, 
binarization and matching) for hardware implementation and 
software modules: skeletonization and extraction Minutiae. 

Compared with other works cited in previous section, our 
design achieves the best execution time. This advantage is 
showed mainly for ATM system that has a huge number of 
saved fingerprints. 
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Abstract—the use of Linux-based clusters is a strategy for the 

development of multiprocessor systems. These types of systems 

face the problem of efficiently executing the planning and 

allocation of tasks, for the efficient use of its resources. This 

paper addresses this as a multi-objective problem, carrying out 

an analysis of the objectives that are opposed during the planning 

of the tasks, which are waiting in the queue, before assigning 

tasks to processors. For this, we propose a method that avoids 

strategies such as those that use genetic operators, exhaustive 

searches of contiguous free processors on the target system, and 

the use of the strict allocation policy: First Come First Serve 

(FIFO). Instead, we use estimation and simulation of the joint 

probability distribution as a mechanism of evolution, for 

obtaining assignments of a set of tasks, which are selected from 

the waiting queue through the planning policy Random-Order-

of-Service (ROS). A set of conducted experiments that compare 

the results of the FIFO allocation policy, with the results of the 

proposed method show better results in the criteria of: utilization, 

throughput, mean turnaround time, waiting time and the total 

execution time, when system loads are significantly increased. 

Keywords—Multicomputer system; Evolutionary Multi-

objective Optimization;  First Input First Output; Random-Order-

of-Service; Estimation of Distribution Algorithms; Univariate 

Distribution Algorithm 

I. INTRODUCTION 

Multi computer systems with architectures and mesh 
topologies using 2D and 3D interfaces, designed for 
commercial and research purposes, have been two of the most 
common networks in research and industrial environments 
because of their simplicity, scalability, structural regularity and 
ease of implementation [1, 2, 3]. Examples of such systems are 
the IBM BlueGene / L [4] and the Intel Paragon [5]. Some of 
the commercial Multi Computer systems are Multiple 
Instruction Multiple Data (MIMD) systems with architectures 
that enable partitions of processor submeshes, and have the 
advantage of supporting multiple parallel (multi-tasks ) jobs [1, 
2, 3, 6]. Parallel jobs are usually represented by a Directed 
Acyclic Graph (DAG), the nodes express the particular tasks 

partitioned from an application and the edges represent the 
inter-task communication [7]. The tasks can be dependent or 
independent; independent tasks, can be executed 
simultaneously to minimize processing time, and dependent 
tasks are cumbersome and must be processed in a pre-defined 
manner, to ensure that all dependencies are satisfied [6]. In an 
SIMD mesh, that processes parallel jobs, tasks are planned in 
the queue by a planning policy (usually being First Come First 
Serve (FCFS)) [2, 3, 8, 9], they are then assigned to the mesh 
processor, where they remain until they finish their 
implementation [7]. Planning of resources in the mesh, through 
hardware partitioning involves two components: a scheduler 
and dispatcher to the mesh [2, 3, 8, 9]. The function of the 
scheduler is to choose the next task, or the following tasks in 
the queue that will be assigned to a sub-mesh, of free 
processors for execution. The function of the submesh allocator 
is to locate free submeshes, which are to be assigned to the 
selected tasks by the scheduler. The allocator uses a contiguous 
and/or of noncontiguous assignment method. When a 
contiguous allocation method is used, the tasks partitioned 
from an application can only be assigned to adjacent 
processors, unlike a noncontiguous allocation method, where 
tasks can be assigned in a scattered form across the mesh 
wherever free processors are located [2,3,8,9]. To maximize 
the use of resources in the target system, current computer 
systems opt to use non-contiguous allocation methods, 
applying wormhole routing and free submesh recognition 
techniques. 

Some examples of this are: the frames processor that uses 
windows traveling the length and width of the grid [10]; 
iterative processes that divide submeshes in equal-sized 
partitions [11], the use of the free-lists approach, [12, 13] 
among others [22-26]. During the processing of tasks extracted 
from the queue, we look to optimize a set of objectives that are 
generally found to be opposite. Upon finalizing the total 
processing of tasks running on the target system, we seek to 
optimize a set of proper criteria, from the multiprocessor 
systems. In the following paragraphs, we list the objectives and 
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exemplify the form in which they are opposed, as well as the 
list of criteria that is optimized. 

The objectives sought to be optimized, for processing tasks 
using the scheduler and proposed in [14] are: 

1) Reduce the waiting time of tasks in the queue, 

assigning more tasks to the mesh of processors once the 

allocator reports, the number of processors in the free 

submeshes. 

2) Reduce task starvation, that is, avoid discrimination in 

the allocation of tasks that require a lot of processors (great 

tasks), caused by the continued allocation of tasks requiring a 

lesser amount of processors (small tasks). 

3) Minimize external fragmentation, that is, minimize the 

percentage of free processors, after the allocation algorithm 

places one or more tasks in the processor mesh. 

4) Minimize the communication overhead or network 

contention [15], through contiguity between processors (as 

close as possible to assign the set of free processors), in order 

to decrease the distance in the communication path, and avoid 

interference between the processing elements (searches for the 

best way to accommodate tasks in the free processors). This 

point is then identified as the quadratic dynamic allocation of 

tasks. 
Upon complete processing of all tasks in the system, we 

then seek to optimize the system utilization criteria, 
throughput, response rate, mean turnaround time and overall 
waiting time [15, 16]. 

A simple example of the contrast of the previous four 
objectives occurs, when we look to minimize external 
fragmentation by using a noncontiguous allocation method. 
The largest number of jobs in the free processors is allocated 
regardless of their location in the mesh, resulting in the 
maximization of system utilization; however, the opposite 
effect is produced upon maximizing the communication 
overhead, between tasks if not assigned contiguously along the 
length and width of the grid. Thus, in seeking to maximize or 
minimize some of the objectives, in order to optimize your 
results, usually the result of another objective is degraded, 
producing contrasting results between themselves, enabling 
oneself to view the problem of task planning and allocation as 
a multi-objective problem. 

A multi-objective problem, involves optimizing a number 
of targets simultaneously, and its solution with or without the 
presence of constraints, results in a set of interchangeable 
optimal solutions called the search space, popularly known as 
Pareto-optimal solutions. For an adequate solution in this, 
evolutionary optimization algorithms are utilized (EOA), 
which use a population focuses in their search procedure [17]. 
The EOA’s possess several characteristics that are desirable for 
problems, involving multiple conflicting objectives and 
intractably large and highly complex search spaces [18]. 

In this paper, a hybrid method is proposed to address the 
problem of planning and allocation of multiple parallel jobs in 
a multiprocessor system, as a multi-objective problem. In this 
manner, it makes use of the scheduler and allocator to achieve 
the best assignments in the processor grid, which optimize the 

resources of the target system, during processing and 
completion of tasks. This method uses a static task scheduling, 
defined as a scheduling at compile time [19]. 

The proposed method is evaluated with two task selection 
policies from the queue: FIFO and ROS [20]. This method 
connects the planner and the dispatcher to conduct the process 
of task selection, from the queue randomly and makes the best 
assignment in the processor grid, by evaluating a set of 
conflicting objectives. The work that the scheduler and 
dispatcher does is divided into five steps as follows: first, the 
dispatcher reports the number of free processors that the grid 
has in time t, in the second step, by means of the Random-
Order policy-of-service the scheduler selects the same number 
of tasks, with subtasks from the queue that the allocator 
previously reported, regardless of the location of the processors 
across the grid. This set of selected tasks, is considered a 
feasible solution of the search space, to which three disjointed 
objectives are evaluated: the waiting time from the rest of the 
tasks that remain in the queue, the starvation of the tasks of the 
queue (if occurs), the external fragmentation, and the 
communication overhead. In the third step, the process of 
dynamic selection of tasks by the planner continues until to the 
stop criterion is fulfilled. Lastly, for the set of feasible 
solutions, the joint probability distribution can be appreciated 
using the algorithm UMDA (Univariate Marginal Distribution 
Algorithm), to obtain the best allocation to the processor grid. 
After finalizing the total execution of tasks, the following 
criteria is evaluated and compared: system utilization, 
throughput, response rate, mean waiting time and turnaround 
time with different workloads in the target system; the 
effectiveness of the proposed method is compared with the 
most widely used task planning method: FCFS. 

This paper is organized as follows: In section 2, we discuss 
a classification of methods that throughout the years have been 
proposed for the planning and allocation of tasks using 
heuristics techniques and geometric models. In section 3, a 
stopping criterion is performed using a definition of the 
objectives, and the form in which they are opposed during the 
execution of tasks. Section 4, describes the functionality 
proposed in this research method. Section 5, describes the 
experiments conducted by the method. In section 6, the future 
work to develop after this research is described, and section 7, 
conclusions, describes the findings of this research. 

II. RELATED WORKS 

In [19], two classes or categories for scheduling are 
specified, a) list scheduling and b) clustering; in this paper, 
related jobs are classified depending on 1) planner use and 
heuristic techniques, and 2) allocator use in conjunction with 
geometric patterns, and free submesh searches throughout the 
grid. 

A. Task scheduling methods that make use of the planner and 

heuristic techniques 

Heuristic methods base their functionality in genetic 
algorithms (GA), which are global search techniques that 
explore different regions of the search space simultaneously, 
by keeping track of sets of potential solutions called a 
population [21].  Over the years, different methods have been 
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proposed based on this search technique. In this section we can 
observe how a set of these investigations show the similarities 
in the operators used. 

In [16], the multiprocessor scheduling problem is based on 
the deterministic model, and the precedence relationship 
among the tasks is represented by an acyclic directed graph. 
This method uses a representation based on the schedule of the 
tasks, in each individual processor. Several lists of 
computational tasks represent the planner, respecting the order 
of precedence of the tasks. 

Each list can be further viewed as a specific permutation of 
the tasks in the list. Crossover operators, reproduction and 
mutation are applied to the created lists, in order to optimize 
the finishing time of the schedule. Similar research is presented 
in [22], where the scheduling problem is formulated in a 
genetic search framework based on the observation, that if the 
tasks of a parallel program are arranged properly in a list, an 
optimal schedule may be obtained by scheduling the tasks, one 
by one according to their order in the list. These lists are 
codified in chromosomes, which represent feasible solutions in 
the search space; genetic search operators are applied to these 
chromosomes, such as crossover and mutation, as well as an 
additional operator called “an investment operator”. 
Chromosomes are manipulated by genetic operators, in order to 
determine an optimal scheduling list, leading to an optimal 
schedule. To improve convergence time of the proposed 
algorithm, the connected synchronous island model is used. In 
[23], the proposed genetic algorithm minimizes the schedule 
length of a task graph, to be executed on a multiprocessor 
system. It uses processes that evolve candidate solutions by the 
use of a set of operators, such as fitness-proportionate 
reproduction, crossover and mutation; doing so through a 
traditional method of genetic algorithms. This algorithm does 
not consider the communication time between tasks. In [24], an 
initial chromosome, consisting of genes is generated, where 
each gene will use the priority of node in a directed acyclic task 
graph (DAG); trade, crossover and mutation operators are 
applied to the chromosome in order maximize the makespan of 
the k-th chromosome, using an evaluation function. 
Communication costs are not considered in this paper. In [25], 
a Modified List Scheduling Heuristic (MLSH) and hybrid 
approach composed of genetic algorithms, and MLSH for task 
scheduling in multiprocessor systems is used; this method uses 
three new different types of chromosomes: task list, list 
processor and a combination of both types. In order to 
maximize the finishing time of schedule, the genetic operators: 
crossover and mutation, used in the chromosomes are the 
selection. The main features of this type of method are the use 
of a set of genetic operators (parameters), which seek to 
optimize a single objective function (maximize execution times 
of the tasks). Nevertheless, if a researcher does not have 
experience in using this type of an approach for the resolution 
of a concrete optimization problem, then the choice of suitable 
values for the parameters can be converted into an optimization 
problem [26]. Similarly, in these methods as the complexity of 
the task graphs and the proposed solution are increased, the 
number of operators, that must manipulate the algorithm to try 
to find the best solutions in the search space also increases; 

best case scenario being the possibility that the algorithm will 
land in the least amount of local minimums. 

B. Methods with geometric models for scheduling 

Alternately to heuristic methods, other methods seek to 
solve the problem of task planning and allocation by looking 
for free processors, that are contiguous to the length and width 
of the grid; ensuring that the tasks assigned during 
implementation remain as close together as possible. 

In [27], a submesh reservation strategy for incoming tasks 
is used, this method combines a submesh reservation technique 
with a priority technique as follows: an incoming task requests 
a number of processors, a reservation will occur if these cannot 
be assigned to of a set of processors constituted in a sub-mesh, 
as long as it does not exceed the threshold established within 
the parameter FREE_FRAC. The priority of waiting tasks is 
handled through a “no_supercede” parameter, which allows 
you to suspend allocations if the threshold in the parameter 
MAX_PRI is exceeded, and it also prioritizes tasks that have 
aged in the waiting queue. In [28], the approach contains a list 
of allocated submeshes, sorted in a non-increasing order by the 
second coordinate in their upper right corner. This list serves 
two purposes: first, it determines the nodes that cannot be used 
as a basis for new free submesh applications and second, it 
identifies nodes that are located on the right edge of the 
assigned submeshes, in order find the nodes that could be used 
as a basis in finding free submeshes. When a parallel job is 
selected to be assigned, a search is performed to locate a 
suitable sub-mesh, if this does not occur; the assignment is 
made with longest free submesh, whose length of sides does 
not exceed the requested submesh. Through a search process, 
the free submesh that best fits the application is located. Other 
current techniques, through an initial strategy, look to make the 
allocation of tasks to the mesh, but if resulted in failure, a 
second allocation strategy is activated to replace the first in 
order achieve the assignment. For example in [29], the First Fit 
technique (FF) proposed in [30], that searches for free 
submeshes best suiting the application (to find the maximum 
adjacency between processors while reducing communication 
latency between tasks), is used in conjunction with the Best Fit 
(BF) technique proposed in [31]. This technique searches for 
the exact number of processors that the task requires in the free 
submeshes; thus, in [29], if a task requests a 4x4 sub-mesh and 
the request cannot be granted, the request size is reduced by a 
multiple of 2, then a 2x2 grid will be requested and so on until 
the request is the minimum number of processors, 1 X 1 in this 
case. When the first technique fails, the second technique BF is 
enabled, and through this, a search is performed within the free 
submeshes which best fit, that is, with the exact number of 
processors that the task requires [31]. 

III. BASIC CONCEPTS 

This section describes the concepts and the evolutionary 
algorithm used in this research. 

A. Definitions 

Definition 1. An n-dimensional mesh has k0 x k1 x... x kn-2 x 
kn-1 nodes, where ki is the number of nodes along the length of 
the i-th dimension and ki ≥ 2. Each node identified by n 

coordinates: 0(a), 1(a),..., n-2(a), n-1(a)  where 0 ≤ i(a) < ki 
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for 0 ≤ i< n. Nodes a and b are neighbors if and only if i(a) = 

i (b) for all dimensions except for dimension j, where j(b) = 

j(a) ± 1. Each node in a mesh refers to a processor and the two 
neighbors are connected by a direct communication link. 

Definition 2: A 2D mesh, which is referenced as M (W, L) 
consists of W X L processors, where W is the width of the mesh 
and L is the height of the mesh. Each processor is denoted by a 
pair of coordinates (x, y), where: 0 ≤ x <W and 0≤ y <L. A 
processor is connected by a bidirectional communication link 
to each of its neighbors. For each 2D mesh 2D a=Pij. 

Definition 3: In a 2D mesh, M (W, L), a sub-mesh: S (w, l) 
is a two-dimensional mesh belonging to M (W, L) with width w 
and height l, where 0 < w ≤ W and 0 < l ≤  L. S (w, l) are 
represented by the coordinates (x, y, x’, y’), where (x, y) is the 
lower left corner of the submesh and (x’, y’) is the upper right 
corner. The node in the lower left corner is called the base node 
of the sub-mesh, and the upper right corner is the end node. In 
this case w=x’-x+1 and l=y’-y+1. The size of S (w, l) is: w x l 
processors. 

Definition 4: In a 2D mesh M (W, L), an available sub-
mesh S (w, l) is a sub-mesh that meets the conditions: w ≥ α y 
w ≥ β assuming that the required allocation of S (α, β) refers to 
selecting a set of available processors for task arrival. 

Definition 5: The correspondence of a task or subtask to a 

free processor in the mesh is defined as the following: if  is a 

set of system tasks, and  = J1, J2,…, Jn where n is the number 

of tasks in time t and k is a set of sub-tasks of task k where: 

k = jk1, jk2,…, jkf(k) and f(k) is the total number of sub-tasks of  

task j. For each task j and each sub-task f(k)  j has a processor 

in mi  P in which it is to execute each task j and each sub-task 

jkf(k), consuming an uninterrupted time tN. 

Definition 6: Given two matrices size n x n: a flow matrix F 
whose (i, j) -th elements represent flows between tasks i and j 
and an arrangement of distances D, whose (i, j) -th elements 
represent the distance between sites i and j. An assignment is 
represented by vector p, which is a permutation of the numbers 
1, 2,…, n and  p(j)  is where the task j is assigned. Thus, the 
quadratic task assignments can be written as: 
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Definition 7: An optimization problem is one whose 
solution involves finding a set of candidate alternative 
solutions that best meet the objectives. Formally, the problem 
consists of the solution space S and function objective f. 
Solving the optimization problem (S, f) consists of determining 

an optimal solution, namely, a feasible solution x* S such that 

f(x*) ≤ f(x), for any x  S. Alternative solutions can be 
expressed by assigning values to some finite set of variables X 
= {Xi: i = 1,2, ..., n}. If Ui is denoted the domain or universe 
(set of possible values) of each of these n variables. The 
problem consists of selecting the value xi that is assigned to 
each variable Xi from domain Ui that when subjected to certain 
restrictions, optimizes an objective function F. The universe of 
solutions is identified with the set U = {x = (xi: i=1, 2, … , n): 

xi  Ui}. The problem constraints reduce the universe of 

solutions to a subset of S  U called feasible space. 

A performance evaluation of a parallel system, upon 
finalizing the processing of all running tasks, is evaluated on 
the following criteria [1]: 

Definition 8: The utilization is defined as the fraction of 
time in which the system was used, and is given by: 

)*(/ GGGG mCWU                                                  (2) 
Where: WG is the amount of work that the system performs, 

CG is the completion time of execution of all tasks in the 
system and mG is the total number of processors in the system. 

Definition 9: Throughput. The number of completed tasks 
per unit of time in the system is given by: 

GCn /                                                                   (3) 
Where: n is the total number of jobs in the system. 

Finally, complete content and organizational editing before 
formatting. Please take note of the following items when 
proofreading spelling and grammar: 

Definition 10: Mean turnaround time. The average time it 
takes all tasks from entering the local queue until their 
execution is finalized. Calculated as: 
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Definition 11: Waiting time, defined as the average waiting 
time before starting the task execution.  Calculated as: 
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st  is the start time of execution of task j. 

Definition 12: Response ratio, defined as the coefficient 
response average of all tasks. Defined as: 
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Where: p
j
 is the runtime and 

j

wt  is the waiting time of task 
j. 

B. UMDA for dynamic quadratic assignment to model the 

problem of task scheduling 

The EDA (Distribution Evolutionary Algorithm) uses 
estimation and simulation, from the joint probability 
distribution as a mechanism of evolution, instead of, directly 
manipulating the individuals that represent solutions to the  
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problem [26]. An EDA begins by randomly generating a 
population of individuals, which represent solutions to the 
problem, iteratively performs three types of operations on the 
population: a subset of the best individuals of the population is 
generated; a learning process from a probability distribution 
model from selected individuals is performed, and new 
individuals that simulate the obtained distribution model are 
generated. The algorithm stops when a certain number of 
generations are reached, or when the performance of the 
population fails to significantly improve; an UMDA is used to 
estimate the joint distribution in each generation from selected 
individuals. Thus, the joint probability distribution is factorized 
as a product of independent univariate distributions, i.e.: 
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The pseudocode for an UMDA algorithm is as follows: 

 

IV. STATEMENT OF THE PROPOSED METHOD 

This section is structured as follows: Section 4.1 shows 
three instantiations of the manner in which the objectives are 
opposed during the planning and allocation of tasks. In section 
4.2 the functionality of the proposed method is explained in 
detail. 

A. Contraposition of the objectives during job processing 

The way that the objectives are opposed during job 
processing is shown in [32], it is explained through three 
examples in the following sections. In Figure 1, an 8x8 2D 
processor mesh is shown; the 35 occupied processors are 
shown in closed circles and the 29 free processors, with 
unfilled circles. In the queue, a set of 6 dependent tasks 
partitioned from an application wait for execution: task T0 with 
4 subtasks, task T1 with 3 subtasks, task T2 with 4 subtasks, 
task T3 with 3 subtasks, task T4 with two subtasks and task T5 
with 25 subtasks, supposing that the planning method can 
choose more than one task to be assigned in the processor mesh 
with noncontiguous allocation method. 

 
Fig. 1. System structure for task execution on a Multicomputer 2D mesh 

system 

Example 1: Consider that in time t, the allocator reports the 
29 free processors, with this data the scheduler determines that 
the set of 5 tasks: T0, T1, T2, T3 and T4 are candidates to occupy 
21 processors in the mesh, or assign task T5 requiring 26 
processors and task T4 requesting 3 processors. 

By assigning the set of the 5 tasks, the same number of 
positions in the queue are released allowing the entry of new 
tasks, and the number of accesses to the queue is decreased in 
order perform more task searches. The previous procedure 
allows for more than one task to enter the mesh, and decreases 
task waiting time at the head of the queue; but in opposition to 
each other, the assigning of these 5 tasks generates an external 
fragmentation of 8 processors and produces starvation of task 
T5 in this assignment. The result that is had is a contrast 
between objectives 1 and 2. 

Objective 1 seeks to minimize the number of assignments 
to the mesh of processors in order minimize task waiting time, 
and objective 2 seeks to maximize the use of the processors in 
the mesh and minimize starvation of the large tasks. Now, if 
tasks T4 and T5 are assigned, neither starvation nor external 
fragmentation occurs, but a smaller number of tasks can be 
accepted in the queue, and so the number of assignments to the 
mesh increases therefore, also increasing the time tasks must 
wait to enter the processor mesh. 

Example 2: In order to illustrate the contrast between 
objectives 3 and 4, consider Figure 1. Objective 3 seeks to 
maximize the use of the processors in the mesh, avoiding 
external fragmentation, and Objective 4 seeks to minimize 
overhead communication through minimizing the adjacency of 
processors that are assigned to a task. The assumed set of the 5 
selected tasks are: T0, T1, T2, T3 and T4, and are allocated in 
contiguous processors as follows: T0 task is assigned in 
submesh <4,0> <5,2> regardless of the processor in position 
<4,2>, task T1 is assigned to the sub-mesh <2,0> <3,1>, task T2 
is assigned the submesh in <0,5> <2,6> regardless of the 
processor in position <2,5>, task T3 is assigned in submesh 
<0,2> <1,3>, and task T4 is assigned in submesh <6,3> <7,4> 
regardless of the processor in position <7,4>. This allocation 
maximizes the adjacency between processors, and produces an 
external fragmentation of 8 processors. Now if the system 

Generate M individuals (the initial population) 

randomly 

Repeat for l = 1,2, .. until the stop criterion: 

 
Select N ≤ M individuals of  

in accordance to the selection method 

 

Estimate the joint probability 

distribution. 

Dl  Sample M individuals (the 

new population) from  
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assigns task T5, together with task T1 or T3, all of the free 
processors will be used, and in opposition to the allocation of 
the 5 tasks, external fragmentation will be minimized. Thus, 
the contrast of goals 3 and 5 is produced. 

Example 3: Exemplification of the contrast between the 
objectives of the minimization of task, residence time in the 
queue and the maximization of communication overhead 
(objectives 1 and 4), is shown when a large number of tasks are 
sought to be assigned in the processor mesh, and processors to 
which tasks are to be assigned are not close enough together or 
contiguous. This is done to avoid producing very high 
communication costs. As an example, consider allocating the 5 
task set: T0, T1, T2, T3 and T4. The number of allocations made 
to the mesh is minimized, but if the allocator does not consider 
assignment of disjoint processors by a previous calculation 
method of communication overhead, tasks will be assigned 
disjoint in the mesh, causing adjacency to be minimal and 
communication costs between tasks to be very high. 

B. Functionality of the proposed method 

Proposal: In time t a 4X4 processor mesh is had, whose 
status array is shown in Figure 2, where the number 1 
represents the occupied processors that were assigned to a task 
at time t-1, and the number 0 represents the free processors that 
have not been assigned to a task or sub-task. 

 
Fig. 2. 4X4 processor mesh represented by a matrix 

Symmetrical distances between processors are given in 
Table I (due to space constraints, only half of the table is 
shown), these distances represent the “jumps” that a message 
must execute in order to achieve communication between two 
processors. 

TABLE I.  SYMMETRICAL DISTANCES BETWEEN PROCESSORS IN A 4X4 

MESH FROM FIGURE 5 

 1 2 3 4 5 6 7 8 9 

1 0 1 2 3 1 2 3 4 2 

2 1 0 1 2 2 1 2 3 3 

3 2 1 0 1 3 2 1 2 4 

4 3 2 1 0 4 3 2 1 5 

5 1 2 3 4 0 1 2 3 1 

6 2 1 2 3 1 0 1 2 2 

7 3 2 1 2 2 1 0 2 3 

8 4 3 2 1 3 2 1 0 4 

9 2 3 4 5 1 2 3 4 0 

Table 2 shows the waiting queue containing 4 pending 
execution tasks; said tasks are waiting to be executed in the 
mesh. 

TABLE II.  WAITING QUEUE IN TIME T WITH 4 TASKS EACH CONTAINING 

4 SUBTASKS 

T1 T11 T12 T13  

T2 T21 T22   

T3 T31 T32 T33  

T4 T41    

Previous knowledge is had of the extent of the degree of 
communication (communication costs), between the main task 
and sub-tasks that is composed of all tasks that are found in the 
waiting queue, and the relationship between the same sub-
tasks. Table 3, shows the matrix of communication costs for 
tasks T1 and T2; Table 4, shows the matrix of communication 
costs for T3 and T4 tasks; communication costs are established 
between the main task and subtasks and between subtasks. For 
example, the communication cost between task T1 and subtask 
T11 is 3. 

TABLE III.  MATRIX COMMUNICATION COSTS FOR TASKS T1, T2 

 T1 T11 T12 T13 T2 T21 T22 

T1 0 3 0 3 0 0 0 

T11 2 0 1 4 0 0 0 

T12 0 1 0 2 0 0 0 

T13 3 5 3 0 0 0 0 

T2 0 0 0 0 1 3 0 

T21 0 0 0 0 1 3 0 

T22 0 0 0 0 2 0 4 

TABLE IV.  MATRIX COMMUNICATION COSTS FOR T3, T4 TASKS 

 T3 T31 T32 T33 T4 T41 

T3 0 1 3 2 0 0 

T31 1 0 1 2 0 0 

T32 4 5 0 1 0 0 

T33 2 5 2 0 0 0 

T4 0 0 0 0 0 3 

T41 0 0 0 0 2 0 

To illustrate the relationship between task and subtasks, 
consider that you have task T1 with three sub-tasks T11, T12 and 
T13, (as shown in Figure 3). The lines show the transfer of 
messages, thus task T1 can send and receive messages from 
their sub-tasks; in turn sub-tasks can do the same with the main 
task and each other. 

 

Fig. 3. Message Path between tasks; task with 3 sub-tasks 

The functionality of the proposed method is divided into 
five stages: a) communication between the scheduler and 
dispatcher, b) dynamic selection of tasks in queue, c) aptitude 
evaluation of created solutions, d) generation of new 
populations, and e) allocation of the best individual to the 
processor mesh. The following sections explain each stage, 
together with the proposed example. 

Communication between the planner and the allocator: 
Once the allocator counts the number of processors available in 
the mesh, it reports this amount to the planner; using the 
example from Figure 2, the allocator will inform the planner of 
7 available processors. In our example we have shown a case 
in which all free processors appear totally adjacent, but if they 
are found to be disjoint, the process that the method follows is 
the same. 

T1 T11 T12 T13 
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Dynamic selection of tasks waiting in the queue and the 
dynamic quadratic assignment of tasks to the processor mesh: 
With the number of available processors on the grid, the 
scheduler performs the following three steps to the pre-
selection of a set of tasks: 1) dynamically selects a task queue 
using the ROS. In this method, all the tasks have the same 
probability of selection [20]. 2) Verifies that number of 
processors required by the task is less than or equal to the 
number of processors detected by the allocator; if the condition 
is met, the number of available processors is reduced by the 
amount of processors required by the task; if the condition is 
not met, another task will be randomly selected from the 
queue. 3) Every time that a task is accepted, three checks are 
made to the prompt completion of tasks: 1) if whether or not 
the  number of available processors is 0,  2) if the stop 
condition is true, and 3) if all tasks in the queue have been 
selected at least once. The Random-Order-of-Service policy, 
allows the tasks that effectively fit the number of available 
processors in the net to be selected. 

In the example, the first task prompt occurs: a random 
number is generated, based on the number of jobs in the queue 
which in this case is 4; if the task can be chosen in the sub-
mesh or free submeshes, then it will be considered for 
calculating its allocation and cost of message transfer; if not, it 
will choose another task. For this exemplification case, the 2 
randomly selected tasks are: T1 and T2; their placement in the 
mesh with respective subtasks is shown in Table 5. 

TABLE V.  LOCATION OF TASKS T1, T2 AND T3 THAT REPRESENT THE 

FIRST ASSIGNMENT IN THE MESH 

1 1 1 1 

1 1 1 1 

T11 T12 T21 1 

T1 T13 T2 T22 

The second assignment, randomly generates a new 
allocation in the free sub-mesh corresponding to the 
assignment of tasks T3 and T4 (as shown in Table 6). 

TABLE VI.  TASK ALLOCATION MATRIX ACCORDING TO THE STATE 

MATRIX OF THE MESH AT TIME T REPRESENTING A SECOND SOLUTION OF 

THE QUADRATIC DYNAMIC ALLOCATION PROBLEM 

1 1 1 1 

1 1 1 1 

T31 T33 0 1 

T3 T32 T4 T41 

Generation of the third allocation shown in Table 7 
produces the assignment of tasks T2 y T4 to the mesh. 

TABLE VII.  MATRIX ASSIGNMENTS ACCORDING TO THE STATE MATRIX 

OF THE MESH AT TIME T, REPRESENTING A THIRD SOLUTION OF THE 

QUADRATIC DYNAMIC ALLOCATION PROBLEM 

1 1 1 1 

1 1 1 1 

0 0 T21 1 

T4 T41 T2 T22 

In the fourth generation, the dynamic task selection 
produces tasks T2 and T3 to the mesh. Produced allocation 
shown in Table 8. 

TABLE VIII.  TASK ASSIGNMENT MATRIX ACCORDING TO THE STATE 

MATRIX OF THE MESH, AT TIME T REPRESENTING A QUARTER SOLUTION OF 

THE DYNAMIC QUADRATIC ASSIGNMENT PROBLEM 

1 1 1 1 

1 1 1 1 

T31 T33 T21 1 

T3 T32 T2 T22 

Aptitude evaluation of created solutions. Evaluation of 
created solutions suitability: At this stage the pre-selected set 
of tasks in the previous step is evaluated with three different 
objectives: a) the percentage of external fragmentation (ef) 
produced after allocation in order to minimize the number of 
idle processors in the mesh. For the example case, the first 
assignment produces an ef=0%, the second allocation 0.14%, 
the third allocation 0.28% and the fourth allocation 0%. b) The 
number of tasks that the phenotype assigns to the mesh of 
processors: In the example, the four allocations manage to 
position two tasks in the processor mesh. c) Communication 
Overhead or network contention: The allocation cost is 
calculated for each task, based on communication costs 
between tasks and the distances between processors, given the 
message path from one processor to the other and vice versa. 

When considering message passing between processors, 
one must calculate the cost of transference, from the source to 
the destination and vice versa. In the exemplified case, the 
transfer rate from task T1 to subtask T11 is different than that 
from sub-task T11 to task T1, although both measurements can 
be equal, the values of the distances between processors remain 
unchanged. 

The values to be calculated are given in the operations 
shown in Table 9 for task T1, in Table 10 for the task T2, in 
Table 11 for the task T3, and in Table 12 for the task T4. The 
total of the respective individuals are summed in order to 
obtain the total solution cost, with a total of 35 for task T1 (as 
shown in Table 9) and 17 for task T2 (shown in Table 10). The 
representation of the above calculations is given by equation 
(1). 

TABLE IX.  CALCULATION OF MESSAGE TRANSFER COST FOR TASK T1. 

T1→T11 T11→T1 (3+2)*1 5 

T1→ T12 T12→ T1 (0+0)*2 0 

T1→T13 T13→T1 (3+3)*1 6 

T11→T12 T12→T11 (1+1)*1 2 

T11→T13 T13→T11 (4+5)*2 18 

T12→T13 T13→T12 (2+3)*1 5 

  Total 35 

TABLE X.  CALCULATION OF MESSAGE TRANSFER COST FOR TASK T2. 

T2→T21 T21→T2 (1+2)*1 3 

T2→ T22 T22→ T2 (3+4)*1 7 

T21→T21 T22→T21 (4+3)*1 7 

  Total 17 
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TABLE XI.  CALCULATION OF MESSAGE TRANSFER COST FOR TASK T3. 

T3→T31 T31→T3 (1+1)*1 1 

T3→ T32 T32→ T3 (3+4)*1 7 

T3→T33 T33→T3 (2+2)*2 8 

T31→T32 T32→T31 (1+5)*2 12 

T31→T33 T33→T31 (2+5)*1 7 

T32→T33 T33→T32 (1+2)*1 3 

  Total 39 

TABLE XII.  CALCULATION OF MESSAGE TRANSFER COST FOR TASK T4. 

T4→T41 T41→T4 (3+2)*1 5 

  Total 5 

The totals obtained from each calculation, add up to make 
an individual assessment by the value obtained in the objective 
functions. This step allows the individuals with the best values 
in each objective function, to be obtained and selected from the 
population. 

Generation of new populations: Once a population has been 
obtained, the best individuals iteratively build new populations 
of individuals from which to extract those that best fit, with 
these, the probabilistic model is estimated. 

Estimating the probabilistic model: in this part we will use 
the simplest probabilistic model, in which all variables 
describing the problem are independent. We calculate the 
frequency of task occurrence from a part of the population, 
containing the best individuals in each empty cell of the mesh 
at time t, through truncation selection along with the 
percentage of the truncation. In this case, the frequency of 
occurrence can be shown in Table 13, due to space constraints, 
only the frequencies for processor 0 are shown. 

TABLE XIII.  FREQUENCY OF OCCURRENCE OF EACH TASK IN EACH CELL. 

 P(0,0) P(0,1) P(0,2) P(0,3) P(1,0) 

T1 1 0 0 0 0 

T11 0 0 0 0 1 

T12 0 0 0 0 0 

T13 0 1 0 0 0 

T2 0 0 3 0 0 

T21 0 0 0 0 0 

T22 0 0 0 3 0 

T3 2 0 0 0 0 

T31 0 0 0 0 2 

T32 0 2 0 0 0 

T33 0 0 0 0 0 

T4 1 0 1 0 0 

T41 0 1 0 1 0 

 4 4 4 4 3 

Allocation of the best individual to the processor mesh 
(Determination of the best individual). This step shows the task 
or tasks that produce the best allocation representing the most 
feasible solution, and which is assigned to the mesh. 

V. EXPERIMENTS 

In this section we explain the experiments conducted with 
the proposed method, against those of the strict FCFS 
allocation policy; most of the proposed works use this policy 
(FCFS) during task planning. At the end of the workload 

execution in the waiting queue, the five criteria components 
that are sought to be optimized, in multiprocessor systems are 
evaluated: utilization, throughput, mean turnaround time, 
waiting time and total execution time. The parameters that the 
algorithm uses for its normal operation, that do not need to be 
optimized are: 

1) The size of the 2D mesh: This sets the size of the mesh 

and therefore the number of processors on the target system. 

2) Number of tasks:  the total number of tasks that the 

system processes also called the overall system load. 

3) Number of subtasks for each task. 

4) Time of execution for each task: the parameter that 

defines the number of seconds, the task will remain within the 

mesh, constituted by the sum of seconds of each of the 

subtasks that make up the task. 

5) Capacity of the queue: the number of tasks that the 

waiting queue accepts to be processed, and the number of 

subtasks that each task may contain. 

6) Number of tasks that the system will seek to enter into 

the waiting queue: defined as the number of tasks that the 

algorithm searches for, in the waiting queue using the ROS 

planning method. The number of tasks is determined by the 

conditions of the stopping algorithm, whether or not, the tasks 

waiting in the queue have been selected at least once, or if the 

number of processors available at time t was already covered. 

7) Number of phenotypes or individuals per population 

that will be created: the parameter that defines the number of 

individuals, within each one of the populations that constructs 

the algorithm to determine the best individual (set of tasks 

assigned to the mesh of processors). 

8) Number of Populations, that will be created: defined as 

the number of stocks, that the system generates to extract the 

best individuals and estimate the probabilistic model. 
These are the normal operating parameters of the algorithm. 

The execution of tests was carried out in the cluster of Liebres 
InTELigentes servers, consisting of four servers: HP Proliant 
Quad core with the Linux operating system. 

Experiment 1: For the first experiment an 8X8 mesh is used 
with different queue capabilities: from 10 to 10.000 tasks (as 
shown in Charts 1 and 5). The number of subtasks per task for 
this experiment was set 1 to 10 (light load). The task execution 
time is 1 to 100 seconds. The number of tasks that the system 
will seek into the waiting queue, once free submeshes are 
produced in the mesh, is dynamic, and corresponds to the 
stopping method set in the algorithm as well as the number of 
phenotypes. 

Total execution time: This approach is shown in graph 1. 
The behavior of both methods, when loads are light, is very 
similar in this approach. FCFS is a policy free of starvation and 
non-discriminatory in nature, allowing the task at the head of 
the queue waiting to be served, once the number of solicited 
processors is released into the mesh; due to the fact that with 
light loads, a large number of processors are not required and 
requests can be quickly met. 
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Graph 1. Total execution time 

Utilization: For this experiment, system utilization is 
measured by each total workload that the system processes. 
When comparing system utilization, the behavior of both 
methods is practically the same as illustrated in graph 2. A 
previous allocation planning is not synonymous with better 
system utilization when light loads are processed. 

 
Graph 2. Utilization 

Throughput: Due to the acceleration that occurs in the 
allocation, the number of completed tasks per unit of time in 
the system (when the FIFO allocation policy is used), produces 
times very similar to the proposed method. That is, the 
generation of a set of tasks with a small amount of subtasks, 
upon finalizing execution, enables new tasks to be entered into 
the mesh without waiting until a large number of processors 
have been released. The results of this test appear in graph 3. 

 
Graph 3. Throughput 

Mean turnaround time: graph 4 shows how the proposed 
policy exceeds the FIFO method, when there is an increase of 
more than 250 tasks in the system load. The significant 
improvement in time is produced by the response factor, to the 
task that is at the head of the queue. 

 
Graph 4. Mean turnaround time 

Waiting time: The average waiting time of tasks before 
starting its execution, is significantly improved with the 
proposed method when the number of tasks in the waiting 
queue increases (as shown in graph 5). It is assumed that, the 
improvement in times of this criterion is due, to the utilized 
ROS planning that does not consider the immediate assignment 
of the task that is in the head of the waiting queue, but the task 
search that best suits the free processors. 

 
Graph 5. Waiting time 

Response ratio: System performance remains constant in 
both methods when the number of tasks is less than or equal to 
500, and varies when loads are increased in the waiting queue 
(as shown in graph 6). The system performance is considered 
an important criterion in multiprocessor systems, because it 
shows the constant and proper use of resources in the target 
system, or in certain cases, processor waste generated in the 
target system. 

 
Graph 6. Response ratio 

Experiment 2: Graphs 7 to 12 show the results of the 
second experiment. In this experiment, the number of subtasks 
per task is significantly increased, but the creation of tasks with 
few subtasks is also allowed. The objective of this experiment 
is to have a mixture of tasks: tasks with many processor 
requirements and tasks with little processor requirements. This 
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mix allows us to produce external fragmentation of the mesh, 
and observe the behavior of the algorithm in order to solve the 
dynamic quadratic assignment problem in the mesh. 

Total execution time: When the proposed method plans a 
large quantity of tasks in the waiting queue, you can choose 
randomly from a variety of task requirements, causing the total 
execution time to be reduced drastically (as shown in graph 7). 

 
Graph 7. Total execution time 

Utilization: A better percentage of system utilization is 
reflected in graph 8, upon using the proposed method due to 
the fact that in each assignment, all total free processors are 
assigned to tasks (external fragmentation is decreased). When 
using a high percentage of processors, network latency 
increases exponentially because of message passing between 
tasks. 

 
Graph 8. Utilization 

Throughput: Although the proposed method outperforms 
the FCFS policy in number of completed tasks per unit time, 
both provide similar behavior when there is an increase in the 
number of subtasks per task (as shown in graph 9). 

 
Graph 9. Throughput 

Mean turnaround time: graph 10 shows the results of mean 
turnaround time; the proposed method provides shorter times 
in responses to tasks with a heavy workload. 

 
Graph 10. Mean turnaround time 

Waiting time: The observation in this approach (shown in 
graph 11), is the reduction in the waiting time of tasks in the 
waiting queue with the proposed method; the FCFS offers 
longer waiting times for tasks. Here we observe, the wait that is 
generated for the tasks with large requirements in the waiting 
queue; these tasks, must wait until the number of free 
processors required, to achieve their entry into the mesh are 
available. 

 
Graph 11.Waiting time 
 

Another important factor is the external fragmentation that 
occurs when the task at the head of the waiting queue is 
assigned, and the next task at the head of waiting queue can no 
longer be allocated due to the number of remaining free 
processors after the assignment (this being different from the 
number of processors that is required). Unlike the 
aforementioned, the proposed method does not assign tasks 
sequentially in the waiting queue but randomly looks for tasks 
that best suit the free processors (thereby minimizing task 
waiting times). 

Response ratio: As a consequence of the obtained results in 
the waiting time criterion, system utilization is significantly 
improved producing better results in the response rate criterion 
with the proposed method (as shown in graph 12). Achieving a 
maximum utilization of free processors through planning, 
every time an assignment is made, yields better results in 
system utilization. 
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Graph 12. Response ratio 

The goal of both experiments was to show the behavior 
comparison of the FCFS scheduling policy, which is the most 
widely, used policy in experiments carried out with the 
proposed task planning methods in multiprocessor systems. 
The results show variations in response times of both methods. 
The main objective of the proposed method is to achieve a pre-
planning to the allocation through the optimization of 3 targets, 
that at the end of workload processing achieves improvement 
in the established criterion for its evaluation. 

VI. FUTURE WORKS 

Considered the basis of this work, future research that 
arises, is a parallel evaluation of the objectives that are opposed 
in the planning and allocation of tasks, in a multiprocessor 
system using multi-core programming. This research is being 
carried out in a server cluster. 

VII. CONCLUSIONS 

This paper, through the joint operation of the task planner 
and the processor dispatcher considering all the parameters 
involved in task planning and allocation, presents a strategy 
that yields a more efficient use of computing resources in a 
multiprocessor system. 

The main objective of this research, is to achieve a pre-
planning to the allocation that considers the evaluation of three 
objective functions that lead to obtaining, a structured 
assignment avoiding a unique  planning of task lists, based on 
genetic operators or based on the exhaustive search of free 
submeshes, using geometric models; the proposed method uses 
the planning policy ROS, whose random behavior allows all 
tasks to have the same probability of selection, each time the 
scheduler selects a set of tasks to be assigned to the mesh. 

Similarly, the method looks for the best position of the 
tasks in the processors using a dynamic quadratic assignment, 
which is determined by estimating and simulating the joint 
probability distribution, as a mechanism of evolution in order 
to reduce communication overhead in mesh processors. 

The experiments carried out in our work, use the FCFS 
against the method proposed in this paper. What happens when 
a planning task with a strict FCFS policy is compared against a 
totally random policy? 

The set of conducted experiments, show the results of the 
five criteria that are evaluated in multiprocessor systems upon 
finalizing total execution of workloads, unlike other researches 
that only seek to optimize a single evaluated criterion. When 
system loads are light, both planning policies have a similar 
behavior, and they manage to locate tasks quickly enough in 

the mesh, but upon increasing the processor requirements with 
a larger number of subtasks per task, the proposed method has 
better results in the following evaluated criteria: utilization, 
throughput, mean turnaround time, waiting time and the total 
execution time. 

The positivity of the proposed method lies in three key 
areas: 1) that all tasks have the same probability to be served 
once a set of tasks are selected for assignment, 2) actively 
maintain a noncontiguous allocation strategy, which allows it 
to confront the dynamic quadratic assignment for positioning 
tasks on processors and 3) avoid producing communication 
overhead in the processor mesh. 
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Abstract—with the rapid advance in digital network, 

information technology, digital libraries, and particularly World 

Wide Web services, many kinds of information could be 

retrieved any time. Thus, the security issue has become one of the 

most significant problems for distributing new information. It is 

necessary to protect this information while passing over insecure 

channels. Steganography introduces a strongly approach to hide 

the secret data in an appropriate media carriers such as images, 

audio files, text files, and video files. In this paper, a new image 

steganography method based on spatial domain is proposed. 

According to the proposed method, the secret message is 

embedded randomly in the pixel location of the cover image 

using Pseudo Random Number Generator (PRNG) of each pixel 

value of the cover image instead of embedding sequentially in the 

pixels of the cover image. This randomization is expected to 

increase the security of the system. The proposed method works 

with two layers (Blue and Green), as (2-1-2) layer, and the byte of 

the message will be embedded in three pixels only in this form (3-

2-3). From the experimental results, it has found that the 

proposed method achieves a very high Maximum Hiding 

Capacity (MHC), and higher visual quality as indicated by the 

Peak Signal-to- Noise Ratio (PSNR). 

Keywords—Image Steganography; PRNG (Pseudorandom 

Number Generator); Peak Signal-to-Noise Rate (PSNR); Mean 

Square Error (MSE) 

I. INTRODUCTION 

Data security or data privacy has become increasingly 
important as more and more systems connected to the internet. 
In general, protecting the secret messages during transmission 
becomes an important research issue. To protect secret 
message during transmission, there are two ways to solve this 
problem. One way is encryption, which refers to the process of 
encoding secret information in such a way that only the right 
person with the right key can decode and recover the original 
information successfully. Another way is steganography 
technique, which hides secret information into a cover media 
or carrier so that it becomes unnoticed, and less attractive [1]. 
Steganography is one of the important and elegant tools used 
for securely transfer secret message in an imperceptible 
manner [2]. The word steganography in Greek means “ 
covered writing” (Greek words “stegos” meaning “cover” and 
“grafia” means “writing”) [3]. In general, steganography is the 
art of hiding a message signal into a host signal without any 
perceptual distortion of the host signal. It hides the secret 
message within other innocuous looking cover files, called 
carriers, (i.e. images, text files, audio files, or video files) so 

that it cannot be observed [4]. The most frequently used 
carriers are digital images. 

There are two common techniques of embedding in image 
steganography; spatial domain and transform domain 
[5].According to spatial domain, the secret data or secret 
message has directly embedded into the LSBs (Least 
Significant Bit) of image pixels. One of the most known 
examples of spatial domain method is LSB insertion [6]. In 
transform domain, the message embedded by modifying 
frequency coefficients of the cover image [7]. The work in this 
paper concerns about the spatial domain. 

The basic types of steganography are linguistic and 
technical steganography. Linguistic steganography takes 
advantage of the properties of natural language, such as the 
linguistic structure to hide the messages. While technical 
steganography is the method of steganography where a tool, 
device, or method is used to conceal the message and it can be 
classified into; image, audio, video and text steganography [8]. 

The basic model of steganography is shown in Fig.1. 
According to this Figure, steganography process consists of 
carrier, message, and password. Carrier is also known as cover-
object or cover-image, in which message is embedded. The 
message can be any type of data (plain text, cipher text, or 
image) that the sender wishes to remain confidential. Password 
has known as stego-key, which ensures that only recipient who 
has the stego-key will be able to extract the message from a 
stego-object. Finally, the cover-object with the secretly 
embedded message called the stego-object or stego-image [9]. 

 
Fig. 1. The Basic model of Steganography 

The main goal of stenographic system is the image quality. 
The Peak Signal-to-Noise Ratio (PSNR) and Mean Squared 
Error (MSE) metrics are the most common measures used to 
evaluate the quality of the image [10]. 

PSNR is one of the metrics to determine the degradation in 
the embedding image with respect to the cover image. MSE 
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measures the difference between two images. PSNR and MSE 
defined in equations 1 and 2 [10]. 

    (
 

  
) ∑   

   ∑ (       
  ) 

  
             (1) 

              
  

   
                                      (2) 

Where     is the     row and the     column pixel in the 

original (cover) image,   
   is the     row and the     column 

pixel in the reconstructed (stego) image,   and   are the 
height and the width of the image,   is the dynamic range of 
pixel values, or the maximum value that a pixel can be taken, 
for 8-bit images; I=255. 

The rest of this paper is organized as follows; related work 
will discuss in section 2, the proposed method will discussed in 
details in section 3, performance evaluation will give in section 
4. Finally, section 5 concludes the paper. 

II. RELATED WORK 

In [11], a modified image steganography method based on 
LSB technique has presented. This method presents the 
message by six binary bits by using LSBraille method (Braille 
method of reading and writing for blind people) instead of 
using the ASCII encoding format. This method works with two 
layers of the RGB image (Blue, and Green layer). The byte of 
the message is hidden in two pixels only; the first three 
message bits is hidden in the first pixel and the last three 
message bits sre hidden in the second pixel by starting with the 
blue layer then the green layer in the same pixel.  According to 
this embedding way, only two bits for each character of the 
cover image are changed; 1-bit from blue layer and 1- bit from 
green layer. In the Blue layer, two bits per pixel are embedded, 
the message is not only embedded in the first least significant 
bit (LSB), but also the second least significant bit, and the third 
least significant bit are allowed to be changed. However, 
during each process of embedding, only 1-bit of the Blue layer 
will allowed to be changed. This process is done by taking the 
last three bits of the Blue layer pixel and applied two equations 
using the XOR function. Then the third bit of the message in 
the least significant bit of the Green layer will embedded in the 
same pixel, and so on as. 

In [12], the authors have proposed a secure method of 
steganography in which three main entities are exercises; 
pseudo random number generator, Least Significant Bit (LSB) 
substitution, and Optimal Pixel Adjustment Process (OPAP). In 
this method, cyclic pixel and indicator technique are used 
where two channels have been used as data channels and the 
remaining channel is used as an indicator channel. Red plan 
has been taken as indicator channel for the first pixel for the 
subsequent pixels the indicator channels follows a periodic 
cycle of R, G, and B barring the indicator channel, the other 
two channels act as the data channels for the corresponding 
pixels. The pixel intensity determines the bits to be embedded 
(i.e., LSB’s of the indicator channel). If the LSB’s of the 
indicator channel (say R channel) are 00 embed k bit in G and 
k+1 bits in B; in case of 01 embed k+1 bits in G and B. if 
LSB(R) is 10 embed k+1 bits in G and k+2 bits in B. If 
LSB(R) equals 11 embed k+2 bits in G and K+2 bits in B. A 
novel 2-key based pseudo random generator is employed 

which is used to embed data completely in a unique random 
fashion based on the user’s choice. 

Madhu et al [13] have proposed an image steganography 
method, based on LSB substitution and selection of random 
pixel of required image area. It generates random numbers and 
selects the region of the interested where in the required 
message is embedded along the random pixels. This method is 
target to improve the security where password is added by LSB 
of pixels. 

In [14], an algorithm called Triple-A algorithm has been 
proposed. This algorithm uses the same principle of LSB, 
where the secret message is hidden in the least significant bits 
of the pixels with more randomization in the selection of the 
number of used bits and the color channels that are used. This 
algorithm is divided into two parts (encryption, and hiding). In 
the hiding part, the RGB image is used as a cover media, which 
needs to have a pseudorandom number generator. The 
assumption of PRNG is in every iteration provide two new 
random numbers as seeds. The seeds of these PRNGs are 
namely Seed1 (S1), and Seed2 (S2). S1 is restricted to generate 
numbers in [0, 6], while S2 is restricted to the interval [1, 3]. 
S1 random number is used to determine the component of the 
RGB image that is going to be used in hiding the encrypted 
data. On the other hand, (S2) random number determines the 
number of the component(s) least significant bits that is used to 
hide the secret data. 

In [15], a spatial domain method has been proposed. The 
principal of the proposed method is that LSB -3 (Third Least 
Significant Bit) of the cover image has been used to embed the 
message bits, and LSB -1, 2 may be modified according to the 
bits of the message to minimize the difference between the 
cover and the stego-cover. For more protection to the message 
bits, a stego-key has been used to permute the message bits 
before embedding it. However, the results of this method 
showed that the LSB -1 method has more PSNR values than 
that the proposed method, which means the LSB -1 image’s 
quality is better than of the modified one, in the same time, the 
capacity still the same as the modified one. 

In [16], a new method is proposed. This method hides the 
secret message based on searching about the identical bits 
between the secret message and image pixel value. One pixel 
of the image is chosen randomly and the image is divided into 
three layer (Red, Green, and Blue), and then two bits of the 
secret message are embedded in each layer in the two least 
significant bit by searching about the identical. 

III. THE PROPOSED METHOD 

In this section, the proposed method will present. The 
proposed method is divided into two algorithms; the 
embedding algorithm, and the extraction algorithm. The 
embedding algorithm will plan to hide the byte of the secret 
message in three pixels only based on randomization in the 
cover image. It takes the cover image and the secret message 
characters as an input and converts each byte from the secret 
message to its binary format using the ASCII encoding format 
(each byte equal 8-bits). Then, the cover image is converted 
into three layers (Red, Green, and Blue) layer. Each pixel in the 
(Blue, and Green) layers is converted to its binary using the 
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ASCII encoding format. In the embedding technique, (2-1-2) 
layer is used (i.e. two layers (Blue and Green) are used in the 
first iteration), in the second iteration only one layer is used 
(i.e., Blue). In the next iteration, two layers are used (Blue and 
Green) and so on. The using of two layers then one layer then 
two layers leads to more secure and getting better PSNR value. 
The secret message is embedded randomly in the pixel 
locations using Pseudo Random Number Generators (PRNG) 
instead of sequential. This method of embedding is considered 
more secure than the embedding in a sequential manner. The 
message bits have been embedded in the form of (3-2-3). In 
which the first 3-bits from the message are embedded in the 
first random pixel (2-bits in the blue layer at the least and 
second less significant bit, and 1-bit at the LSB of the green 
layer). Then, the second 2-bits from the message (fourth and 
fifth bits) are embedded in the second random pixel at the least 
and second less significant bit LSB of the Blue layer. After 
that, the last 3-bits from the message (the sixth, seventh, and 
eighth bits) are embedded in the third random pixel (2-bits in 
the blue layer at the least and second less significant bit, 1-bit 
at the LSB of the green layer), and so on as. 

Pseudo Random Number Generator: 

Pseudorandom number generator acts as a black box, which 
takes one number (called the seed), and produces a sequence of 
numbers. The ideal PRNG can generate a unique random 
integer, to implement the PRNG define a one-to-one function 
on the integers. Let’s call such function a permutation [17]. It 
is known in Finite Mathematics that when p is a prime number, 

         has some interesting properties. Numbers which are 
produced by this way are called quadratic residues. The 
quadratic residues are computed in C using expression (3). In 
particular, the quadratic residue of x is unique as long as     
 . 

For example, when p =11, the quadratic residues of 0, 1, 2, 
3, 4, 5 are all unique (0, 1, 4, 9, 5, 3) (see Fig.  2).The 
remaining integers are fitted perfectly into the remaining 
numbers using expression (4). This only works for prime p, so 
new output numbers of 6, 7, 8, 9, and 10 are all unique (8, 6, 2, 
7, 10) (see Fig.  3) [17]. 

                      (3) 

 
Fig. 2. Quadratic residues of 0, 1, 2, 3, 4, 5 [17] 

                 (4) 

 

Fig. 3. Quadratic residues of 6, 7, 8, 9, and 10 [17] 

The pseudo code of the proposed method is as follows: 

Embedding Algorithm: 

Input: Cover Image C, Secret Message M, Permutation P 

Output:  Stego Image S. 

Steps: 

1. Split the Cover Image C into three layers Red (R), 
Green (G), Blue (B). 

2. Convert B, and G into blocks; B= {         ...  }, 
G= {         ...  } where each block is only one 
pixel. 

3. Convert each block from B, and G to its ASCII 
format. 

4. Split M into characters, M= {        ...  }. 

5. Take    from M, and Convert it to its binary format. 

6. Declare an array X of integer numbers.                              

7.  For i =1 to length (X)   

8. Generate RN (i) using PRNG generator by applying 
the equation 3, and 4. Each number of these random 
numbers will represent the location of the pixels in C.  

9. End for  

10. Select 8 numbers from RN (i) which located between 
{1 to 8}, put these numbers in another array called 
SN.   

11. for q=1 to length (M)*3 

12. RS(q)=SN(i)+8   

13. End for       

14. For msgCount=1 to length(M) 

15. j=1           

16. Take    from B, and    from G. 

17. b(RS(j),7:8)=   (msgCount ,1:2) 

18. g(RS(j),end)=   (msgCount,3) 

19. j++ 

20. b(RS(j),7:8)=   (msgCount ,4:5) 

21. j++ 

22. b(RS(j),7:8)=   (msgCount ,6:7) 

23. g(RS(j),end)=   (msgCount,8) 

24. j++ 

25. end for 

26. Convert b, and g from binary to decimal. 

27. Merge the three layers R, G, B again to construct the 
stego Image S. 

Example: 

Suppose that the secret message “abc” needs to hide in 
cover image (Lena 128.bmp).  According to the proposed 
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method, the message characters are converted into its binary 
format 01100001, 01100010, 01100011, and then the Blue and 
Green channels are considered and its pixels are converted into 
binary format.  Each byte from the message will be hidden in 
three pixels only. Based on the proposed method, it needs to 
generate nine random numbers to hide the message (message 
length * number of pixels). By using the PRNG generator, 
these random numbers are RS= {1, 4, 5, 3, 8, 6, 2, 7, 9}. 
Therefore, the first byte of the message will be hidden in pixel 
1, pixel 4, and pixel 5(i.e., not sequential). Table I shows the 
embedding process. 

TABLE I.  RANDOM BASED IMAGE STEGANOGRAPHY EXAMPLE 

Pixel 

no. in 

sequenc

e 

manner 

Pixels before embedding 
Pixels after 

embedding 

Blue 

pixe

l 

Gree

n 

pixel 

Blue 

pixel 

bits 

Green 

pixel 

bits 

Blue 

pixel 

bits 

Green 

pixel 

bits 

1 131 137 
1000001

1 

1000100

1 

1000000

1 

1000100

1 

2 120 135 
0111100

0 

1000011

1 

0111100

1 

1000011

1 

3 106 132 
0110101

0 

1000010

0 

0110100

1 

1000010

1 

4 113 131 
0111000

1 

1000001

1 

0111000

0 

1000001

1 

5 109 129 
0110110

1 

1000000

1 

0110110

0 

1000000

1 

6 111 131 
0110111

1 

1000001

1 

0110110

1 

1000001

0 

7 103 127 
0110011

1 

0111111

1 

0110010

0 

0111111

1 

8 112 133 
0111000

0 

1000010

1 

0111000

0 

1000010

1 

9 108 122 
0110110
0 

1000010
0 

0110110

1 

1000010

1 

IV. THE PERFORMANCE EVALUATION 

In this section, the proposed method has been tested by 
taking different messages with different lengths and hiding 
them in some RGB cover images (i.e., standard images). The 
proposed method is implemented using MATLAB 11.1.0 
software running on a personal computer with a 2.27 GHz Intel 
(R) Core (TM) I3 CPU , 4 GB RAM and windows 7 as the 
operating system. 

Several experiments with 512 x 512 and 256 x 256 standard 
images are performed to evaluate the proposed method. 
Embedding capacity and stego image’s visual quality (PSNR) 
are used to evaluate the performance of the proposed image 
steganography method. The results of these experiments are 
recorded and are summarized in the following tables. 

The results in Table II explain that, the proposed method is 
tested using many images with different capacity, it produces 
high PSNR and the stego images appears approximately as the 
cover image that is explained in the MSE. Fig. 4 shows the 
cover image Lena 512 x 512 and the histograms of its B, and G 
layers which are used to embed the message given in Table II 
with capacity (21.845) bytes. Fig. 5 shows the stego image 
which is obtained after embedding that message and its 
corresponding histograms. 

TABLE II.  PSNR AND MSE OF OUR PROPOSED METHOD IN DIFFERENT 

COVER IMAGES AND DIFFERENT CAPACITY 

Cover 

Image 

(512 x 

512) 

Message 

capacity 

(bytes) 

PSNR of our  

proposed method 

(dB) 

MSE 

 

 

Lena 

43.690 51.8283 0.4268 

32.768 53.0805 0.3199 

21.845 54.8254 0.2141 

 

 

Baboon 

43.690 51.8436 0.4253 

32.768 53.1012 0.3184 

21.845 54.8664 0.2120 

 

 

Pepper 

43.690 51.8544 0.4243 

32.768 53.1094 0.3178 

21.845 54.8864 0.2111 

 

 

Bird 

65.536 50.0949 0.6362 

43.690 51.8738 0.4224 

32.768 53.1370 0.3158 

21.845 54.8800 0.2114 

 

Fig. 4. Cover image Lena and histograms 

 

Fig. 5. Stego image Lena and histogram 

The results of the comparison study between the proposed 
method and method in [11] by using different number of 
characters (bytes) secret message and 512 x 512 cover images 
(Lena, Baboon, Pepper) are presented in Table III. 
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TABLE IV.  COMPARISON BETWEEN PSNR OF METHOD IN [11] AND OUR 

PROPOSED METHOD 
5

1
2

 x
 5

1
2
 

 

Cover 

Images 

 

Message 

Capacity 

(bytes) 

PSNR (dB) 

 

Method in 

[11] 

 

Proposed 

method 

 
Lena 

 
75.836 

 
49.1564 

 
49.4263 

 

Baboon 

 

82.407 

 

47.7283 

 

49.0871 
 

Pepper 
 

75.579 
 

47.4422 
 

49.4602 

According to the comparison results, it has found that the 
proposed method has PSNR values better than the method in 
[11], which mean that the stego image quality of the proposed 
method will be higher than the stego image quality of the 
method in [11]. In addition, the average improvement of 
method in [11] is 48.1089 %, while the average improvement 
of the proposed method is 49.3245 %. So the proposed method 
outperforms the method in [11] by 1.22 %. Table IV represents 
the comparative results of our proposed method and method in 
[18] using different number of characters bytes (secret 
message), and 512 x 512 cover images (Lena, Baboon, 
Airplane). 

TABLE V.  COMPARISON BETWEEN PSNR OF METHOD IN [18] AND OUR 

PROPOSED METHOD 

5
1
2

 x
 5

1
2
 

 

Cover 

Images 

 

Message 

Capacity (bytes) 

PSNR (dB) 

 

Method in 

[18] 

 

Proposed 

method 

 
Lena 

 
28.672 

 
43.335 

 
53.6535 

 

Baboon 

 

28.672 

 

44.902 

 

53.6796 
 

Airplaine 
 

28.672 
 

43.026 
 

53.7138 

According to the comparative results, it is found that our 
proposed method has more PSNR values than that the method 
in [18], which means that the stego image quality of our 
proposed method will be higher. In addition, the average 
improvement of method in [18] is 43.7543 %, while the 
average improvement of the proposed method is 53.692 %. So 
the proposed method outperforms the method in [18] by 9.93 
%. 

Table V represents the comparison of the proposed method 
and the method in [19] by hiding (145,787 - 144,916 - 
145,995) secret bits in 512 x 512 cover images (Lena, Baboon, 
Pepper) respectively. 

TABLE VI.  COMPARISON BETWEEN PSNR OF METHOD IN [19] AND OUR 

PROPOSED METHOD 

5
1
2

 x
 5

1
2
 

 

Cover 

Images 

 

Message 

Capacity (bits) 

PSNR (dB) 

 

Method in 

[19] 

 

Proposed 

method 

 

Lena 

 

145.787 

 

42.26 

 

55.6199 
 

Baboon 

 

144.916 

 

38.44 

 

55.6750 
 

Pepper 

 

145.995 

 

42.28 

 

55.6657 

According to the results in TABLE V, it is found that the 
proposed method has more PSNR values than method in [19], 
which means that the stego image quality of the proposed 
method is higher than the stego image quality of this method. 
In addition, the average improvement of method in [19] is 
40.993 %, while the average improvement of the proposed 
method is 55.6535%. So the proposed method outperforms the 
method in [19] by 14.66 %. 

V. CONCLUSION AND FUTURE WORK 

In this paper, a new Steganographic method has proposed, 
which provides high embedding capacity and PSNR. In 
addition, by using Pseudo Random Number Generator 
(PRNG), the security of the system has improved. 
Experimental results showed that our proposed method is 
considered an effective Steganographic method while it 
satisfies the Steganographic system goals. 

In the future work, we are looking forward to try applying 
the proposed method on audio and video. Also, we are looking 
forward to enhance the proposed method to make the capacity 
higher than it while keeping the same PSNR or higher. 
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Abstract—In general, landscape architecture includes 

analysis, planning, design, administration and management of 

natural and artificial. An important aspect is the formation of so-

called sustainable landscapes that allow maximum use of the 

environment, natural resources and promote sustainable 

restoration of ecosystems. For such purposes, a designer needs a 

complete database with existing and suitable plants, but no 

designing tool has one. Therefore it is presented the structure 

and the development of on ontology suitable for storing and 

managing all information and knowledge about plants. The 

advantage is that the format of the ontology allows the storage of 

any plant species (e.g. live or fossil) and automated reasoning. 

Ontology is a formal conceptualization of a particular knowledge 

about the world, through the explicit representation of basic 

concepts, relations, and inference rules about themselves. 

Therefore the ontology may be used by a design tool for helping 

the designer and choosing the best options for a sustainable 

landscape. 

Keywords—environment; landscapes; ontology; ontology-based 

simulation; sustainable landscapes 

I. INTRODUCTION 

In Romania studies on the landscape made up in the years 
1990-1995 aimed especially theoretical approaches and 
descriptive works, the landscape is analysed through the 
interaction of natural components. The study of landscape was 
frequently included in physical-geographical studies. In Europe 
and the U.S. separation of theoretical and descriptive landscape 
analysis took place in 1960 when he moved to the quantitative 
analysis of specific aspects of the landscape. Thus, in 1980 the 
landscape starts to emerge Science, studying the organization 
of landscape, natural and human interrelations between 
components and their temporal dynamics. 

There are several application used in landscape design, 
applications which make use databases and ontology with 
certain plants. However, these databases or ontology lack many 
attributes of the plants and are useless for non-specialists. The 
designers must make use of their experience and background 
knowledge to use the existing information. Therefore, the aim 
of the next article is the design and implementation of ontology 

about plants used in sustainable landscape design, along with 
their properties and relationships. 

This paper presents the structure and the development of  
ontology suitable for storing and managing all information and 
knowledge about plants. The rest of the paper is organized as 
follows. Section 2 presents the related work in the field of 
sustainable landscape design. Section 3 discusses the structure 
and the development of on ontology suitable for storing and 
managing all information and knowledge about plants. In 
Section 4, the knowledge modelling environment in this study 
is presented. Section 5 contains the proccess to obtained the 
ontology. Section 6 discusses the results presented in section 5. 
Finally, conclusion and future work is presented in Section 7. 

II. RELATED WORK 

There are different viewpoints regarding sustainable 
landscape design and types of ontology. In [1] Selman claimed 
the fact that landscape has become a major issue in spatial 
policy both as a sector in its own right, important to outdoor 
amenity and the leisure economy, and, increasingly, as a basis 
for framing and managing wider socio environmental systems. 
This trend reflects two broad schools in sustainable landscape 
development - one focused on the design and protection of 
scenic assets and the other emphasizing dynamic 
multifunctional links between ecosystem services and human 
well-being. 

The social dimension of sustainability has been growing in 
importance as a criterion for evaluating the viability of projects 
in the construction sector. Reference [2] presents an ontology 
that can be employed to provide a systematic articulation to the 
issues that impinge on the social dimension of sustainability 
appraisals. The development of the social ontology was a 
consequence of a research project that explored the tools, 
metrics and models employed in the evaluation of 
sustainability within the urban environment. 

Creating sustainable landscapes is very important 
especially in the context of environmental conversion of closed 
mines ([3]) and landslides ([4]); in the context of the 
accentuated urbanization and of the negative implication on 
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environment. There are even studies on the fossil flora by 
Macovei and Givulescu ([5]). Reference [6] tackles algorithms 
applied in Environmental sciences. Sustainability has been 
defined by Park ([7]), in part, as the ecological balance that 
allows us to meet our needs without compromising the ability 
of future generations to meet theirs. 

Sustainable landscape planning is based on a variety of 
techniques and systems designed to manage environmental 
problems caused by different factors (increased urbanization, 
climate change, greenhouse effect). The systems or techniques 
of sustainable landscape planning is not addressed and not 
treats only one environmental problem. These systems are 
designed, most often to alleviate or treat several negative 
factors that are co-dependent (urbanization - air pollution - 
noise pollution – greenhouse effect - urban high temperatures - 
the increase of the impervious surfaces, the reduction of soil 
permeability – the increase of the volume and speed of the 
pluvial runoff runaway water - the pollution of the 
hydrographical network) ([8], [9]). 

Even if the conventional landscapes have also an ecological 
function, generally focuses on the aesthetic function. 
Stoecklein said that a good landscape architect should have an 
extensive knowledge of plant, soils, and sites and eye for 
design, in order to make the right plant selections and put them 
artistically into their proper locations ([10]). Currently, the 
sustainable landscapes and the landscape architecture bring 
forward the ecological function ([11], [12], [13], [14], [15], 
[16]). Not only selection and artistic arrangement of the plant 
counts but also the environmental benefits and their functions 
according to the issues addressed. 

Levinthal has considered the problem of landscape design 
like the tuning of fitness landscapes on which actors adapt 
([17]). He examined how alternative organizational designs 
influence actors’ fitness landscapes and, in turn, the behavior 
that these alternative designs engender. Reducing 
interdependencies leads to robust designs that result in 
relatively stable and predictable behaviors. Reference [18] 
provided an overview of established and emerging forces that 
influence landscape design. Management, planning, and design 
as appreciative systems and regenerative processes require the 
landscape be addressed as system, and the designer be actively 
engaged in integrative systems thinking. In “Ecological 
landscape design and planning” the authors contributed to 
holistic landscape research, creative landscape design and 
sustainable landscape planning ([19]). 

The reference [20] illustrated that environmental quality is 
one of the factors that has a direct effect on the health and well-
being of people in urban areas. They suggested that the urban 
environment is characterized by altered climate and water 
relations, damaged soils, man-made substrates, a specialized 
flora of native and non-native species, and a strong cultural 
context. 

According to [21] sustainable design has a lot to do with 
society, economy and environment’s principles. Social aspects 
of sustainability, is in need of community participation. 
Participation in the design process especially in landscape 
architecture and design is one of the most important factors 
which are emphasized in recent years and new theories. 

Bata delimited the borders of areas, units or entities like 
universal problem in the spatial and landscape sciences, 
particularly when addressing natural systems or socio-
ecological systems ([22]). The authors of [23] concluded that 
the best way to keep pace with the latest thinking in 
environmental planning and landscape design are: the 
fundamentals of landscape and environmental planning, nature 
as the all-embracing framework, topography and earth 
modeling, treatment of wetlands, waterways, and water bodies. 
The latest researches in the field of the sustainable landscape 
were focused also on spatial optimization model for landscape 
planning and renewable energy ([24], [25]). 

Reference [26] described the creation of knowledge sharing 
system for sustainability science through the application of 
semantic data modeling. An ontology grounded in description 
logics was developed based on the ISO 15926 data model to 
describe three types of sustainability science 
conceptualizations: situational knowledge, analytic methods, 
and scenario frameworks. Semantic statements were then 
created using the ontology to describe expert knowledge 
expressed in research proposals and papers related to 
sustainability science and in scenarios for achieving sustainable 
societies. 

An important function in the development of urban areas 
has their ecological assessment and the methods used ([27], 
[28]). There are various methods for environmental 
assessment. For the ecological (sustainable) landscape design 
are available various solutions of numerical modeling and 
selection of vegetation - but these solutions are not complete. 
The success of these landscapes is ensured by the high degree 
of interdisciplinary involved by design and implementation. 
Initial studies, numerical modeling and planning are important 
elements for achieving a viable sustainable landscape. 

During the development of sustainable landscaping 
techniques appeared important tools for assessment, modeling, 
design and implementation. The inconvenience refers to the 
restriction of the use of these tools ([29]). These restrictions 
arise because the sustainable landscapes and the related 
techniques address local and regional conditions and depend on 
the existing factors in a particular area. 

So, the modeling tools, design and selection of vegetation 
are often developed according to the existing conditions in a 
particular region of the world or a country, and cannot be 
applied only under similar conditions to other regions. The 
vegetation has the one of the most important roles in the proper 
functioning of the sustainable landscapes. In order to achieve 
the specific objectives, of a particular sustainable landscaping 
technique, vegetation should be chosen to optimize, support 
and comply with its functions. An advanced and complex 
ontology that include plants with various characteristics enable 
accurate selections based on the requirements of the techniques 
that are to be implemented, on local conditions, and on the 
functions that are intended to be met by the proposed 
landscape. 

III. STRUCTURE OF THE ONTOLOGY 

Ontology is formal conceptualization of a particular 
knowledge about the world, through the explicit representation 
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of basic concepts, relations, and inference rules about 
themselves ([30], [31]). Domain ontology can be used to 
provide knowledge support in underlying cognitive processes 
and inter-relations. 

Some reasons why someone would develop an ontology are 
described by [32]: to share common understanding of the 
structure of information among people or software agents, to 
enable reuse of domain knowledge, to make domain 
assumptions explicit, to separate domain knowledge from the 
operational knowledge, to analyze domain knowledge. 
Developing ontology is asking to define a set of data and their 
structure for other programs to use. Problem-solving methods, 
domain-independent applications, and software agents use 
ontology and knowledge bases built from ontology as data. 

For example, according to [33] the necessity of creating a 
legal ontology specific to the Romanian juridical context 
resides in the fact that, although different state institutions hold 
various databases storing documents, there is a lack of 
centralization of these data. 

The ontology for sustainable landscape design was 
developed. This ontology can be used as a basis for some 
applications in a suite of landscape-managing tools: the 
application could create the possible garden architecture 
suggestions for the each potential client. With such ontology as 
the one proposed in this article, software algorithms may be 
used to extract and match the suitable plants, such as 
evolutionary ontology ([34]). 

Different definition of ontology provides various facilities. 
The latest development in defining standard languages OWL 
ontology is produced by World Wide Web Consortium (W3C). 
Like RDF, OWL makes it possible to describe concepts but in 
addition, provides many other facilities. It has a richer set of 
operators (for example and, or, negation). It is based on a 
different logical model that allows concepts to be 
simultaneously defined and described. Complex concepts can 
be defined based on simple concepts. The logical model allows 
use reasoners to check whether all the definitions and 
declarations are mutually consistent and can also acknowledges 
that fit concepts and under the definition. The function of 
reasoners helps to maintain a proper hierarchy. This hierarchy 
is useful when working with classes that have more than one 
parent. Unlike a mere database, such as many existing ones, an 
ontology is capable of describing the relationships between 
entities, e.g. what plants match what conditions, what plants 
need to be planted around what plants etc. Moreover, ontology 
is a good platform for reasoning and inference, very well 
described by [35]. This means that the user has all the tools to 
query the ontology and find out any existing characteristic 
about the approached domain. 

IV. KNOWLEDGE MODELLING ENVIRONMENT 

Reference [36] presented methodologies for building 
ontology from scratch. Reference [37] and [38] proposed the 
solution for ontology based approaches. Typical ontology - 
enabled tasks include profile matching, gap analysis and the 
selection of appropriate learning opportunities. 

Ontology is a semantically enriched data model that 
represents a set of concepts within a domain and the 

relationships between those concepts ([39]) OWL ontology has 
similar components to Protégé frame based ontology. 
However, the terminology used to describe is different from 
that used by Protégé. OWL ontology is constructed of 
Individuals, Properties and classes that have correspondent in 
Protégé: Instance, Slots and Classes. Individuals represent 
objects in the domain that was interesting. An important 
difference between Protégé and OWL is that OWL does not 
use Unified Name Assumption (UNA), means that two distinct 
name can be the same individual. 

For example, “Queen Elizabeth Rose”, “Queen Elizabeth” 
or “Elizabeth Rose” assigned the same individual. OWL have 
explicitly stated that individuals are equally distinctive each 
other. Individuals are also known as instances and may be 
referred to as “instances of classes”. The properties are binary 
relations between individuals like individual property of the 
two links each other. For example, property can link individual 
isToxic for Bluebells (in Romanian Viorele) and for individual 
MayLily (in Romanian Lăcrimioare), or property Content can 
bind Plants for Flowers. Properties can be reversed. Such as the 
inverse of isToxic is notToxic. The properties can be limited to 
have a single value. Also they can be transitive or symmetric. 
Properties are equivalent slots in Protégé. They are also known 
as logical description of roles and relationships in UML and 
other object-oriented notations. 

V. DEVELOPING THE ONTOLOGY 

The Artificial-Intelligence literature contains many 
definitions of ontology, many of these contradict one another 
([32]): ontology is a formal explicit description of concepts in a 
domain of discourse (classes - sometimes called concepts), 
properties of each concept describing various features and 
attributes of the concept (slots - sometimes called roles or 
properties), and restrictions on slots (facets - sometimes called 
role restrictions). 

There are three basic rules for building ontology. These 
rules help to make decisions in a variety of situations. There is 
no one correct way to model a domain - there are always 
alternatives ([32]). The best solution usually depends on the 
application that builds the ontology and the extent who can 
expect. Building ontology is an iterative process. 

Ontology together with a set of individual instances for 
classes constitutes a knowledge base. In reality, there is a fine 
line where the ontology ends and the knowledge base begins. 
Classes describe concepts in the domain. OWL classes are 
interpreted as sets which contain individuals. They are those 
described using formal descriptions (mathematical) which 
specifies the requirements for class members. For example, 
class Colors would contain all the colors of our interest field: 
Blue, Green, Orange, Purple, Red, White, Yellow, AllColours.  

Classes can be organized in super classes – sub class 
hierarchy, which is known as taxonomy. Subclasses has 
specialized the super classes. For example, grades Contents 
Plants - Plants can be a subclass of Content class (Content is 
super class and Plants is class). This can be translated as: “All 
plants are Content”, “Plants All class members are members of 
the class Content”. The expression is a relation forms the basic 
structure of the ontology. 
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Fig. 1. Relation between classes Content – Plants 

If the expression is A is a B, it means that node A is a 

subtype of node B. For example, BulbsPlants is a Plants 

class, or Plants is a Content. It should be noted that is a 
does not mean is an instance of. An instance, ontologically 
speaking, is a specific example of something; e.g. a 

BulbsPlants is a Plants, but Gladiola is an instance 

of a BulbsPlants, rather than a subtype of BulbsPlants. 

However, if it’s know that BulbsPlants is a Plants, it 

is similar with every instance of BulbsPlants is a Plants, 

more over even every instance of BulbsPlants is a 

Content. 

Although there is no binding agreement on the appointment 
of OWL classes, it is recommended that all class names begin 
with a capital letter and should not contain spaces, for example: 

 Garden, 

 ThunbergiaAlata, 

 BulbsPlants, 

 BorderPlants, 

 LongBlooming. 

Alternatively, it can use the underscore character to group 
words Hedera_Iedera, Bluebells_Viorele. 

Empty ontology contains a class called owl: Thing. OWL 
classes are interpreted as sets of individuals and are constructed 
from descriptions of the conditions that must be met by an 
individual to closely match a member of class. OWL ontology 
is a set of axioms, which provide explicit logical assertions 
about three types of things: classes, individuals and properties. 

Using reasoner it can infer other facts which are inevitably 
contained in the ontology, for example if an individual 

Anemone is in class BulbsPlants, and the class 

BulbsPlants is a subclass of the class Plants, a reasoner 

will infer that Anemone is a Plants. 

It was used the next types of axioms that can be expressed 
in OWL 2 and also the Manchester syntax: 

- Class declaration defines a class. A class may contain 

individuals or other subclass. 

 

Declaration( Class( :Plants ) ) 

(1)  

- Individual declaration defines a named individual. 

 

Declaration( NamedIndividual( :Anemone ) 

(2)  

- Class assertion state that an individual belongs to a class: 

 

ClassAssertion( :BulbsPlants :Anemone ) 

(3)  

- Subclass assertion declares that all individuals that belong to 

a class belong also to another class: 

 

SubClassOf( :BulbsPlants :Plants ) 

(4)  

Property declaration defines a data property to link an 

individual to data, or object property to link to an individual: 

Declaration(DataProperty(:SpaceBetweenPlants))    (5)  

- Property assertion issue the relation of an individual to 

either data or individual: 

 

 

DataPropertyAssertion(:SpaceBetweenPlants 

:Anemone "10"^^xsd:byte) 

(6)  

Before it will be presented the relationships between 
classes it must have to list the class hierarchy: here was used 
the Ontograf images produced by Protégé OWL editor. In the 
plants environment any scene consists of Blooming, Caring, 
Colors, Content, Shadows, Toxic. These will be the super 
classes of the Garden ontology (Fig.2). 

 

Fig. 2. Garden ontology super classes 

A landscape may refer to Blooming, Caring, Colors, 
Content, Shadows, Toxic environment. The content has been 
adapted to these situations. Further classes are customized by 
introducing appropriate subclasses: Blooming is refered by 
LongBlooming or ShortBlooming, Caring consists of 
HardCaring or SimpleCaring, Colors prevailing Blue, Green, 
Orange, Purple, Red, White, Yellow, AllColours, Content 
defines Bushes, Flowers and Plants where Pants could be 
BorderPlants, BulbsPlants and ClimbingPlants species, 
Shadows might be NaturalLight, Semidarkness and Shadow, 
Toxic as it may be isToxic, notToxic or SlightlyToxic. The 
figure below shows a representation of the hierarchy classes in 
Garden ontology (Fig. 3). It is presents an overall graph of 
Garden ontology, emphasizing the relationship among the main 
classes of the ontology. The word concept is sometimes used 
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instead of classes. Classes are concrete representations of 
concepts. 

 
Fig. 3. Class hierarchy 

VI. RESULTS AND DISCUSSION 

In this section, it is described the design considerations and 
modeling concepts, together with a landscape scenario used to 
illustrate own ideas in that context. The ontology is not 
complete until the addition of individuals. For every class it 
can be established as many individuals are necessary. For this 
ontology it was considered that some individuals for a class are 
enough. As the individuals are added it was associated the 
appropriate object and data properties like Figure 4a. In Figure 
4b there is an example of individual with description and 
property assertions. In the Figure 4c was represented all 
individuals with properties isPerfumed. 

For proper experiment it was implemented an ontology 
with 25 entities (Individuals), 111 relations (Fig. 4a) and 9 data 
properties. The tests have been carried out using a reasoned 
and the results have been validated by an expert. On the basis 
of the description (conditions) a class reasoner can check 
whether or not that class may have an instance. A class is 
declared inconsistent if it can have any instance. OWL 
provides set operations in their usual mathematical meaning. 

 
(a) 

 
(b) 

 
(c) 

Fig. 4. (a) Individuals by type; (b) Description and property assertions; (c) 

Individuals with a property 

It is display the set operations on an example in Figure 5. It 
was defined a class ClimbingPlants which contains four new 
individuals named SmallBoy, BigBoy, SmallGirl, BigGirl. 
These individuals must be declared as different from each 
other, otherwise an OWL reasoner expects that they may be the 
same: 

Declaration(Class(:ClimbingPlants))  
Declaration(NamedIndividual(:Hedera_Iedera))  
Declaration(NamedIndividual(:Ipomoea_Zorele))  
Declaration(NamedIndividual(:Lonicera_Caprifoi)))  
Declaration(NamedIndividual(:ThunbergiaAlata))  
ClassAssertion(:ClimbingPlants:Hedera_Iedera)  
ClassAssertion(:ClimbingPlants:Ipomoea_Zorele)  
ClassAssertion(:ClimbingPlants:Lonicera_Caprifoi)  
ClassAssertion(:ClimbingPlants:ThunbergiaAlata)  
DifferentIndividuals(:Hedera_Iedera :Ipomoea_Zorele 

:Lonicera_Caprifoi) :ThunbergiaAlata) 

 

Fig. 5. ClimbingPlants class 
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For data properties it was necessary to restrict the values of 
a data property. For example the axiom: 

ClassAssertion(DataMinCardinality(15:minHeight 

xsd:byte):Anemone)  

ClassAssertion(DataMinCardinality(3:minSeason 

xsd:byte):Anemone)  

ClassAssertion(DataMaxCardinality(25:maxHeight 

xsd:byte):Anemone)  

ClassAssertion(DataMaxCardinality(5:maxSeason 

xsd:byte):Anemone)  

DataPropertyAssertion(:SpaceBetweenPlants:Anemone 

"10"^^xsd:byte) 

Without having a reasoner is very difficult to maintain large 
ontology in a state logically correct. 

In cases where ontology has classes that have multiple 
super classes, it is important that every time you build a tree 
hierarchy of classes that simple. The duty of the reasoner is to 
calculate and maintain multiple rights (Fig. 6). 

 

Fig. 6. Garden ontology processed by a reasoner 

For validating the ontology, there are testing several 
sessions of reasoning. The most important constraints ([40]) 
that can be specified are: 

- allValuesFrom - which specifies that all values of the 

properties are in a certain area; 

- someValuesFrom - which specify that a property has 

values in a particular field of cardinality; 

- hasValue - which can be either an individual or a data 

value. A restriction containing hasValue constraint 

describes a class of all individuals for which the property 

concerned has at least one value semantically equal to 

specificated value (it may have other values as well); 

- minCardinality - describes a class of all individuals that 

have at least N semantically distinct values (individuals or 

data values) for the property concerned, where N is the 

value of the cardinality constraint; 

- maxCardinality - describes a class of all individuals that 

have at most N semantically distinct values (individuals 

or data values) for the property concerned, where N is the 

value of the cardinality constraint. 

In Figure 7 was observed that composing relationships 
hasDurability and isPerfumed will obtain exactly as result the 
plants with this properties. It was testing the next query: 

(hasDurability value true) and (isPerfumed value 

true) (7)  

The result was: 

 
Fig. 7. Perfumed and Durability plants 

In order to determine all the bulbs plants which growing 
after May, the proper query is: 

BulbsPlants and minSeason min 5 (8)  

It was obtained as result: Gladiola, Ixia, Dahlia, 
IrisHollandica, MaryLily (Figure 8a). To find bulbs plants 
which are Toxic and have property to need space between 
plants minimum 5 cm the next query was executed: 

BulbsPlants and isToxic and SpaceBetweenPlants 

some byte [>=5]     
(9)  

Result is showed in Figure 8b: 

 
(a) 

 
(b) 
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Fig. 8. (a) Bulbs plants growing after May; (b) Toxic bulbs plants with 

specified space between plants 

To find out the simple caring plants, need natural light and 
belong one of the next categories: bushes, flowers or climbing 
plants it is enough to run the next query: 

(Bushes or Flowers or ClimbingPlants) and 

SimpleCaring and NaturalLight (10)  

The result was: 

 
Fig. 9. The simple caring plants, natural light, bushes, flowers or climbing 

plants 

VII. CONCLUSIONS AND FUTURE WORK 

When is necessary to define complex ontology, and 
beyond, Protégé is recommended. With a highly developed 
visual interface can define classes, individuals, properties, 
relations only by a few clicks thus saving much time working 
with writing effective in OWL. 

It was developed genetic algorithms applied to the 
problems of composition of the sustainable landscapes. Future 
research can be focused on deepen the study of genetic 
algorithms and adaptive algorithms to find ways of applying 
evolutionary computation to solve them. It will mainly 
consider the transposition of the sustainable landscapes. 
Theoretical solutions will be integrated into a practical 
application, usable in real life. 

The future research would be interesting to demonstrate 
that the proposed system is capable of operating in complex 
areas and can handle large data sets, which can compete with 
similar systems. 
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Abstract—Image segmentation in the medical field is one of 

the most important phases to diseases diagnosis. The bias field 

estimation algorithm is the most interesting techniques to correct 

the in-homogeneity intensity artifact on the image. However, the 

use of such technique requires a powerful processing and quite 

expensive for big size as medical images. Hence the idea of 

parallelism becomes increasingly required. Several researchers 

have followed this path mainly in the bioinformatics field where 

they have suggested different algorithms implementations. In this 

paper, a novel Single Instruction Multiple Data (SIMD) 

architecture for bias field estimation and image segmentation 

algorithm is proposed. In order to accelerate compute-intensive 

portions of the sequential implementation, we have implemented 

this algorithm on three different graphics processing units (GPU) 

cards named GT740m, GTX760 and GTX580 respectively, using 

Compute Unified Device Architecture (CUDA) software 

programming tool. Numerical obtained results for the 

computation speed up, allowed us to conclude on the suitable 

GPU architecture for this kind of applications and closest ones. 

Keywords—Image segmentation; Bias field correction; GPU; 

Non homogeneity intensity; CUDA; Clustering 

I. INTRODUCTION 

In the medical image area, segmentation of anatomical 
structures is a key step for medical applications such as 
diagnostics, planning and act operation. Medical images 
contain a lot of information, and often few of structures are of 
interest. Segmentation allows visualization of the structures of 
interest and removing unnecessary information. It also enables 
structure analysis such as calculating the volume of a tumor, 
and performing feature-based image-to-patient as well as 
image-to-image registration, which is an important part of 
image guided surgery. 

In magnetic resonance imaging, the in-homogeneities of 
intensities, called bias field, are caused by non-uniformities in 
the Radio Frequency RF field during the acquisition. The 
result is a shading effect where the pixel or voxel intensities of 
same tissue class vary slowly over the image domain. This 
shading can cause severe errors when attempting to segment 
corrupted images using intensity-based pixel classification 
methods. It has been shown that this shading is well modeled 
by the product of the original image and a smooth, very slowly 
varying multiplier field [1, 2]. 

In recent literature the authors in [3] proposed modified 
classical fuzzy c-mean algorithm to be able to get a handle on 
the intensity in-homogeneities and noisy image effectively. 
Authors in [4] have demonstrated that the combination of the 
iterative nonparametric non uniformity normalization and 
FCM correction method brightens the signal intensity of fatty 
tissues and that separates the histogram peaks between the 
fibro glandular and fatty tissues to permit an accurate 
segmentation between them. In the work of Huan Jun Ding 
and al [5] they have investigated the feasibility of volumetric 
breast density quantification with two computer assisted 
image segmentation methods on medical magnetic resonance 
imaging (MRI) scans of 40 postmortem breasts.  

However, the use of their method is expensive in terms of 
time execution. In fact, most image segmentation methods 
proposed in the literature are computationally expensive, 
especially when run on large medical datasets, and requires 
powerful hardware to meet desired speed processing.  

It also requires several techniques and algorithmic 
calculation models, which may be sequential or parallel using 
elementary processors, cellular automata, or neural networks. 
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In [6] Jaber Juntu and al have discussed two approaches to 
remedy the problem of the bias field corruption. The one can 
be used as a preprocessing step where the corrupted MRI 
image is re-established by dividing it by an estimated bias 
field signal using a surface fitting approach. The other 
approach explains how to edit the fuzzy c-means algorithm so 
that it can be used to segment an MRI image degraded by a 
bias field signal. The authors in [7] have proposed a fast 
spatially constrained kernel clustering algorithm in order to 
segment medical magnetic resonance imaging (MRI) brain 
images and correct the intensity in-homogeneities. VOVK 
Uroš and al [8] gave a review of different methods for 
correction of intensity in-homogeneity in MRI, they classified 
the methods according to the in-homogeneity correction 
strategy and different, qualitative and quantitative, evaluation 
approaches. Earlier, authors in [9] suggested a method that has 
been applied to 3T and 7T, they have achieved desirable 
results, and also their method was robust according to 
initialization. According to all this studies and developed 
algorithms for image processing, the reach of GPUs has made 
a revolution in the scientific community by using the power of 
parallel calculations that are well suited to this type of card. 

Graphic processing units (GPUs) were originally created 
for rendering graphics. Recently, GPUs has emerged as co-
processing units for Central Processing Units (CPU) and has 
become popular for general-purpose high performance 
computation (GP-GPU) which is mainly attractive and used by 
many researchers [10-12], to accelerate various digital signal 
processing applications, including medical image processing 
[13-15]. GPUs are composed of hundreds of processing cores, 
highly decoupled, able to achieve immense power of parallel 
computing. To take advantage of these multi-core 
architectures, these applications must be parallelized. 

Among the images segmentation algorithms with intensity 
in-homogeneities correction on GPU architecture, authors in 
[16] proposed an extended mask-based version of the level set 
method with bias field, recently presented by Li et al. [17]. 
They develop CUDA implementations for the original full 
domain and the extended mask-based versions, and compare 
the methods in terms of speed, efficiency, and performance. 
The GPU implementation of their version allows a speed up of 
around 50−100 times for instance, for 512×512×128 slices. 

Other researchers have suggested different implementation 
categories of FCM [18] on GPU in order to accelerate the 
running time.  Anderson & al [19] suggested a GPU solution 
for the Fuzzy C-Means. They have used OpenGL and Cg to 
achieve approximately two orders of magnitude computational 
speed-up for some clustering profiles using an 
NVIDIA8800GPU card. Then they generalized the system for 
the use of non-Euclidean metrics [20]. On the other and they 
tried to provide computational intelligence researchers the 
skills necessary to exploit the low cost and high performance 
of GPUs with a minimum learning cost [21]. 

In other works authors implemented a parallel version of 
FCM on GPU using openGL and Cg language [22]. They 
reached about 2× speedup over the sequential implementation. 

Rowinska and Goclawski [23] have focused on 
accelerating the clustering of the FCM algorithm on GPU 

using CUDA. They compared their implementation with its 
C++ sequential implementation, as well as a MATLAB 
version. In their papers FCM clustering was applied to 
segment polyurethane foam images. The NVIDIA GeForce 
GTX560 card was used to perform the parallel experiments, 
while Intel Core i3 processor was used for the sequential 
implementation. As a result, they showed that their parallel 
methods have achieved about 10×speed up over the sequential 
implementation and it was 50 to100× faster than the 
MATLAB version. 

In [24] authors proposed a parallel implementation of 
brFCM which is a faster version of the standard FCM, they 
tested their algorithm on two GPU cards, Tesla M2070 and 
Tesla K20m, where the implementation provides about 2.24x 
speedup. The brFCM implementation achieves a speed up of 
23.42x compared to the traditional FCM. Lately in [25] the 
authors have introduced a modified FCM algorithm that 
improved the calculations of the membership matrix and the 
centers update. Their upgrade version was implemented using 
CUDA on GPU hardware to rise: the execution time, the 
visual, and the segmentation efficiency. The experiments used 
different images of different sizes. They used GTX260 and 
Intel Core 2 Duo to run the GPU and CPU experiments. The 
authors achieved at least 10x improvements over the 
sequential FCM version. 

Shalom et al. [26] proposed an implementation to improve 
the computational time of FCM on big data sets using GPU. 
The practical works were developed on a multidimensional 
yeast gene expression data set. The researchers stored the 
distance and membership matrices in the texture memory. The 
CPU carried out the initial step of the algorithm. 
Subsequently, the GPU held the most running time parts of the 
algorithm which are the iterative tasks such as distance 
calculations, membership calculations, and new cluster centers 
computations. They developed the experiments on two 
different GPU cards, GeForce 8500GT and GeForce 
8800GTX. The comparison between the parallel and the serial 
implementations proves an up to 140x speedup on 8800GTX 
according to the CPU implementation. Moreover, the GPU 
implementation showed an up to 73x speedup on 8500GT. 

In [27] the researchers implemented and analyzed a 
parallel dynamic functional connectivity (DFC). algorithm in 
GPU using two approaches, the first is thread-based and the 
second is block-based, moreover they have also parallelize the 
DFC using openMP on fMRI data, they have reached a 
speedup ranging from18.5x to 157x on GPU and 7.7x with 
openMP respectively. 

In this paper, our contribution is mainly intended to 
parallelize the BCFCM algorithm [28] on massively parallel 
architecture. Our algorithm leads to a better accuracy on 
segmentation than FCM. But, it is more time consuming. In 
order to remedy this issue we have exploited the performance 
of NVIDIA graphic card (GPU) to implement a version that 
accelerates successfully the BCFCM. We will try later, to 
detail our method that gives more promising results. 

The rest of this paper is organized as follows. In Section II, 
we summarized the fine-grained parallel model used (GPU of 
NVidia) and its software development environment (CUDA). 
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Section III presents a review of the sequential version of the 
clustering algorithm BCFCM proposed in [28]. Section IV, 
deals with our parallel implementation for the original and 
extended algorithms as well as the details of the parallelization. 
In Section V, we present our findings, compare the results and 
performance speed-ups. Section VI, concludes the paper and 
gives some perspectives for this work. 

II. PARALLEL ARCHITECTURE MODEL 

In this section we will give a summary presentation of the 
computational model and the software development 
environment choosing for the implementation of the 
algorithm. It is related to GPU massively parallel architecture 
and it’s SDK CUDA. 

A. NVidia GPU Architecture 

Modern GPUs are massively parallel processors that 
support a large number of elementary processors. They are 
particularly well suited for exploring the calculations on many 
data types that have high arithmetic intensity. Currently, GPU 
architecture is composed of an evolving set of processing units 
flows (SM, SMX Streaming Multiprocessor or: next-
generation Streaming Multiprocessor). Such a multiprocessor 
contains a number of cores (scalar processor), a multithreaded 
instruction unit, number of registers, local memory and shared 
memory (Fig.1). The number of processor cores and 
multiprocessor depends on the architecture and model of the 
GPU. 

 
Fig. 1. NVIDIA GPU Grid, Block and Thread hierarchy in CUDA 

The fundamental characteristic of the architecture of the 
GPU is that it has a massively parallel architecture that 
supports a large number of threads destined to end fine-
grained calculation. Each parallelization scheme exploits the 
ability of mass GPU computing and provides a good load 
balancing, because each thread executes the same amount of 
computation. 

B. CUDA: Compute Unified Device Achitecture 

CUDA is a software development environment based on 
the C language for GPUs from NVIDIA unveiled in 2007 
[29]. It’s constituted by a parallel programming model and a 
set of dedicated instruction. The CUDA codes are compiled 

using the NVCC compiler [30]. It allows the programmer to 
define C functions, called kernels, which are executed in 
parallel by multiple CUDA threads (instantiation of a kernel). 
The programmer organizes these threads into a hierarchy of 
grids of thread blocks (Fig.1). A block of threads is a set of 
concurrent threads that can cooperate with each other through 
barrier synchronization and shared access. During execution, 
the threads can access data at different levels of hierarchy: 
registers, shared memory and global memory. The global 
memory is accessible by all threads, but its access time is 
about 500 times slower than the access time to the shared 
memory and registers. 

The treatment of elementary processes (threads) on the 
GPU is not independent. Indeed, the threads are executed in 
groups called Warps, where in a warp given (32 threads), all 
threads execute the same instruction (SIMD). 

III. BACKGROUND: A BIAS FIELD CORRECTION (BC) FUZZY 

C-MEANS (FCM) ALGORITHM (BCFCM) 

The standard FCM [18] objective function for partitioning 

an MRI image containing  N

kkx
1

pixels into C clusters is 

given by: 
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jiu , :  The degree of membership of data jx in the cluster 
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vi: The prototypes (or center) of the cluster i, 

N: The total number of pixels in the MRI image 

p: A weighting exponent parameter on each fuzzy 
membership value, it determines the amount of fuzziness of 
the resulting classification according to : 
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The observed MRI signal is modeled as a product of the 
true signal generated by the underlying anatomy, and a 
spatially varying factor called the gain field. 

kkk GXY   (3) 

Where Xk and Yk are the true and observed intensities at the 
k

th
 pixel, respectively, Gk is the gain field at the k

th
 voxel. The 

application of a logarithmic transformation to the intensities 
allows the artifact to be modeled as an additive bias field; 

kkk xy   (4) 

Where xk and yk are the true and observed log-transformed 

intensities at the k
th

 pixel, respectively, and k is the bias field 

at the k
th

 pixel. 
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Ahmed et al [28] proposed a modification to (1) by 
introducing a term that allow the labeling of a pixel (Voxel) to 
be influenced by the labels in its immediate neighborhood. 
The modified objective function is given by: 
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Where: 

Nk: Set of neighbour’s pixels that exist in a window around 
xk. 

Nr: Cardinal of Nk 

 : Neighbours effect 

The new membership function is then given by: 
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Where: 
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And 
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The cluster prototype (centroid) updating is done by the 
expression: 
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The estimated bias field is given by the expression: 
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Algorithm 1 explains the main steps of this algorithm. 

Algorithm 1: Bias field Correction fuzzy C-Means Algorithm 

(BCFCM) 

1: Set the parameters C, p, Nr and . 

2. Choose the stop criteria: Error, 

3: Initialize the centroïds vector V and estimated bias field  . 

4: repeat 

5: Update the membership value U using Eq. (6) 

6: Update the cluster center vector V using Eq. (9) 

7: Update the bias field estimated matrix  using Eq. (10) 

8: until ErrorVV oldnew  . 

 

IV. PARALLEL FUZZY C-MEANS ALGORITHM FOR BIAS 

FIELD ESTIMATION AND SEGMENTATION (PBCFCM) 

The main objective of the algorithm is to obtain 
simultaneously a bias field correction and image 
segmentation. However the expensive computation of this 
algorithm in its sequential version leads us to exploit the 
(SIMD) GPU architecture which is the adequate model for this 
kind of algorithms.Fig.2, illustrates the strategy used to 
distribute the data, at coarse-grained (Blocks) and fine-grained 
(threads) levels. 

The main idea is to split the image over the GPU so that 
each pixel presented by one thread can execute its own 
instructions independently. 

 

Fig. 2. Data distribution strategy for PBCFCM on GPU 

For this algorithm we start with initializing the centroids 
vector and the variables, then allocate and transfer data from 
CPU to GPU before the loop iteration. Note that we have used 
two main kernels, one to compute the membership function 
and the second to compute the estimated bias field. 

Once in the loop, we called the first kernel that computes 
both operations, the membership function and the expressions 
for updating centroids. Next step we update the cluster centers 
vector in CPU, then we transfer the new computed vector to 
the GPU in order to compute the new estimated bias field, and 
finally verify the criteria termination based on cluster 
variation. 

The major problem of execution time in our case, is the 
large data transfer time that eat up the memory. While for 
small image size, data transfer between CPU and GPU is 
negligible and can even sometimes be preferable. 

In this paper, we present a bias field correction fuzzy c-
means implementation which exploits the shared memory for 
data and constant memory for centroids in addition of 
registers. While, the part assigned to be executed in CPU is 
the division operation for the results updating of cluster and 
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the criteria termination test. Those two operations are assigned 
to CPU since they do not require processing power. The data 
transfer cost of cluster centers to constant memory may nearly 
be ignored compared to the iteration cost. Note that the 
allocation on device and data transfer are done only one time 
before starting the loop iteration, to avoid the latency caused 
by transferring data back and forth from the CPU and GPU. 

The Parallel bias field Fuzzy c-means classification 
algorithm is achieved using the following stages: 

Algorithm 2: Parallel bias field correction Fuzzy C-Means 

algorithm (PBCFCM). 

Stage 1:  

- Initialize the class centers Vi, (i = 1,...,C). This is carried out 

by selecting C points in the gray level scale [0,…,255].  

- Read the input data file.  

- Initialize the main variables of the algorithm in the CPU. 

Stage 2: Copy the pixels data, the initial clusters and the 

estimated bias field to the GPU. 

Stage 3: Allocate the memory of the membership matrix on 

the GPU. 

Stage 4: Compute the membership values based on cluster 

center for each data member. 

Stage 5: Compute expression needed for updating clusters on 

GPU. 

Stage 6: Update the clusters centers on the CPU. 

Stage 7: Transfer the new cluster centers to the GPU. 

Stage 8: Compute the new estimated bias field according to 

the new clusters on GPU. 

Stage 9: Check the difference between the current clusters 

value and its previous one. Test (If the stopping 

condition is reached) then exit; else return to Stage 4. 

Stage 10: Output the final results. 

V. RESULTS AND DISCUSSION 

A. Experiment setup 

Algorithms on host (serial and parallel) were implemented 
using Microsoft VC++ program and CUDA 7.5 libraries. 
Sequential BCFCM algorithm is computed to obtain reference 
runtimes in C and compiled within Microsoft Visual Studio 
2013 (Debug mode). Speed-up results were carried out on 
many devices: Intel(R) Core(TM) i7-4770 8 cores, 3.5GHz 
(CPU1), Intel(R) Core(TM) i7-4770 8 cores, 2.4 GHz (CPU2), 
GeForce GT740m, GTX760 and GTX580 GPUs. An example 
of specifications for tested processor and GPU equipment are 
summarized in Table 1 and the operating system was 64-bits 
Windows 7. 

B. Implementation and Validation 

To highlight the effectiveness of the proposed method, we 
extensively experiment both versions, sequential and parallel, 
of the clustering algorithm on different clinical brain images 
from online training database BRATS2012 [31] that offer a set 
of pathological cerebral MRI data. Before this implementation 
and in order to measure the performance of the proposed 
implementation in term of time execution, we have used the 
well-known Lena sample image and segment it into its 
optimal number of clusters which equals to 7 [32] on CPU and 

on GPU for different sizes that varies from 1024 to 6553600 
pixels. This first assessment stage is done to identify perfectly 
the behavior of our implantation program on different 
computational GPU cards. In this section, the parameters set 
to validate and test the performances of our implementation 
for Lena image are as follow: 

C=7, p=2, Nr=8 and α =0.85 (α represents the neighbors 
effect as mentioned in [28] for low-SNR images). 

To evaluate our implementation, we compared its 
performance to a sequential equivalent. For this purpose, 
runtime for serial execution was measured on the host 
processor that was obtained from single-core execution and 
referenced (TABLE.I). The GPU based computing duration 
for the same experiment parameters is compared with single-
core timing. In GPU performance evaluation, the allocation on 
device and data transfer is done only one time before the loop 
iteration to avoid the latency caused by transferring data back 
and forth from the CPU and GPU. We calculate the time of 
the application after the file I/O, in order to show the speedup 
effect more clearly. The speedup results are normalized to the 
baseline which is the serial implementation. 

TABLE I.  HARDWARE SPECIFICATION OF A CPU AND ONE OF THE THREE 

GPUS (CORE I7, GT 740M) USED IN EXPERIMENTS 

Device Feature Value 

CPU1 

Name i7 4770M 

Frequency 3.5 GHz 

Number of cores 8 

Installed memory 16 GO 

GPU1 

Name GT 740 

Multiprocessor count 2 

CUDA cores 384 

Memory bus width 64 bits 

Warp Size 32 

Total global memory 2048MB 

Shared Memory per block 49152 octets 

Max threads per block 1024 

Max threads per multiprocessor 1024 

Memory clock rate 900Mhz 

Speed up of the proposed parallel algorithm (PBCFCM) is 
related to the image size.  The larger the size is, the more we 
get a better speed-up. This rule is not obvious because 
sometimes a low acceleration can be obtained. Furthermore 
and according to Fig.3, GPU cards do not have a linear 
acceleration, we can see that there is almost saturation, but 
there is always a slight speedup increase as shown in the 
following Fig.3. 

 

Fig. 3. Evolution of speed-up versus image size on different GPU devices 

for 32 bit configuration 
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Experimental results shown above illustrate two behaviors 
for the three types of GPU cards: GT 740M, GTX 760 and 
GTX 580, respectively. 

Indeed: 

- From 1024 pixels to 50526 pixels, the behavior is linear 
for the three devices, 

- From 50526 up to 2359296 pixels the behavior is almost 
parabolic for GT 740m and GTX 760 while for the GTX 580, 
the parabolic behavior ends only at the value 3686400 pixels. 

Beyond these experimental critical values, we note that, 
the speed-up tends slowly to the saturation state. 

Also note that the maximum speed-up is achieved for the 
GTX 580 that is almost 5x faster than GT 740M and 2.5x 
faster than GTX 760. 

The speed-ups reached for this figure are 52x, 20x and 13x 
for GTX 580, GTX 760 and GT 740 respectively for image 
size up to about to 7 Mega pixels. 

According to our study, it seems clear that the performance 
speed-up depends on the strength of the GPU and the CPU 
configuration. Fig. 4 confirms the influence of the x64 
configuration. Indeed treatment on images to this resolution is 
better than on x32 configuration (Fig. 3) for the same parallel 
implementation of the algorithm and different GPU. 

Performance improvement is manifested on the three 
curves of the speed-up to an x64 configuration. The maximum 
values of speed-up obtained are of the order of 63x, 41x and 
19x for GTX 580, GTX 760 and GT 740 respectively for 
image size up to about to 7 Mega pixels. 

 
Fig. 4. Evolution of speed-up versus image size on different GPU devices 

for 64 bit configuration 

In most cases and for large image sizes the suitable card 
having more performance in CUDA language is GTX 580 
proved in this study. 

To illustrate the impact of the resolution on the same 
graph, Fig. 5 shows the implementation speed up results of the 
parallel algorithm PBCFCM over sequential algorithm 
BCFCM, executed on three GPU cards and confronted the two 
types of configurations, namely win32 and x64. 

 
Fig. 5. Speed-up comparison for win32 and win x64 behavior on three GPU 

devices 

Indeed, on the graph of Fig.6, the impact of a very high 
resolution is mainly shown on the curves where the resolution 
is x64 for the three types of GPU cards. On the other hand, for 
the same types of cards and even implementation of algorithm 
relating to x32 resolution, the speed-up is significantly lower 
than for x64 resolution. This feature is noticed on the three 
curves of the graph of figure 6 with x32 resolution. In order to 
evaluate the performance of the proposed GPU-BCFCM, we 
present in Fig.6 the variation of the execution time for 
iteration versus the picture size for the three types of the tested 
devices. 

 
Fig. 6. The variation of execution time per iteration versus image size on 

different GPU devices 

We can clearly see that the variation of execution time per 
iteration is straight line and strongly related on the 
performance of the used card. According to our 
measurements, significant slopes were notified in a decreasing 
order for: GT740M, GTX 760 and GTX 580 respectively. We 
found: 

SGT740M =2.8 10
-7

 

SGTX760 =1.5 10
-7

 

SGTX580 =6.1 10
-8 

All these slops are defined the ratio: 
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We note that the performance test of these cards 
corresponds to the lower slope. This is given for GTX 580 
(SGTX580) which has the fastest execution time. 

We conclude that GTX 580 still better choose due to its 
performances compared to GTX 760 or GT 740M related to 
the slopes of experimental straight lines we introduced in this 
meaningful study. 

The interest of the study that we conducted is clearly 
manifested for large image sizes. This is validated 
experimentally for different tests and different GPU cards. 
This study shows another aspect on performance analysis in 
terms of data storage effect on the performance of each card 
(data exchange inside memory card). 

Another aspect of GPU performance can be sorted out by 
inspecting their computation power by testing them by a large 
amount of computation for a fixed data size. To do so, we 
extend the measurement for a fixed image size of 1024x1024, 
and run the FCM algorithm for a number of clusters ranging 
from 2 to 14 as in Fig.7 that shows the variation of speed-up 
according to number of clusters for different GPU devices. 

 
Fig. 7. Speed-up variation versus clusters number for Lena image size of 

1024x1024 

The results investigated in this paper are very relevant as 
long as they validate the highest importance of GPU 
processing optimization. This means that how to find optimal 
material for a given image processing requiring a given 
amount of memory and powerful ability of computation. 

The speed varies almost linearly according to the number 
of cluster, for GT 740M, GTX 760 and GTX 580, 
respectively. 

In fact, the values minima and maxima are ranging 
between 2.07x up to 14.64x for GT 740M, and between 3.31x 
up to 29.63x and finally for GTX 580 the speedup is ranging 
from 4.01x up to 52.6x. 

The curves experimentally defined are close straight lines 
with dimensionless speed-up are defined per percentage and 
given as speedup ratios performance (SRP): 

    
                          

                         
     

So, for each GPU device we have:  

SRPGT740M= SC14GT740M/SC2GT740M *100 =70.7%, 

SRPGTX760=SC14GTX760/SC2GTX760 *100 =89.5%, 

SRPGTX580=SC14GT740m/SC2GT740m *100 =131.1%. 

According to these numerical results and parameters 
performance defined, we conclude that, GTX 580 is faster and 
powerful than GTX 760 which is also faster than GT740M. 

Referring to Fig.8 and Fig.9, the image used for this 
measurement is 6.5536 million pixels of size. The figure 
below represents time execution in second versus the used 
devices categories. 

In fact, for serial execution we got as result "62.6 s" which 
is the highest value comparing to GTX 580 of value 1.2s, 
GTX760 of value 3.1s and GT740M of value 5.6s respectively 
(Fig.8). 

 
Fig. 8. Comparison of execution time for serial and parallel implementation 

on three devices 

However, after the results expressed experimentally, it is 
clear that the parallel implementation is very benefic for 
images ranging from medium-sized to large. On the other 
hand, Fig.9 shows the speed-up reached in our experimental 
measurements, for GTX580, GTX760 and GT740M, the 
values obtained are 52.16x, 20.16x and 11.19x, respectively. 

 
Fig. 9. Speedups of the parallel implementations over the serial one for Lena 

image size of.6.5536 million pixels 

C. Application example 

To illustrate the effectiveness of the proposed PBCFCM 
algorithm we present in fig.10 an application example on T2-
weighted MRI image which contains melanoma tumor. This 
image was segmented into 5 clusters (Background, LCR, GM, 
WM and Tumor). 
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Figure 8 (b) shows the estimated Bias field, this was 
obtained by scaling the bias-field values from one to 255. 
Figure 8 (c) represents the corrected image after removing the 
bias field of figure 8(b).  Figure 8 (d) shows the segmented 
image. 

Both the parallel and the sequential algorithms was also 
applied to different MRI datasets image corrupted by bias 
field artefact and demonstrated its high performance in terms 
of correction and  speed up according to the sequential version. 

BCFCM is an algorithm that takes more time to estimate, 
correct and segment MRI images compared to fuzzy c-mean 
because it includes additional procedures that make 
segmentation and correction of intensity in-homogeneity 
based on neighborhoods. Its variants have high computational 
complexities that limit their applicability. The large image 
sizes processing needed by the medical applications motivates 
the researchers to increase the computation of the enhanced 
algorithms and take the advantages of the modern GPU of 
high processing ability. 

a) b) 

c) d) 

Fig. 10. Example of application.  a) Test image, b) Bias-field estimations 

using PBCFCM algorithm: this was obtained by scaling the bias-field values 
from one to 255, c) Corrected image, d) 5 clusters segmented image 

VI. CONCLUSION AND PERSPECTIVES 

In this paper we presented a parallel implementation of 
bias field algorithm PBCFCM which is an enhanced version 
of fuzzy C-means that correct the in-homogeneity intensity 
and segment the image simultaneously. In fact, many 
parameters and performance indices are introduced according 
to the realized measurements on different devices. Our results 
are translated into meaningful graphs, showing the impact of 

architecture on the card and the spot to which it was intended. 
The speed-up depends on the strength of the GPU, on the 
image size and on the number of clusters. Larger is the 
processing amount, the speed-up is higher. 

For GTX 580 the speed-up increases until 52x versus the 
image size and also versus the number of clusters that is 
limited in this study to C=14. The obtained curves which are 
straight lines show that the speed-up is proportional to the 
number of clusters. For GTX 760 the speed-up increase until 
20x versus image size and 29x versus the number of clusters, 
while for GT740M it reached 11x versus image size and 14x 
versus the number of clusters. 

We can conclude from this study that whatever the 
performance of the graphic cards, it is necessary to take into 
account the amount of data to be processed before elaborating 
any parallel approach. The material performance test 
procedure remains obvious to fit the physical parallel 
architecture to the computational model algorithm and     data 
inquiry. 

As perspective to this work, we will establish an analytical 
model for the variation of the speed up versus the data size at 
first. This model will be improved by introducing the number 
of clusters especially for MRI classification domain. This 
study will be specifically launched for the three GPU cards 
used in our experiments. 
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Abstract—Arabic is the official language overall Arab coun-
tries, it is used for official speech, news-papers, public adminis-
tration and school. In Parallel, for everyday communication, non-
official talks, songs and movies, Arab people use their dialects
which are inspired from Standard Arabic and differ from one
Arabic country to another. These linguistic phenomenon is called
disglossia, a situation in which two distinct varieties of a language
are spoken within the same speech community. It is observed
Throughout all Arab countries, standard Arabic widely written
but not used in everyday conversation, dialect widely spoken in
everyday life but almost never written. Thus, in NLP area, a lot
of works have been dedicated for written Arabic. In contrast,
Arabic dialects at a near time were not studied enough. Interest
for them is recent. First work for these dialects began in the last
decade for middle-east ones. Dialects of the Maghreb are just
beginning to be studied. Compared to written Arabic, dialects
are under-resourced languages which suffer from lack of NLP
resources despite their large use. We deal in this paper with
Arabic Algerian dialect a non-resourced language for which no
known resource is available to date. We present a first linguistic
study introducing its most important features and we describe
the resources that we created from scratch for this dialect.

Keywords—Arabic dialect, Algerian dialect, Modern Standard
Arabic, Grapheme to Phoneme Conversion, Morphological Analysis

I. INTRODUCTION

Under-resourced languages are languages which lacks re-
sources dedicated for natural language processing. In fact,
these languages suffer from unavailability of basic tools like
corpora, mono or multilingual dictionaries, morphological and
syntactic analyzers, etc. This lack of resources makes working
with these languages a great challenge, especially when we
deal with unwritten languages like Arabic dialects. Compared
to other under-resourced languages, Arabic dialects present the
following additional difficulties:

• Since they are spoken languages they are not written
and there are no established rules to write them. A
same word could have many orthographic forms which
are all acceptable since there is no writing rules as
reference.

• The flexibility in the grammatical and lexical levels
despite their belonging to Arabic Language.

• Besides the fact that these dialects are different from
Arabic, they are also different from each other. For
instance, dialects of the Maghreb differ from those of

the middle-east. They may be also different inside the
same country.

• These dialects are also widely influenced by other
languages such as French, English, Spanish, Turkish
and Berber.

In Algeria, as well as in all arab countries, these dialects are
used in everyday conversations. However, with the advent of
the internet they are increasingly used in social networks and
forums. They emerge on the web as a real communication
language due to the ease to communicate in dialect especially
for people with low level of education. But unfortunately basic
NLP tools for these dialects are not available.
This work is a first part of the Project TORJMAN1 which
is a Speech-To-Speech Translator between Algerian Arabic
dialects and MSA. Unlike Middle-East Arabic dialects, Al-
gerian Arabic dialects are non-resourced languages, they lack
all kinds of NLP resources. Consequently, TORJMAN begins
from Scratch.
In this paper, we describe and extend resources creation tasks
for Arabic dialect of Algeria that appeared in [1] and [2].
We focus on Algiers dialect which is the spoken Arabic of
Algiers (capital city of Algeria) and its periphery. This choice
is justified by the fact that this dialect is the one we know
best and practice since we are native speakers of this dialect.
For convenience of reference, we will design Algiers dialect
by ALG, this will make this manuscript easier to read.
This paper is organized as follows: before dealing with Alge-
rian dialect we give in Section II a brief overview of Arabic
language, whereas in Section III we present different aspects of
ALG. The following Sections will be dedicated to the resources
that we created, we detail how we made the first corpus of
Algiers dialect (Section IV). Then we present ALG grapheme-
phoneme converter(Section V) which has allowed us to get a
phonetized corpus of Algiers dialect. In Section VI we describe
how we created a morphological analyzer for ALG by adapting
BAMA[3] the well known analyser for MSA. Finally, we will
conclude by summarizing the main ideas of this work and by
giving our future tendencies.

II. ARABIC LANGUAGE

Arabic is a Semitic language, it is used by around 420
million people. It is the official language of about 22 countries.
Arabic is a generic term covering 3 separate groups:

1TORJMAN is a national research project which is totally financed by the
Algerian research ministry, this appellation means translator or interpreter in
English.

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

384 | P a g e
www.ijacsa.thesai.org 



• Classical Arabic: is principally defined as the Arabic
used in the Qur’an and in the earliest literature from
the Arabian peninsula, but also forms the core of much
literature until the present day.

• Modern Standard Arabic: Generally referred as MSA
(Alfus’ha in Arabic), is the variety of Arabic which
was retained as the official language in all Arab
countries, and as a common language. It is essentially
a modern variant of classical Arabic. Standard Arabic
is not acquired as a mother tongue, but rather it is
learned as a second language at school and through
exposure to formal broadcast programs (such as the
daily news), religious practice, and newspaper [4].

• Arabic dialects: also called colloquial Arabic or ver-
naculars are spoken varieties of Arabic language. In
contrast to classical Arabic and MSA, they are not
written. These dialects have mixed form with many
variations. They are influenced both by the ancient
local tongues and by European languages such as
French, Spanish, English, and Italian.2 Differences
between these variants of spoken Arabic throughout
the Arab world can be large enough to make them
incomprehensible to one another. Hence, regarding
the large differences between dialects, we can con-
sider them as disparate languages depending on the
geographical place in which they are practiced. Thus,
most of the literature describe Arabic dialects from
the viewpoint of east-west dichotomy [5]:3

◦ Middle-east dialects: include spoken Arabic of
Arabian peninsula(Gulf countries and Yemen),
Levantine dialect (Syria, Lebanese, Palestinian
and Jordan), Iraqi dialect Egyptian and Sudan
dialect.

◦ Maghreb dialects: Spoken mostly in Algeria,
Tunisia, Morocco, Libya and Mauritania. Note
that, Maltese a form of Arabic dialect is most
often found in Malta.

In the next section, we will focus on a Maghreb dialect from
Algeria and more specifically the dialect spoken in Algiers the
capital city of Algeria, we will highlight its most features in
contrast to MSA.

III. SPECIFICITIES OF ALGIERS DIALECT

Algiers dialect (ALG) is the dialectical Arabic spoken in
Algiers and its periphery. This dialect is different from the
dialects spoken in the other places of Algeria. It is not used in
schools, television or newspapers, which usually use standard
Arabic or French, but is more likely, heard in songs if not just
heard in Algerian homes and on the street. Algerian Arabic is
spoken daily by the vast majority of Algerians [7].
ALG as the other Arabic dialects simplifies the morphological
and syntactic rules of the written Arabic. In [8], the author
draws how match spoken Arabic is different from written

2The influence of European languages is due to the fact that most of the
Arab countries were European colonies during the 19th century.

3An other classification is given in [6] where rural and Bedouin Arabic
dialects are distinguished because of ethnic and social diversity of Arabic
speakers. The author states that Bedouin dialects tend to be more conservative
and homogeneous, while urban dialects show more evolutive tendencies.

Arabic in various language levels: Phonological differences
between Classical Arabic and spoken Arabic are moderate
(compared to other pairs of language-dialect), whereas gram-
matical differences are the most striking ones. At lexical
level, differences are marked with variations in form and with
differences of use and meaning.
Indeed, at phonological level, ALG (naturally) shares the most
features related to Arabic. In addition to the 28 consonants
phonemes of Arabic4 (given in Table I), ALG consonantal
system includes non Arabic phonemes like /g/ as in the word
¨A

�
�
¯ (all), and the phonemes /p/ and /v/ used mainly in words

borrowed from French like the case of �
éJ�Óñ

�
K� (adapted from the

French word ”pompe” which means a pump) and �
è
	Q�
Ê

�
¯ (adapted

from the French word ”valise” which means a bag). Also, it
should be noted that the use of the phonemes ( 	

 ) and ( 	
X) is

very rare, most of the time 	
  is pronounced /d‘/( 	

�) and 	
X

is pronounced /d/(X). The same case is observed for /T/ ( �
H)

which is pronounced /t/( �
H). Note that the last two substitutions

are observed also for Jordanian dialect [9].

TABLE I: Arabic phonemes using SAMPA 5

Letter Phoneme Letter Phoneme Letter Phoneme

@ /?/ 	P /z/ �

� /q/

H. /b/ � /s/ ¸ /k/
�

H /t/ �
� /S/ È /l/

�
H /T/ � /s‘/ Ð /m/

h. /Z/ 	
� /d‘/ 	

à /n/

h /x/   /t‘/ ë /h/

p /X/ 	
  /D‘/ ð /w/

X /d/ ¨ /?‘/ h. /j/
	
X /D/

	
¨ /G/

P /r/
	

¬ /f/

��� /a/ ��� /i/ ��� /u/

@ /a:/ ø /i:/ ð /u:/

Phonological features of ALG will be detailed further in
this paper (section V).

A. Vocabulary

Algerian dialect has a vocabulary inspired from Arabic but
the original words have been altered phonologically, with sig-
nificant Berber substrates, and many new words and loanwords
borrowed from French, Turkish and Spanish. Even though
most of this vocabulary is from MSA, there is significant
variation in the vocalization in most cases, and the omis-
sion or modification of some letters in other cases (mainly
the Hamza)6. Vocabulary of Algiers’s dialect includes verbs,
nouns, pronouns and particles. In the following a brief descrip-
tion of each category.

• Verbs
Some verbs in ALG can adopt entirely the same

4including three long vowels ( @ ā, ð w and ø



y).
5We use the Speech Assessment Methods Phonetic Alphabet for phoneme

representation, http://www.phon.ucl.ac.uk/home/sampa/index.html.
6The Hamza is a letter in the Arabic alphabet, representing the glottal stop.
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scheme of MSA verbs by respecting the same vocal-
ization such as in the case of the verb ù

��
ÖÞ� (to name) or

Õ
�
Î� (to salute). Other verbs are pronounced differently

from corresponding MSA verbs by adopting different
diacritics marks as the case of the verbs �

H.
�Qå

�
�
� (to

drink). An other set of dialect verbs are obtained by
the omission or modification of some letters. In Table
II we give some examples of each listed case.

TABLE II: Examples of verbs scheme differences between
ALG and MSA.

ALG Verb Corresponding MSA Verb Meaning Situation Situation
�Õ

��
Î

�
� �Õ

��
Î

�
� To salute Same scheme

�
É

�
K. A

��
¯

�
É

�
K. A

��
¯ To confront Same diacritics marks

�
H.

�Qå
�
�
�

�
H. Q

�
å
�
�
� To drink Same scheme

�
I.

��
J
�
»

�
I.

��
J
�
» To write /Different Diacritics marks

A
�

g. ZA
�

g. To come

ù
��
®

�
K.

�ù
�
®�

�
K. To remain Letters omission

C
��
¿

�
É

�
¿


@ To eat or modification

�
É

��
Ò

�
»

�
É

�
Ò

�
»

�
@ To finish

Another set of ALG verbs are those borrowed from
foreign languages especially French such as A

�
g. PA

�
�

�

which corresponds to the French verb ”charger” (to
load) or @ �PA

�
�
¯ a modification of the verb ”garer” which

means to park.

• Nouns
Arabic ALG nouns can be primitive (not derived from
any verbal root) or derived from verbs like for verbal
names and participles (active and passive), in Table III
an exemple is given. We should note that ALG nouns

TABLE III: Example of ALG nouns derived from a verb.

Verb Verbal name Acive participle Passive participle
¨AK. ©J
K. ©K
AK. ¨ñJ
J.Ó

To sale Sale Seller Sold

include an important portion of french words. Most of
them are the results of a wide phonological alteration
of original words such as Pñ

�
KñÓ (”moteur” in French,

motor ), 	
àñJ
�

	
�ñ£B (”la tension”, blood pressure)

and ��
ËñK� (”policier”, policeman). Nouns include also
numbers which represent units, tens, hundreds, etc.
From 1 to 10 the numbers are close to MSA (with
different vocalization), except for the numbers 0 and
2: the first one is pronounced as in French /zero/,
and the second is h. ð 	P , whereas in MSA it is 	á�


	
J
�
K @

.

From number 11 to 19 the pronunciation in ALG
differs from MSA, some letters and diacritics change
but the number can be perceived easily by an Arab
speaker. Numbers greater than 20 are also close to
MSA numbers, only the diacritics marks differ.

• Pronouns
The list of the pronouns is a closed list; it contains

demonstrative and personal pronouns. For relative
pronouns, there is only one in Algiers dialect which is
ú

�
Í

@ (that); this pronoun is used for female, masculine,

singular and plural. We give in Tables IV and V all
ALG used pronouns. It is important to note that the

TABLE IV: Personal pronouns of Algiers dialect.

Singular Plural
Female Masculine Female & Masculine

1st Person A
	
K

@ A

	
K

@ A

	
Jk

I I We

2nd Person
�

I
�

	
K @

��
I

	
K@ AÓñ

�
J
	
K @

You You You

3rd Person ùë ñë AÓñë

She He They

dual in ALG does not exist; there are no equivalent
for Arabic pronouns AÒ

�
J
	
K

@ (second person, dual) and

AÒë (third person, dual). Similarly, personal pronouns

relative to feminine plural
�	á�
�
	
K

@ and �	áë related to

second and third person respectively do not exist.

TABLE V: Demonstrative pronouns of Algiers dialect.

Singular Plural
Female Masculine Female & Masculine

øXAë @XAë ðXAë

This This These
¹K
XAë ¸@XAë ¸ðXAë

That That Those ones

• Particles
Particles are used in order to situate facts or objects
relatively to time and place. They include different
categories such us: prepositions (ú

	
¯ in, úÎ« on, K.

with), coordinating conjunctions (ð and,YªJ.Óð

@ af-

ter),quantifiers (É¿, �
�Ê¿, ¨A

�
¯ all, �

íK
ñ
�

�, few ).

B. Inflection

Algiers dialect is an inflected language such as Arabic.
Words in this language are modified to express different
grammatical categories such as tense, voice, person, number,
and gender. It is well-known that depending on word category,
the inflection is called conjugation when it is related to a
verb, and declension when it is related to nouns, adjectives or
pronouns. We show in the following these linguistic aspects
for Algiers dialect.

1) Verbs conjugation: Verb conjugation in ALG is affected
(as in MSA) by person (first, second or third person), num-
ber(singular or plural), gender (feminine or masculine), tense
(past, present or future), and voice (active or passive). Algiers
dialect uses as MSA the followings forms:

• The past: Its forms are obtained by adding suffixes
relative to number and gender to the verb root and by
changing its diacritic marks(see Table VI for a sample)
.
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TABLE VI: The verb I.
�
J» conjugation in the past tense.

Pronouns ALG MSA English

1st Person A
	
K

@

��
I

�
�.

��
J
�
»

��
I

�
�.

��
J
�
» I wrote

A
	
Jk A

�	
J
�
�.

��
J
�
» A

�	
J
�
�.

��
J
�
» We wrote

2nd Person
�

I
�

	
K

@ ú

�
æ
�

�
J.

��
J
�
»

�
I

�
�.

��
J
�
» You wrote

��
I

	
K

@

��
I

�
�.

��
J
�
»

��
I

�
�.

��
J
�
» You wrote

AÓñ
�
J
	
K

@ ñ

��
J
�
�.

��
J
�
» �Õ

��
æ

�
J.

��
J
�
» You wrote

3rd Person
ùë

��
I

�
�.

��
J
�
»

��
I

�
�.

��
J
�
» She wrote

ñë
�

I.

��
J
�
»

�
I.

��
J
�
» He wrote

AÓñë ñ
�
J.

��
J
�
» @ñ

�
J.

��
J
�
» They wrote

• The present and future: The present form of a ALG
verb is achieved by affixation: the prefixes �K
, �

	
K and �

�
K

and the suffixes ø and ð (Table VIII). The verb could
be preceded by the particle è @P (in its inflected form7)
to express a present continuous tense. The future is
obtained in the same way as present (same prefixes
and affixes) but it must be marked by the ante-position
of a particle or an expression that indicates the future
like YªJ.Óð


@ (later) or @ðY

	
« (tomorrow), next month,

...etc.

TABLE VII: The verb I. ªË conjugation in the present tense.

Pronouns ALG MSA English

1st Person A
	
K

@

�
I.

�
ª

�
Ê
�	
K

�
I.

�
ª

�
Ë

�
@ I play

A
	
Jk ñ

�
J.
�
ª

�
Ê
�	
K

�
I.

�
ª

�
Ê
�	
K We play

2nd Person
�

I
�

	
K

@ úæ

.�

�
ª

�
Ê
��
K

�	á�
J.�
�
ª

�
Ê
��
K You play

��
I

	
K

@

�
I.

�
ª

�
Ê
��
K

�
I.

�
ª

�
Ê
��
K You play

AÓñ
�
J
	
K

@ ñ

�
J.
�
ª

�
Ê
��
K

�	
àñ

�
J.
�
ª

�
Ê
��
K You play

3rd Person
ùë

�
I.

�
ª

�
Ê
��
K

�
I.

�
ª

�
Ê
��
K She plays

ñë
�

I.
�
ª

�
Ê
�
K


�
I.

�
ª

�
Ê
�
K
 He plays

AÓñë ñ
�
J.
�
ª

�
Ê
�
K


�	
àñ

�
J.
�
ª

�
Ê
�
K
 They play

• The imperative: It expresses commands or requests,
and is used only for the second person. It is generally
realised by adding the prefix


@ and the suffixes ø and

ð to the verb.

TABLE VIII: The verb h. Q
	

k conjugation in the present tense.

Pronouns ALG MSA English

�
I
�

	
K

@ úk

.�

�Q
�	

k

�
@ úk

.�

�Q
�	

k

�
@ Get out (you, singular, feminine)

��
I

	
K

@

�
h.

�Q
�	

k

�
@

�
h.

�Q
�	

k

�
@ Get out (you, singular, masculine)

AÓñ
�
J
	
K

@ ñ

�
k.

�Q
�	

k

�
@ @ñ

�
k.

�Q
�	

k

�
@ Get out (you, plural, feminine & masculine)

2) Declension: Singular word declension in written Ara-
bic corresponds to three cases: the nominative, the genitive,
and the accusative which take the short vowels ��, �� and ��

7See next section III-B2

respectively attached to the end of the word. These three
cases are used to indicate grammatical functions of the words.
It should be noted that also the vowels ( ��, ��, �

�
) represent

the tanween doubled case endings corresponding to the three
cases cited above and express nominal indefiniteness. ALG has
dropped these case endings such as all Arabic dialects. The
disappearance of final short vowels and dropping of /h/ in cer-
tain conditions in many dialects of Arabic are very significant
changes [10]. The same author in [8] states: Classical Arabic
has three cases in the noun marked by endings; colloquial
dialects have none. Thus, a major feature of ALG is that it
does not accept the three cases declension of singular nouns
and adjectives as written Arabic.
For singular nouns declension to the plural, ALG have the
same plural classes as MSA:

• Masculine regular plural: which is formed without
modifying the word structure by post-fixing the sin-
gular word by 	áK
, unlike written Arabic where the
masculine regular plural of a noun is obtained by
adding the suffixes 	

àð (for the nominative), and 	áK


(for both the accusative and genitive) depending on the
grammatical function of the word. For example, mas-
culine regular plural of MSA word ÕÎªÓ (teacher) could
be 	

àñÒÊªÓ (nominative case) or 	á�
ÒÊªÓ (accusative
or genitive). In contrast, for instance the ALG word
l�'
 @P (going) always takes 	á�
m

�'

 @P for the regular plural

whatever its grammatical category.

• Feminine regular plural: is obtained by adding the
suffix �

H@ to the word without changing the structure
of the word as in MSA but with a single difference in
case endings. Indeed, in MSA, the feminine regular
plural has the following marks cases (

��
H@ or

��
H@ for

nominative and �
H
�

@ or �
H
�

@for accusative and genitive),
ALG has only one mark case which is the Sukun
	

àñº�Ë@ (absence of diacritic whose symbol is ). For
example the plural of MSA word �

íÊJ
Ô
g
.

is
��

HCJ
Ô
g
.

or
�

H
�

CJ
Ô
g
.
8 and the plural of ALG word �

íK. A
�

� is always
��

HAK. A
�

� (both MSA and ALG words mean beautiful).

• Broken plural: an irregular form of plural which
modifies the structure of the singular word to get its
plural. As in MSA it has different rules depending
on the word pattern. Like singular words, the MSA
broken plural takes the three case endings in ALG it
does not.

In Table IX we give an example for each ALG plural category.

Another major difference between Algiers dialect and the
written Arabic is the absence of the dual (a kind of plural
which designs 2 items). Indeed in MSA, for example the dual
of Y

�
Ë
�
ð (a boy) is designed by 	

à@Y
�
Ë
�
ð ( the word is post-fixed by

	
à@ or 	áK
 depending on the case9). In ALG Generally, the dual
is obtained by the word h. ð 	P (two) followed by the plural

8 ��
HCJ
Ô

g
.

or �
H
�

CJ
Ô
g
.

also.
9 	

à@ for nominative case and 	áK
 for both accusative and genitive
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TABLE IX: Examples of ALG plural forms.

Plural ALG MSA EnglishSingular Plural Singular Plural
Regular masculine hC

� 	
¯

	á�
gC
� 	
¯ hC

� 	
¯

	
àñkC

� 	
¯/ 	á�
gC

� 	
¯ Farmer/Farmers

Case ending No vowel 	áK

��, ��, �� , ��, , �

�
	
àð/ 	áK


Regular feminine �
íJ. �
J.£

�
HAJ.�
J.£

�
íJ. �
J.£

��
HA

�
J. �
J.£/ �

H
�

A
�
J. �
J.£ Doctor/Doctors

Case ending No vowel �
H@ ��, ��, �� , ��, , �

�

��
HA/ �

H
�

A
��

HA/ �
H
�

A

Irregular
Q�
£ PñJ
£

Q�
£ PñJ
£ Bird/Birds

ÐñK
 ÐA
�
K
 @/ �

HAÓA
�
K
 @ ÐñK
 ÐA

�
K



@ Day/Days

Case ending No vowel No vowel ��, ��, �� , ��, , �
�

��, ��, �� , ��, ��, �
�

(feminine or masculine) of the noun or the adjective.10 For
example, the dual of Y

�
Ë
�
ð is XB

�
ð h. ð 	P (two boys)

C. Syntactic level

1) Declarative form: Words order of a declarative sentence
in ALG is relatively flexible. Indeed, in common usage ALG
sentences could begin with the verb, the subject or even the
object. This order is based on the importance given by the
speaker to each of these entities; usually the sentence begins
with the item that the speaker wishes to highlight. In Table
X we give an example of different word orders for a same
sentence. It should be noted that the two first forms (SVO,

TABLE X: Example of word order in a ALG declarative
sentence.

Order Dialect Sentence English
SVO YJ
�ÒÊ�Ë h@P YËñË@

The boy went to schoolVSO YJ
�ÒÊ�Ë YËñË@ h@P

OVS h@P YËñË@ YJ
�ÒÊ�Ë

OSV h@P YJ
�ÒÊ�Ë YËñË@

VSO) are the most used in the every day conversations.

2) Interrogative form: In Algiers, any sentence can be
turned into a question, in any one of the following ways:

1) It may be uttered in an interrogative tone of voice,
like ? @Q

�
®
�
K h@P (Will you revise?).

2) By introducing an interrogative pronoun or particle
as ? @Q

�
®
�
K h@P 	áK
ð (where will you revise?).

We list in Table XI the most common interrogative particles
and pronouns used in the dialect of Algiers. We mention
particularly the particle ¸AK
 used in questions that accept a
yes or no answer.

3) Negative form: The particles AÓ and úæ
�
�AÓ are generally

used to express negation. AÓ is used both in Algiers’s dialect
and MSA, but the form of negation differs between the two
languages whereas úæ

�
�AÓ is specific to the ALG. Using these

particles, the negative form is obtained in different ways in
ALG (we give in Table XII some examples labeled with each
enumerated case):

10 An exception is made for words like 	á�

	
JJ
« (two eyes), 	á�


	
KXð (two ears),

...

TABLE XI: Interrogative particles and pronouns in ALG and
their equivalents in MSA.

ALG MSA English
	

àñº
�

� 	áÓ Who

AÓ

@ ø


@ Which

	áK
ð 	áK



@ Where

	á�

	
JÓ 	áK



@ 	áÓ From where

	á
�

�@ð / �
�@ð @

	
XAÓ What

�
�AK. @

	
XAÖß. With what

�
�A

	
¯ @

	
XAÓ ú

	
¯ In What

�
�A

�
J
�
¯ð ú

�
æÓ When

�
�C«ð @

	
XAÖÏ Why

�
�A

	
®»

	
J
» How

ÈAm�
�
� Õ» How many

• Negation with AÓ particle

1) Adding the affixes AÓ and �
� to conjugated

verbs ( AÓ as prefix and �
� as suffix).

2) We can enumerate a particular case with the
particle è @P which is equivalent to the verb
to be in present tense11. The negation is
obtained by adding the affixes AÓ and �

� to the
particle è @P possibly combined with a personal
pronoun.

• Negation with úæ
�
�AÓ particle

3) The particle úæ
�
�AÓ can be added at the begin-

ning of a verbal declarative sentence without
modification of the sentence.

4) The particle úæ
�
�AÓ can be added at the be-

ginning of a verbal declarative sentence by
introducing the relative pronoun ú

�
Í

@.

5) In the case of a nominal sentence,úæ
�
�AÓ can

be added at the beginning of the sentence by
reversing the order of its constituents.

6) Also úæ
�
�AÓ could be added in the middle of a

nominal sentence with no modification.

Table XII illustrates some examples of declarative sentences
with their negations.

11We can not consider this particle as a verb because it could not be
conjugated to any other tense
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TABLE XII: Declarative sentences with their Negation.

Case ALG MSA English

1
�

IJ.ªË
�

IJ.ªË she played
�

�
�
�J.ªË AÓ

�
IJ.ªË AÓ / I. ªÊ

�
K ÕË she didnt play

2
�
í

	
��
QÓ ùë@P

�
í

	
��
QÓ Aê

	
K @


She is ill
�
í

	
��
QÓ

�
��
ë@P AÓ

�
í

	
��
QÓ

�
I��
Ë She is not ill

3 ñJ.
�
J» AÓñë @ñJ.

�
J» Ñë They wrote

ñJ.
�
J» AÓñë úæ

�
�AÓ @ñJ.

�
J» 	áÓ Ñë @ñ��
Ë They are not those who wrote

4 ñJ.
�
J» AÓñë @ñJ.

�
J» Ñë They wrote

ñJ.
�
J» ú

�
Í

@ AÓñë úæ

�
�AÓ @ñJ.

�
J» 	áK


	
YË @ Ñë @ñ��
Ë They are not those who wrote

5
	

��
QÓ YËñË@
	

��
QÓ YËñË@ The boy is ill
YËñË@

	
��
QÓ úæ

�
�AÓ

	
��
QÖß. YËñË@ ��
Ë The boy is not ill

6
	

��
QÓ YËñË@
	

��
QÓ YËñË@ The boy is ill
	

��
QÓ úæ
�
�AÓ YËñË@ A

	
��
QÓ ��
Ë YËñË@ The boy is not ill

IV. CORPUS CREATION

As mentioned above, this work began from scratch. No
kind of resources was available for Algiers dialect. The foun-
dation stone of the work was a corpus that we created by
transcribing conversations recorded from everyday life and
also from some TV shows and movies. This transcription step
required conventional writing rules to make the transcribed
text homogeneous. Considering the fact that ALG is an Arabic
dialect, we adopted the following writing policy: when writing
a word in Algiers dialect we look if there is an Arabic word
close to this dialect word, if it does exist we adopt the Arabic
writing for the dialect word, otherwise the word is written as
it is pronounced.
The transcription step produced a corpus of 6400 sentences
that we afterwards translated to MSA. Thus, we got a parallel
corpus of 6400 aligned sentences. In Table XIII, we give
informations about the size of this corpus.

TABLE XIII: Parallel corpus description.

Corpus #Distinct words #Words
ALG 8966 38707
MSA 9131 40906

It should be noted that all tasks described above were done
by hand. It was time consuming but the result was a clean
parallel corpus. Furthermore, ALG side of this corpus has
been vocalized with our diacritizer described in [11] and used
to develop the first NLP resources dedicated to an Algerian
dialect (at our knowledge). The next sections of this paper are
dedicated to describe these resources.

V. GRAPHEME-TO-PHONEME CONVERSION

As pointed out above, the general purpose of the project
TORJMAN is a speech translation system between Modern
Standard Arabic and Algiers dialect. Such a system must
include a Text-to-Speech module that requires a Grapheme-
To-Phoneme converter. We therefore dedicated our efforts
to develop this converter by using ALG vocalized corpus
described earlier.
Grapheme-to-Phoneme (G2P) conversion or phonetic tran-
scription is the process which converts a written form of a
word to its pronunciation form. Grapheme phoneme conversion
is not a simple deal, especially for non-transparent languages

like English where a phoneme may be represented by a letter
or a group of letters and vice-versa. Unlike English, Arabic
is considered a transparent language, in fact the relationship
between grapheme and phoneme is one to one, but note
that this feature is conditioned by the presence of diacritics.
Lack of vocalization generates ambiguity at all levels (lexical,
syntactic and semantic) and the phonetic level consequently,
such as the word I.

�
J» /ktb/, its phonetic transcription could be

/kataba/, /kutiba/, /kutubun/, /kutubi/, /katbin/... Algiers dialect
obeys to the same rule, without diacritics grapheme-phoneme
conversion will be a difficult issue to resolve.
Most works on G2P conversion obey to two approaches: the
first one is dictionary-based approach, where a phonetized dic-
tionary contains for each word of the language its correct pro-
nunciation. The G2P conversion is reduced to a lookup of this
dictionary. The second approach is rule-based [12], [13], [14],
in which the conversion is done by applying phonetic rules,
these rules are deduced from phonological and phonetic studies
of the considered language or learned on a phonetized corpus
using a statistical approach based on significant quantities of
data[15], [16]. For Algiers dialect which is a non-resourced
language, a dictionary based solution for a G2P converter is
not feasible since a phonetized dictionary with a large amount
of data is not available. The first intuitive approach (regards
to the lack of resource) is a rule based one, but the specificity
of Algiers dialect (that we will detail hereafter in the next
section.) had led us to a statistical approach in order to consider
all features related to this language.

A. Issues of G2P conversion for Algiers dialect

Algiers dialect G2P conversion obeys to the same rules
as MSA. Indeed, ALG could be considered as a transparent
language since alignment between grapheme and phoneme is
one to one when the input text is vocalized. But unfortunately,
it is not as simple as what has been presented, since ALG
contains several borrowed words from foreign languages which
most of them have been altered phonologically and adapted
to it. Henceforth, the vocabulary of this dialect contains many
French words used in everyday conversation. French borrowed
words could be divided into two categories: the first includes
French words phonologically altered such as the word �

íJ
ÊÓA
	
¯

(famille in French, family) and the second one includes words
which are uttered as in French like the word Pñ� (sûr in
French, sure) whose utterance is /syö/(/y/ is not an Arabic
phoneme but a French phoneme). This last category constitutes
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a serious deal for G2P conversion since these words do not
obey to Arabic pronunciation rules.

TABLE XIV: Example of French words used in ALG.

Dialect word Dialect phonetic transcription French word English
�
í
	
JK


	Pñ» /ku:sina/ Cuisine Kitchen
�
íÊK. A£ /t‘a:bla/ Table Table

	
àñJ
�º

	
Kñ» /kOnnEksjÕ/ Connection Connexion

	Q�
¯ðX /d@viz/ Devise Currency

In the examples of Table XIV, although the first two words
are French, they are phonetized as Arabic words. The French
phoneme /t/ is replaced by the Arabic Phoneme /t‘/ in the word
table. On the other side, the last two words are phoentized
as French words since they are pronounced as in French by
Algiers dialect speakers. In order to take account of this word
category, the French phonemes like /E/,/Õ/ and /@/ must be
included in Algiers dialect phonemes.

B. Rule based approach

As stated previously, the rule based approach for G2P
conversion applied to ALG requires a diacritized text, that is
why we used our ALG vocalized corpus. The diacritized text
is converted into its phonetic form by applying the followings
rules. It should be noted that most of these rules are those
adopted also for Arabic [12], [13] and are applicable only for
Arabic words and foreign words phonologically altered in our
corpus.
Let consider: BS is a mark of the beginning of a sentence, ES
is a mark of the end of a sentence, BL is a blank character,
C is a consonant, V is a vowel, LC is a lunar consonant,
SC is a solar consonant, and LV is a long vowel. A sample
conversion rule could be written as follows:

LFT +GR+RGT =⇒ /PH/

The rule is read as follows: a grapheme GR having as left and
right contexts LFT and RGT respectively, is converted to the
phoneme PH. Left and right contexts could be a grapheme,
a word separator, the beginning or the end of a sentence or
empty.
We give in the following all rules that we used for Algiers
dialect G2P (the representation of these rules according to the
sample below is given in the Appendix (Table XXIII).

1) 	
X , 	

  and �
H rules

In Algiers dialect, the letters 	
X , 	

  and �
H are

not used, they are in most cases pronounced as the
graphemes X, 	

� and �
H, respectively.

2) Foreign letters rules Algiers dialect alphabet corre-
sponds to Arabic alphabet extended to three foreign
letters G, V and P.

3) Definite article È@

• The definite article È@ is not pronounced when
it is followed by a lunar consonant(witch does
not assimilate the @).
Example : Q

�
Ò

�
®Ë@ (the moon) =⇒ /laqmar/

This rule is the same as in MSA with the

difference that in MSA the @ is pronounced if
the definite article is in the beginning of the
sentence.

• When the definite article È@ is followed by

a solar consonant the È is not pronounced

and the consonant following the È is doubled
(gemination).
Example : 	


��
®�Ë@ (the roof)=⇒ /?assqaf/

• When the definite article È@ is preceded by

a long vowel ø and followed by a solar
consonant the definite article is omitted and
the solar consonant is doubled (gemination).
Example: P@

�
YË@ ú

	
¯ =⇒ P@

��
Y

	
¯ =⇒ /fddAr/

4) Words Case-ending
Words case ending in Algiers dialect is the Sukun
(Absence of diacritics), so the last consonant of a
word should be pronounced without any diacritic.
Example : ÉJ.

�
¯ (before) =⇒ /qbal/

5) Long vowel rules
When @ , ð and ø appear in a word preceded by the
short vowels ��� , ��� and ��� , respectively, their relative
long vowels are generated.
Examples:

�A
�
¿ (a cup) =⇒ /ka:s/

Èñ
�	
¯ (beans) =⇒ /fu:l/

Q�
J.�
» (a well) =⇒ /kbi:r/

6) Glottal stop rule
In Algiers dialect, when a word begins with a Hamza,
its phonetic representation begins with a glottal stop.
in the end of a word the Hamza preceded by @ is not
pronounced.
Example: �

Iº�

@ (stop talking) =⇒ /?askut/ and ZAÖÞ�

(sky) =⇒ /sm?/
It should be noted that the Hamza in the middle of
the word is replaced by the long vowels @ or ø in
Algiers dialect. For example the Arabic words Q


�K.

(hole) and �

A
	
¯ (poleax) correspond to /bi:r/ and /fa:s/,

respectively.
7) Alif Maqsura rule ø

Alif Maqsura ø (which is always preceded by a fatha)
at the end of a word is realized as the short vowel
/a/.
Example: ú×P (he throws) =⇒ /rmaa/

8) Alif Madda
�
@

Alif madda
�
@ is realized as alef /?/ with the long vowel

/a:/.
Example: 	áÓ

�
@ (he trusts)=⇒ /?a:man/

9) Words ending with �
è

The �
è is not pronounced in Algiers dialect unlike in

MSA where it is realized with the two phonemes /t/
and /h/ (depending on the word position)
Example: �

íÊ
	
®£ (a girl)=⇒ /t’afla/

10) Words ending with è
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The è is not pronounced in Algiers dialect when it is

preceded by ���.

Example: í
�
K. A

��
J» (his book)=⇒ /kta:bu/

11) Words containing the sequences 	
à ,H.

When a 	
à is followed by a H. , the 	

à is pronounced
as /m/
Example: Q

�
�.
	
J
�
Ó (a foretop) =⇒ /mambar/

12) Gemination rule
When the Shadda appears on a consonant, this con-
sonant is doubled (geminated)

Example: Q

��
º

�
� (sugar) =⇒ /sukkur/

It should be noted that most of these rules could be
applied for other Algerian dialects and Arabic dialect
close to them such Tunisian and Moroccan.

Experiment: As indicated above for experiment we used
our ALG vocalized corpus which includes three categories of
words:

1) Arabic words.
2) French words phonologically altered and their pro-

nunciation is realized with Arabic phonemes.
3) French words for which the pronunciation is realized

with French phonemes.

We applied phonetization rules seen below on the ALG corpus.
In addition to Arabic words, French words of the second
category are correctly phonetized because their phonetic real-
ization is close to Algiers dialect. For example the word �

í
	
JK


	Pñ»

(kitchen, original French word is cuisine) which is a borrowed
French word phonologically altered is correctly converted as
/ku:zina/, while a word in the third category as 	

àñJ
�º
	
Kñ»

(connection, original French word connexion) is incorrectly
converted to /ku:niksju:n/ since it is realized /kOnnEksjÕ/ with
French phonemes. Considering these words, system accuracy
is 92%. The issue of these words is that we can not introduce
rules for French words written in Arabic script, since the
relation between Arabic graphemes and French phonemes is
not one to one. For example the graphemes ñ� in a French
word written in Arabic script could correspond to the French
phonemes /y/, /u/, /O/ or /O/ (see some examples in Table XV).

TABLE XV: Examples of mappings between Arabic grapheme
ñ� and French phonemes.

Dialect word French phonetic transcription French word English
Pñ� syö Sûre Sure
PñK� pOö Port Port

PðXñ� sudœö Soudeur Wilder

C. Statistical Approach

Rule based approach adopted above does not take into
account French words used in ALG which are pronounced as
in French language. This issue takes us to choose a statistical
approach in order to consider this feature. We use statistical
machine translation system where source language is a text
(a set of graphemes) and target language is its phonetic

representation (a set of phonemes). This system uses Moses
package[17], Giza++[18] for alignment and SRILM[19] for
language model training. The main motivation of using a sta-
tistical approach is that we can include French phonemes in the
training data. For building this system, the first component is a
parallel corpus including a text and its phonetic representation.
Actually, this resource is not available, so we created it by
using the rule based converter described above. We proceed as
follows: we used the rule based system to convert Arabic words
and French words phonologically altered (category 1 and 2)
to Arabic phonemes. Whereas for French words realized with
French phonemes (category 3), we began by identifying them
and we transliterated them to their original form in Latin script,
then converted them to French phonemes (using a free French
G2P converter), all these operations were done by hand. For
example the word 	

àñJ
�º
	
Kñ» is transliterated to connexion then

converted to /kOnnEksjÕ/.

This system operates at grapheme and phoneme level,
we split the parallel corpus into individual graphemes and
phonemes including a special character as word separator in
order to restore the word after conversion process (see Table
XVI).

TABLE XVI: Examples of aligned graphemes and phonemes.
o �

I �� º
o

� ��
	
K

Null /t/ /u/ /k/ Null /s/ /a/ /n/

Experiment: For evaluating the statistical approach, we
split the parallel corpus into three datasets: training data (80%)
tuning data (10%) and testing data (10%).First we tested the
statistical approach on a corpus containing only Arabic words
and French words phonologically altered (category 1 and 2).
We got an accuracy of 93%. Then we proceeded to a test
on a corpus including the three words categories, system
accuracy decreases to 85%. This result is due to the increase of
hypothesis number of each grapheme because of introducing
French phonemes in the training data. The graphemes ñ� for
example in some Arabic words (category 1) are phonetized as
the French phonemes /y/ or /Õ/ instead of the Arabic long vowel
/u:/, the phoneme /Õ/ instead of /u:n/. Contrary to that some
words in category 3 are phonetized with Arabic phonemes by
substituting for example the phonemes /y/, /u/, /O/ or /O/ by
the /u:/, and /E/ by /a:/.

D. Discussion

At first glance, and regards to accuracy rates, we could de-
duce that rule based approach is more efficient than statistical
approach (92% vs 85%). Rule based approach does not take
into account French words of category 3, it achieves efficient
results only for Arabic words and French phonologically
altered words (category 1 and 2). Results of statistical approach
must be analysed regards to the small amount of the training
data. On another side, a hybrid approach could be adopted:
instead of using one corpus including all categories of words
for training the statistical G2P converter, we can use two
corpora: the first one including words of categories 1 and
2, could be processed by rule based approach. The second
corpus is a parallel corpus including words of category 3 with
their French phonetization used for training the statistical G2P
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converter. Unfortunately, we have not sufficient data for testing
such a converter, since our corpus includes only about 1k
words of category 3. In terms of resources, this work allowed
us to build a phonetized dictionary for Algiers dialect; at our
knowledge no such resource is available at this time.

VI. MORPHOLOGICAL ANALYZER FOR ALGERIAN
DIALECT

A. Related works

Compared to MSA, there are a little number of Morpho-
logical Analysers (MA) dedicated to Arabic dialects. Works
in this area could be divided into two categories. The first
one includes MA that are built from scratch such as in [20]
and [21], the second includes works that attempt to adapt
existing MSA Morphological Analysers to Arabic dialect.
This trend is adopted for several dialects since it is not time
consuming. In [22], authors used BAMA Buckwalter Arabic
Morphological Analyser [3] by extending its affixes table with
Levantine/Egyptian dialectal affixes. The same approach is
adopted in [23] where a list of dialectal affixes (belonging to
four Arabic dialects) was added to Al-Khalil [24] affix list.
Authors in [25] converted the ECAL (Egyptian Colloquial
Arabic Lexicon) to SAMA (Standard Modern Arabic Anal-
yser) representation [26]. For Tunisian dialect, authors in [27]
adapted Al-Khalil MA, they create a lexicon by converting
MSA patterns to Tunisian dialect patterns and then extracting
specific roots and patterns from a training corpus that they
created.

B. Adopted Approach

To build a MA for Algiers dialect, we decide to adapt
BAMA, since it does not consume time and takes profit
from the fact that it is widely used. BAMA is based on a
dictionary of three tables containing Arabic stems, suffixes
and prefixes and three compatibility tables defining relations
between stems, prefixes and suffixes. Adaptation of BAMA is
got by populating these tables by dialect data.

C. Building the dialect dictionary

We built dialect dictionary by adopting the following
principle: in order to exploit BAMA dictionary, we kept from
it all entries that belong also to ALG with some modification
(for example MSA prefixes �K
 , �

�
K and �K. are used in ALG

so we kept them as ALG prefixes). Beside that, we deleted all
entries which are not suitable for Algiers dialect. Moreover, we
created entries that are purely dialectal and which did never
exist in MSA dictionary.

1) Affixes tables: For affixes tables, common affixes be-
tween MSA and ALG are kept (in prefixes and suffixes tables),
whereas all other MSA affixes which do not belong to dialect
were deleted. However, some dialect affixes which do not exist
in MSA were added to affixes tables. Note that when an affix
is deleted, all complex affixes where it occurs are also deleted.

1) Prefixes table: We kept some prefixes unchanged like
prefixes K
 and �

K that precede imperfect verbs (for
the singular third person masculine and feminine,
respectively). We eliminated purely MSA prefixes12

12Prefixes that could not belong to Algiers dialect.

and all complex prefixes where they appear instead of
the prefix J
� (expressing the future when it precedes
imperfect verbs ) and the prefix

	
¬

13(conjunction),
some examples are given in Table XVII.

TABLE XVII: Examples of kept, deleted and added prefixes
in ALG prefixes table.

Kept pref. Description
�
K , K
 Imperfect Verb Prefix(sing.,third person,masc.,fem.)
È@ Noun Prefix (definite article)

H. , È Preposition Prefix

Del. pref. Description
	

¬ Conjunction Prefix
� Future Imperfect Verb Prefix

ÈAJ.
	
¯ Conj.Pre.+Preposition Pre.+Definite Art. Pre.

Add. pref. Description
	

¬ Preposition Prefix
ÈA

	
¯ Preposition Pre.+Definite Art. Pre.

	áK
 Perfect verb pre. (past voice, (sing., masc.) and (plu, masc/fem.))
	á
�
K Perfect verb pre. (past voice, (sing. fem.)

2) Suffixes table: We also eliminated all MSA suffixes
not used in Algiers dialect mainly:
• Suffixes related to the dual both feminine and

masculine,
• Feminine plural suffixes,
• All word case endings suffixes

All complex suffixes where they appear were also
deleted. Likewise, we added dialectal suffixes like the
suffix �

� for negation and all complex suffixes that
must be included with it.
We integrated also a set of suffixes to take into
account all various writings of dialects words which
are not normalized. An example is the suffix ð, which
could express the plural (feminine and masculine) in
the end of a verb, a possessive pronoun at the end
of a noun exactly like the MSA suffix ë. We give in
table XVIII a set of examples of each case.

2) Stems table: Dialect stems table was populated by the
lexicon of Algiers dialect corpus and MSA stems included in
BAMA. We used a part (85%, 9170 distinct words) of our
ALG corpus for creating dialect stems, the remaining 15%
(1618 distinct words) is used for test.

Stems from ALG corpus lexicon

First, we began by extracting a list of nouns easily identifi-
able by affixes �

è and definite article �Ë
�
@ (used only with nouns).

We deleted these two affixes from all extracted words, then
from obtained list of words we created stem entries according
to BAMA. Next, the rest of the corpus was analysed and
classified into three sets: function words, verbs and nouns
(which do not include �

è and �Ë
�
@ suffixes) and converted to stems

according to BAMA stems categories. Let us indicate that we
added some stems categories to take into account all dialectal
features. For example, in MSA the perfect verb stem category

13Note that
	

¬ as MSA conjunction prefix has been deleted (since it does
not exist in ALG), and

	
¬ as preposition prefix has been created.
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TABLE XVIII: Examples of kept, deleted and added suffixes in ALG suffixes table.

Kept Aff. Description
	áK
 Accusative/genitive noun Suffix(masc.,plu.)
�

H@ Noun Suffix(fem.,plu.)
�

H perfect verb suffix (fem.,sing)

Del. suff. Description
	
à Perfect/Imperfect Verb Suffix(subject, plu., fem.)
AÖ

�
ß Perfect/Imperfect Verb Suffix(subject, dual., fem/masc., 2nd person)

AÒë Perfect/Imperfect Verb Suffix(direct object, dual., fem/masc., 3rd person)
	
àð Nominative Noun Suffix (masc.,plu.)
	
à@ Nominative Noun Suffix (masc.,dual)
	áë Perfect/Imperfect Verb Suffix(direct object, plu., fem.)
	áê

�
K Perfect Verb Suffix(subject sing.,2nd person,masc.,direct object, plu., 3rd person, fem.)

Add. suff. Description
�

� Perfect/Imperfect Verb Negation Suffix
�

�Òë Perfect/Imperfect Verb Negation Suffix (direct object,plu., 3nd person, masc./fem)
�

�Ò» Perfect/Imperfect Verb Negation Suffix (direct object,plu., 2nd person, masc./fem.)
ð Per./Imp. Verb Suffix(direct object,plu.,masc.,fem.)

with the pattern É
�
ª

�	
¯ covers the three persons, the two genders,

the single, the dual and plural; just relative suffixes are added
to it to have its different inflected forms. In ALG, we split this
stem category into two distinct stems:É

�
ª

	
¯ and Éª

�	
¯ to cover

all perfect verbs inflected forms, in Table XIX we give an
example related to the stem ©ÖÞ� (to hear).

TABLE XIX: Example of splitting a MSA stem to two
Dialectal stems.

Eng. pro. Dia pro. Dia. verb Dia. stem MSA pro. MSA verb MSA stem
She ùë

�
I

�
ª

�
ÖÞ

�
�

©
�
ÖÞ

�
� ùë

�
I

�
ªÖ�

Þ
�
�

©Ö�
Þ
�
�They A

�
Óñë ñª

�
ÖÞ

�
� Ñë @ñªÖ�

Þ
�
�

He ñë ©
�
ÖÞ

�
�

©
�
ÖÞ

�
� ñë

�
©Ö�

Þ
�
�

We A
�	
Jë A

�	
Jª

�
ÖÞ

�
� 	ám�

	
' A

�	
JªÖ�

Þ
�
�

Exploiting MSA BAMA stems

1) Verbs
The main idea for creating ALG verb stems from
MSA stems is using verbs pattern. For example the
verbs having ALG pattern É

�
ª

	
¯ are in most cases

Arabic verbs with the patterns
�

É
�
ª

�	
¯,

�
É

�
ª

�	
¯ or

�
Éª�

�	
¯. Some

other ALG verbs keep the same pattern as in MSA
like verbs with the patterns É

��
ª

�	
¯

From stems table, we extracted all perfect verbs hav-
ing the patterns É

�
ª

�	
¯, É

�
ª

�	
¯, Éª�

�	
¯ and É

��
ª

�	
¯. After that,

the verbs having the three first patterns are converted
to Algiers dialect pattern by changing diacritic marks
to É

�
ª

	
¯ while the verbs corresponding to pattern É

��
ª

�	
¯

are kept as they are (since this pattern is used in
ALG). At this stage, we constructed a set of Arabic
verb stems having dialect pattern, we analysed them
and eliminated all stems that are not used in ALG.
We give in Table XX some examples.
We proceed as explained above for other patterns as
É

��
ª

�	
®

��
K, É

�
«A

�	
®

��
K, É

�
«A

�	
¯,É �

ª
	
®

��
J�@. It should be noted that,

TABLE XX: Examples of converted stems from MSA to ALG.

Stems ALG Dialect MSA English
H. Qå

	
� H.

�Qå
�	
� H.

�Qå
�	
� He beat

H. Qå
�
� H.

�Qå
�
�
� H. Q

�
å
�
� He drunk

ÈYK. È
��
Y

�
K. È

��
Y

�
K. He changed

Q�.»
Q

�
�.

�
» Q

�
�.

�
» He grew

we constructed imperfect verb stems and command
verb stems from the ALG perfect verb stems that we
created as described above.

2) Nouns
We kept all proper nouns from MSA stems table
because it contains an important number of entries
related to countries, currencies, personal nouns,... We
analysed all other types of words and kept from them
those existing in ALG by modifying diacritics, adding
or deleting one or more letters.

3) Function words
We deleted all function words that do not exist in
ALG like relative pronouns and personal pronouns
related to the dual and feminine plural, then we
translated remaining ones to ALG.

Note that we introduced dialect stems with non Arabic
letters

�
¬ G, ¬ V, and H� P in stems table and we modified

BAMA code to consider words containing these letters. Also,
since every stem entry in BAMA contains an English glossary,
when creating a dialect entry, we added the Arabic word to
English glossary, so for each dialect entry is associated an
English and Arabic glossary.
After creating affixes and stems tables for ALG, compatibility
tables of BAMA were updated according to the data included
in these tables.

D. Experiment

As mentioned above, we tested our MA on the Algiers
Dialect corpus, the test set contains 1618 distinct words
extracted from 600 sentences chosen randomly. We consider
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that a word is correctly analysed if it is correctly decomposed
to prefix+stem+suffix and if all the features related to them
are correct (POS, gender, number, person). We first began by
testing the MA with stems extracted only from the ALG corpus
lexicon, then we introduced stems created from the MSA stems
table. We list in Table XXI the obtained results.

TABLE XXI: Results of ALG morphological Analyser.

Results ALG MSA stems+ALG
corpus stems corpus stems

# Analysed words 703 1115
Percentage 43% 69%

# Unanalysed words 915 503
Percentage 57% 31%

We examinated the words for which no answer were given
by the morphological analyzer(see Table XXII), most of the
cases are:

• French words which do not exist in the stem table like
ú

�
æJ
��
Q

�
K (électricité , electricity), or words like PñJ


	
Jm.
�

	
' @

(ingénieur, engineer) and ðQÒJ

	
JË @ (numéro, number)

that are included in stems table but with an other
orthography (respectively PñJ


	
�J
m.

�
	
' @ and ðQ�
ÒJ


	
JË @). The

same case is observed for nouns written with long
vowel @ in the end instead of �

è such as A�CK� (place).

• We noticed also that some words are written with
missed letters like the word A�

	
�Ë @ which appears in

stems table as ZA�
	
�Ë @. The same case is noticed for

úÍA
�
¯ (he said to me) instead of ú

�
ÍA

�
¯ or úÍ ÈA

�
¯ or ñÊ

�
J
�
¯

(I said to him) instead of ñÊ
�
JÊ

�
¯ or ñË

�
IÊ

�
¯.

• Some Unanalyzed words also are proper nouns.

TABLE XXII: Examples of unanalyzed words.

Unanalyzed word Corresponding stem English
�

HA
	
KQ

�
�
	
K @

�
I

	
KQ

�
�
	
K @ Internet

YªJ.Ó@ YªJ.Óð@ After
Q�

��AÖß
Q
�
K Q�

��Öß
Q
�
K Trimester

	
àñ

	
®J
ÊJ


�
K

	
àñ

	
®J
Ê

�
K Phone

VII. CONCLUSION

This paper summarize a first attempt to work on Algerian
Arabic dialects which are non-resourced languages. These
dialects lag behind compared to other dialects of the Middle-
east for which several works were dedicated and produced
many NLP tools. The presented work is the first part of a
big project of Speech translation between MSA and Algerian
dialects. We focus in this first part on the one spoken in
Algiers and its periphery. We began by a study showing all
fearures related to it, then we introduced resources that we
created from scratch. This process was expensive in terms of
time and human effort but the results were worth it. We get a
cleaned corpus of Algiers dialect aligned to MSA, this corpus
is the first parallel corpus which includes Algerian dialect to
date. We presented also the Grapheme-to-Phoneme converter
that we created for Algiers dialect. We combined a rule based
approach to a statistical appraoch. The level of correctness for

the G2P converter is about 85%. In terms of corpus resources,
this task enabled us to transcribe the ALG corpus to a phonetic
form. We also proposed a morphological analyser for AlG that
we adapted from the well known BAMA dedicated for MSA.
We reached an accuracy rate of 69% when evaluating it on
a dataset extracted from ALG corpus. Our future work before
developing a statistical machine translation system, is to extend
the corpus we created to other Algerian Arabic dialects, and
to adapt all tools dedicated to ALG to these dialects.
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Appendix

TABLE XXIII: Algiers dialect Rules for G2P conversion.

# Rule title Rule

1 	
X, 	

  and �
H rules

{C, V }+ 	
X +{C, V } =⇒ /d/

{C, V }+ 	
  +{C, V } =⇒ /d′/

{C, V }+ �
H +{C, V } =⇒ /T/

2 Foreign letters rules
{C, V }+ �

¬ +{C, V } =⇒ /g/

{C, V }+¬ +{C, V } =⇒ /v/

{C, V }+H� +{C, V } =⇒ /p/

3 Definite article È@
{LC}+È@+{BL,BS} =⇒ /l/+ /LC/

{SC}+È@+{BL−BS} =⇒/?a/+/SC/+ /SC/

4 Words Case-ending {BL,ES}+ C + {C, V } =⇒ /C/

5 Long vowel rules
{C+ @}+ ���+{C} =⇒ /a : /

{C+ð}+��+{C} =⇒ /u : /

{C+ø}+��+{C} =⇒ /i : /

6 Glottal stop rule {C, V }+

@+{BS,BL} =⇒ /?/

{BL,ES}+ Z +{ @ } =⇒ /Null/

7 Alif Maqsura rule ø {BL,ES}+ø+{���+C} =⇒ /a/

8 Alif Madda
�
@ {C}+

�
@+{C} =⇒ /?a : /

9 Words ending with �
è {BL,ES}+ �

è+{C, V } =⇒ /Null/

10 Words ending with è {BL,ES}+ è+{���} =⇒ /Null/

11 Words containing the sequences 	
à,H. { H. }+

	
à+{C, V } =⇒ /m/

12 Gemination rule {V}+ ω +{C} =⇒ /CC/

396 | P a g e
www.ijacsa.thesai.org 

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 



An Enhanced Automated Test Item Creation Based
on Learners Preferred Concept Space

Mohammad AL-Smadi
Computer Science Department

Jordan University of Science and Technology 
P.O.Box: 3030 Irbid 22110, Jordan

Margit Höfler
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Abstract—Recently, research has become increasingly inter-
ested in developing tools that are able to automatically create
test items out of text-based learning contents. Such tools might
not only support instructors in creating tests or exams but also
learners in self-assessing their learning progress. This paper
presents an enhanced automatic question-creation tool (EAQC)
that has been recently developed. EAQC extracts the most
important key phrases (concepts) out of a textual learning content
and automatically creates test items based on these concepts.
Moreover, this paper discusses two studies for the evaluation
of EAQC application in real learning settings. The first study
showed that concepts extracted by the EAQC often but not always
reflect the concepts extracted by learners. Learners typically
extracted fewer concepts than the EAQC and there was a great
inter-individual variation between learners with regard to which
concepts they experienced as relevant. Accordingly, the second
study investigated whether the functionality of the EAQC can
be improved in a way that valid test items are created if the
tool was fed with concepts provided by learners. The results
showed that the quality of semi-automated creation of test items
were satisfactory. Moreover, this depicts the EAQC flexibility in
adapting its workflow to the individual needs of the learners.

Keywords—Automated Assessment; Automatic Test-Item Cre-
ation; Self-Regulated Learning; Evaluation of CAL systems; Ped-
agogical issues; Natural-Language Processing

I. INTRODUCTION

The ability of learners to self-regulate their learning process
is a key competence in life-long learning. One efficient way
of such self-regulation is to monitor and assess their learning
progress by self-assessment (e.g., [1], [2], [3]). Self-assessment
supports learners to focus on the most important aspects of the
material. Moreover, it helps them to increase their involvement
in the learning process [1]. However, learners often face
problems if they have to generate questions on their own. For
instance, in [4] medical students had to generate questions in
order to enhance their metacognition strategies such as self-
regulation and problem-solving. The results showed that some
of the students had difficulties to create high-order questions
(i.e., questions that ask for synthesis and evaluation of the
information rather than for simple recall). Furthermore, even
if the students had the opportunity to enhance their poorly
formulated questions, they needed appropriate guidance to
do so. Hence, it might be necessary to train learners in
strategies and procedures of self-questioning to increase their
competence in question generation [2].

But how can learners receive adequate support in creat-
ing good questions? Previous research has presented several
guidelines and strategies to support the generation of effective
questions (e.g., [5], [6], [7]). For instance, the Taxonomy of
Bloom ( [8], [9]) provides a powerful framework of how to
build questions tailored to different learning goals and levels of
cognitive processing (e.g., on a basic level, learners should be
able to understand a formula whereas on a more sophisticated
level they should be able to apply or explain it). Furthermore,
[10] presented examples of guideline questions which might
be useful for self-assessment:

1) Can I summarize the main idea of the text?
2) Can I list the five most important learning points of

the chapter?
3) Can I write a short comment?
4) Can I discuss the topic raised in this chapter?
5) Are the important learning points I list consistent with

those proposed by my classmates and teacher?

What the questions presented above have in common is that
they rather address the general ideas and themes of a learning
content than its details (e.g., there is no need to know every
single detail about a topic if someone has to comment on
it). In fact, Bugg and McDaniel [11] showed that conceptual
questions addressed to the gist of the text (which required
the integration of information across sentences) led to a better
performance on a memory test compared to questions that
required detailed knowledge about the text. Hence, if questions
are generated from a learning content, it might be more
valuable to focus on the most important keywords or key
phrases than on the details.

According to [12], keywords are defined as a sequence
of one or more words and provide a compact description of
a document's content whereas key phrases consist of two or
more key words and named identities (p.140). In general,
key words and key phrases (in the following subsumed to
the term concepts) help readers quickly to identify whether
a text might be relevant to their needs or not (e.g. [13]). For
example, some concepts of the current text (as reflected in the
key words section of this paper) are Automated Assessment,
and Self-Regulated Learning. Using these concepts, the readers
of this journal can quickly identify whether this article might
be relevant to their research or not. Likewise, in the context
of learning, concepts provide an overview about the learning
content and questions that are based on such concepts may
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Fig. 1: Screenshot with the learner view form the enhanced EAQC for manual selection of concepts as part of the automated creation of test items.

guarantee that the major themes are covered. However, it is
typically left up to the learner to define which concepts reflect
a topic best. This suggests that learners might fail to create
appropriate questions for self-assessment activities because
of inappropriately chosen concepts and the lack of required
knowledge and/or skills.

Another approach to support learners in creating questions
subsumes software tools that are capable to create questions
automatically from a given (text-based) learning content. In
recent years, research has become more and more interested
in developing such tools ( e.g., [14], [10], [15], see also [16],
for an overview). However, generating questions automatically
from a given text is still a challenge. For instance, such
questions often lack meaningfulness, an adequate level of
difficulty, and appropriate answers or even relevance (see e.g.
[17] , [18], [19]).

A. Problem Statement

Automated question-creation tools typically generate only
one type of questions (e.g. open-ended questions that ask for
a free answer or multiple-choice questions that ask to find
the correct answer among a set of provided distractors). For
self-directed learning, having a flexible automated assessment
tool that provides different types of questions and preferably
also the correct answers has become a need. In addition, these
questions should be based on the most relevant concepts of
the learning material in order to be effective. However, this
research is still active with room for a lot of improvements re-
garding how the most relevant concepts from natural language
texts can be identified (e.g., [12], [13], [20], [21]; a discussion
of concept extraction methods can be found in [22] or [23]).
Moreover, an effective automated question-creation tool might
not only provide questions which reflect the most important
concepts of a text best but even allow learners based on their
personal needs to determine on which concepts of the text the
questions should encounter.

Recently, [24], [25] have presented an enhanced automated
question creator (EAQC) tool. EAQC is able to create four
types of test items out of English or German learning content.

The provided test item types are open-ended items (which
require a free answer), single-choice items (in which a given
statement is true or false), multiple-choice items (in which
one correct answer has to be found within a given number
of distractors), and completion exercises (in which one key
concept is missing in a statement). Moreover, the authors
have conducted an evaluation study in order to investigate
the quality of the test items created by EAQC. To this end,
they had students rate the test items with regard to different
quality criteria adapted from [26]. In addition to pertinence and
terminology of test items, these quality criteria evaluate the
quality of the answers (open-ended questions and completion
exercises) and distractors (multiple-choice items). Preliminary
results from the evaluation study [24] showed that EAQC-
based test items did not differ in pertinence and level from
manually (by an instructor) created test items and also the
provided answers were qualitatively on a par with their hand-
made counterparts. However, the terminology of some of the
test items and the quality of the distractors for the multiple-
choice items were rated as rather poor by the participants.
Nevertheless, the overall quality of the test items created by
the EAQC was satisfactory in a way that the test items were
assumed to be of use for self-regulated learning or even in real
test settings (see [27]).

Test items generated by EAQC are based on concepts
that were extracted out of the learning content. Due to this
process, the resulting questions are expected to cover the main
aspects of the learning content. However, it is not clear whether
all automatically extracted concepts are, at least from the
viewpoint of an individual learner, important. In such case, the
resulting automatically created test items might cover aspects
that are not supportive for the individual learner at all. Previous
research [24], [27] showed that learners experienced that not all
concepts automatically extracted by EAQC were relevant [24].
This is a first indication that automatically extracted concepts
might not always reflect the learner's view.

To the best of our knowledge, there is no study that directly
addresses the question of whether the concepts extracted by
an automated approach match the same concepts a learner
would extract. Hence, it would be of avail if the EAQC
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Fig. 2: Conceptual Architecture of EAQC.

provides the functionality to create test items on the basis of
concepts which are important for the learner. Therefore, EAQC
has been enhanced to enable manual selection of concepts
based on learner interest (see Fig. 1). This means that learners
are able with the enhanced version of EAQC to manually
annotate learning content with the important concepts they aim
to learn. Manually selected concepts (based on the annotated
learning material) are then used by the EAQC algorithm to
automatically create test items. For instance, during the learn-
ing process, the learner might highlight the most important
concepts from a text and EAQC will use these concepts to
automatically create relevant test items. With the resulting
test items the learner may then self-assess her/his knowledge
or comprehension about the text. Using the EAQC in such
individual way has motivated our research interest in whether
the EAQC provides such functionality in a sufficient way.

This paper presents an enhanced automated question cre-
ator (EAQC) that is able to create test items fully automatically
from a textual learning content or semi-automatically based
on manually provided concepts. Results show that the overall
quality of the test items semi-automatically created by EAQC
was comparable to manually created items by humans. The rest
of this paper is organized as follows: Section II explains EAQC
architecture and EAQC main modules, Section III presents two
studies that have been conducted to evaluate EAQC improved
functionality, Section IV discusses the studies’ main results
and findings, whereas, Section V concludes this research.

II. ENHANCED AUTOMATED QUESTION CREATOR
(EAQC)

EAQC utilizes an automated process to create different
types of test items out of textual learning content, more
precisely EAQC automatically creates single choice, multiple-
choice, completion exercises and open ended test items (ques-
tions). EAQC is capable of processing textual learning con-
tent stored in various file formats, extracting most important
related concepts, creating different types of test items and
reference answers that ad-her to the IMS Question & Test
Interoperability (QTI) Specification1. As depicted in Fig. 2

1https://www.imsglobal.org/question/qtiv2p1/imsqti oviewv2p1.html

EAQC architecture supports multilingual test item creation,
currently English and German are supported, whereas a flexible
extension to other languages such as Italian and Spanish is
possible.

From a conceptual point of view, EAQC consists of three
main modules [24] (a) the Pre-processing module, (b) the
Concept Identification module and (c) the Test Item Creation
module. The modules are explained as follows:

1) During the pre-processing module, EAQC detects the
input material language (i.e. English or German),
performs text cleaning and processing such as special
characters and stop words removal, tokenization, and
then converts the given learning content into an
internal XML format for further processing. Several
file formats and online resources are supported by
EAQC (e.g. Microsoft Word, Open Document, PDF
files, and HTML web content).

2) During the concept identification phase, a syntactic
analysis based on part-of-speech tagging (POS) is
applied using state-of-the-art natural language pro-
cessing procedures for the identified language (i.e.
English or German). This is followed by statisti-
cal analysis of term weighting based on terms co-
occurrences. Furthermore, semantic word analysis
using WordNet [28] is also performed. Results of
the processed information further annotate the XML
representation of the learning content. The GATE [29]
text processing framework was used as part of this
phase. The input text is analyzed into tokens, and then
POS tagging, named-entity-recognition (NER), text
chunking (noun-based), and co-reference resolution
analysis are performed for each token.
In the statistical analysis, the importance of nouns
in the content is estimated and accordingly relevant
candidates of word phrases (concepts) are extracted
from the learning content. These candidates of word
phrases are semantically analyzed using WordNet and
prioritized by a relevance number based on the learn-
ing content. A configurable threshold value finally
defines the concepts in descending order to be used
in the third task - i.e. the assessment item creation.
Special version of Wordnet is called GermaNet [30]
was used for the semantic word analysis on the
German text.

3) During test item creation phase, EAQC determines
the most appropriate sentence out of the learning
content for each of the previously extracted concepts
and adds two neighboring sentences to the respective
sentence in order to provide sufficient context infor-
mation. In addition, EAQC computes the distractors
for multiple-choice items and the antonyms for (in-
correct) single-choice items by also making use of the
previously outlined statistic, syntactic and semantic
analyses of the concepts. Finally, EAQC creates ques-
tion items applying a template approach and reference
answers for the open-ended items and transforms all
resulting items into IMS QTI Specification compliant
format.
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III. EVALUATION AND EXPERIMENTATION

Before testing whether EAQC is able to create test items
based on manually extracted concepts, the concepts extracted
by learners difference and relevance to the concepts extracted
by EAQC were investigated. Therefore, in Study 1, data
from [24] was reanalyzed. The concepts that participants had
extracted from a text and the concepts extracted by EAQC
using the same text were compared. Findings from Study 1
reanalysis were then used in Study 2 in order to investigate
whether EAQC is able to create valid test items – not only on
the basis of automatically extracted concepts but also on the
basis of concepts extracted by learners. To this end, EAQC was
fed with the manually created concepts from the participants
of Study 1 and the resulting (semi-automated created) test
items were evaluated by comparing their quality with fully
automatically created ones.

A. Study 1

The aim of Study 1 was to investigate whether the concepts
extracted by the EAQC from a learning textual material match
the concepts extracted by learners from the very same text
(Did learners extract similar concepts as the EAQC in terms of
content and number?). To this end, data from a study presented
in [24] was reanalyzed. The aim of that study was to evaluate
the quality of the concepts and test items that were extracted
by the EAQC from a text about ’natural-language processing’
(NLP). Before participants evaluated the items, their familiarity
with the learning topic – their ability to adequately assess the
concepts and test items – was assured. Therefore, participants
were required to read the text in order to extract - from their
viewpoint - the most relevant concepts, then they had to create
different types of test items from the text (see below). That is,
participants followed similar phases as the EAQC does during
test item creation. Comparing the concepts extracted by the
participants with the concepts extracted by the EAQC from
the same material should allow us to evaluate the level of
agreement between the two approaches.

For a better understanding, although the analysis for the
concept extraction will be provide afterwards only as outlined
above, the full methodology of the study conducted in [24]
is presented as follows. Such detailed description of the
methodology of Study 1 is also important since the method of
the subsequent study (Study 2) is fairly similar to the method
of Study 1.

1) Participants: 29 participants (4 female) took part in this
study. They were 25.4 years on average (SD = 3.3), ranging
from 22 to 39 years. All of them were technical students.
93.1% of them already had a bachelor degree. The experiment
took place within a regular course Information Search and
Retrieval at Graz University of Technology. Because of the
restricted number of computer-work places, the participants
were divided in two groups (14 and 15 participants each,
respectively). The two groups were tested separately on two
consecutive days. All participants gave informed consent.

2) Stimuli and Procedure: In advance of the study, EAQC
was used to create test items from a learning content about
’Natural-Language Processing’ (NLP). The text was taken
(with slight changes) from Wikipedia2 and consisted of ap-

2NLP:http://en.wikipedia.org/wiki/Natural language processing

Fig. 3: Flowchart explains the procedure of the experiment.

proximately 2,600 words by that date. EAQC extracted 49
main concepts from this text. Example concepts were, for
instance, ”natural language processing”; ”modern NLP algo-
rithms”, and ”the Georgetown experiment”. The concepts were
automatically ranked with regard to their relevance by means
of statistical and semantic analyses of the content (i.e., the first
concept extracted by EAQC was statistically the most relevant
one etc.; see Table 2, left column for the 10 most relevant
concepts extracted by EAQC). For each of these concepts,
EAQC then created four types of test items (one open-ended
item, one completion exercise, one single-choice item and one
multiple-choice item, respectively) and the respective answers.
In the following, the resulting questions and answers for the
concept ”modern NLP algorithms” are presented (please note
that for the sake of brevity the answer for open-ended items
is not provided):

1) Open-ended item:
Example: What do you know about modern NLP
algorithms in the context of Natural language pro-
cessing?
Region of answer: (...)

2) Completion exercise:
Example: (...) are grounded in machine learning,
especially statistical machine learning.
Answer: ”modern NLP algorithms”.

3) Single-choice item:
Example: Old style NLP algorithms are grounded
in machine learning, especially statistical machine
learning.
Answer: False.

4) Multiple-choice item:
Example: (...)are grounded in machine learning, es-
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pecially statistical machine learning.
a) Answer 1: meta-rule NLP algorithm
b) Answer 2: algorithmic program NLP algo-

rithms
c) Answer 3: modern NLP algorithms
d) Answer 4: heuristic NLP algorithms

Together, the EAQC created 196 test items in total (49
concepts × 4 test-item types). However, not all of the test items
were evaluated during the study. In order to reduce the time
and effort for the participants, they evaluated only 80 test items
which were based on the 20 most relevant extracted concepts
(i.e., 20 concepts × 4 test-item type = 80 test items). In addi-
tion, 24 test-items (six per test-item type) were provided. These
items had been extracted by one of the authors in advance
for checking purpose. Hence, each participant evaluated 104
test items in total (24 during the study session and 80 as
a homework assignment). Furthermore, participants evaluated
the relevance of the 49 automatically extracted concepts (and
seven manually, by one of the authors, extracted concepts).
The learning content (i.e., the text), the questionnaires for
the evaluation tasks, and also the instructions were presented
in English as web-based content. To collect the data, par-
ticipants were asked to fill in five online questionnaires that
were delivered successively at specific times during the study
(see below). For creating these questionnaires LimeSurvey3

was used. Participants were not aware about the immediate
purpose of the study (i.e., evaluation of automatically extracted
concepts and test items) but were told that they have to take
part in several learning activities during the session. Crucially,
they were not informed that most of the concepts and test items
for evaluation were based on EAQC. Hence, participants did
not know the source (i.e., if they were created by EAQC or
human). Results from the tests delivered during the experiment
were part of the final grading of the course. However, the
participation in the experiment was not a prerequisite to
complete the course successfully.

The study session consisted of several phases (see Fig.
3). At the beginning of the session, an outline about the
session was presented by one of the authors. Then the learning
content was presented online (web-based) to each participant.
Participants were then asked to learn the prepared text about
’Natural-Language Processing’ (Learning activity 1). After
that, they had to fill in a questionnaire that was created with
LimeSurvey in advance and sent to them via email. In this
questionnaire participants were asked not only for specific
demographic data such as age, previous education etc. but
also to briefly summarize the text they had learned before.
Then, after a short break, and crucially for the present paper,
participants were required to extract relevant concepts from the
text and to create eight test items (two of each test-item type
as described before) using their extracted concepts (Learning
activity 2). This learning activity aimed at ensuring the par-
ticipants’ familiarity with the text. The activity lasted about
40 minutes. The text was accessible to the students during
this task and they were allowed to take notes if necessary.
Participants inserted their answers into a new questionnaire that
was delivered via email. After they had completed Learning
activity 2, participants had to attend a second test in which

3http://www.limesurvey.org/

they had to answer eight multiple choice items regarding the
learning content.

After a further break, Learning activity 3 started. In this
learning activity, participants were asked to evaluate the rele-
vance of the 56 concepts (49 automatically extracted concepts
and seven manually for control) using a 5-point Likert scale
(5 = very relevant; 1 = not relevant at all). Participants were
also asked to evaluate the 24 test items ((5 = very good; 1
= very bad) regarding their pertinence (i.e., relevance of the
test item with respect to the major themes of the text), level
(i.e., Is the test items trivial or does it expresses a significant
meaning?), and terminology (appropriateness of the chosen
words; see [26]). In addition, if an answer was provided, they
had to evaluate the quality of the answer (i.e., Is the provided
answer relevant?) and, in case of multiple-choice items, the
quality of the distractors was also evaluated. The order of
the concepts and test items to be evaluated was randomized.
Finally, after completion of Learning activity 3, participants
had to fill in a post-questionnaire in which they were asked
to answer more general questions about the task (e.g. general
attitudes regarding the different test-item types). In total, the
experiment lasted approximately three hours. In addition, the
evaluation of further test items (16 EAQC-based and four
manually created test items per test-item type, resulting in 80
test items in total) was set for homework.

3) Results and Findings: Results of the evaluation task and
test performance are presented in [24], [27]. For the purpose of
this paper, only the concepts which the participants extracted
during the experimental session (Learning activity 2) were
needed.

All in all, the participants extracted 153 different concepts
(491 in total) and 17.1 on average (SD = 10.3; ranging from
5 to 41 concepts per participant). Hence, participants typically
extracted fewer concepts than the EAQC (49 concepts). Table
1 (middle column) depicts the 10 most frequently extracted
concepts by the participants and the 10 statistically most
relevant concepts extracted by the EAQC (left column). More
than 90% of the students extracted ”machine learning” or ”nat-
ural language processing” whereas about 38% chose ”named
entity recognition”. When two independent raters were asked
to rate which of the concepts extracted by EAQC perfectly
match a concept extracted by the students they agreed only
on 9 (out of 147) perfect matches (e.g., ”natural language
processing”, ”machine learning”); in further 57 cases there was
some disagreement between the raters because the concepts
matched at least partially (e.g., ”word/text segmentation” and
”evaluation”). However, most of the time (in 87 cases) partic-
ipants extracted concepts that were not considered by EAQC
(e.g., ”parsing”, ”word sense disambiguation”).

In sum, the findings of Study 1 suggest that there is some
overlap between the concepts created by the EAQC and manu-
ally extracted concepts. However, students often also extracted
concepts that were not considered by the tool. In addition, they
considered fewer concepts as relevant as the tool. Hence, not
all concepts extracted by the EAQC might be experienced as
important for the individual learner and some perhaps relevant
concepts are even missed. It may be therefore useful to allow
the individual learner to enter his or her own concepts to the
EAQC in order to receive appropriate test items. Therefore the
EAQC was improved in order to support such functionality. In
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TABLE I: Most important concepts extracted by the EAQC (left column) and by the participants in study 1(middle column; percentage of naming in parentheses). For a better

comparison, also the concepts extracted by the participants of Study 2 are presented (right column).

Concepts by EAQC Study 1: Concepts by students Study 2: Concepts by students
natural language processing machine learning (96.5%) natural language processing (87.5%)

modern NLP algorithms natural language processing (93.1%) machine learning (75.0%)

languages text segmentation part-of-speech tagging (72.4%) artificial intelligence (50.0%)

the first statistical machine translation systems NLP evaluation (65.5%) linguistics (37.5%)

linear algebra and optimization theory parsing (48.3%) NLP evaluation (37.5%)

computer science and linguistics word sense disambiguation (48.3%) NLP tasks (37.5%)

machine learning statistical NLP (41.4%) Turing test (25%)

the Georgetown experiment word segmentation (41.4%) hand-written rules (25%)

evaluation metrics topic segmentation and recognition (41.4%) fully automatic translation (25%)

an evaluation step Named entity recognition (37.9%) statistical NLP (25%)

such scenario, user-defined concepts are used instead of the
automatically extracted concepts. The remainder of the test-
item creation procedure remains the same.

B. Study 2

To investigate the quality of the test items that are based on
manually provided concepts, a second study was conducted. In
this second study semi-automated test items (i.e., automatically
generated test items that were based on manually extracted
concepts) with fully automated test items (i.e., test items
that were based on concepts extracted by the EAQC) were
compared. Furthermore, a sample of test items for control that
were created completely manually was included.

1) Participants: Eight participants took part in this study
(2 out of them were females). Participants were 33.1 years
on average (SD = 6.6), ranging from 25 to 41 years. 87.5%
of them were PhD students in computer science and 12.5%
were master students at Graz University of Technology. All
participants gave informed consent.

2) Apparatus and Stimuli: Apparatus and Stimuli were the
same as in the first study except for the tool enhancement
of processing user-defined concepts for the test item creation
process. To create the test items using EAQC, the concepts
provided by EAQC and the concepts that had been extracted by
the participants during the first study were used. In particular,
the 10 – out of 15 – most frequently extracted concepts from
the participants in the first study were used to create test
items using EAQC. Some of the participants extracted concepts
had to be slightly rephrased in order to create test items
automatically out of them as there was no fuzzy matching
mechanism implemented in that version of EAQC.

In total, 120 test items were presented based on three
categories with 40 test items each (10 per each of the four
test-item types). The first category included test items fully
provided by the EAQC (EAQC-a). These items were the same
as in the first study. The second category consisted of 40
items created by the EAQC based on the concepts that had
been extracted by the participants in the first study (EAQC-
m). Finally, the third category (manual) included a randomly
selected sample of the test items that had been created by
the participants during the second learning activity in Study
1 (see above). For this latter category only fully elaborated
test items were considered (i.e. in which the participants of

Study 1 provided not only the question but also the respective
- correct - answer).

3) Procedure: The procedure of Study 2 was similar to the
first study with the following exceptions. The study was not
conducted during a course but participants attended the study
as an online session. In addition, participants had to evaluate
120 test items in total. There was no time restriction for the
tasks although participants were given the same guidelines as
described in the first study (see Fig. 1). Participants were also
asked to complete a further questionnaire in which they had
to rate the quality of multiple-choice questions distractors. As
this task was of no relevance for the aims of the current study,
results of this questionnaire are not reported here.

4) Results and Findings: First, the concepts that were
extracted by the participants were analyzed and compared
with the concepts extracted by the participants in Study 1
and the concepts extracted by EAQC. Participants in Study
2 extracted 53 different concepts (100 in total) and 12.5
on average (SD = 8.7; ranging from 3 to 24 concepts per
participant). Table 1 shows the 10 most frequently extracted
concepts, by EAQC (which were the same for both studies in
column 1), by the participants during the first study (column
2), and by the participants during the second study (column
3). Despite the fact that fewer participants took part in Study
2, the concepts were quite similar to the concepts extracted
by the participants Study 1. That is, in both studies, the most
important concepts were ”natural language processing” and
”machine learning”. Also ”NLP evaluation” and ”statistical
NLP” were mentioned by both groups. However, there were
also concepts that were only considered by the participants of
one study (e.g., ”parsing” and ”history of NLP” only in the
first study vs. ”artificial intelligence” and ”linguistics” only in
the second study). This could be - at least to some extent
- attributed to differences in prior knowledge between the
two groups (note that most of the participants in the second
study were PhD students) and is further evidence that learners
differ slightly in their individual views of which concepts are
relevant.

For each test-item type, the quality of 10 EAQC-created
items based on automatically extracted concepts (EAQC-a),
10 EAQC-created items based on manually extracted con-
cepts (EAQC-m), and 10 fully manually created test items
were analyzed. The evaluation criteria were the same as in
the first study (see [26]). That is, participants evaluated the
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TABLE II: Mean ratings for test items: automatically created based on automatically extracted concepts (EAQC-a), automatically created based on manually extracted concepts

(EAQC-m), and manually created test items (Manually) for each test-item type with regard to the evaluation criteria. Standard deviations are presented in parentheses.

Question Type Approach Pertinence Terminology Level Answer Distractors
Completion Exercises EAQC-a 3.7 (0.7) 3.6 (0.7) 3.4 (0.7) 3.7 (0.7) -

EAQC-m 3.6 (0.7) 3.6 (0.7) 3.4 (0.6) 3.7 (0.8) -
Manually 3.7 (0.9) 3.7 (0.7) 3.6 (0.8) 3.7 (0.7) -

Single-Choice Items EAQC-a 3.7 (0.7) 3.8 (0.8) 3.7 (0.7) - -
EAQC-m 3.5 (1.0) 3.5 (0.5) 3.4 (0.8) - -
Manually 3.3 (0.8) 3.3 (0.8) 3.2 (0.8) - -

Open-Ended Items EAQC-a 3.9 (0.7) 3.6 (0.7) 3.9 (0.5) 3.6 (0.6) -
EAQC-m 3.9 (0.7) 3.8 (0.6) 3.9 (0.6) 3.6 (0.6) -
Manually 4.2 (0.7) 4.2 (0.7) 4.0 (0.6) 3.8 (0.6) -

Multiple-Choice Items EAQC-a 3.6 (0.6) 3.6 (0.6) 3.3 (0.7) 3.5 (0.5) 3.1 (0.8)
EAQC-m 3.6 (0.8) 3.5 (0.7) 3.1 (0.7) 3.4 (0.7) 2.9 (0.8)
Manually 3.8 (0.7) 3.9 (0.6) 3.6 (0.8) 3.9 (0.8) 3.9 (0.7)

pertinence, the terminology and the level of the test items
as well as, when appropriate, the relevance and quality of
the answers and distractors. Table 2 shows mean ratings (1
= very bad; 5 = very good) for each test-item type with
regard to the evaluation criteria. In order to investigate possible
quality differences between the three item’s sources (EAQC-a;
EAQC-m, and manual, respectively) regarding the evaluation
criteria repeated-measures ANOVAs separately for each test-
item type were computed. In case the assumption of sphericity
was violated, the Greenhouse-Geisser correction was used to
correct for degrees of freedom.

For completion exercises, the ANOVA showed no effect
of item source, F <1, but a main effect of evaluation criteria,
F(3, 21) = 4.66, p <0.05, η2p = 0.40, and no interaction, F
<1. This finding suggests that the quality of both categories
of automatically created completions exercises was comparable
to the manually created items.

For single-choice items, a main effect of item source
was found, F(2, 14) = 7.78, p <.01, η2p = 0.53, but no
effect of evaluation criteria, F(2, 14) = 2.94, p = .09, and no
interaction, F <1 were found. Post-hoc analysis (Bonferroni
corrected) showed that manually created items were evaluated
even worse compared to automatically created items based
on automatically extracted concept (p <.05). No difference
in quality was found between the manually created items and
EAQC-m items and between the two types of automatically
created items.

For open-ended items, a main effect of item source was
found, F(2, 14) = 5.88, p <.05, η2p = 0.46, and a main effect
of evaluation criteria as well, F(1.33, 9.33) = 4.74, p <.05,
η2p = 0.40. There was no interaction, F(1.69, 11.82) = 1.01, p
= .38. Post-hoc analysis showed that manually created items
were evaluated better compared to EAQC-m items. There was
also a tendency (p = .09) that manually generated test items
were evaluated better than EAQC-a items. There was again no
difference between EAQC-m and EAQC-a items.

Finally, for multiple-choice items, a main effect of item
source was found, F(2, 14) = 7.58, p <.01, η2p = 0.52, and
also a main effect of evaluation criteria, F(4, 28) = 6.13, p
<.01, η2p = 0.47. The interaction was also significant, F(8,
56) = 2.70, p <.05, η2p = 0.28. Post-hoc analysis showed
that manually created items were again evaluated better as

compared to EAQC-m items (p <.05). There was no such
difference between manually and EAQC-a items and between
EAQC-a and EAQC-m items.

IV. DISCUSSION

In order to evaluate the quality of EAQC automatically
extracted concepts and test items two studies were conducted.
In the first study, whether and to what extent learners might
extract the same concepts as EAQC out of a learning content
were tested. Results showed that there was an overlap between
the manually and automatically extracted concepts. In addition,
participants extracted on average fewer concepts than EAQC.
Together, this suggested that not all concepts provided by
EAQC might be relevant for learners. Therefore, the second
study tested whether it is possible to personalize EAQC in
such a way that the tool has the functionality to create valid
test items out of concepts that were manually selected and
inserted to the tool. To this end, EAQC was fed with manually
extracted concepts and compared the quality of the resulting
test items with test items that were either fully automatically
or fully manually created.

Results showed that, in general, the quality of both the
semi- and fully automatically created test items was compa-
rable to manually created ones. In particular, for completion
exercises, both types of automatically created items did not
differ from the manually created test items with regard to
various quality criteria such as pertinence, terminology, and
level. For single choice items, the automatically created test
items were evaluated even slightly better than the manually
created items. However, there were two test-item types in
which manually created items outperformed their (fully and
semi-) automated created counterparts: open-ended items and
multiple-choice items. For multiple-choice items, the results
might be caused by the relatively low quality of the distractors
created by EAQC. In the same time for multiple-choice items
the participants'ratings for manually and (both fully and semi-)
categories differed only slightly with regard to all other quality
criteria (pertinence, terminology, level of the test items and the
relevance of the answer). The average ratings for the quality of
EAQC-based distractors were approximately one point lower
than for the manually created distractors (see Table 2; note that,
because of a possible lack of statistical power, the respective
post-test did not yield a significant difference). Anecdotal
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reports of the students also suggest that the distractors were
sometimes too easy. They stated that learners might be able to
guess the correct answers by simply excluding the obviously
inappropriate alternatives.

Previous research has shown that creating appropriate and
valid distractor items is in fact demanding (e.g. [31], [32]). The
creation of appropriate distractors can be difficult even if the
distractors are created manually. For instance, DiBattista and
Kurzawa [33] showed that many distractors created for various
classroom tests were flawed and needed revision. Creating
meaningful distractors using question-creation tools is even
more challenging (e.g., [17]). In general, good distractors
should be as semantically close to the correct answer as possi-
ble [34]. Currently, the EAQC uses antonyms and related terms
of the respective concept in order to compute distractors. This
approach might, however, lead to the creation of distractors
that are clearly odd when presented in a specific context
(e.g., correct answer: ”speech tagging”; example distractor
computed by the EAQC: ”tongue-lashing tagging”). Thus,
further experimentation is necessary to improve the quality
of distractors automatic creation as part of multiple-choice
questions.

With regard to the open-ended items, the cause of the
worse quality of both types of automatically created test items
as compared to manually created test items is not that clear
as for the multiple-choice items. One reason for the poor
evaluation of the quality of these items might be the ”uniform”
terminology of the main phrase that scaffolds open-ended
items. That is, for automatically created test items, the standard
phrasing used was ”What do you know about [concept] in the
context of (or subjected to) NLP?”. In contrast, the structure
of the manually created items was more diversified (e.g.,
”Explain......”, ”What is [the difference between] ...?”, ”De-
scribe......”). Perhaps this made the test items more interesting
and less ”artificial” for the participants. However, this does not
mean that participants were not able to understand the meaning
of the questions created by EAQC. The results suggest that the
automatically created test items were nevertheless syntactically
valid. Hence, even if the open-ended automatically created
questions may be less quality than human created ones, they
still can be used for self-assessment without difficulty.

In Study 2, test items that were either based on fully
automatically extracted concepts or on manually provided ones
have been evaluated. Note that, as the content of the automat-
ically and manually extracted concepts sometimes overlapped
–i.e. they use similar terminology (see Table 1) – this had cre-
ated typically similar test items (e.g., EAQC created the same
test items for the concept ’natural-language processing’ which
had been extracted by both the EAQC and the participants in
Study 1). It can be assumed that such overlap between test
items of different item categories (semi automatically vs. fully
automatically) led to similar ratings of the respective test items,
and hence, the lack of finding differences between the quality
of these two test item categories. From a technological and
methodological point of view, such finding reflects the validity
of EAQC architecture, when the same concepts had led to the
creation of the same test items. However, from a pedagogical
point of view, a possible enhancement of the tool might be that
other alternative items are computed from the same concept.
Such variation in the test items might prevent having the same

test item being presented again and again when learners self-
assess their learning progress more than once. Moreover, it
might prevent learners of becoming bored or even being less
challenged during learning.

The number of concepts extracted by the participants in
both studies varied from about five concepts per person to
more than 40 concepts per person. Hence, there were large
differences between individual learners with regard to how
many concepts they considered as relevant. Noticeably, the
EAQC extracted far more concepts (49 concepts) from the
same learning content than the average learner did. Thus, there
might be a mismatch between the ”statistical” relevance of a
concept and its relevance from the learner's individual point of
view. In Study 1, only 9 (i.e., 6.1%) out of the 147 concepts
that were extracted by the students in total were perfectly
consistent with the concepts extracted by the EAQC. The same
analysis for Study 2 revealed a perfect match for only 2 (i.e.,
3.8%) out of 53 concepts. This is insofar critical as the test
items that result on these concepts might then also be often
”worthless” for a learner.

The EAQC already provides the opportunity to reject
less important concepts after the concept-extraction phase
(i.e., before starting the actual test-item creation, see Fig. 1).
Therefore, learners may read through all concepts the EAQC
has provided and have the EAQC create test items only from
the most appropriate concepts. This functionality (which was
purposefully not used in the present studies) may already
help to improve the quality of the automatically created test
items. In addition, it is also possible to reduce the number
of concepts that the EAQC is supposed to extract from the
learning content before the concept-extraction phase (i.e., the
learner can determine the number of concepts that should be
extracted).

From a pedagogical point of view, it might not always make
sense to reduce the number of concepts in advance, because
such ”less relevant” concepts might sometimes cover aspects
that the learner had missed so far during learning. Rather, it
might be suitable to have EAQC first extract the concepts based
on a statistical analysis from which the learner can then select
the most appropriate ones. This process of reflecting on the
concepts extracted by EAQC might help learners to deepen
their understanding of the text. In a final step, learners should
then be allowed to include concepts that are still missing from
their viewpoint. Based on these three steps, the resulting test
items created by EAQC should then cover the main topics
of the learning content which in turn are assumed to support
learners efficiently. This paper shows that EAQC is partially
able to support this functionality outlined above. The tool
allows selecting specific concepts from the extracted ones and
it was able to create test items from 10 out of 15 manually
inserted concepts. However, some of the concepts had to be
slightly rephrased in order to receive valid test items. Such
rephrasing is of course quite time-consuming. Thus, further
improvements for fuzzy term matching and synonym and
hypernym relations are considered in this regard.

V. CONCLUSION

In the context of self-regulated learning learners often lack
adequate feedback of whether they have covered all aspects of
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a topic or whether the important points they have extracted are
consistent with the points proposed by colleagues or instructors
[10]. As a consequence, they often have problems to create
appropriate test items for self-assessment.

In this paper an enhanced automated question creator
(EAQC) is presented. EAQC is able to either create test items
fully automatically from a learning content or on the basis
of manually provided concepts. Two studies evaluating EAQC
improved functionality were discussed. The results showed that
the overall quality of the test items semi-automatically created
by EAQC was comparable to manually created items. These
findings are a further step in developing a tool that is able to
effectively support learners during self-regulated learning and
self-assessment activities.

REFERENCES

[1] T. Janssen, “Instruction in self-questioning as a literary reading strat-
egy: An exploration of empirical research,” L1-Educational Studies in
Language and Literature, vol. 2, no. 2, pp. 95–120, 2002.

[2] A. King, “Effects of self-questioning training on college students’
comprehension of lectures,” Contemporary Educational Psychology,
vol. 14, no. 4, pp. 366–381, 1989.

[3] M. Scardamalia and C. Bereiter, “Text-based and knowledge based
questioning by children,” Cognition and instruction, vol. 9, no. 3, pp.
177–199, 1992.

[4] T. Papinczak, R. Peterson, A. S. Babri, K. Ward, V. Kippers, and
D. Wilkinson, “Using student-generated questions for student-centred
assessment,” Assessment & Evaluation in Higher Education, vol. 37,
no. 4, pp. 439–452, 2012.

[5] D. Buehl, Classroom strategies for interactive learning. International
Reading Assoc., 2013.

[6] N. Silveira, “Towards a framework for question generation,” in Pro-
ceedings of the Workshop on the Question Generation Shared Task and
Evaluation Challenge, 2008.

[7] A. C. Graesser, S. E. Gordon, and L. E. Brainerd, “Quest: A model
of question answering,” Computers & Mathematics with Applications,
vol. 23, no. 6, pp. 733–745, 1992.

[8] B. S. Bloom and M. D. Engelhart, Taxonomy of Educational Objectives:
The Classification of Educational Goals: By a Committee of College and
University Examiners: Handbook 1. David McKay, 1969.

[9] L. W. Anderson, D. R. Krathwohl, and B. S. Bloom, A taxonomy for
learning, teaching, and assessing: A revision of Bloom’s taxonomy of
educational objectives. Allyn & Bacon, 2001.

[10] C. K. E. Cheng, “The role of self-regulated learning in enhancing
learning performance,” 2011.

[11] J. M. Bugg and M. A. McDaniel, “Selective benefits of question self-
generation and answering for remembering expository text.” Journal of
educational psychology, vol. 104, no. 4, p. 922, 2012.

[12] M. Dostál and K. Jezek, “Automatic keyphrase extraction based on nlp
and statistical methods.” in DATESO, 2011, pp. 140–145.

[13] Y. Lui, R. Brent, and A. Calinescu, “Extracting significant phrases
from text,” in Advanced Information Networking and Applications
Workshops, 2007, AINAW ’07. 21st International Conference on, vol. 1,
May 2007, pp. 361–366.

[14] M. Agarwal, R. Shah, and P. Mannem, “Automatic question generation
using discourse cues,” in Proceedings of the 6th Workshop on
Innovative Use of NLP for Building Educational Applications,
ser. IUNLPBEA ’11. Stroudsburg, PA, USA: Association for
Computational Linguistics, 2011, pp. 1–9. [Online]. Available:
http://dl.acm.org/citation.cfm?id=2043132.2043133

[15] D. L. Lindberg, “Automatic question generation from text for self-
directed learning,” Ph.D. dissertation, Applied Sciences: School of
Computing Science, 2013.

[16] P. Piwek and K. E. Boyer, “Varieties of question generation: introduc-
tion to this special issue,” Dialogue and Discourse, vol. 3, pp. 1–9,
2012.

[17] T. Goto, T. Kojiri, T. Watanabe, T. Iwata, and T. Yamada, “Automatic
generation system of multiple-choice cloze questions and its evalua-
tion,” Knowledge Management & E-Learning: An International Journal
(KM&EL), vol. 2, no. 3, pp. 210–224, 2010.

[18] L. Vanderwende, “The importance of being important: Question gener-
ation,” in Proceedings of the 1st Workshop on the Question Generation
Shared Task Evaluation Challenge, Arlington, VA, 2008.

[19] O. Sitthisak, L. Gilbert, and H. Davis, “An evaluation of pedagogical
informed parameterized questions for self-assessment,” Learning, Media
and Technology, vol. 33, no. 3, pp. 235–248, 2008.

[20] J. Villalon and R. A. Calvo, “Concept extraction from student essays,
towards concept map mining,” in 2009 Ninth IEEE International
Conference on Advanced Learning Technologies. IEEE, 2009, pp.
221–225.

[21] W. J, “Extraction of relevant semantic data from natural language texts
in the view of automatic question generation,” 2010.

[22] N. Liu and C. C. Yang, “Keyphrase extraction for labeling a website
topic hierarchy,” in Proceedings of the 11th International Conference
on Electronic Commerce. ACM, 2009, pp. 81–88.

[23] E. Hovy, Z. Kozareva, and E. Riloff, “Toward completeness in concept
extraction and classification,” in Proceedings of the 2009 Conference on
Empirical Methods in Natural Language Processing: Volume 2-Volume
2. Association for Computational Linguistics, 2009, pp. 948–957.
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Abstract—TCP (Transmission Control Protocol) is the main
transport protocol used in high speed network. In the OSI
Model, TCP exists in the Transport Layer and it serves as
a connection-oriented protocol which performs handshaking
to create a connection. In addition, TCP provides end-to-end
reliability. There are different standard variants of TCP (e.g.
TCP Reno, TCP NewReno etc.)which implement mechanisms to
dynamically control the size of congestion window but they do not
have any control on the sending time of successive packets. TCP
pacing introduces the concept of controlling the packet sending
time at TCP sources to reduce packet loss in a bursty traffic
network. Randomized TCP is a new TCP pacing scheme which
has shown better performance (considering throughput, fairness)
over other TCP variants in bursty networks. The end-to-end delay
of Randomized TCP is a very important performance measure
which has not yet been addressed. In the current high speed
networks, it is increasingly important to have mechanisms that
keep end-to-end to delay within an acceptable range. In this
paper, we present the performance evaluation of end-to-end delay
of Randomized TCP. To this end, we have used an analytical
and a simulation model to characterize the end-to-end delay
performance of Randomized TCP.

Keywords—Randomized TCP, end to end delay, congestion
window, TCP pacing, propagation delay, Markov chain.

I. INTRODUCTION

Transmission Control Protocol (TCP) plays a very impor-
tant role in data transmission over network. TCP offers a con-
nection oriented delivery service to the end user applications
and it provides reliable data flows between two processes run-
ning on two end systems. TCP implements data retransmission
mechanism for the packets that are lost during transmission
and thus ensures guaranteed data transfer between the sender
and the receiver. TCP is intelligent enough to understand the
loss of packets that are already sent by implementing timeout
timer at the sender and by using duplicate Acknowledge-
ments messages. TCP implements slow start and congestion
avoidance phases to handle the congestion of the network [1].
However, it cannot fully avoid the packet losses which can
greatly degrade the throughput quality of the transmission
system. This problem becomes very severe when the network
is bursty. The network may have bursty traffic very often due
to buffer overflow and the limited buffer size of intermediate
routers. Researchers found that if the router buffer size can
be made equal to the product of link bandwidth and average
Round Trip Time (RTT) of flows passing through the router,
then the packet loss ratio will be reduced and this will improve
the end-to-end delay performance [2]. But this large amount

of memory implementation will not be feasible and costly as
well. Research is also going on to modify some aspects of TCP
algorithm addressing this problem. TCP pacing is proposed
in which successive data packets are transmitted with some
time intervals in between which can avoid sending packets in
bursts. TCP pacing uses the last Round Trip Time (RTT) to
adjust not only its next congestion window size (how much)
but also the time (when) of sending. The congestion window
is the amount of data the sender is allowed to send to the
network at a time. Randomized TCP improves the paced TCP
to achieve better result. In [3], Chandrayana et al. has proposed
Randomized TCP which randomizes the packet sending time
at sender. Randomized TCP is very similar to paced TCP
but in paced TCP packet sending time at TCP sources are
equally spaced for all flows where in Randomized TCP the
packet sending times are scheduled at different intervals or
randomly for the TCP flows. Randomized TCP solves the
phase effect and biasness problems which are still present
in TCP pacing. Randomized TCP performs better than paced
TCP in improving network throughput, fairness, timeouts and
losses. But all these proposals do not address the end-to-end
delay performance achieved by Randomized TCP [3]. To this
end, this paper evaluates the performance of Randomized TCP
in end-to-end delay. It is highly desired that the Randomized
TCP shows better end-to-end delay performance than paced
TCP. The evaluation shows both network and application layer
performance of Randomized TCP.

The remainder of the paper is organized as follows. We
have discussed the necessary background in Section 2. Related
work relevant to the proposed research and the research
problem are presented in Section 3. Simulation and analytical
modeling are presented in Section 4 and Section 5 respectively.
Finally, Section 6 concludes the paper with some future work.

II. BACKGROUND

A. Congestion Window

Each sending endpoint of a TCP connection possesses a
buffer for storing data which will be transmitted over the
network. On the other hand, receiver side buffering helps the
application to read the data only when it is ready. This also
lets network transfers take place while applications are busy
with other processing, improving overall performance. TCP
uses “flow control” to avoid overflowing the receiver side
buffer. In this case, TCP sends a fixed number of packets
at a time and the size is usually known ‘congestion win-
dow’. This congestion window (cwnd) contains the amount
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of data that may be transmitted from the sender buffer. TCP
uses “congestion control” mechanism to dynamically control
congestion window size. In TCP, the window size depends on
the congestion of the network. If there is any packet loss due
to congestion in the network then the window size becomes
very small otherwise it increases for each successful packet
transmission. This congestion control window have a great
impact in the performance of network. In TCP pacing and
Randomized TCP, the sender delays the sending of packets
in addition to the changing of congestion window when it
identifies any congestion in the network.

B. TCP Algorithms

TCP is a very dynamic and reliable congestion control pro-
tocol. It uses acknowledgments and the TCP acknowledgments
created by the destination are returned to the source. TCP
acknowledgments help the sender to know whether the packets
are well received or not. In TCP transmission, lost packets
are interpreted as congestion signals. There are a number of
standard variants of the TCP protocol, such as Tahoe, Reno,
New Reno, Sack and Vegas. One of the main differences
between these TCP versions lies in their methods of recovering
from packet loss due to network congestion. In general, they
differ in the sender side algorithms. FAST TCP is a new high
speed TCP protocol which uses the experienced queuing delay
of the packets to adjust the congestion window size. In our
work, we have used TCP NewReno as a general variant of TCP
to compare the end-to-end delay performance of Randomized
TCP. A detailed account of some of these protocols is given
below.

While TCP Reno produces less bursty traffic than TCP
Tahoe, it is much less robust towards phase effects. The latter
refers to unpredictability in performance resulting from very
small differences in the relative timings of packet arrivals for
different connections sharing a link. Both versions of TCP
appear to have significant drawbacks as a means of providing
data services over multimedia networks, because random loss
resulting from fluctuations in real-time traffic can lead to
significant throughput deterioration in the high bandwidth-
delay product. The performance is degraded when the product
of the loss probability and the square of the bandwidth delay
product is large.

For high bandwidth-delay products, TCP is hideously in-
equitable towards connections with higher propagation delays:
for multiple connections sharing a bottleneck link, the through-
put of a connection is inversely proportional to (a power of )
its propagation delay. It is worth expounding that random loss
causes performance decline in TCP because it does not permit
the TCP window to reach high enough levels to allow superior
link utilization. On the other hand, when the TCP window is
already big and is causing congestion, random early drops of
packets when the link buffer gets too filled can in fact improve
performance and lessen phase effects [4].

Relatively earlier simulation studies of TCP-tahoe in-
clude [5], [6], [7]. Simulations for the simple multi-hop
network considered in [6] showed the oscillations in window
sizes and the inequality of TCP towards connections traversing
a larger number of hops. In [5], the authors consider a number
of TCP connections sharing a bottleneck link. There is no

queueing of acknowledgements, and sources are assumed to
have data to send at all times. As stated earlier, [7] considers
the effect of two-way traffic.

The unfairness of TCP-tahoe against connections with large
round-trip delays and against connections traversing a big
number of congested gateways has also been demonstrated
in other current studies of TCP-tahoe. The heuristic analysis
shows that, for multiple connections sharing a bottleneck link,
the throughput of a connection is inversely proportional to its
round-trip time. Oscillatory behavior and inequality towards
connections with superior propagation delays have also been
noticed in an earlier analytical study of feedback-based con-
gestion control which uses a continuous-time approximation
to the dynamic behavior of a rate-based scheme.

Another adaptive window flow control scheme is proposed
in [8], [9]. The proposed window adaptation mechanism op-
erates in a high bandwidth-delay product, and is based on
asymptotics derived from a queueing model of the network. It
has the disadvantage of requiring more central synchronization
than TCP: the adaptation algorithm for every link must be
acquainted with the distinctiveness of the bottleneck link for
that connection and the relative propagation delays of the other
connections sharing that link. However, the adaptive mecha-
nism itself is much smoother than the drastic window size
changes in TCP, so that a decentralized adaptive scheme based
on a similarly smooth mechanism may defeat the weaknesses
in TCP while not requiring the type of acquaintance understood
in [8], [9].

C. TCP pacing and Randomized TCP

TCP’s congestion control mechanisms can not avoid bursty
traffic flows on high-speed networks. Bustry Traffic produces
higher queueing delays, more packet losses, lower throughput.
TCP pacing is aimed at reducing the burstiness of TCP traffic
and the impact of limited buffers in routers. In TCP pacing, the
packet loss is less and the competing flows face less queueing
delays. In addition to setting TCP’s congestion window which
tells about how much to send, TCP pacing also fixes the
time when to send the packets. In TCP pacing, the sender
sends successive data packets with some equally spaced time
intervals, ∆= RTT

cwnd . In this case, Round Trip Time (RTT) and
cwnd are the key components to adjust the sending time
of packets. Though TCP pacing reduces packet losses and
queueing delays, this scheme is not efficient in addressing
TCP’s “phase effect” problem and it also has biasness against
long flows. When there are a number of competing flows,
phase effect causes a specific section of competing flows to
experience recurrent drops. Randomized TCP is found efficient
to address this problem and it also reduces the baisness
against long flows. In Randomized TCP, the sender sends
successive data packets with randomly spaced time inter-
vals, ∆=RTT (1+x)

cwnd , where x follows a uniform distribution.
Randomized TCP also shows more fairness over Paced TCP
when multiplexed with other standard TCP variants (e.g. TCP
New Reno) [3]. All the researches include traffic performance
such as fairness, throughput of Randomized TCP. But more
application-layer performance like end-to-end delay has not
been addressed. We have evaluated the end-to-end delay
performance of Randomized TCP in this paper. In a recent
work, the authors in [10] propose a transport layer solution to
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TCP called TCPRand. The idea is to have a randomization of
TCP payload size, which breaks synchronized packet arrivals
between flows from different input ports. The simulation
results show that TCPRand ensures the improvement of TCP
fairness with negligible overheads in all test cases. Prakah et
al. [11] investigate the TCP outcast problem in data center
applications with many-to-one traffic pattern scenario. The
research results found out that with excessive traffic flows,
drop-tail queueing may drop a series of consecutive packets at
each input port having a port blackout. Wu et al. [12] focus
on incast congestion control for TCP in data center networks
using a similar traffic pattern scenario.

D. End-to-end delay

End to end delay can be defined as the time taken by a
packet to reach the destination after it has started from the
source. If the network is not busy then there will not be any
queueing delay. But if the network has bursty traffic then the
queueing delay also affects the end-to-end delay performance.
Processing time of the routers, transmission delay also affect
the end-to-end delay of packets. We have used an analytical
model to characterize the end-to-end delay performance of
Randomized TCP and also evaluate the results with simulation.

E. NS-2 Simulation Environment

NS-2 is a discrete event simulator which has mainly
targeted at networking research. NS-2 provides substantial
simulation support for wired and wireless (local and satellite)
networks. NS-2 provides tools to create any desired networking
environment and also to import any networking aspects (e.g.
TCP, routing, and multicast etc.) for data transmission in that
environment. NS (version-2) is developed under the VINT
project as a joint effort by UC Berkeley, USC/ISI, LBL,
and Xerox PARC. NS-2 is an object oriented simulator and
was written in C++ with OTcl as a front-end. The simulator
handles two class hierarchy: the C++ class hierarchy (compiled
hierarchy), and the class hierarchy within the OTcl interpreter
(interpreted hierarchy) [13]. We have used NS-2 network
simulator for experiments.

III. RELATED WORK

Many applications rely on TCP since TCP has its own
congestion control mechanism and does not bother the network
for that. In [14], self regulating TCP acknowledgement pacing
scheme has been proposed. This work tells about the ACK
pacing technique to reduce the data loss due to congestion
in TCP. In TCP each packet needs to be acknowledged by the
receiver. But in acknowledge pacing scheme, the acknowledges
are delayed by the receiver. ACK pacing uses a matrics
(network load dynamics) to make the receiver understand about
the congestion and allows the receiver acts upon this situation
very smartly. Thus, the authors [14] show the implementation
issues and better performance results of self-regulating ACK
pacing.

In [15], Rezdan et al. tell about TCP Westwood which uses
Bandwidth Share Estimate (BSE) along with RTT to set the
pacing interval for sender side TCP pacing. TCP Westwood
keeps the bottleneck service rate in BSE parameter. There are
two major phases of TCP: slow start phase and congestion

avoidance phase. In this work, TCP pacing is only effective
in the slow start phase. In [16], Garetto et al. present a way
to analyze the bursty TCP traffic in wide area networks and
present ways to characterize “TCP pacing”. The authors use a
simple analytical model to show the traffic (e.g. packet loss)
produced by a large number of TCP connections. In [17],
Chang et al. find out that paced TCP performs better channel
reuse than TCP Reno.

In [18], ElRakabawy et al. introduce gateway adaptive pac-
ing scheme which is mostly effective for the flows from wired
sender to wireless receivers. The gateway device implements
a pacing queue and it sends the queued data obtained from the
wired sender with understanding of the current transmission
rate of the wireless network. This approach includes some
transport layer functionality to the IP layer in the Internet
gateway. In our work, TCP NewReno is used as standard TCP
protocol.

Enachescu et al. has found that buffer size of routers can
be made very small if some performance of link layer can
be sacrificed [19]. FDL (Fiber Delay Line) provides limited
buffering capacity. In [20], TCP pacing is measured using
RTT/cwnd which shows TCP pacing application performance
in the FDL buffers. In this work, the authors find that TCP
Pacing reduces packet loss-rate by decreasing the burstness of
packet arrival and achieves higher throughput. [21] shows the
effects of small buffer in standard TCP as well as TCP pacing.
In our evaluation, It is found that TCP pacing is very useful in
small buffer routers. In recent work, the authors in [22], [23]
have focused on multipath TCP traffic which enables hosts to
send data over multiple paths and has use cases on smartphones
and datacenters. The research results confirm that multipath
TCP operates successfully over the real Internet even with the
middleboxes.

Now, we describe the problem definition for our current
research. TCP does not bother network to handle the flow
control and congestion control rather it is handled by the
end systems. But inside the network the congestion mainly
occurs due to buffer overflow at routers. When the network is
congested, the TCP sender only adjusts the congestion window
and as a result it cannot avoid the packet losses. So, it is very
important to make the TCP sender to delay in sending packets
when the network has bursty traffic. If the TCP sender delays
in sending the packets, then it can reduce packet losses. TCP
pacing has addressed this issue and Randomized TCP improves
the limitations of paced TCP. In this paper, We have evaluated
the end-to-end delay performance of Randomized TCP through
simulation and analytical modeling.

IV. SIMULATION MODELING

A. Simulation Setup

We used NS-2 network simulator to simulate the network
environment. As shown in Figure 1 [24], we considered the
topology of Abilene Network (Internet2). In Abilene network,
there are 11 nodes [node(0,1,2,...10)] and 14 links. There is
a bottleneck link between node(2) and node(6). The channels
between node(2) and node(6) have only 45Mbps bandwidth
whereas all other channels possess 155Mbps bandwidth. We
used the table I for assigning the propagation delay of each
channel. In simulation, we used ‘DropTail queues’ and ‘fixed
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Fig. 1: Network Topology [24]

Source Destination Pro. Delay

n(0) n(1) 31.624ms

n(0) n(3) 7.772ms

n(1) n(2) 19.756ms

n(1) n(5) 15.504ms

n(2) n(6) 10.950ms

n(2) n(7) 15.938ms

n(3) n(4) 25.010ms

n(3) n(8) 16.852ms

n(4) n(8) 25.608ms

n(4) n(5) 10.674ms

n(5) n(6) 9.340ms

n(6) n(9) 3.990ms

n(7) n(10) 4.412ms

n(9) n(10) 20.464ms

TABLE I: Propagation Delays [24]

routing’. Drop Tail queue drops newly arriving packets until
the queue finds enough room to accept incoming traffic. In
fixed routing, there is a unique path for each source-destination
pair.

In this simulation, nodal delays are neglected since pro-
cessing delays incurred by packets are comparatively very
less than propagation delays in channels. Using sample run,
we characterized the traffic for the network to obtain ex-
pected utilization of each channel. NS-2 is an open source
simulator and we modified the NS-2 source code (existing
TCP implementation) to implement Randomized TCP. For
this, we modified the ‘delay’ variable in send-much function
(in tcp.cc) by introducing uniform randomization. TCP uses
the ‘delay’ variable to measure the next packet sending time
when the network is bursty. TCP fixes up the delay value
as RTT

cwnd but we introduced a uniform random variable with
this to obtain the characteristics of Randomized TCP. So in
case of Randomized TCP, the delay value is measured by
RTT (1+x)

cwnd , where x follows a uniform distribution. TCP uses
‘t rtt ’ variable for saving RTT values and ‘cwnd ’ variable
saving for current congestion window size. TCP NewReno

Queue Size Randomized NewReno

20 pkts 49.97 ms 51.51 ms

35 pkts 46.86 ms 48.47 ms

50 pkts 45.29 ms 46.76 ms

65 pkts 44.02 ms 44.90 ms

5000 pkts 43.49ms 45.79 ms

TABLE II: End-to-end Delays for different queue size

Fig. 2: End-to-end delays for different queue size

is an already developed module in NS-2. We used TCP
NewReno to compare the performance of Randomized TCP.
In all cases, delay is calculated as the difference between
successful reaching time of each packet at destination and the
starting time from the source. We have only considered the ‘tcp
packets’ for calculating end-to-end delay, and the ‘ack packets’
and ‘connection establishment packets’ are not considered for
delay calculation. We have varied the total number of flows in
the network to control the burst level of the network.

B. Experiments and Results

First of all, we measured the end-to-end delays of Ran-
domized TCP and TCP NewReno by varying the queue size of
channels. The results shown in Table II tell that Randomized
TCP’s performance is peak over TCP NewReno when the
queue size is very small. With the increase of queue sizes,
the delay difference between Randomized TCP and TCP
NewReno becomes narrow or small. In case of infinite buffer,
Randomized TCP also shows good performance over TCP
NewReno. In all these cases, we fixed up the total flow number
as 90 and each packet size as 1000 Bytes.

In the next experiment, we fixed up the queue size as small
(size as 35) and have varied the total number of flows to
change the amount of burst in network. It is found that, for
this small queue size and in high bursty traffic, Randomized
TCP is far better than TCP NewReno. But in infinite buffer
size (we used queue size as 5000) consideration, the burstiness
cannot make significant delay difference between Randomized
TCP and TCP NewReno. We depicted the results in Table III
and in Table IV.

From the above simulation results, it is found that Random-
ized TCP is very good in considering end-to-end delay per-
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Fig. 3: Performance improvement in Randomized TCP

Total Flow Randomized NewReno

45 43.24 ms 43.34 ms

90 46.86 ms 48.47 ms

135 64.34 ms 107.62 ms

TABLE III: E2E Delays for different bursts (Queue size=35:
as small size)

Fig. 4: E2E Delays for different bursts (Queue size=35)

Total Flow Randomized NewReno

45 39.78 ms 39.78 ms

90 43.49 ms 45.79 ms

135 57.28 ms 58.38 ms

TABLE IV: E2E Delays for different bursts (Queue size=5000:
as infinite size)

Fig. 5: E2E Delays for different bursts (Queue size=5000)

formance. About 3.25% delay improvements can be achieved
for small queue size (Figure 3). Again in bursty network,
Randomized TCP also shows better result over TCP NewReno
when the channels have small buffer (Figure 4, 5).

V. ANALYTICAL MODELING

This analytical model is very similar to the queueing
network model proposed by Lam et al. [25]. It is assumed that
the routers in the network are indexed by i = 1, 2, 3, 4,...,M.
Each router works on First Come First Serve (FCFS) basis and
works at constant rate Ci bits per second. There may be more
than one flow and the flows are indexed by k = 1, 2, 3,......,
K. The first-order Markov Chain with transition probabilities
for a particular flow k is modeled as pk

ij which is the routing
probability to server j from server i and i, j = 1, 2, 3, 4,....,
M.

It is assumed that the packets from k flows arrive at
source node following poisson distribution with γk (packets
per second), where k = 1, 2, 3, 4,....., K. The total external
arrival rate to the network,

γ = γ1 + γ2 + γ3 + γ4 + ......+ γK . (1)

For a particular flow k, if γk and pkij are given then at
router i the arrival rate of packets (due to a particular flow k),
λik is identified as

λik = γkδik +
M∑
j=1

λjkp
k
ji, (2)

where δik is 1 when i is source node of flow k, otherwise δik
remains zero. So, the total arrival rate at router i (due to all
flows),

λi =

K∑
k=1

λik. (3)

Again, the traffic intensity at router i for a particular flow
k,

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

410 | P a g e
www.ijacsa.thesai.org 



Total Flow Analytical Simulation

45 33.35 ms 39.78 ms

90 51.86 ms 45.59 ms

135 198.48 ms 57.28 ms

TABLE V: Simulation and Analytical Results

Fig. 6: Analytical vs Simulation Results

ρik =
λik

µCi
, (4)

where µ is used as mean in poisson distribution. The total
traffic intensity at router i for all flows,

ρi =

K∑
k=1

ρik. (5)

This ρi can be used to find out the mean number of packets
in transit within the network,

γT =
M∑
i=1

ρi
1− ρi

=
M∑
i=1

λi

µCi − λi
, ρik =

λik

µCi
. (6)

So, the mean end-to-end delay,

T =
1

γ

M∑
i=1

λi

µCi − λi
. (7)

A. Evaluation

The analytical model assumes customer arrival to follow a
poisson distribution and also assumes the packet size to follow
exponential distribution. But TCP as well as Randomized TCP
does not follow these distributions in packet sending. So there
arose a big difference in analytical and simulation results. We
showed both results in Table V and Figure 6

VI. CONCLUSION

TCP is an important aspect in Computer Networking.
Randomized TCP algorithm finds out a way of obtaining
useful and automated services in data communication. This
can introduce the best usage of the existing resources. The
end-to-end delay evaluation in this paper makes Randomized
TCP a more attractive and useful Transport layer solution. We
compared the end-to-end delays of Randomized TCP and TCP
NewReno by varying the queue size of channels. The results
show that Randomized TCP’s performance is peak over TCP
NewReno when the queue size is very small. With the increase
of queue sizes, the delay difference between Randomized TCP
and TCP NewReno becomes narrow or small. In case of
infinite buffer, Randomized TCP also shows good performance
over TCP NewRenoIt. Thus, the users can easily enjoy their
required best services through Randomized TCP. As a future
work, we are planning to work on different queuing algorithms
with Randomized TCP congestion control mechanism and
specifically implementing a new queue mechanism which
may give better performance in Randomized TCP congestion
control than the existing queue mechanisms.
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Abstract—The recent advances in wireless communications
require integration of multiple network technologies in order
to satisfy the increasing demand of mobile users. Mobility in
such a heterogeneous environment entails that users keep moving
between the coverage regions of different networks, which means
that a non-trivial vertical handoff scheme is required in order
to maintain a seamless transition from one network technology
to another. A good vertical handoff scheme must provide the
users with the best possible connection while keeping connection
dropping probability to the minimum. In this paper, we propose a
handoff scheme which employs the Markov model to predict the
users’ future locations in order to make better handoff decisions
with reduced connection dropping probability and number of
unnecessary handoffs. Through simulation, the proposed scheme
is compared with the SINR-based scheme, which was shown
to outperform other vertical handoff schemes. The experiments
show that the proposed scheme achieves significant improvements
over the SINR-based scheme that can reach 51% in terms of the
number of failed handoffs and 44% in terms of the number of
handoffs.

Keywords—Heterogeneous wireless networks, Vertical handoff,
Markov model, Artificial intelligence, Mobility management.

I. INTRODUCTION

Even before the first commercial adoption of cellular
network in North America and Western Europe in the late 70s
and early 80s, such networks received a great deal of attention
from researchers in both academia and industry [14]. The
recent wide spread of smart phones and tablets allowed people
to connect to the Internet easily. Coupled with the increase in
the demand for online multimedia material and Voice over
IP (VoIP) applications, the need to maintain a “high quality”
connection to the Internet anywhere and anytime has become
a very important issue. This is achieved through the use of
multiple wireless access technologies. One example are the
Wireless Local Area Networks (WLANs), which are widely
deployed because they are cheap to deploy and provide high
bandwidth. However, contrary to Wide Code Division Multiple
Access (WCDMA) networks, WLANs have very low service
mobility due to its shorter transmission range with limited
area of coverage. This fosters the necessity for collaboration
between heterogeneous wireless networks such as WLANs,
Wide Code Division Multiple Access (WCDMA), and other
network variations. Users, or Mobile Terminals (MTs), have
different service needs regarding the connection bandwidth,
monetary cost, security, etc. Also, MTs move from one location
to another that might be outside the area of coverage of the
preferred wireless network currently serving the MTs. So, a
MT should get the best possible connection that suits its needs

Fig. 1: The two types of handoff: horizontal (left side) and
vertical (right side).

and maintains the Always Best connected (ABC) concept as
it affects the Quality of Service (QoS) of the connection [8].

Different access technology devices have different trans-
mission power levels and thus different areas of coverage.
When a MT starts moving away from its connection-providing
device, another device that covers the new location of the
MT is needed. The process of moving a MT’s communication
session from an access technology device to another in order
to ensure the continuity of the connection without affecting
the ongoing session is called handoff [18], [21]. Two types of
handoff are commonly discussed in the literature: (i) horizontal
handoff, which occurs when the MT moves from one access
point to another within the same wireless technology, and (ii)
vertical handoff, which occurs when the MT moves from one
access point to another access point that belongs to different
wireless technology. Figure 1 shows an example for each of
these two types. It is noteworthy to mention that the focus of
this work is on the more challenging case where the MT has
a list of handoff candidates and it must choose the best one
wisely in order to maintain its communication session while
trying to achieve higher QoS.

As a MT starts moving away from the service providing de-
vice, the Received Signal Strength (RSS) gets weaker and the
service quality starts to degrade. So, at a certain point, the MT
must change its association and connect to a new access point
that can provide better service (e.g., more bandwidth, stronger
signal strength, etc.) without the loss of the ongoing call or
connection. In the literature [1], [4], there have discussions
of other factors governing the handoff decision including the
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Signal to Interference plus Noise Ratio (SINR), power, delay,
available bandwidth and QoS guarantees, security and financial
issues. The focus of this work is on improving the reliability of
the connection by reducing the probability of disconnections,
which occur when MTs try to perform a handoff to an access
technology device with no available channels. Disruptions of
this type are generally viewed as annoying and unacceptable
so much that the users are willing to accept lowered bandwidth
if it means improved reliability [23]. Another objective of the
proposed scheme is to minimize the number of unnecessary
handoff leading to better QoS guarantees [23].

Despite the strong intuition that the geographical nature of
the handoff problem plays a significant role in the success of
any handoff scheme, most of the current works simply ignore
it. This work is based on the idea that the knowledge of the
future positions of the MT can aid in making better handoff
decisions. One of the benefits gained from this is choosing
a handoff destination that is usable for a longer period of
time, and thus, reducing the number of unnecessary handoffs.
Another benefit is realized when considering the fact that
the intersections of movement trajectories of the many MTs
are bound to create heavily loaded regions. Taking the future
locations of the MT can allow the handoff scheme to avoid
choosing the handoff candidates with such “central” locations,
which helps in balancing the load in the network as well
as decreasing the disconnection probability. The experiments
discussed in Section IV support these intuitive arguments as
to why the proposed scheme outperforms other schemes such
as the SINR-based scheme.

The rest of the paper is organized as follows. The following
section surveys the recent works in the literature on vertical
handoff schemes while Section III describes the system model
used in this work, the assumptions made and the proposed
scheme. The performance of the proposed scheme is evaluated
in Section IV and the paper is concluded in Section V.

II. RELATED WORKS

Due to its importance to the increasingly spreading het-
erogenous wireless networks, the vertical handoff problem has
been studies extensively. Below, we review some of the most
important schemes proposed in the literature. We categorize
the covered schemes based on their general approach.

We start our coverage with one of the basic techniques
which focusing on Received Signal Strength (RSS) as the main
factor in the handoff decision. An example of such techniques
is the adaptive lifetime-based vertical handoff (ALIVE-HO)
scheme proposed by Zahran et al. [25], [24]. While considering
delay, authentication, and service initiation, the ALIVE-HO
scheme used the RSS to estimate how long a MT’s needs
can be served by a WLAN which helped in the handoff
decision. The objectives were to reduce the number of dropped
connections and increase the connection duration by delaying
the handoff. According to simulation results shown by the
authors, this lead to reducing unnecessary handoffs while
increasing the average throughput. Moreover, the proposed
scheme is able to adapt to the application requirements and
user mobility by using the lifetime metric. In a similar work,
Yan et al. [19], [20] used RSS measurements to estimate how
long a MT will stay in a WLAN cell (i.e., the traveling distance

within the cell). These estimations were exploited in a vertical
handoff scheme with reduced number of unnecessary handoffs
and improved overall network utilization. The experiments
conducted showed that their algorithm reduced the probability
of handoff failures as well as unnecessary handoffs provided
that the estimated traveling distance is smaller than a certain
threshold. Finally, Mohanty et al. [12] proposed a vertical
handoff scheme that uses MTs speed and handoff signaling
delay to improve the handoff process WLANs and 3G cellular
networks.

A closely related criterion to RSS is the signal to inter-
ference plus noise ratio (SINR). The vertical handoff scheme
of Ayyappan et al. [3] used SINR as the main criterion in the
handoff decision. Using Shannon’s capacity theorem, the SINR
values of each network were used to compute the throughput of
each network. The network with the best QoS was selected.
The experiments conducted by the authors showed that the
SINR-based scheme outperforms other the RSS-based schemes
in terms of the throughput and the number of dropped connec-
tions. Yang et al. [22] proposed a multi-dimensional adaptive
SINR based vertical handoff scheme (MASVH) scheme, which
incorporated many aspects into the handoff decision including
the SINR, the required user bandwidth, the traffic cost and
the network utilization. The conducted experiments showed
that MASVH improved the network throughput and decreased
both the probability of failed handoffs and the cost of traffic.

In the last scheme of the previous paragraphs, the authors
employed (among many factors) the available bandwidth as a
factor in the handoff decision. This is not the only work with
this basic idea. A QoS-based vertical handoff scheme between
WLANs and Wireless Wide Area Networks (WWANs) was
proposed by Ayyappan and Kumar [2] which takes into account
the available bandwidth as well as the QoS requirements of
the user. Another similar scheme for vertical handoff between
WLANs and WCDMA networks was proposed by Yang et
al. [23]. They key idea in this scheme was to use the SINR
values to estimate the achievable bandwidths at the candidate
handoff networks in order to make QoS-aware handoff deci-
sions.

As mentioned in Section I, despite the strong intuition
that the geographical nature of the handoff problem plays a
significant role in the success of any handoff scheme, most
of the current works simply ignore it. However, there are a
few works (such as [10], [26], [4]) that took geographical
information into account while performing the vertical handoff
decision. In [10], the locations of the handoff candidates were
used to repeatedly compute the distances between them and
the MT’s position. The handoff decision is triggered when the
MT determines that it is moving away from its current access
technology device (which can be easily determined if the
MT maintains the history of its recent few positions) and the
chosen candidate is the closest one to the MT’s current position
provided that it is closer than current access technology device.
Another location-based scheme was proposed by Zhang et
al. [26], where dynamic programming is used to utilize the
MT’s current location and mobility to improve the handoff
decision.

Since the proposed handoff scheme utilizes prediction
methods to improve the handoff decision, it is important to
cover works following a similar approach. Becvar [5] proposed
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a new scheme to perform handover based on prediction that
uses the history of handover between every two adjacent base
stations. With repetitive handovers from a certain base station
to an adjacent one, future handovers of mobile terminals
that arrive to the base station could be predicted based on
the frequency of handovers history between pairs of base
stations. The proposed method needs time to adapt and cal-
culate handover probability from a base station to another
based on handover history. The paper states that the model
needs 2000 to 3000 seconds, which corresponds to 4000 to
6000 handovers [5]. The model must know its environment
which consists of neighboring base stations. So, whenever a
handover occurs from a base station to another, it affects the
probability of handover between that pair of base stations in a
positive manner and other base stations handoff probability in
a negative manner (if one option probability is increased, other
available options probability is decreased). The simulation
results show that the prediction hit rate is high when very
repetitive handover between a pair of base stations. However,
when there are many neighbors and the handover history is
distributed on all neighboring base stations, the prediction
of handover drops. The prediction hit rate in all scenarios
varies from 47% - 20% since it decreases with the increase
of neighboring base stations. Finally, Chi et al. [7] suggested
two criteria, the wrong decision probability (WDP) and the
handover probability (HP), for evaluating handoff schemes and
provided mathematical modeling for both measures.

A completely different fuzzy logic approach for vertical
handoff between WLANs and Universal Mobile Telecommu-
nications Systems (UMTS) was followed by Xia et al. [17].
The authors suggested using RSS and available bandwidth in
addition to predicting the future RSS using differential pre-
diction algorithms to trigger the handoff process. The handoff
candidate is selected by the performance evaluation results of
a Fuzzy logic based Normalized Quantitive Decision (FNQD).

In a more recent work exploiting fuzzy logic, Boussen et
al. [6] proposed a new context aware vertical handover decision
algorithm to select the best network in terms of QoS and
energy efficiency. They use a fuzzy logic system to initiate
handoffs based on context. However, the fuzzy logic system
they use is not as accurate as artificial intelligence prediction
algorithms (e.g., Markov Model).

Omheni et al. [13] proposed a new approach for handover
decision making in heterogeneous wireless network to select
the best network based on the application. Simulation showed
that the proposed algorithm guarantees QoS requirements and
reduce the blocking probability of handoff requests, which
also maximizes bandwidth offered from the selected network.
However, the approach required assistance from the network
to provide context information in case of mobility.

Finally, Wang [15] provided performance evaluation frame-
work for network selection strategies based on models con-
structed by using stochastic process algebra. The proposed
framework captures the throughput rate and mobility features
of the nodes in 3G-WLAN interworking networks. Evaluation
is performed in terms of throughput, number of handovers, and
network blocking rate. They showed that performance is very
sensitive to the traffic pattern of the mobile node which affects
the number of handoffs that in turn affects the throughput
rate and number of blocked handoff requests (i.e., QoS). In

our work, we use the same evaluation parameters to show the
quality of our proposed algorithm.

III. SYSTEM MODEL AND PROPOSED SOLUTION

Before going into the details of the proposed vertical
handoff scheme, a quick coverage of the system model and
assumptions made is necessary. The following subsection
discusses the signal propagation model whereas Section III-B
discusses the considered mobility models.

A. Signal Propagation Model

This work considers heterogenous networks consisting
of two different types of access technology: WLANs and
WCDMA cellular networks. As with other wireless commu-
nication technology, the main point is the Received Signal
Strength (RSS). In the following paragraphs, we discuss the
equations used to compute SINR and RSS for both network
types under consideration [23], [24], [3], [4].

We start with WCDMA cellular networks. For a WCDMA
Base Station (BS) j and MT i, the RSS (in dBm) is computed
using the following equation.

RSSC = Pj +Gj − PLij −Aj , (1)

where Pj is the transmission power of j (in dBm), Gj is the
transmitted antenna gain (in dB), PLij is the total path loss
(in dB) as defined in Equation 2 and Aj is the connector and
cable loss (in dB). To compute the total path loss for MT i
and BS j, we use the following equation.

PLij = 135.41 + 12.49 log(fj)− 4.99 log(hj)

+ (46.84− 2.34 log(hj)) log(dij), (2)

where fj is the frequency (in MHz), dij is the distance (in
kilometers) between i and j and hj is the effective antenna
height (in meters).

As for WLANs, the RSS computation is as follows. For a
WLAN Access Point (AP) j and MT i, the RSS (in dBm) is
computed using the following equation.

RSSW = Pj − PLij , (3)

where the total path loss is computed using the following
equation.

PLij = L+ 10n log(dij) + S (4)

where L is a constant power loss, n is the path loss exponent
(assumed to be between 2 and 4), and S is a zero-mean normal
random variable representing the effect of fading.

B. Mobility Model

In this work we use two mobility models. The pathway
mobility model and a proposed variation of that model which
aims to help us better understand the scheme.

Mobile nodes do not move in a completely random way,
nor in a complete deterministic way as well. Instead, their
movements include both random and regular components [16].
So a memoryless mobility model, that is completely random
such as the random waypoint, and a deterministic mobility
model (with no randomness as it completely defines the
velocity and movement direction for each node in advance and
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Fig. 2: The Pathway mobility model.

thus every node’s movement is certain and known in advance)
both are not suitable to describe users’ movements inside a
city. Accordingly, we describe the movements of MTs using
pathway mobility model.

The pathway mobility (PW) model [11] is simple and
contains both regular and random components. In this model,
the MTs are randomly placed on the edges of the terrain’s
grid (see Figure 2). Each node randomly chooses a loca-
tion as a destination point and starts moving to it through
the shortest path along the edges of the grid with constant
speed chosen uniformly and randomly from a velocity range
[vmin, . . . , vmax]. When the destination point is reached, the
node stops for a randomly selected pause time. After the pause
time is over, the node chooses another destination point and
repeats the whole process until the simulation time is over.
In case there are more than one shortest path, one of them is
randomly selected and the mobile node will go to destination
through this path.

The pathway model with straight route preference
(PWSRP) is similar to the pathway way model. However, the
first one picks the shortest route/way to the destination that has
the least direction changes (left or right turns). In other words,
this model tries to keep going straight as long as possible and
avoids making left or right turns unless necessary.

C. Mobility Prediction-Based Scheme for Vertical Handoff
(MPVH)

In this section, the Mobility Prediction-Based Scheme for
Vertical Handoff (MPVH) is discussed. MPVH involves two
decisions: when should a MT perform a handoff (handoff
trigger) and how to do it (i.e., to which BS/AP the MT should
connect). Following one of the standard techniques in the
literature, a handoff is triggered solely based on the RSS. As
a MT i is moving away from the BS/AP j to which it is
connected, the RSS of j at i starts to decrease. At a certain
point, the RSS will be too low for the communication to be
successful. This will trigger the handoff. Now, the second
decision related to which BS/AP the MT should handoff,
is where the contribution of MPVH lies. MPVH starts by
compiling a list of candidate BSs/APs with a RSS at MT i
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Fig. 3: The handoff process in MPVH.

above the threshold for a successful communication. MPVH
then consults the prediction component (which is based on a
Markov model) to compute the most probable future location
of i and chooses the BS/AP that is closest to this location. A
similar prediction method was used in [9] to improve channel
switching in cognitive radio networks. See Figure 3 for an
example.

IV. SIMULATION RESULTS

In this section, simulation experiments were conducted to
evaluate the performance of MPVH and compare it with one
of the most widely-used vertical handoff schemes. The scheme
chosen for comparison is the SINR-based scheme due to its
low disconnection ratio in comparison with other schemes as
mentioned in Section II.

The two performance metrics used in this comparison are
as follows.

• Number of failed handoffs: when a mobile user re-
quests to handoff to an access technology device, the
request will be denied if there is no free channels at
the access technology device which causes discon-
nection of the user. These disconnections are very
annoying to mobile users. As a matter of fact, users
prefer networks with higher reliability (i.e., have lower
disconnection probability) to networks with higher
bandwidth [23].

• Number of handoffs: Each performed handoff has an
associated handoff delay (the time between the last
packet received from the old access device and the
first packet received from the new access device). The
more handoffs performed the more handoff delay there
is. This negatively affects the overall QoS [23].

The distribution of access technology devices across the
network domain (terrain) directly affects the results of hand-
off schemes. Previous works [23], [22], [3] have distributed
access technology devices across a network domain (terrain)
carefully to achieve the best performance of their scheme.
We use that topology to compare the MPVH scheme with
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the SINR-based scheme, in addition to another topology of
uniformly distributed devices. The network consists of 7 Base
Stations (BSs) and 12 Access Points (APs). The terrain size
is 5000 × 5000 m. In our experiments, the number of MTs
varies between 200 and 600. Each MT is placed on a random
location and connects to the access technology device of the
highest SINR value at the beginning. We use the same network
configuration values shown in Table 1 of [4], which were also
used in the SINR-based scheme of [23], [3].

The objective of the first experiment is to compare the
performance of the two handoff schemes under consideration,
MPVH and SINR-based, as the number of MTs increases. The
results of this experiment (depicted in Figures 4 and 5) show
a clear advantage in favor of MPVH over the SINR-based
scheme in both performance metrics.

Considering the number of failed handoffs first, Figure 4(a)
shows an average improvement of 35% for the pathway model
(PW) and Figure 4(b) shows an average improvement of
43% for the pathway model with straight route preference
(PWSRP). Such improvements can be justified as follows.
The SINR-based scheme favors the access device with the
best SINR value. Such devices may happen to be in “central”
locations in the network that are close to the trajectories of
movement for many mobile users and hence they usually have
high SINR. By favoring such devices, SINR-based scheme is
overloading them and possibly leading to more disconnections.
On the other hand, MPVH will not favor these devices creating
a more load-balanced distribution of work among access
devices and reducing the disconnection probability.

As for the number of handoffs, the plots in Figure 5 show
that MPVH outperforms the SINR-based scheme by an average
of 33% for the PW model and 40% for the PWSRP model (as
shown in Figures 5(a) and 5(b)) The interpretation of such
results lies in the fact that, under the PWSRP model, MTs
avoid changing their directions, which work in favor of MPVH
since it uses a movement pattern capturing algorithm for the
selection of the best handoff candidate.

To provide more insights into why MPVH outperforms
the SINR-based scheme, consider the scenario depicted in
Figure 6, where a MT is moving away from its servicing
base station (BS1) until it reaches a handoff point (the red
circle). At this point, the SINR-based scheme will handoff to
the BS that has the best SINR value, which is BS3. As the
MT changes its directions and moves towards its destination,
it reaches another handoff point (the green circle). Then, the
SINR-based scheme will be forced to perform another handoff
to the BS with the best SINR value at this point, which is BS2.
On the other hand, MPVH’s mobility prediction component
will give it a clear advantage in such scenarios. When the
MT reaches the first handoff point (the red circle), MPVH
will predict its future location and choose the closest base
station to it as the handoff destination, which is BS2. Now, as
the MT continues its movement, the RSS value of its current
servicing BS, BS2, will not drop under the threshold and a
second handoff will not take place.

In the second experiment, we consider a more realistic
(and more challenging) case of random network topology.
In the previous experiment, the considered network topology
consisted of fixed BS/AP locations as depicted in Figure 3.

Note that the BSs are placed on a triangular grid and the
APs are placed in the middle of the overlap regions of the
coverage areas of the BSs. Such “perfect” placement gives
an advantage to the SINR-based scheme as it allows smaller
overlapping regions which reduces the number of candidate
handoff destinations. To study this issue, a uniform distribution
of the BSs/APs is used. Figures 7(a) and 7(b) show that under
such distribution, the average improvements of MPVH over
the SINR-based jump to about 44% for the PW model and
51% for the PWSRP model, in terms of the number of failed
handoffs. As for the number of handoffs, Figures 8(a) and 8(b)
show that under such distribution, the average improvements
jump to 37% for the PW model and 44% for the PWSRP
model.

V. CONCLUSION AND FUTURE WORK

In this work, Markov model was used to predict the future
location of the user and the vertical handoffs the user will
need based on that prediction. We show through simulations
and experiments that predicting users’ future locations provides
a better tool for handoff than SINR-based scheme. This is
evident by the decrease in service disconnection probability
(which can reach 51% in certain cases) and the number of
unnecessary handoffs (which can reach 44% in certain cases).

There are many future directions of this work. One of
them is to use a higher order Markov model to improve
the predictions since such model allows the exploitation of
longer history of mobile nodes to predict further steps in the
future. This is expected to improve the handoff decisions and
therefore improve the overall system performance. In order to
deal with the added complexity of such models, a compression
mechanism will be necessary due the exponential nature of the
Markov expansion which will burden the limited memory of
a mobile node. Studying the tradeoff between the gain due
to having a more accurate prediction model and the cost of
maintaining such a system is an interesting future direction of
this work.
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Abstract—Classical techniques for clustering, such as k-means
clustering, are very sensitive to the initial set of data centers, so
it need to be rerun many times in order to obtain an optimal
result. A relatively new clustering approach named Affinity
Propagation (AP) has been devised to resolve these problems.
Although AP seems to be very powerful it still has several issues
that need to be improved. In this paper several improvement
or development are discussed in , i.e. other four approaches:
Adaptive Affinity Propagation, Partition Affinity Propagation,
Soft Constraint Affinity propagation, and Fuzzy Statistic Affinity
Propagation. and those approaches are be implemented and
compared to look for the issues that AP really deal with and need
to be improved. According to the testing results, Partition Affinity
Propagation is the fastest one among four other approaches.
On the other hand Adaptive Affinity Propagation is much more
tolerant to errors, it can remove the oscillation when it occurs
where the occupance of oscillation will bring the algorithm to fail
to converge. Adaptive Affinity propagation is more stable than
the other since it can deal with error which the other can not.
And Fuzzy Statistic Affinity Propagation can produce smaller
number of cluster compared to the other since it produces its
own preferences using fuzzy iterative methods.

Keywords—Affinity Propagation, Availability, Clustering, Exem-
plar, Responsibility, Similarity Matrix.

I. INTRODUCTION

Nowadays, the need of information in many aspects of
life is really high. The information need to be delivered fast
and accurate. It makes the extraction process of information
from data is really crucial. There are many ways in mining an
information from data, one of them is clustering. Clustering
is commonly used to analyze data which is have very large
or even huge data in numbers and the class label on data
are unknown. Since assigning class labels to large number of
data are very high cost process so then another approach such
as clustering is needed to mine useful information from data.
The Clustering is focused on finding methods for efficient and
effective cluster analysis in large databases [4].

In clustering usually it is need to select some cluster centers
to guarantee that the sum of squared errors between each data
point and its potential cluster center is small during clustering.
Classical techniques for clustering, such as k-means clustering,
partition the data into k clusters and are very sensitive to the
initial set of data centers, so they often need to be rerun many
times in order to obtain a satisfactory result.

A relatively new clustering approach named Affinity Prop-
agation (AP) has been devised to resolve these problems [1],

[2]. The AP clustering method has been shown to be useful
for many applications in face images, gene expressions and
text summarization. Unlike previous methods, AP simultane-
ously considers all data points as potential exemplars, and it
recursively transmits real-valued messages along edges of the
network until a good set of centers is generated. In particular,
corresponding clusters gradually emerge in AP.

Since its first appearance it already gain much attention
from many researchers. Many research and development re-
lated to the affinity propagation had been conducted, such
as adaptive affinity propagation [11], relational affinity propa-
gation [9], landmark affinity propagation [10], fuzzy statistic
affinity propagation [13] and many more emerged since AP
introduced as one of powerful clustering algorithm. Although
AP has a better solution in clustering data, but it still has
several issues related its performance. So AP is still need and
open to great possible improvements.

In order to be able in improving AP performance, a wise
step to do it by learning from another AP algorithms that have
been proposed. By learning and comparing several algorithm, it
is possible to gain more information related to their advantages
and disadvantages. Later those advantages can be combined to
produce a new and better algorithm while at the same time
trying to avoid their disadvantages side.

Problems discussed in this research are restricted as fol-
lowing. This research is only meant to find the cluster centers
from data images. The data that being used is 2000 data of
facial images. And the approaches of affinity propagation that
are implemented are only five approaches, i.e. the affinity
propagation itself, adaptive affinity propagation [11], partition
affinity propagation [12], soft constraint affinity propagation
[8], and Fuzzy statistic affinity propagation [13].

The aims of this research are to look for the advantages and
disadvantages of affinity propagation development, in order to
be able to make a further research to develop a new algorithm
which is better and capable to handle clustering faster and more
accurate. The research will greatly help a lot of people who is
dealing with a large data to make the information extraction
easier and faster. Later it is possible for development a new
algorithms that can cluster a large data in faster way.

Our paper is organized as follows: In section II, we
presents the relevant theories of clustering and its methods,
also affinity propagation and its recent developments. Section
III, we explains the analysis of affinity propagation and the
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application design, and their experiment and analysis results
are then presented and discussed in Section IV.

II. LITERATURE STUDY

A. Affinity Propagation

Affinity Propagation is a fast clustering algorithm based
on message passing that identifies a set of cluster center
that represents the dataset [2]. Since it was proposed and
published by Frey and Dueck in a paper Science magazine
2007, it is proven has much better performance and much
lower clustering error than existing clustering methods [1].
It can support similarities that are not symmetric or do not
satisfy the triangle inequality, and it is deterministic which
is its clustering results do not depend on initialization unlike
most of clustering methods such as k-means [3]. That means
AP has some advantages according to its computational speed,
general applicability, and good performance [11].

Affinity Propagation works based on similarities between
pairs of data points and simultaneously considers all data
points as potential exemplars (cluster centers). AP searches for
clusters recursively through an iterative process, real valued
messages are transmitted or exchanged between data points
until high quality set of exemplars and corresponding cluster
emerges. In the iterative process, identified exemplars start
from the maximum n number to fewer exemplars until m
exemplars appear and unchanging for a certain number of
iterations (converges). The m clusters found based on m
exemplars are the clustering solution of AP.

Affinity Propagation takes as input a collection of real
valued similarities between data points, where the similarity
S(i, j) indicates how well the data point with index j is suited
to be the exemplar for data point i. The goal of AP is to
minimize the squared error, then each similarity is set to a
negative squared error (Euclidean Distance). For data point xi
and xj :

S(i, j) = −|xi − xj |2 (1)

In Affinity Propagation there are two kinds of message
exchanged between data points, they are Responsibility and
Availability (see Fig. 2). The responsibility R(i, j) is sent
from data point i to candidate exemplar point j. It reflects
the accumulated evidence for how well suited point j is to
serve as the exemplar for point i. The availability A(i, j) is
sent from candidate exemplar point j to data point i. It reflect
the accumulated evidence for how appropriate it would be for
point i to choose point j as its exemplar.

Affinity propagation takes as input a real number S(k, k)
for each data point k so that data points with larger values
of (S(k, k) are more likely to be chosen as exemplars. These
values are referred to as Preferences. The number of identified
exemplars (number of clusters) is influenced by the values
of the input preferences, but also emerges from the message-
passing procedure. The preferences should be set to a common
value. This value can be varied to produce different numbers
of clusters. The shared value could be the median of the input
similarities (resulting in a moderate number of clusters) or their
minimum (resulting in a small number of clusters).

Fig. 1: Similarity Between Data Points [2]

Fig. 2: Responsibility and Availability [2]

When updating the messages, it is important that they be
damped to avoid numerical oscillations that arise in some
circumstances. Each message is set to λ times its value from
the previous iteration plus 1− λ times its prescribed updated
value, where the damping factor λ is between 0 and 1.

In each iteration of affinity propagation consisted of up-
dating all responsibilities given the availabilities, updating all
availabilities given the responsibilities, and combining avail-
abilities and responsibilities to monitor the exemplar decisions
and terminate the algorithm when these decisions did not
change for certain number of iterations.

B. Affinity Propagation Developments

Currently there are many research related to the clustering
algorithms of Affinity Propagation. Here will be reviewed
several of them. They are Adaptive Affinity Propagation, Parti-
tion Affinity Propagation, Soft Constraint Affinity Propagation,
Fast Sparse Affinity Propagation [7], Relational Affinity Prop-
agation [9], Fuzzy Statistic Affinity Propagation, Patch Affinity
Propagation [15], and Fast Affinity Propagation [3].

1) Adaptive Affinity Propagation: Adaptive Affinity Prop-
agation is one of the development of affinity propagation
algorithm which is developed based on the fact that the original
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affinity propagation is still have several issues. Affinity propa-
gation is known that its clustering result is really influenced by
the initial value of the preference parameter (diagonal values
of similarity matrix). Minimum value of preference will drive
to a small number of cluster center result, while median value
will drive to a moderate result. Then how to know what is the
best value to be set on the preference to produce the optimal
clustering solution. So this algorithm is designed by Kaijun
Wang to overcome this issue [11].

Beside the preference issue there is another issue that this
algorithm try to deal with. In some cases, the occurrence of os-
cillations can not be avoided. Oscillation is a condition where
the identified exemplar is keep changing in each iteration
which is caused the process is fail to reach convergence. And
if it made into a graph, the graph will show a periodic graph.
The requirement of convergence is that the exemplar is not
changing for certain amount of iteration. On original affinity
propagation when the oscillation occurs then the clustering
process is failing so it is need to be rerun with increasing the
damping factor values. But there is a fact that the greater value
of damping factor the slower the process will take times.

Adaptive Affinity Propagation divided into three main
parts. The first part is called Adaptive Damping which is the
process of adjusting the damping factor to eliminate oscilla-
tions adaptively when the oscillations occur. The second part
is called Adaptive Escape which is the process of escaping the
oscillations by decreasing the preferences value when adaptive
damping method fails. And the last part is called Adaptive
Preference Scanning which is the process of searching the
space of preferences to find out the optimal clustering solution
to the data set.

2) Partition Affinity Propagation: Partition Affinity Propa-
gation is an extension of affinity propagation which can reduce
the number of iterations effectively and has the same accuracy
as the original affinity Propagation [12]. This extension comes
at the cost of making a uniform sampling assumption about
the data. Partition affinity propagation passes messages in the
subsets of data first and then merges them as the number of
initial step of iterations, it can effectively reduce the number
of iterations of clustering.

In each iteration of affinity propagation the updating of
each responsibility R(i, j) takes availabilities and similarities
between data points into consideration, while the updating
of availability A(i, j) has a relationship with responsibilities
between other data points. Therefore, given the similarity col-
lection, the clustering result achieved by AP is the same with
the same preference value as input. However, initial availability
matrix is also a factor which will lead to different identified
exemplar set [14]. To produce different identified exemplar set
by changing initial availabilities matrix of AP. This algorithm
reduces the time spent by decreasing the number of iterations
by decomposing the original similarity matrix into submatrices

3) Soft Constraint Affinity Propagation: Soft Constraint
Affinity Propagation is one of the development of affinity
propagation algorithm which is developed based on the fact
that the original affinity propagation is still suffers from a
number of drawback. The hard constraint of having exactly
one exemplar per cluster restricts AP to classes of regularly
shaped clusters, and leads to suboptimal performance [8].

Each point in the cluster on AP refers to exemplar, and
each exemplar is required to refer to itself as a self-exemplar.
This hard constraint forces clusters to appear as stars of
radius one. There is only one central node, and all other
nodes are directly connected to it. The hard constraint in
AP relies strongly on cluster shape regularity, elongated or
irregular multi-dimensional data might have more than one
simple cluster center.

This problems may be solved by modifying the original
optimization task of AP. This softening of hard constraint is
using a finite penalty term for each constraint violation.

4) Fuzzy Statistic Affinity Propagation: Fuzzy Statistic
Affinity Propagation [13] is one of the development of affinity
propagation algorithm which is developed based on fuzzy
statistics. Fuzzy statistics is a combination of statistical meth-
ods and fuzzy set theory. Fuzzy set theory is the basis in
studying membership relationships from the fuzziness of the
phenomena. Fuzzy statistics is used to estimate the degree
of membership of a pattern to a class according to the use
of a membership function. At the Fuzzy Statistic Affinity
Propagation compute fuzzy mean deviation and then develop
a fuzzy statistical similarity measure (FSS) in evaluating the
similarity between two pixel vectors before running the AP
iterative process.

III. RESEARCH METHODOLOGY

A. System Analysis

In order to conduct research about clustering by Affinity
Propagation, there are several steps that have to be considered
and to be done. These steps are data collection, data prepro-
cessing, similarity matrix construction, evidence calculation,
and cluster exemplar identification.

1) Data Collection: Data collection is the very first step to
do in cluster analysis. In this research, data are searched and
collected through internet. The data are consists of 250x250
pixels 8500 facial images which is collected from 1500 living
people category on Wikipedia [5]. These data has been widely
used in several researches such as mining faces biographies
[6]. But in this research only 2000 facial images will be used.
Here are several samples of the images.

Fig. 3: Sample Data Images [5]

2) Data Preprocessing: Before the collected data pro-
ceeded to the clustering process, these data are needed to be
preprocessed first to eliminate noise and irrelevant information.
These steps include image cropping, image resizing, and image
gray scaling.
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3) Similarity Matrix Construction: After the data are com-
pletely preprocessed. it is needed to extract the histogram
from the images. this histogram will be used and subtracted
with another histogram from the other images to measure its
similarities. to do that, a distance approaches called Negative
Euclidean Distance is used to handle it. Below is the formula
of negative Euclidean distance.

−|xi − xj |2 (2)

According to the Euclidean distance the diagonal matrix
should be equal to zero, since it is being subtracted from
itself. These zero values need to be replaced with another
values. This values later will be called as the preferences value.
This preference value later will influences the clusters output
and the number of cluster. it is one of the crucial parameter
in affinity propagation. Different value will cause different
cluster result. It can be said that the number of identified
clusters is increased or decreased by adjusting preference value
correspondingly [11].

There are two options that usually are chosen to set the
preference value, by setting it to its median from similarity
matrix median(S) or the other hand is setting it to its
minimum min(S). The median value will lead to a moderate
number cluster result, while the minimum result in a small
number of cluster. Beside these two options a custom value
can also be set if it possibly can give a better cluster solution.

4) Evidence Calculation: Evidence calculation is the main
part of affinity propagation which is all the computation take
place. It is divided into two main parts. The first one is called
Responsibility Update, and the second is Availability Update.
The responsibility R(i, j) reflects the accumulated evidence
for how well suited point j is to serve as the exemplar for
point i. While the availability A(i, j) reflects the accumulated
evidence for how appropriate it would be for point i to choose
point j as its exemplar.

First will be illustrated how to compute the responsibility
update from the similarity matrix. But before that it is need
to be predefined some parameters such as set the maximum
iteration number, convergence iteration, and damping factor.
For the first iteration make sure that the availability is set to
zero A(i, j) = 0.

The Responsibility Update itself is based on these formula.

R(i, j) =

{
S(i, j)−max{A(i, j) + S(i, j)} (i 6= j)

S(i, j)−max{S(i, j)} (i = j)
(3)

To gain an understanding about how the responsibility
update actually works, here is presented the algorithm of
Responsibility Update.

To illustrate the above algorithm, the first step is adding
the similarity matrix with the initial Availability which is now
zero for the first iteration. In the next iteration it will no longer
remain zero, some of it will be replaced by negative of positive
number.

AS(i, j) = A(i, j) + S(i, j) (4)

Algorithm 1 . Responsibility Update Calculation

Input : Simmilarity Matrix S(i, j), Availability Matrix
A(i, j),

Maximum Iteration, Convergence Iteration, Damping
Factor

Output : Responsibility Matrix R(i, j)
1: Set Matrix R(i, j) = 0 and A(i, j) = 0 (first iteration

only)
2: Compute AS(i, j) = A(i, j) + S(i, j)
3: Compute max value and record the index

[maxV al(i), Index] = max(AS)
4: Replace max value with max negative real number/inf
AS(Index) = −inf

5: Compute 2nd max value [maxV al2(i)] = max(AS)
6: Make vector max into matrix maxAS(i, j) =
repmat(maxV al(i))

7: Replace max Value Index with 2nd max Value
maxAS(Index) = maxV al2(i)

8: Substract S with maxAS R(i, j) = S(i, j)−maxAS(i, j)
9: Compute final R(i, j) = (1−lam)∗R(i, j)−lam∗R(i, j)

Then find the maximum values from the matrix AS(i, j).
And record the index locations.Replace the maximum values
with any other value that will always be the greatest value
of all values in the matrix. In this case it can be replaced by
an infinite number or real maximum number. This is meant
to make sure that those index will no longer chosen as the
maximum value in the matrix so it can chose the second
maximum values. Since the negative value of infinite number
of real maximum number will always become the smallest
number. With the replaced maximum values, we find the
second maximum values from the matrix.

Make a new matrix with the same size as matrix AS(i, j)
from the first maximum values. Replace some values according
to the recorded index from the first maximum values with the
second obtained maximum values.

Then subtract the similarity matrix S(i, j) with the matrix
maxAS(i; j) and then will be obtained a new matrix which is
called responsibility matrix R(i, j). Below is the substraction
process.

R(i, j) = S(i, j)−maxAS(i, j) (5)

And the last step is to multiply the obtained matrix with the
damping factor. This damping factor will be really useful later
to prevent an oscillation which is will cause the algorithm to
fail to reach a convergence. Convergence itself is the condition
where the identified number of cluster is no longer changing
for certain number of iteration which is called as convergence
iteration. And the formula of damping factor is like follow.

R(i, j) = (1− λ) ·R(i, j)− λ ·R(i, j) (6)

The damping factor (λ) value can be set between zero to
one. In this illustration the value is set to 0.5. And finally the
final responsibility matrix is obtained like below. This matrix
will be the input for the availability update.

The second main part of affinity propagation is to calculate
the availability matrix which is called Availability Update. The
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input of this step is still the same as the previous one plus the
new matrix responsibility. Availability update process is based
on these formula

A(i, j) =

{
min(0, (R(j, j) +

∑
max(0, R(i, j)))) (i 6= j)∑

max(0, R(i, j)) (i = j)
(7)

To gain an understanding about how the availability update
actually works, here is presented the algorithm of Availability
Update.

Algorithm 2 . Availability Update Calculation

Input : Responsibility Matrix R(i, j)
Output : Availability Matrix A(i, j)

1: Find Rp(i, j) = R(i, j) > 0
2: Put diagonal R(i, j) to diagonal Rp(i, j)
3: Compute sum of Rp(i, j)
4: Make new matrix from sum(Rp(i, j))
5: Compute matrix A(i, j) = sum(Rp(i, j))−Rp(i, j)
6: Find A(i, j) < 0
7: Put diagonal A(i, j) to diagonal A(i, j) < 0
8: Compute final A(i, j) = (1−lam)∗A(i, j)−lam∗A(i, j)

To illustrate the algorithm above, here used the previous
calculated responsibility matrix as the input. The first step is
to find the values within responsibility matrix which is greater
than zero. Then put the value of diagonal responsibility matrix
to the new matrix. This new matrix then is called as respon-
sibility preference Rp(i, j) matrix. From this matrix add all
values in the same column to produce a vector responsibility.

Make a new matrix from this vector that will be used later
to be subtracted by matrix responsibility preference. Subtract
this matrix with matrix responsibility preference Rp(i, j) to
produce matrix Availability A(i, j)). Then from this matrix
Availability A(i, j) look for the values that have smaller values
than zero. The values from diagonal of availability matrix is
placed to the diagonal of new matrix availability then the final
availability matrix will be formed.

And the last is the same like responsibility matrix, multiply
it with the damping factor as shown below.

A(i, j) = (1− λ) ·A(i, j)− λ ·A(i, j) (8)

5) Cluster Exemplars Identification: In order to be able to
identify an exemplars or cluster centers from the similarity
matrix using affinity propagation there are two things that
need to be created, they are the responsibility and availability
matrix. At the previous explanation, both of responsibility and
availability is successfully created. These two matrixes later
will determine the clustering result. To identify the cluster
centers, it simply just need to add both matrix responsibility
and availability like follow.

C(i, j) = R(i, j) +A(i, j) (9)

From this matrix C(i, j) the cluster centers easily deter-
mined by looking for the value that greater than zero. These
whole process from the responsibility update until cluster

identification will be done repeatedly until the number of
identified cluster is unchanging for certain amount of times.

B. Affinity Propagation Analysis

Previously it is already described the whole system of
affinity propagation and how it is actually works. Now in this
part will be presented some of the developments related to the
affinity propagations. They are Adaptive Affinity Propagation,
Partition Affinity Propagation, Soft Constraint Affinity Propa-
gation Algorithm, and Fuzzy Statistic Affinity Propagation.

Algorithm 3 . Adaptive Damping and Escape

Input : Monitoring Window w = 40, Damping Factor lam =
0.5,

Maximum Iteration maxits, Preference Step Ps
Output : Exemplars of Each Data Points

1: for i = 0 to i = 10 do
2: Record IdentIFied Exemplars Kset(i) = K
3: if i > w/8 then
4: Compute Kmean(i) = mean(Kset(i− (w/8) : i))
5: Check FOR Decreasing K
6: if Kmean(i)−Kmean(i− 1) < 0 then
7: K Decreased is true Kd = 1
8: end if
9: Check FOR Uchanging K

10: if Kset(i)−Kset(i− 1) == 0 then
11: K changed is True Kc = 1
12: end if
13: Check FOR non-oscillation
14: if Kd == 1orKc == 0 then
15: Kb(i) = 1
16: end if
17: Check FOR Oscillation Occurance
18: if sum(Kb) < 2/3w then
19: Activate Adaptive Damping
20: Increase damping factor lam+ 0.05
21: if lam > 0.85 then
22: Activate Adaptive Escape
23: Icrease Preference P + Ps
24: end if
25: end if
26: end if
27: end for

1) Adaptive Affinity Propagation Algorithm: In adaptive
affinity propagation proposed a method called Adaptive Damp-
ing which is the process of adjusting the damping factor to
eliminate oscillations adaptively when the oscillations occur.
The second part is called Adaptive Escape which is the process
of escaping the oscillations by decreasing the preferences value
when adaptive damping method fails.

In adaptive damping method when the oscillations oc-
cur, the damping factor will be increased automatically or
adaptively once by a step such as 0.05. But after increasing
the damping factor until certain number such as 0.85 and
the oscillations is still occur then it is used adaptive escape
method to deal with it. The adaptive escape is activated if the
adaptive damping fail to handle the oscillation by increasing
the preference values of similarity matrix until the process
reach convergence.
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Algorithm 4 . Partition Affinity Propagation

Input : Number of Data Point N ,Similarity Matrix S(i, j)
Output : Exemplars of Each Data Points

1: Calculate Number of Partition Npart = sqrt(N)/2
2: Calculate Matrix Partition Size PartSize = N/Npart
3: Set Partition End point to zero EndP = 0
4: for i = 1 to Npart do
5: Calculate Partition Start Point StartP = 1+PartSize∗

(i− 1)
6: if i == Npart then
7: Calculate Matrix Size PartSize = N − PartSize ∗

(NPart− 1)
8: Calculate Partition End Point EndP = EndP +

PartSize
9: else

10: Calculate Partition End Point EndP = EndP +
PartSize

11: end if
12: Contruct Sub Matrix SM(i, j) = S(StartP :

EndP, StartP : EndP )
13: Run Resposibility Update Once with matrix SM(i, j)
14: Run Availability Update Once and save in SubA(i)
15: end for
16: Combine All obtained A(i, j) = SubA(∗)
17: Run Affinity Propagation with New A(i, j)

Algorithm 5 . Soft Constraint Affinity Propagation

Input : Simmilarity Matrix S(i, j), Soft Constraint Penalty P
Output : Exemplars of Each Data Points

1: Compute Responsibility Update
2: Campare diagonal value of matrix R(i, i) =
max(−P,R(i, i))

3: Compute Avalailability Update
4: Campare diagonal value of matrix A(i, i) =
min(P,A(i, i))

2) Partition Affinity Propagation Algorithm: Partition affin-
ity propagation is an extention of affinity propagation which
can reduces the time spent to find the exemplar by decreasing
the number of iterations. It can be achieved by decomposing
the original similarity matrix into sub-matrices. This algorithm
passes messages in the subsets of data first and then merges
them as the number of initial step of iterations, it can ef-
fectively reduce the number of iterations of clustering. The
Algorithm is stated as follow.

3) Soft Constraint Affinity Propagation Algorithm: Soft
Constraint Affinity Propagation is one of the development of
affinity propagation algorithm which is developed based on the
fact that the original affinity propagation is still suffers from a
number of drawback. Each point in the cluster on AP refers to
exemplar, and each exemplar is required to refer to itself as a
self-exemplar. This hard constraint forces clusters to appear as
stars of radius one. This problems may be solved by modifying
the original optimization task of AP. This softening of hard
constraint is using a finite penalty term for each constraint
violation. The Algorithm is stated as follow.

4) Fuzzy Statistic Affinity Propagation Algorithm: Fuzzy
Statistic affinity propagation is an extension of affinity prop-

Algorithm 6 . Fuzzy Statistic Affinity Propagation

Input : Number of Data N , Data Points X , exemplar Z,
membership degree U ,

degree of fuzziness B, error rate E, Cluster Threshold
Scalar CTS

Output : Similarity Matrix S(i, j), and Preference P
1: Set values of B, E, and CTS
2: Set initial U = 1, fuzzy mean distance fmdist = 0, and

stopping condition stop = 0
3: Calculate fuzzy distance fdist = |X − Z|
4: while stop == 0 do
5: Record old fuzzy mean distance fmdist1 = fmdist
6: Calculate fuzzy mean distance fmdist = (fdist∗U)/U
7: Calculate fuzzy distance deviation fdev = fdist −

fmdist
8: Calculate fuzzy mean distance deviation fmdev =

(fdist− fmdist)/N
9: Calculate membership degree U =

exp((−fdevB)/(fmdevB))
10: Calculate stopping condition sc = fmdist1− fmdist
11: if sc < E then
12: stop = 1
13: end if
14: end while
15: Calculate fuzzy similarity matrix S(i, j) = −fmdist
16: Calculate preference P = min(S(i, j)) −

CTS(max(S(i, j)−min(S(i, j))))

agation based on fuzzy statistic and AP. It simultaneously
considers all data points in the feature space to be initial
clustering exemplars and iteratively refines with the mean
distance deviation until getting the optimal fuzzy statistical
similarity matrix.The Algorithm is stated as follow.

IV. RESULTS AND DISCUSSIONS

Affinity Propagation algorithms is implemented in MAT-
LAB programming environment. Data Preprocessing is a pro-
cess to eliminate noise and irrelevant information from data.
The steps include image cropping, image resizing, and image
gray scaling.

The first test result of affinity propagation which is the
original algorithm of affinity propagation. It shows that the
number of identified cluster centers or exemplars are 6 exem-
plars from 2000 images with 134 iteration in 23.9285 seconds.
From the adaptive affinity propagation algorithm is identified
the number of cluster centers or exemplars from 2000 images
are 7 exemplars with 247 iteration in 43.3825 seconds. Below
is the detailed information including graph and log application.

From the partition affinity propagation algorithm is iden-
tified the number of cluster centers or exemplars from 2000
images are 7 exemplars with 119 iteration in 21.0428 seconds.
The soft constraint affinity propagation seems like not giving
any result since it is fail to meet a convergence.Below is the
detailed information including graph and log application.

From the fuzzy statistic affinity propagation algorithm is
identified the number of cluster centers or exemplars from
2000 images are 3 exemplars with 64 iteration in 13.3443
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TABLE I: Log Mininum Result of Original and Adaptive AP

Original AP Adaptive AP
Number of Data 2000 200
Total Iteration 134 249
Total Identifier. Cluster 6 7
Cluster Exemplar 559, 900, 173, 213,

1069, 1074, 606,769,
1304, 1555 1369, 1633,

1859
Cluster Exemplar Index 900, 1304, 1369, 173,

900, 1304, 1369, 213,
559, 559 608, 1633,

769
Execution Time 23.9265 sec. 43.3825 sec.

Fig. 4: Graph Minimum Original Affinity Propagation Result

Fig. 5: Graph Minimum Adaptive Affinity Propagation Result

TABLE II: Log Mininum Result of Partition and Soft-
Constraint AP

Partition AP SC AP
Number of Data 2000 2000
Total Iteration 119 179
Total Identifier. Cluster 7 -
Cluster Exemplar 380, 559, 1069, —

1074, 1095, 1497
1555

Cluster Exemplar Index 1095, 380, 1095, –
380, 559, 559

Execution Time 23.9265 sec. —

Fig. 6: Graph Minimum Partition Affinity Propagation Result

Fig. 7: Graph Minimum Soft Constraint Affinity Propagation
Result

seconds. Below is the detailed information including graph
and log application.

TABLE III: Log Mininum Result of Fuzzy-Statistics AP

Fuzzy-Statistic AP
Number of Data 2000
Total Iteration 64
Total Identifier. Cluster 3
Cluster Exemplar 500, 1259, 1770,
Cluster Exemplar Index 1297, 1297, 1297,

500, 1770
Execution Time 13.3443 sec.

Fig. 8: Graph Minimum Fuzzy Statistic Affinity Propagation
Result

Those are the result from the first to which is trying to look
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for exemplars from minimum values of preference. The second
test result is about to show the identified exemplars from the
median values of preferences. the original algorithm of affinity
propagation. It shows that the number of identified cluster
centers or exemplars are 21 exemplars from 2000 images with
54 iteration in 9.6316 seconds. From the adaptive affinity prop-
agation algorithm is identified the number of cluster centers
or exemplars from 2000 images are 22 exemplars with 134
iteration in 23.0912 seconds. Below is the detailed information
including graph and log application.

TABLE IV: Log Median Result of Original and Adaptive AP

Original AP Adaptive AP
Number of Data 2000 200
Total Iteration 54 134
Total Identifier. Cluster 21 22
Cluster Exemplar 22, 88, 144, 460,

267, 443, 537, 586,
501, 66 634, 672,

685, 725
Cluster Exemplar Index 443, 1333, 685, 634,

1019, 88, 799, 537,
1591, 672,

1729
Execution Time 9.6316 sec. 23.0912 sec.

Fig. 9: Graph Median Original Affinity Propagation Result

Fig. 10: Graph Median Adaptive Affinity Propagation Result

From the partition affinity propagation algorithm is iden-
tified the number of cluster centers or exemplars from 2000
images are 21 exemplars with 57 iteration in 9.5211 seconds.

From the soft constraint affinity propagation algorithm is
identified the number of cluster centers or exemplars from
2000 images are 21 exemplars with 54 iteration in 9.9587
seconds. Below is the detailed information including graph
and log application.

TABLE V: Log Median Result of Partition and Soft-Constraint
AP

Partition AP SC AP
Number of Data 2000 2000
Total Iteration 57 54
Total Identifier. Cluster 21 21
Cluster Exemplar 5, 19, 22, 88, 267

88, 267, 267, 443
443, 549 501
690, 834

Cluster Exemplar Index 443, 1333 443, 1333,
1019, 8, 1019, 88
5, 1919

Execution Time 9.5211 sec. 9.9587 sec.

Fig. 11: Graph Median Partition Affinity Propagation Result

Fig. 12: Graph Median Soft Constraint Affinity Propagation
Result

From the fuzzy statistic affinity propagation algorithm is
identified the number of cluster centers or exemplars from
2000 images are 3 exemplars with 64 iteration in 13.3443
seconds. Below is the detailed information including graph
and log application.

To make it easier to compare the clustering result using
affinity propagation approaches. We present Table VII and
Table VIII that consist of all the testing results.

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

427 | P a g e
www.ijacsa.thesai.org 



TABLE VI: Log Median Result of Fuzzy-Statistics AP

Fuzzy-Statistic AP
Number of Data 2000
Total Iteration 84
Total Identifier. Cluster 3
Cluster Exemplar 1159, 1671, 1734,
Cluster Exemplar Index 1734, 1734, 1734,

1159, 1671
Execution Time 16.868 sec.

Fig. 13: Graph Median Fuzzy Statistic Affinity Propagation
Result

TABLE VII: Testing Result with Minimum Preferences

Algorithms Minimum Preferences
Exemplar Iteration Time(s)

Original 6 134 23.9285
Adaptive 7 249 43.3825
Partition 7 119 21.0428
Soft Constraint - - -
Fuzzy Statistic 3 64 13.3443

TABLE VIII: Testing Result with Median Preferences

Algorithms Median Preferences
Exemplar Iteration Time(s)

Original 21 54 9.6316
Adaptive 22 134 23.0912
Partition 21 57 9.5211
Soft Constraint 21 54 9.9587
Fuzzy Statistic 3 84 16.868

From the above table original affinity propagation with
minimum preferences value generates 6 cluster centers within
23.93 second after 134 iterations, and 21 cluster centers in
9.63 second with 54 iteration for the median preferences. The
second algorithm, Adaptive affinity propagation takes much
longer time to find the exemplars even compared to the other
four approaches it is the slowest algorithm. Slow execution
time is the cost of adaptive affinity propagation that has to take
since it main goal is to eliminates the possible error occupance.
In some cases in the middle of iteration oscillation will occur
and causing the algorithm to fail to converge and need to rerun
with different parameters value. Adaptive affinity propagation
tries to eliminate this error with sacrificing its speed but more

certain in finding cluster centers. From the table the fastest
algorithm is the partition affinity propagation that has the
fastest execution time 21.04 second for minimum preference
and 9.52 second for median preference compared to the other
approaches. Partition affinity propagation has a goal to reduce
the iteration numbers so the execution time will be faster.
Compared to the original affinity propagation which is takes
134 iteration to find 6 exemplars, partition affinity propagation
only takes 119 iteration to find 7 exemplars in minimum pref-
erences. and partition affinity propagation takes 57 iteration to
find 21 exemplars. Soft constraint affinity propagation with the
median preference finds 21 exemplars with 54 iterations, the
same as the original affinity propagation but slightly slower
execution time since in soft constraint affinity propagation in
each iteration it is comparing the diagonal matrix with its soft
constraint preference (scp). But in the minimum preference the
algorithm is fail to converge, it can be caused by the occupance
of oscillations or the value of scp is not well set. The last
algorithm, fuzzy statistic affinity propagation resulting in the
smallest number of cluster centers or exemplars. It finds 3
exemplars in both minimum and median preference since it is
generate its own preference using the fuzzy iterative methods.
and in the median preference original affinity propagation takes
54 iteration

V. CONCLUDING REMARKS

According to the testing results, it can be inferred that
among several affinity propagation development which is ex-
plained in this research Partition Affinity Propagation is the
fastest one among four other approaches. Partition Affinity
Propagation is slightly faster than the other since it uses
an approach to divide matrix into several part to reduce
the iteration numbers. On the other hand Adaptive Affinity
Propagation is much more tolerant to errors, it can remove the
oscillation when it occurs where the occupance of oscillation
will bring the algorithm to fail to converge. Adaptive Affinity
propagation is more stable than the other since it can deal with
error which the other can not. And Fuzzy Statistic Affinity
Propagation can produce smaller number of cluster compared
to the other since it produces its own preferences using fuzzy
iterative methods.

For future work, in order to produce a better algorithm of
affinity propagation consider to try combining two or three
algorithm compared in this research such as adaptive and
partition affinity propagation or any other affinity propagation.
So it can run faster and stabler in generating cluster center
from massive data.
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Abstract—A grapheme-to-phoneme conversion (G2P) is very
important in both speech recognition and synthesis. The existing
Indonesian G2P based on pseudo nearest neighbour rule (PNNR)
has two drawbacks: the grapheme encoding does not adapt all
Indonesian phonemic rules and the PNNR should select a best
phoneme from all possible conversions even though they can
be filtered by some phonemic rules. In this paper, a modified
partial orthogonal binary grapheme encoding and a phonemic-
based rule are proposed to improve the performance of PNNR-
based Indonesian G2P. Evaluating on 5-fold cross-validation,
contain 40K words to develop the model and 10K words to
evaluation each, shows that both proposed concepts reduce the
relative phoneme error rate (PER) by 13.07%. A more detail
analysis shows the most errors are from grapheme ⟨e⟩ that can
be dynamically converted into either /E/ or /@/ since four prefixes,
’ber’, ’me’, ’per’, and ’ter’, produce many ambiguous conversions
with basic words and also from some similar compound words
with both different pronunciations for the grapheme ⟨e⟩. A
stemming procedure can be applied to reduce those errors.

Keywords—Modified grapheme encoding; phonemic rule; In-
donesian grapheme-to-phoneme conversion; pseudo nearest neigh-
bour rule

I. INTRODUCTION

A phonemization or letter-to-sound conversion, more com-
monly known as grapheme-to-phoneme conversion (G2P), is
an important module in both speech recognition and speech
synthesis. In general, a G2P is developed using machine
learning-based methods, such as instance-based learning [1],
table lookup with defaults [1], self-learning techniques [2],
hidden Markov model [3], morphology and phoneme history
[4], joint multigram models [5], conditional random fields [6],
Kullback-Leibler divergence-based hidden Markov model [7].
These methods are commonly very complex and designed to
be language independent, but they give varying performances
for some phonemically complex languages, such as English,
Dutch, French, and Germany.

In [8], an information gain tree (IG-tree) with best guest
strategy is proposed to develop a specific G2P for Indonesian
language. It gives PER of 0.99% for training set of 9K words
and testing set of 1K unseen words. Another Indonesian G2P
developed using PNNR [9] produces slightly higher PER than
the IG-tree, around 1.07, but it is capable of disambiguating
homograph words. The PNNR-based G2P has two drawbacks.
Firstly, the designed grapheme encoding does not adapt all

Indonesian phonemic rules. Secondly, the PNNR should select
a best phoneme from all possible conversions even though they
can be filtered using some phonemic rules.

When compare to English, the Indonesian language has
a much simpler phonemization rule. An initial study on 50K
words, collected from the great dictionary of the Indonesian
language (Kamus Besar Bahasa Indonesia Pusat Bahasaor
KBBI) third edition, released in 2008, developed by Pusat
Bahasa, shows that it has 26 graphemes, where 15 graphemes
(57%) are pronounced as certain phonemes without any excep-
tion and the rest 11 graphemes (43%) are pronounced as some
possible phonemes with or without a quite common phonemic
rule, as listed in table I. In this research, all graphemes are
converted into single-phonemic symbol (SPS) to simplify the
alignment process. The SPS are deliberately developed using
characters available in any computer keyboard to simplify the
implementation. But, in this paper any phoneme is written
using the IPA symbol.

In table I, the grapheme ⟨a⟩ can be pronounced as four
possible phonemes: 1) /A/, generally if it is followed by
graphemes those commonly pronounced as consonants, such
as a word ’abad’ (century) that is pronounced as /AbAd/; 2)
/aI/, usually if it is followed by ⟨i⟩ or ⟨y⟩, such as ’abai’
(do not care) that is pronounced as /AbaI/; 3) a diphtong
/aU/, commonly if it is followed by ⟨u⟩ or ⟨w⟩, such as
’harimau’ (tiger) that is pronounced as /hArimaU/; and 4) /A+P/,
commonly if it is followed by ⟨a⟩, ⟨e⟩, ⟨i⟩, ⟨o⟩, or ⟨u⟩, such as
in ’saat’ (sometime) that is pronounced as /sAPAt/, and ’bait’
(couplet) that is pronounced as /bAPit/. The grapheme ⟨a⟩ is
not possible to be pronounced as /aI/ if it is not followed by
⟨i⟩ nor ⟨y⟩. It also not possible to be pronounced as /aU/ if it
is not followed by ⟨u⟩ nor ⟨w⟩. Such phonemic rules can be
actually used to filter possible conversions so that PNNR can
convert a grapheme into a correct phoneme more accurately
and faster.

The grapheme ⟨a⟩ is much more frequently pronounced
as /A/, up to 54K, among the three other phonemes those are
less than 1K. This fact makes ⟨a⟩ can be converted into a
correct phoneme easily. But, grapheme ⟨e⟩ can be pronounced
as five possible phonemes: /E/, /@/, /eI/, /E+P/, and /@+P/. The
biggest challenge is converting this grapheme into /E/ and /@/
since it changes so dynamic without certain phonemic rule
and they have high frequencies and many ambiguities. For
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TABLE I: Twenty Six Indonesian Graphemes, Their Possible
Pronunciations in the Single Phonemic Symbol (SPS) and the
International Phonemic Alphabet (IPA) as well as Frequencies
and Percentages in 50K words containing 385K Graphemes

Number Grapheme SPS IPA Frequency Percentage
1 a a A 54,859 14.23%
1 a A aI 979 0.25%
1 a U aU 624 0.16%
1 a 1 A+P 669 0.17%
2 b b b 11,236 2.91%
3 c c Ù 3,667 0.95%
4 d d d 8,077 2.10%
5 e e E 9,851 2.56%
5 e E @ 30,554 7.93%
5 e Y eI 29 0.01%
5 e 2 E+P 36 0.01%
5 e 3 @+P 193 0.05%
6 f f f 2,114 0.55%
7 g g g 6,492 1.68%
7 g * * 11,513 2.99%
8 h h h 5,769 1.50%
8 h * * 245 0.06%
9 i i i 26,685 6.92%
9 i * * 1,047 0.27%
9 i 4 i+P 30 0.01%
10 j j Ã 3,381 0.88%
11 k k k 21,784 5.65%
11 k K x 217 0.06%
11 k * * 19 0.00%
12 l l ë 15,465 4.01%
13 m m m 19,237 4.99%
14 n n n 22,143 5.74%
14 n G N 11,779 3.06%
14 n N ñ 3,741 0.97%
15 o o O 13,763 3.57%
15 o O OI 56 0.01%
15 o 5 O+P 60 0.02%
16 p p p 12,919 3.35%
17 q k k 23 0.01%
18 r r r 24,709 6.41%
19 s s s 17,602 4.57%
19 s S S 206 0.05%
20 t t t 18,981 4.92%
21 u u u 17,926 4.65%
21 u * * 623 0.16%
21 u 6 u+P 19 0.00%
22 v f f 745 0.19%
23 w w w 1,784 0.46%
24 x s s 29 0.01%
25 y y j 1,124 0.29%
25 y * * 2,085 0.54%
26 z z z 397 0.10%

example, a word ’reses’ (recess) is pronounced as /r@sEs/,
but ’resesi’ (recession) is pronounced as /rEsEsi/. A grapheme
⟨e⟩ in ’berang’ (irascible) is converted into /E/, but ⟨e⟩ in
’berangin’ (windy) should be pronounced as /@/. Therefore,
the grapheme ⟨e⟩ is predicted to produce so many errors.

Those facts motivate this research to focus on modifying
the partial orthogonal binary grapheme encoding used in [9]
and incorporating some phonemic rules to reduce the PER of
the PNNR-based Indonesian G2P as well as do a more detail
evaluation to see its drawbacks.

In the following sections, this paper will discuss how
to use PNNR to develop the Indonesian G2P, the proposed
modified partial orthogonal binary grapheme encoding and
the phonemic rule-based phoneme filtering, the experimental
results showing the performance of both proposed concepts,
and the conclusion.

Phonemic rule -based 
phoneme filtering

Generated patterns :
*******abai****
******abai*****
*****abai******
****abai*******

Possible conversions :
<a> � [/a/,/1/]
<b> � [/b/]
<a> � [/a/,/A/,/1/]
<i> � [/i/,/*/]

Phoneme sequence :
/abA*/

PNNR-based G2P

Data preprocessing

Grapheme sequence :
<abai>

Fig. 1: Block Diagram of Indonesian G2P Using PNNR and
Phonemic Rule

II. PNNR-BASED G2P

The block diagram of PNNR-Based G2P is illustrated
by figure 1. Data preprocessing converts a word (grapheme
sequence) into some patterns, where ’*’ in generated patterns
is a symbol for no grapheme and /*/ in possible conversions
is a symbol for no phoneme, while /a/, /1/, and /A/ are single
phonemic symbols for /A/, /A+P/, and /aI/ respectively. The
phonemic rule filters some potential conversions to be selected
by PNNR, for instance the first grapheme ⟨a⟩ followed by
⟨b⟩ in the given grapheme sequence ⟨abai⟩ is possible to be
converted into either /A/ or /A+P/. Finally, the PNNR decides
the best conversion of each given grapheme into the possible
phonemes.

A. Data Preprocessing

The data used to develop a PNNR-based G2P is a pair
of word (sequence of graphemic symbols) and the corre-
sponding pronunciation (sequence of phonemic symbols). The
data preprocessing is the sama as described in [9]. First,
each grapheme should be mapped into a single phonemic
symbol (SPS), as listed in table I. Next, each word should be
aligned to the corresponding phonemic symbols. Then, each
grapheme occurring in the word is consecutively located as the
focus grapheme and the rests on their appropriate contextual
positions using contextual length L = 14 (7 graphemes on the
left and 7 on the right of the focus, as suggested in [9]) as
illustrated by figure 1.
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B. Modified Grapheme Encoding

The partial orthogonal binary grapheme encoding described
in [9] has two problems. Firstly, the distance between a
vowel-oriented grapheme and a consonant-oriented grapheme
is exactly same as the distance between two consonant-
oriented graphemes come from different groups or between
a consonant-oriented grapheme and a non-grapheme. This
encoding, in some cases, makes the PNNR do a wrong conver-
sion. Secondly, three graphemes ⟨q⟩, ⟨v⟩, and ⟨x⟩ are encoded
into three unique group although, in fact, those graphemes are
always converted into /k/, /f/, and /s/ respectively.

Based on those facts, the partial orthogonal binary
grapheme encoding in [9] is modified as follow:

1) All graphemes and non-graphemes are divided into
three main categories: vowel-oriented graphemes,
consonant-oriented graphemes, and non-graphemes.
Vowels and consonants are designed to have 6 dif-
ferent bits since they are contextually so different
in a word (sequence of grapheme). For example,
a grapheme ⟨a⟩ followed by a vowel ⟨i⟩ in ’pan-
tai’ (beach) should be pronounced as /aI/, but it
should be converted into /A/ when it is followed
by a consonant ⟨s⟩ ’pantas’ (feasible). But, vowels
and non-graphemes as well as consonants and non-
graphemes have 5 different bits because they have
relatively lower differences. For example, a non-
graphemic symbol ⟨-⟩ in ’berang-berang’ (beaver)
make grapheme ⟨e⟩ pronounced as /@/, but grapheme
⟨e⟩ in ’berang’ (irascible) and ’memberang’ (become
angry) should be pronounced as /E/.

2) In each main category, some small groups developed
by considering the pronunciation similarity of those
graphemes in manner and place of articulation as
described in [10], [11]. Graphemes in a same group
are designed to have 2 different bits since they are
contextually so similar in a word, for instance a
grapheme ⟨n⟩ followed by either ⟨g⟩ or ⟨k⟩ should be
converted into /N/ such as ’bang’ (brother) and ’bank’
(bank) those pronounced as /bAN/. Graphemes in
different groups are designed to have 4 different bits
as they are contextually quite different, for instance
a grapheme ⟨e⟩ preceded by ⟨p⟩ should be converted
into /@/ such as in word ’peran’ (role) that pronounced
as /p@rAn/, but it should be converted into /E/ when
it is preceded by ⟨s⟩ such as in ’seran’ (strip) that
pronounced as /sErAn/. Therefore, graphemes ⟨k⟩ and
⟨g⟩ are grouped into a group, but ⟨p⟩ and ⟨s⟩ are in
a different group.

3) Three graphemes ⟨q⟩, ⟨v⟩, and ⟨x⟩ are encoded into
the same binary code as graphemes ⟨k⟩, ⟨f⟩, and ⟨s⟩
since they are always converted into /k/, /f/, and /s/
respectively.

4) Three non-graphemes ⟨-⟩, ⟨*⟩, and ⟨space⟩ are en-
coded into the same binary codes since they have a
same function in a word, i.e. no grapheme.

The modified partial orthogonal binary encoding for 26
graphemes and 3 non-graphemes (*, -, and space) are listed
in table II. Based on this encoding, two graphemes in a same
small group have two different bits and the Euclidean distance

TABLE II: Modified Partial Orthogonal Binary Encoding for
26 Graphemes and 3 Non-graphemes

Grapheme Modified partial orthogonal binary code
a 001100000000000000000000000000000000000000000
e 001010000000000000000000000000000000000000000
i 001001000000000000000000000000000000000000000
o 001000100000000000000000000000000000000000000
u 001000010000000000000000000000000000000000000
b 110000001100000000000000000000000000000000000
p 110000001010000000000000000000000000000000000
t 110000000001100000000000000000000000000000000
d 110000000001010000000000000000000000000000000
k 110000000000001100000000000000000000000000000
q 110000000000001100000000000000000000000000000
g 110000000000001010000000000000000000000000000
c 110000000000000001100000000000000000000000000
j 110000000000000001010000000000000000000000000
f 110000000000000000001100000000000000000000000
v 110000000000000000001100000000000000000000000
s 110000000000000000000001100000000000000000000
x 110000000000000000000001100000000000000000000
z 110000000000000000000001010000000000000000000
m 110000000000000000000000001100000000000000000
n 110000000000000000000000001010000000000000000
h 110000000000000000000000000001100000000000000
r 110000000000000000000000000000000001100000000
l 110000000000000000000000000000000000011000000
w 110000000000000000000000000000000000000110000
y 110000000000000000000000000000000000000001100
* 010000000000000000000000000000000000000000011
- 010000000000000000000000000000000000000000011

space 010000000000000000000000000000000000000000011

between them is
√
2. Those in different small group, but

in a same main category, have four different bits and their
Euclidean distance is 2. A vowel and a non-grapheme or a
consonant and a non-grapheme have five different bits and their
Euclidean distance is

√
5. A vowel and a consonant have six

different bits and their Euclidean distance is
√
6. This encoding

is expected to improve the capability of PNNR in classifying
a pattern of grapheme sequence into a correct phoneme.

C. Phonemic Rule-based Phoneme Filtering

The fifteen phonemic rules, to filter some potential
phonemes to be selected by PNNR, are listed in table III. The
first column is premise evaluating the focus grapheme (FG)
and the first contextual graphemes on the left (L1) and right
(R1). The second one is consequent containing one or more
impossible phonemes (IP) to filter the possible conversions.

A grapheme is subject to two or more rules so that number
of possible conversion to be lower. For example, grapheme ¡a¿
can be converted into four differenet phonemes: /A/, /aI/, /aU/,
or /A+P/. But, ¡a¿ in grapheme sequence ¡aku¿ is subject to
both rule 1 and 2 so that the grapheme is not possible to
be converted into phoneme /aI/ nor /aU/. Hence, ¡a¿ in the
grapheme sequence ¡aku¿ is only to be converted into /A/ or
/A+P/.

D. Pseudo Nearest Neighbour Rule

The PNNR used here works in the same way as in [9]. It
selects the best possible phonemes by finding the minimum
total distance between the current pattern and the possible
phonemes (classes) taking into account the k closest patterns.
The total distance is calculated using equation 1, where uj is
the weight for the j-th neighbour, L is the contextual length, dli
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TABLE III: Phonemic Rules to Filter Some Potential
Phonemes (Conversion Classes), where FG is the Focus
Grapheme, IP is Impossible Phoneme(s), L1 and R1 is the First
Contextual Grapheme on the Left and the Right Respectively

Premise Consequent
FG is ⟨a⟩ and R1 is not member {⟨i⟩,⟨y⟩} IP is /aI/
FG is ⟨a⟩ and R1 is not member {⟨u⟩,⟨w⟩} IP is /aU/
FG is ⟨e⟩ and R1 is not member {⟨i⟩,⟨y⟩} IP is /eI/
FG is ⟨e⟩ and R1 is not member {⟨a⟩,⟨e⟩,⟨i⟩,⟨o⟩,⟨u⟩} IP is {/E+P/,/E+P/}
FG is ⟨g⟩ and L1 is not member {⟨n⟩} IP is /*/
FG is ⟨i⟩ and L1 is not member {⟨a⟩,⟨e⟩,⟨o⟩} IP is /*/
FG is ⟨i⟩ and R1 is not member {⟨a⟩,⟨e⟩,⟨o⟩} IP is /i+P/
FG is ⟨k⟩ and R1 is not member {⟨h⟩} IP is /x/
FG is ⟨n⟩ and R1 is not member {⟨c⟩,⟨j⟩,⟨s⟩} IP is /ñ/
FG is ⟨n⟩ and R1 is not member {⟨g⟩,⟨k⟩} IP is /N/
FG is ⟨o⟩ and R1 is not member {⟨i⟩,⟨y⟩} IP is /OI/
FG is ⟨s⟩ and R1 is not member {⟨y⟩} IP is /S/
FG is ⟨u⟩ and L1 is not member {⟨a⟩} IP is /*/
FG is ⟨u⟩ and R1 is not member {⟨a⟩,⟨e⟩,⟨o⟩} IP is /u+P/
FG is ⟨y⟩ and L1 is not member {⟨n⟩,⟨s⟩} IP is /*/

and dri are the distances of the i-th contextual grapheme on the
left and right calculated using the modified partial orthogonal
binary grapheme encoding, and wi is the weight for the i-th
contextual grapheme.

T =
k∑

j=1

uj

L/2∑
i=1

(dliwi + driwi) (1)

The neighbourhood weight for the j-th neighbour, uj , is
formulated by equation 2, where c is an power constant as
introduced in [9].

uj =
1

jc
(2)

The graphemic contextual weight used here is an exponen-
tially decaying function as proposed in [9]. It is formulated
by equation 3, where wi is the weight for the i-th contextual
grapheme, p is an exponential constant, and L is the graphemic
contextual length distributed equally into left and right of the
focus. Thus, the first contextual grapheme has the maximum
weight since it is the most important grapheme in deciding the
best phoneme, whereas the last one has the minimum.

wi = pL/2−i+1 (3)

III. EXPERIMENTAL RESULTS

The dataset used in this research is a set of 50K words with
corresponding pronunciation (phonemic symbols) collected
from the great dictionary of the Indonesian language (Kamus
Besar Bahasa Indonesia Pusat Bahasaor KBBI) third edition,
released in 2008, developed by Pusat Bahasa. To get a valid
evaluation, the PNNR-based G2P model is tested using 5-fold
cross-validation. First, the dataset is randomly split into five
subsets {1, 2, 3, 4, 5} of 10K different words each. Next, five
datasets: A, B, C, D, and E, are developed to contain 40K for
parameter tuning and 10K for evaluation. Dataset A consists
of {1, 2, 3, 4} for parameter tuning and {5} for evaluation,
dataset B consists of {1, 2, 3, 5} for parameter tuning and {4}
for evaluation, and so on.
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1
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Neighbourhood size k

A
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Fig. 2: Average PER of PNNR-based G2P for Varying Neigh-
bourhood Size k

A. Optimum Parameters

Three parameters of PNNR, the neighbourhood size k, the
power constant of neighbourhood weight c, and the exponential
constant for graphemic contextual weight p, are tuned using
the five fold datasets. The first parameter to be tuned is k
since it is so varying based on the problem that it is difficult
to be predicted, while the optimum c is assumed to be 1.0
and the optimum p is predicted to be 2.0. Here the PNNR is
evaluated for varying k with c = 1.0 and p = 2.0. The result
in figure 2 shows that when k = 1 produces very high PER
since considering only one neighbour can lead PNNR to be a
too general classifier. It also gives high PER when considers
so many neighbours that make it too specific in classifying a
pattern. The PNNR produces the lowest PER on k = 6.

Next, the PNNR with k = 6 and p = 2.0 is analyzed using
varying c. The result illustrated by figure 3 shows that when c
is less than 1.0 the PNNR yields high PER since a low c makes
the closest neighbour has quite similar distance to the further
ones. It also produces high PER when c is 1.7 or more since a
high c makes the closest neighbour has too high distance and
the further ones are too low. It produces the lowest PER when
c = 1.6.

The PNNR with k = 6 and c = 1.6 is then evaluated using
varying p. The result in figure 4 shows that very small p, less
than 1.7, make the PNNR yields high PER because the closest
contextual graphemes has a similar importance to the further
ones. It gives the lowest average PER, around 0.93%, when p
= 1.9.

B. Modified Grapheme Encoding and Phonemic Rule

Next, the PNNR-based G2P using modified grapheme
encoding and phonemic rule is cross-validated using five fold
datasets. The experimental result in table IV shows that it
significantly reduces both PER, up to 13.07%, and WER,
around 12.13%, relative to the Indonesian PNNR-based G2P
proposed in [9].
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Fig. 3: Average PER of PNNR-based G2P for Varying Power
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Fig. 4: Average PER of PNNR-based G2P for Varying Expo-
nential Constant for Contextual Weight p

TABLE IV: Advantage of Modified Grapheme Encoding and
Phonemic Rule for PNNR-based G2P

PNNR-based G2P PER (%) WER (%)
Without phonemic rule 1.07 7.67
With phonemic rule and modified grapheme encoding 0.93 6.74

C. Most Errors

As predicted in the introduction, the grapheme ⟨e⟩ produces
most errors, up to 82%. This is caused by two problems:
1) Four prefixes, ’ber’, ’me’, ’per’, and ’ter’, produce many
ambiguous conversions with basic words. For example, a
grapheme ⟨e⟩ in a basic word ’berang’ (irascible) is converted
into /E/, but ⟨e⟩ in a derivative word ’berangin’ (windy) should
be pronounced as /@/ since ’ber’ is a prefix for the basic
word ’angin’ (wind) that is always pronounced as /b@r/. A

grapheme ⟨e⟩ in a basic word ’memang’ (indeed) is converted
into /E/, but ⟨e⟩ in a derivative word ’memangsa’ (to prey)
should be pronounced as /@/ since ’me’ is a prefix for the
basic word ’mangsa’ (prey) that is always pronounced as
/m@/. A grapheme ⟨e⟩ in a basic word ’peroksida’ (peroxide)
is converted into /E/, but ⟨e⟩ in a derivative word ’perokok’
(smoker) should be pronounced as /@/ since ’pe’ is a prefix for
the basic word ’rokok’ (cigarette) that is always pronounced as
/p@/. A grapheme ⟨e⟩ in a basic word ’pering’ (tuberculosis)
is converted into /E/, but ⟨e⟩ in a derivative word ’teringat’
(remembered) should be pronounced as /@/ since ’ter’ is a
prefix for the basic word ’ingat’ (remember) that is always
pronounced as /t@r/; 2) A grapheme ⟨e⟩ in some similar
compound words can be dynamically pronounced as either /E/
or /@/, such as a word ’termoelektris’ (thermo-electric) that is
pronounced as /t@rmoEëEktris/, but ’termoelektrisitas’ (thermo-
electricity) should be pronounced as /tErmoEë@ktrisitAs/. A
word ’reses’ (recess) is pronounced as /r@sEs/, but ’resesi’
(recession) is pronounced as /rEsEsi/. Such cases are very hard
to be solved by the PNNR.

IV. CONCLUSION

A 5-fold cross-validation shows the modified partial or-
thogonal binary grapheme encoding and phonemic rule are
capable of reducing the relative PER by 13.07%. A detail
analysis shows the most errors, up to 82%, come from
grapheme ⟨e⟩ that can be dynamically converted into either
/E/ or /@/ since four prefixes, ’ber’, ’me’, ’per’, and ’ter’,
produce many ambiguous conversions with basic words and
also from some similar compound words with both different
pronunciations for grapheme ⟨e⟩, such as a word ’reses’
(recess) that is pronounced as /r@sEs/ but ’resesi’ (recession) is
pronounced as /rEsEsi/. In the future, a stemming procedure can
be incorporated to find the basic words from the derivatives
with the four prefixes in order to reduce such errors.
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Abstract—It is estimated that 28% of European Union’s
population will be aged 65 or older by 2060. Europe is getting
older and this has a high impact on the estimated cost to
be spent for older people. This is because, compared to the
younger generation, older people are more at risk to have/face
cognitive impairment, frailty and social exclusion, which could
have negative effects on their lives as well as the economy of the
European Union. The ‘active and independent ageing’ concept
aims to support older people to live active and independent life
in their preferred location and this goal can be fully achieved
by understanding the older people (i.e their needs, abilities,
preferences, difficulties they are facing during the day). One of
the most reliable resources for such information is the Activities
of Daily Living (ADL), which gives essential information about
people’s lives. Understanding this kind of information is an
important step towards providing the right support, facilities and
care for the older population. In the literature, there is a lack
of study that evaluates the performance of Machine Learning
algorithms towards understanding the ADL data. This work aims
to test and analyze the performance of the well known Machine
Learning algorithms with ADL data.

Keywords—Activities of Daily Living (ADL); Machine Learning
(ML); Classification Algorithms; Active and Independent Aging

I. INTRODUCTION

Europe is becoming older as a result of lower birth rates
and higher life expectancy. According to Eurostat [1], older
people will form 28% of the European Union’s (EU’s) pop-
ulation by 2060 and people that are aged 80 and over will
rise from 5% to 12% which is very close to the percentage
(around 15%) that is estimated for young people (aged 0-14)
in 2060. It is known that older population is more vulnerable
towards cognitive impairment, frailty and social exclusion,
which could negatively effect the health-care system as well
as older people’s Quality of Live (QoL) and independence.
This reality triggered many investments that are focused on
the areas that promote and facilitate ‘active and independent
ageing’, which aims to provide the needed support (i.e. medical
support, monitoring services) to let older people live active
and independent life in their preferred locations. Activities of
Daily Living (ADL) is one of the important parameters that
gives essential information about people’s lives. Understanding
ADL information of older people is an important step forward
understanding their:

• needs and abilities,

• difficulties they are facing during their everyday lives

• detecting new medical conditions to provide the right
support and personalized care for them.

This work aims to test and analyze the performance of the
well known Machine Learning (ML) algorithms with ADL
data. This study will provide an opportunity to understand
how ML algorithms cope with the ADL data with respect to
learning, analyzing, understanding and classifying the ADL
activities. Following ML algorithms have been considered for
this study: Instance Based Learner (IBL), K Nearest Neighbour
(KNN or IBK), KStar (K*), J48, Locally Weighted Learning
(LWL) and Naive Bayesian Tree (NBTree).

This paper is organized as follows; Section II provides a
literature review for this work. Section III provides details
about the ML algorithms that are tested and analyzed within
this study. Section IV presents an information about the
datasets that have been used for the simulations. Information
about the evaluation measures are presented in Section V.
Section VI presents the simulation results and their evaluations.
Finally, Section VII provides conclusion and future works for
this study. Throughout this paper records and instances are
used as synonyms.

II. BACKGROUND

Activities of Daily Living (ADL) defines the activities we
perform in our daily living, such as self care (i.e. feeding
ourselves, bathing, dressing, grooming), work and leisure
activities [2]. Statistics about the EU’s older people population
for the coming years influenced many works within the health-
care domain. There have been various works in the literature
focused at the ADL information (i.e. ADL information capture
and analysis). For instance, work by Cheng et al. [3] proposed
an ADL recognition engine, called the Adaptive Learning
Hidden Markov Model (ALHMM), based on Hidden Markov
Model combining the Viterbi and Baum-Welch algorithms for
enhanced accuracy and learning capabilities. According to the
authors, their proposed model provides an effective and prac-
tical solution for ADL recognition. The ALHMM’s inference
efficiency outperforms the Hidden Markov Model (HMM).
In another work [2], Fleury et al. classify the data collected
through various sensors, such as temperature, hygrometry
and infrared presence sensors, into one of the ADL (hy-
giene, toilet use, eating, resting, sleeping, communication, and
dressing/undressing) using Support Vector Machines (SVM)
classifier. The ADLs of 13 young and healthy volunteers have
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been recorded and used in this study. Results presented in this
work showed that the SVM with polynomial kernel achieved
75% accuracy while SVM with Guassian kernel achieved
86%. In another work Tapia et al. [4] proposed an alternative
sensing system to detect activities in real homes. Different
from the traditional sensing technology, the proposed system
uses simple, low cost “tape on and forget” sensors to recognize
individual’s activities. In this study, the authors used Naive
Bayesian (NB) algorithm for activity detection. Here, NB
extended to incorporate temporal relationships among sensor
firings and recognize activities. The data that has been used for
this study collected from two subjects within two home (one-
bedroom apartments) settings. Here, one home was fitted with
77 sensors and the other with 84 sensors. The experimental
testing with small dataset showed that the detection accuracies
ranged from 25% to 89% depending on the evaluation criteria
used.

As it can be seen from the aforementioned works, there
is a lack of work in the literature that compares different ML
algorithms with respect to their performance with ADL data.
Considering this gap in the literature, this paper focuses on
the testing, analysis and comparison of the well-known ML
algorithms’ performance on ADL data.

III. MACHINE LEARNING ALGORITHMS

For this work, performance of IBL, KNN, KStar (K*),
LWL, J48 and NBTree classification algorithms have been
analysed with the ADL dataset. Following paragraphs give
information about each of these algorithms.

A. Lazy Classifiers

1) Instance Based Learner (IBL): The Nearest Neighbour
(NN) classifier uses normalized Euclidean distance to compare
each test instance with the training instances. The closest
training instance predicted to has the same class label with
the test instance [5] [6] [7]. In case of more than one training
instance qualified as the closest, the class label of the first one
is assigned to be the class label of the test instance [8]. The
IBL is a comprehensive form of NN. In IBL the comparison
between the test instance and the training instance is done as
follows;

Assume training instance Xi = {xi(1), xi(2), ..., xi(B)}
and test instance Yj = {yj(1), yj(2), ..., yj(B)} . Here com-
parison between training instance and test instance is done
feature by feature as;

• If feature is numeric,

g(yj(b), xi(b)) = (yj(b)− xi(b))
2 (1)

• If feature is symbolic,

g(yj(b)− xi(b)) =

{
0, if
1, if

yj(b) = xi(b)
yj(b) ̸= xi(b)

(2)

where the g(yj(b), xi(b)) function shows the similarity
between b values of the training and test instances and the
distance is calculated as;

dist(Yj,Xi) =

√√√√ B∑
b=1

g(yj(b), xi(b)) (3)

2) K Nearest Neighbor (KNN): K Nearest Neighbor
(KNN), also known as IBK, is one of the well known IBL
algorithm, where different from IBL, K closest instances are
retrieved and the label of the majority class among these
instances is assigned as the class label for the test instance
[5] [6] [9]. The following paragraphs are associated with IBK:

• If the class attribute is symbolic then the class label
of the test instance Yj is same as the class label of the
highest vote among the K nearest neighbours. For a
scenario, where K = 3, if the three nearest neighbours
X1, X2 and X3 belong to the classes, C1, C1 and C2

respectively, then C1 is assigned as the class label for
Yj ,YjϵC1, since C1 is the predominant class label
among nearest neighbours.

• If class attribute is numeric then the class label of
the test instance will be the mean of the nearest
neighbours. Following the above assumptions, label
of Yj , L(Yj), is calculated as;

L(Yj) =

∑K
m=1 L(Xm)

K
(4)

where L(Xm) represents the class label of Xm.

3) KStar (K*): K* is based on entropy distance measure
where the distance between two instances is defined as the
complexity of transforming one instance into another [6] [10].
This complexity calculation is done in two steps. First step is
to define the finite set of transformations that map instances
to instances. A ’program’ which transforms one instance Yj to
another instance Xi is a finite sequence of transformations
starting at Yj and terminating at Xi [10]. Kolmogorov is
one of the well known entropy distance measures where the
distance between two instances is the shortest string connecting
them [10]. Hence, this approach is focused on the shortest
transformation out of many possible transformations. Here, the
resulted distance measure is very sensitive to small changes.
For this problem K* is defined as the distance of summing all
possible transformations between two instances.

4) Locally Weighted Learning: Locally Weighted Learning
(LWL) is a weighted IBL that assigns weights to instances
using the IBL and uses these locally weighted training in-
stances for classification [11] [12]. While IBK performs local
approximation for each test instance Yj , LWL performs explicit
approximation of L(Yj) for region surrounding Yj by fitting
linear function and quadratic to K nearest neighbours.

B. Decision Trees

Decision Trees (DTs) are data structures that can examine
the data and induce a classification tree and its rules to make
predictions [13]. A successful classification with the DTs
requires well-defined classes and pre-classified training data
[14]. The classification accuracy on the training data set and
the size of the tree affect the quality of the DT. Construction
of the tree model incorporates into two-phases; building phase
and pruning phase. The building phase includes a series of
divisions of the training dataset that is carried out based on
the decision rules [14]. This partitioning is continued until the
resulted classes have homogenous instances. In the pruning
phase, on the other hand, the nodes that may cause over fitting
and low accuracy are pruned [6] [14].
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1) Naive Bayesian Tree (NBTree): Naive Bayesian (NB)
classifier is one of the Bayesian classifier algorithms. In many
works it has been proven that NB classifiers are one of the most
computationally efficient and simple algorithms for ML and
DM applications [15]-[19]. Unlike BN, NB classifiers assume
that all attributes within the same class are independent,
given the class label. Based on this assumption, which also
reduces the computational complexity of BN classifier, the NB
classifier modifies the Bayesian rule as follows [16] [20]:

• Assume Clb as class label where Clb =
{Cl1, Cl2, ..., ClB} and b = 1, 2, ..., B

• Assume Yj as unclassified test instance where Yj =
{yj(1), yj(2), ..., yj(A)} for k = 1, 2, ..., A

Based on these assumptions the NB is calculated as;

P (Clb|Yj) = argmax
Clb

P (Clb)P (yj(1), yj(2), ..., yj(A)|Clb)

(5)

P (Clb|Yj) = argmax
Clb

ΠA
k=1P (yj(k)|Clb) (6)

NBTree classifier generates a DT with NB classifier at the
leaves [6].

2) J48: J48 is another DT algorithm. The J48 classification
algorithm is the enhanced version of C4.5 decision tree and
has been developed to generate a pruned or un-pruned C4.5
DT [6] [21]. The C4.5 DT uses divide-and-conquer approach
to growing DTs. The J48 has been developed to address the
problems of both C4.5 and Id3 [8] classifiers.

IV. DATASETS

For this study we have used the ADL dataset provided by
Bruno et al. [22] at the UCI Machine Learning Repository [23].
This dataset includes accelerometer data for Human Primitive
detection and it is a collection of labeled accelerometer data
recordings that was collected through the tri-axial wrist-worn
accelerometer. The data transmission from accelerometer to
the PC is done via wired USB cable where the dataset is a
collection of 14 ADLs (i.e. brushteeth, climbstairs, combhair)
performed by the 16 volunteers (11 Male and 5 female) aged
between 19 and 81. For this study, 11 ADLs of the three
volunteers (2 male and 1 female) have been chosen from the
complete dataset. The chosen ADLs for our study are brush-
teeth, climbstairs, combhair, drinkglass, getupbed, liedownbed,
pourwater, sitdownchair, standupchair, usetelephone and walk.
For the simulations we have created three datasets from the
complete dataset. The first dataset uses only nine datapoints
(x,y,z parameters) to represent each performed activity. This
dataset has 8495 total records with 11 attributes. Table I shows
example records from this dataset. In the second dataset, each
performed activity represented with 15 datapoints. This dataset
has 5091 records and each record has 17 attributes. Table II
shows few records from dataset2 and Fig.1 shows the count
of each activity in dataset2. The third dataset, on the other
hand, uses 30 datapoints to represent each performed activity.
This dataset has 2538 records and 32 features to represent each
record.

TABLE I: Two sample records from ADL dataset1 with three
datapoints

x1 y1 z1 x2 y2 z2 x3 y3 z3 gender/id HMP
22 49 35 22 49 35 22 52 35 f1 brushteeth
29 44 40 35 11 28 41 13 24 m1 combhair

Fig. 1: Count of each ADL activities within the dataset2

V. EVALUATION MEASURES

There are a number of evaluation measures that are com-
monly used to evaluate the performance of each classification
algorithm. Here, we focused on six evaluation measures that
are True Positive Rate (TPR), False Positive Rate (FPR), Pre-
cision (or Positive Predictive Value (PPV)), Recall, F-measure
(F1) and Receiver Operating Characteristics (ROC) curve.
These evaluations are mainly done based on four parameters
that are True Positive (TP), False Positive (FP), True Negative
(TN) and False Negative (FN). Simplest way to explain each
of these parameters is through an example.

Given an instance and the classifier, there can be four
outcomes [24];

• If an instance is positive and it is predicted to belong
to a positive class then this is counted as TP,

• If a positive instance predicted to belong to a negative
class then it is counted as FN,

• If an instance is negative and it is predicted to belong
to a negative class then this is counted as TN, but,

• If the same instance is predicted to belong to a positive
class then this is counted as FP.

Based on these parameters each of the evaluation measures
is calculated as follows [24][25];

TPR(orRecall) = TP/(TP + TN)

FPR = FP/(FP + TN)

Precision = TP/(TP + FP )

F1 = 2TP/(2TP + FP + FN)

(7)

Following this the accuracy is calculated as;

Accuracy = (TP + TN)/(P +N) (8)
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TABLE II: Two sample records from ADL dataset2 with fifteen datapoints

x1 y1 z1 x2 y2 z2 x3 y3 z3 x4 y4 z4 x5 y5 z5 gender/id HMP
34 48 49 35 48 45 34 51 45 34 48 47 35 49 45 m2 pourwater
27 46 46 26 43 46 26 48 46 26 48 47 28 48 45 m1 drinkglass

TABLE III: Classification accuracy results of the algorithms
with nine datapoints

Algorithm Correctly classified instances (%)
IBL 69.05
Kstar 70.86
KNN 68.65
LWL 52.61
NBTree 64.60
J48 65.96

where (P+N) corresponds to the sum of positive and nega-
tive instances (the total number of instances). Here, each of the
measure can have a value between 0 and 1. For TP, Precision,
Recall, F-measure and ROC, the high accuracy means values
closer to 1. For FP, as the accuracy gets higher the value
of FP gets closer to 0. Precision is one of the performance
measures and differs from accuracy as it does not relate to the
true value (accepted reference value) [26]. Precision shows the
closeness of the independent test results on homogeneous data
and usually computed as a standard deviation of the results
[26]. The ROC curves are two dimensional graphs where Y
axis represents TPR and X axis represents FPR and the graph
depicts the relative tradeoffs between the TP (benefits) and FP
(costs) [24].

VI. SIMULATIONS

For the simulations, datasets that are mentioned in Section
IV have been used. The 10-fold cross-validation has been
chosen as the test mode and for each simulation the same
dataset has been used as a training and test datasets. Here,
‘HMP’ is chosen as a class attribute for all simulations. Each
of the six ML algorithms are trained on the same training set
and tested on the same test set (i.e for the first simulation all
algorithms trained and tested on dataset1).

Table III shows the accuracy performance of all six al-
gorithms with dataset1. Here it can be seen that the lazy
classifiers have mixed accuracy results where some are quite
high and some are quite low. DTs, on the other hand, was
consistent on performing average classification accuracies.
From the results, it can be seen that the best result is achieved
by the Kstar with 70.86% accuracy (6020 instances classified
correctly). This result is followed by the IBL, which classified
5866 instances correctly and 2629 instances incorrectly. The
KNN algorithm performed very similar results with IBL by
classifying 68.65% of the instances correctly. DT algorithms
followed the results of lazy classifiers by classifying 5604 (J48)
and 5372 (NBTree) instances correctly. The lowest accuracy is
achieved by the LWL algorithm. Here LWL classified 52.61%
of the instances correctly. Hence, from the first simulation
results it can be said that the highest and lowest results both
achieved by the lazy classifiers.

Second simulations has been carried out with dataset2.

TABLE IV: Classification accuracy results of the algorithms
with fifteen datapoints

Algorithm Correctly classified instances (%)
IBL 69.75
Kstar 70.53
KNN 69.57
LWL 53.13
NBTree 64.60
J48 64.74

Table IV shows the results of these simulations. From the
results it can be seen that the DT based algorithms achieved
around 64% accuracy where NBTree classified 3289 (64.60%)
instances correctly and J48 classified 3296 (64.74%) instances
correctly. In general, lazy classifiers performed with higher ac-
curacy results compared to the DT based algorithms. Accord-
ing to the results, the best classification result is archived by the
Kstart algorithm with 70.53% of instances classified correctly.
This results is followed by the IBL algorithm with %69.75
correctly classified instances. The KNN classifier closely fol-
lowed the result of IBL by classifying 3542 (69.57%) out
of 5091 instances correctly. Within all six algorithms, the
lowest classification accuracy is archived by LWL. Here LWL
classifier classified 2705 instances correctly and 2386 instances
incorrectly, which corresponds to 46.86% of the total instances.
We carried out additional number of simulations only with the
KNN algorithm to see if changing the number of neighbors (N)
affects the classification performance of the KNN algorithm
with ADL dataset2. Fig.2 shows the results of these simula-
tions. From the figure it can be seen that the classification
accuracy increases slightly between N=2 (69.57%) and N=4
(71.83%). After that the accuracy stays around 71% between
N=4 and N=8. For N=9 and N=10 the classification accuracy of
the KNN drops again and stays around 70%. In general, results
showed that increasing the number of neighbours improved
the accuracy of KNN but very little. Hence, it can be said
that increasing the number of neighbours did not have a great
positive impact, with respect to the accuracy performance, on
the KNN. Moreover, by comparing the KNN results with IBL,
it can be said that using more than two nearest neighbours
for classification achieved slightly (%2.08 when N=4) better
results than using only one neighbour (N=1).

Table V shows the time taken for each algorithm to build
the classification model for the second simulations. The time
taken to build the model is the system time that was used to run
the classifier and is converted from millisecond into seconds
by WEKA. These results shows that, in general, the lazy
classifiers took less time to build the classification model than
DT classifiers. Here, the NBTree algorithm took the longest
time, 20.95, compared to all other five algorithms. The NBTree
algorithm is a hybrid algorithm which carries both DT and NB
algorithms’ working principles, and therefore it was expected
from it to require more time. The lowest time requirement (0
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Fig. 2: Performance of KNN algorithm with ADL dataset2

TABLE V: Algorithms vs. time taken to build the model with
fifteen datapoints

Algorithm Time
IBL 0.02 sec
Kstar 0 sec
KNN 0 sec
LWL 0 sec
NBTree 20.95 sec
J48 0.52 sec

TABLE VI: Detailed accuracy measures of the algorithms’
performance with fifteen data points

Algorithm TP
Rate

FP
Rate

Precision Recall F-
Measure

ROC
Area

IBL 0.698 0.043 0.696 0.698 0.695 0.827
Kstar 0.705 0.044 0.7 0.705 0.7 0.948
KNN 0.696 0.046 0.709 0.696 0.693 0.872
LWL 0.531 0.17 0.342 0.531 0.411 0.859
NBTree 0.646 0.062 0.641 0.646 0.629 0.898
J48 0.647 0.054 0.641 0.647 0.644 0.823

sec), on the other hand, is archived by the KNN (N=2), Kstar
and LWL. Within lazy classifiers, only IBL needed little bit
more time than 0 sec. The J48 needed 0.52 sec to build the
classification model, which is quite less than what NBTree
required.

Table VI shows the detailed evaluation measure results of
all six algorithms with dataset2. From this table it can be
seen that accuracy results of all six algorithms are reflected
and justified with the evaluation measures too. Kstart, which
has the highest classification accuracy results with the second
dataset, has the TP, Precision, Recall and F-measure values
around 0.7 and ROC area around 0.9, all of which are the
closest to 1 among all other algorithms. Moreover, LWL, which
performed the lowest classification accuracy, has the values for
the same evaluation measures between 0.3 and 0.5 that are the
ones closest to 0 among all other algorithms.

Final simulations have been carried out with the third
dataset that has 30 datapoins that corresponds to 10 sets of
x,y and z compositions. As previously mentioned, this dataset
have 32 features to define each instance where 30 out of 32
features are datapoints. Table VII shows the simulation results

TABLE VII: Classification accuracy results of the algorithms
with thirty datapoints

Algorithm Correctly classified instances (%)
IBL 69.70
Kstar 68.71
KNN 68.71
LWL 54.60
NBTree 64.38
J48 61.74

TABLE VIII: Detailed accuracy measures of the algorithms’
performance with thirty data points

Algorithm TP
Rate

FP
Rate

Precision Recall F-
Measure

ROC
Area

IBL 0.697 0.042 0.7 0.697 0.696 0.827
Kstar 0.687 0.043 0.694 0.687 0.687 0.946
KNN 0.695 0.046 0.708 0.695 0.691 0.871
LWL 0.546 0.143 0.367 0.546 0.437 0.861
NBTree 0.644 0.06 0.634 0.644 0.624 0.882
J48 0.617 0.06 0.613 0.617 0.615 0.802

for all six algorithms. From the table it can be seen that
the best results, among all six algorithms, is achieved by the
IBL algorithm with 69.70% classification accuracy. This result
very closely followed by the KNN algorithm with 69.50%
accuracy which corresponds to 1769 correctly classified in-
stances and 774 incorrectly classified instances. KStar, which
achieved the best classification results in first (9 datapoints) and
second (15 datapoints) simulations, classified 68.71% (1744)
instances correctly with third dataset. Approximately with 4%
less instances, NBTree classified 64.38% instances correctly.
Similar to the first two simulations, LWL performed the lowest
classification accuracy by classifying only 54.60% (1386) of
the total instances correctly. From the results it can be seen
that, different from the previous simulations with dataset1 and
dataset 2, the best classification accuracy results are achieved
by the IBL algorithm rather than Kstart and this has been
reflected on the evaluation measure results that are presented
on Table VIII. Here, IBL has the values for TP, Precision,
Recall, F-measure and ROC area closest to 1 compared to all
other algorithms. Moreover, the FP value for the IBL is the
closest to 1 when compared with all other five algorithms.

VII. CONCLUSION AND FUTURE WORKS

Europe is aging and understanding the elderly people plays
very critical role in finding the best solutions for demographic
challenges. The ADL information of the elderly can give
insight into elderly people’s lives with respect to what they
do during the day and what kind of problems they encounter,
such as when they start showing symptoms for the new medical
conditions. This information then could be used to formulate
the best personalized solutions which will make it possible for
them to live independent, health and active life. As the popular-
ity of wearable devices is in rapid increase, such devices could
be used to gather ADL information from the elderly people.
However, analyzing and understanding such information is as
important as the collection of the information. In this paper we
tested, analyzed and compared the performance of well-known
lazy and decision tree classification algorithms with the ADL
data. The simulation results with three different sized ADL
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datasets showed that, in general, lazy classifiers performed
better than DT algorithms with respect to understanding and
classifying the ADL data more accurately with very small time
requirements. The results also showed that the ML algorithms
could be used for such purposes. On the other hand, the max-
imum classification accuracy result, reflected through several
evaluation measures, was around only 71%, which is still not
good enough considering we are dealing with very sensitive
data. Hence, as a future work we would focus on investigating
different ways of improving the accuracy performance of the
algorithms which resulted the best performances in this study.
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Abstract—Selecting the most appropriate places under differ-
ent context is important contribution nowadays for people who
visit places for the first time. The aim of the work in this paper
is to make a context-aware recommender system, which recom-
mends places to users based on the current weather, the time of
the day, and the user’s mood. This Context-aware Recommender
System will determine the current weather and time of the day
in a user’s location. Then, it gets places that are appropriate to
context state in the user’s location. Also, Recommender system
takes the current user’s mood and then selects the location that
the user should go. Places are recommended based on what other
users have visited in the similar context conditions. Recommender
system puts rates for each place in each context for each user.
The place’s rates are calculated by The Genetic algorithm, based
on Gamma function. Finally,mobile application was implemented
in the context-aware recommender system.

Keywords—recommender system, context, context-aware, ge-
netic algorithm, gamma function.

I. INTRODUCTION

The massive scale of data on the Internet today makes
it difficult for users to find relevant information. Thus, the
information is customized according to the users’ needs and
preferences. Often the application of recommender systems
uses Collaborative filtering and content of the list. In a
scenario of mobile devices, customization of information is
more important, because of the restrictions on mobile devices
about the displays and input capabilities, bandwidth, etc.
For example, the traveler with PDA, smart phones or pocket
PCs needs access to the weather at the destination or have a
recommendation for a hotel in the neighboring region. It is
recommended to customize not only the use of user profiles
in advance, but also a context such as the current location,
time of the day, the current weather, or the mood of the
user. Context can defined as the information that can be
used to describe the situation entities i.e., person, place, or
subject, which is relevant to the interaction between the user
and the application, including the user and the application
themselves [8]. The first challenge to generate context
recommendations is learned via identifying the contextual
factors such as weather that affect the ratings and thus that
are worth considering. Second, get a representative set in
the context of Rates ,i.e., rankings under different contextual
circumstances is free from the context rankings. Finally, the
expansion of conventional recommender systems is to exploit

the additional information fields in the evaluation context. In
this paper, a novel algorithm was performed , called Context-
Aware Genetic Recommender System (CAGRS). CAGRS
system consists of five modules: 1-Collecting Stay Points,
2-Clustering Stay Points, 3-Determining Popular Places in
each cluster, 4- Getting the weather and time of the day in
each Stay Point, and 5- Getting frequency of the weather
and time of the day in each cluster. CAGRS take user’s
parameters, such as (current user’s location, user’s mood) and
determine the current weather and time of the day. CAGRS
uses Genetic Algorithm for predicting rates of each place
based on gamma function as the fitness function. Genetic
Algorithm (GA) considered as the optimization an algorithm
which gives an optimal solution to most problems. In the
field of Artificial Intelligence, GA is a search heuristic that
uses the process of natural selection (survival of the fittest)
[9]. Genetic algorithm puts rates in each place according to
different context conditions and for each user.
The contributions of this paper are:

1- Developing a context-aware recommender system based on
a Genetic algorithm with gamma function.

2- Rating places by using number of visits for many users
to each place and by examining context conditions in each one.

3- Recommending the best place that user should go
based on the user’s mood or the current weather and time of
the day in user’s location.

This paper is divided as follows: Section 2 contains
summarization of related work; Section 3 contains steps of
how the system runs; Section 4 discusses experimental results
and discussions. Finally, Section 5 concludes the paper and
presents future works.

II. RELATED WORK

Yong Zheng and Bamshad Mobasher [19] proposed context
match as a new contextual modeling technique and study
different ways to represent context similarity and include it
into the recommendation. They showed how context similarity
can be incorporated into the sparse linear method and matrix
factorization algorithms.
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Qiang Liu and ShuWu [6] proposed Contextual Operating Ten-
sor (COT) Model, which denoted the public semantic effects of
contexts as a contextual operating tensor and denotes a context
as a hidden vector. Then, to model the semantic operation of
a context grouping, they created contextual operating matrix
from the contextual operating tensor and hidden vectors of
contexts. Thus, hidden vectors of users and items can be used
by the contextual operating matrices.
Wolfgang Woerndl and Christian Schueller [12] recommended
mobile applications to users based on what other users have
used in the same context. The idea is to make a hybrid
recommender system to manage the extra complexity of
context. Users can choose among different content-based or
collaborative filtering factors, including a rule-based module,
using information on point-of-interests in the vicinity of the
user, and a factor for the mixing traditional collaborative
filtering.
Sabri Boutemedjet and Djemel Ziou [2] proposed a new
framework for the recommendation of context-aware visual
documents by modeling the needs of users, and context,
as well as the collection of visual document together in a
unified model. It also directed the user need for a variety of
recommendations.
Matthias Braunhofer, Mehdi Elahi, and Francesco Ricci [3]
presented a new context-aware mobile recommender system
for places of interest (POIs). Unlike current systems, which
study users’ preferences solely from their earlier ratings, it
also considers their personality - using the Five Factor Model.
Personality developed by asking users to complete a short
and entertaining questionnaire as part of the registration the
process, and then used in: (1) an active learning element
actively acquires ratings-in-context for POIs that users are
likely to have practiced, hence decreasing the stress and
annoyance to rate (or skip rating) items that the users don’t
know, and (2) in the recommendation model that builds based
on matrix factorization and, therefore, can deal with unrated
items.
Keith Cheverst and Nigel Davies[13] defined their skills of
developing and estimating GUIDE, an intelligent electronic
tourist guide. The GUIDE system has built to overwhelmed
many of the limits of the old information and navigation
tools available to city visitors. For example, group-based tours
are inherently inflexible with fixed starting times and static
durations and are constrained by the need to satisfy the
interests of the benefits rather than the specific interests of
individuals. Following a period of needs capture, involving
experts in the field of tourism, they developed and installed a
System for use by visitors to Lancaster. The system combines
mobile computing technologies with a wireless infrastructure
to present city visitors with information tailored to both their
personal and environmental contexts.
Barry Brown and Matthew Chalmers [4] described as a light
weight portable system designed for the exchange of enter-
tainment. This system allowed Visitors to the city to share
experiences with others, through disc Computers that share
pictures, audio, and location. Collaborative filtering algorithm
used historical data in previous visits that use images, the web
pages and recommended places for visitors, bringing the media
together online with the city’s streets.
Pedro G. Campos and Ignacio Fernandez-Tobias [5] conducted
an empirical comparison of several pre-filtering, post-filtering
and contextual modeling approaches on the movie recommen-

dation field. To acquire confident contextual information, they
made a user questionnaire where participants were asked to
rate movies, stating the time and social companion with which
they preferred to watch the rated movies.
Chein-Chung Hwang1, Yi-Ching Su [11] described a new
recommender system, which performed a genetic algorithm to
learn personal preferences of customers and provide tailored
suggestions.
Karthik Srinivasa Gopalan, Senthil Nathan developed the use
of context capture on the users devices as a method of
learning all the user activity patterns and using these patterns
to generate content recommendations. They proposed a new
[9]recommendation system based on an evolutionary algorithm
that evaluates new content based on multiple objectives.
Daniel Siewiorek, Asim Smailagic [1] developed SenSay
which is a context-aware mobile phone that adjusts to dy-
namically changing environmental and physiological shapes.
In addition to operating ringer volume, vibration, and phone
alerts, SenSay can provide faraway callers with the ability
to communicate the urgency of their calls, make call offers
to users when they are idle, and provide the caller with
reaction on the current status of the SenSay user. Some sensors
including accelerometers, light, and microphones are mounted
at numerous points on the body to provide data about the users
context.
Mark van Setten and Stanislav Pokraev [15] defined the
context-aware mobile tourist application COMPASS that ad-
justs its services to the users requirements based on both the
users interests and his current context. To provide context-
aware recommendations, a recommender system has been
joined by a context-aware application stage. They described
how this integration has accomplished and how users felt about
such an adaptive tourist application.
Anand Ranganathan and Roy H. Campbell [14] argued that
computing environments must offer middle ware support for
context-awareness. They also planned a middle ware that facil-
itates the progress of context-aware agents. The middle ware
allows agents to gain contextual information easily, reason
about it using different logics and then adjust themselves to
changing contexts. Another key issue in these environments is
letting autonomous, varied agents to have a common semantic
understanding of contextual information. This middle ware
attacks this problem by using ontologies to define different
kinds of contextual information.
Jakob E. Bardram [17] presented the strategy of a context-
aware pill container and a context-aware hospital bed, both of
which responds and adapts according to what is happening
in their context. The applications have been assessed in a
number of workshop with clinicians and patients. Based on
this experiential work of designing, developing, and evaluating
context-aware clinical applications, the paper plans some key
design principles for a context-awareness framework, support-
ing the development and deployment of context-aware clinical
computer applications.
Yong Jae Lee and Kristen Grauman [18] proposed to power
information about earlier learned categories to enable more
correct discovery. They introduced a new object graph de-
scriptor to encode the layout of object-level co-occurrence
designs about an unfamiliar area, and showed that by using
it to model the communication between image’s known and
unknown objects they can better notice new visual categories.
Rather than mine for all categories from scratch, their method
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Fig. 1: System Model

can frequently identify new objects while drawing on useful
signs from familiar ones.
Xiping Hu, Xiong Li [10] proposed a multidimensional
context-aware social network design which aims to offer a
mobile ecosystem to enable context awareness in the devel-
opment and utilization of mobile crowd sensing applications.
This mobile ecosystem is made to provide context awareness
skills for different roles in the system and facilitate interactions
between them. This system can ease the expansion of context-
aware mobile applications, and enable context-aware mobile
crowd sensing considering environmental, personal, and social
information. They offered a flow of context-aware results
designed on this system, and highlight the orchestrations and
advantages of different context-aware structures in the system
for different types of users in mobile crowd sensing.
Po-Han Wu and Gwo-Jen Hwang [20] provided a context-
aware mobile learning system established for nursing training
courses. During the learning events, each student is equipped
with a mobile device; moreover, sensing devices are used to
sense whether the student has conducted the operations on the
accurate location of the dummy patients body for evaluating
the physical status of the specified disease. The learning system
not only guides specific students to make each operation of
the physical valuation procedure on dummy patients, but also
provides direct feedback and extra materials to them if the
operations or the operating sequence is incorrect.

III. CONTEXT-AWARE GENETIC RECOMMENDER SYSTEM
(CAGRS)

In this section, CAGRS system will be discussed in details
and illustrate all system’s modules as shown in figure 1.
CAGRS algorithm consists of five main modules: 1-Collecting
Stay Points, 2-Clustering Stay Points, 3-Determining Popular
Places in each cluster, 4- Getting the weather and time of
the day in each Stay Point, and 5- Getting frequency of the
weather and time of the day in each cluster. These modules
will be explained in details as follows:

A. CAGRS Modules

1) Collecting Stay Points: From the work stated in
[16], the stay points have resulted from GPS trajectories
that are collected by Microsoft Research Asia’s Geolife
project 1. To calculate latitude and longitude of a stay point,
the average will use as GPS points that are around specific
locations, as illustrated for the following equations (1) and (2):

SPlat = (Σy
r=xpr.lat)/(|p|) (1)

SPlong = (Σy
r=xpr.long)/(|p|) (2)

Splat and Splong are average latitude and longitude of
GPS points in stay point in sub-trajectories.These stay
locations might be hotels, restaurants, historic places, homes,
schools, etc. The total number of resulted stay points is 14391
for all users.

2) Clustering Stay Points: After collecting stay points, now
these stay points need to be collected in different clusters.
Clustering is performed using DBSCAN algorithm. Density-
based Spatial Clustering of Applications with Noise (DB-
SCAN) is a density based clustering algorithm, using top-down
approach. It groups together points that are packed together
(points with many nearby neighbors). We choose DBSCAN
algorithm because it does not need to know the number of
clusters in the data as opposed to k-means. DBSCAN has a
concept of noise, and is to deal with outliers. DBSCAN needs
just two parameters and is mostly insensitive to the ordering
of the points in the database. By clustering stay points using
DBSCAN algorithm, points that are close to each other with
distance less than ε will be obtained in the same cluster and
others considered as noise points. All 14391 stay points were
collected in 172 clusters if =30 meters [9] as shown in figure
2.

Fig. 2: Stay Point Clusters

1http://research.microsoft.com/en-us/downloads/b16d359d-d164-469e-9fd4-
daa38f2b2e13/
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3) Determining the Popular Places in each cluster:
Now, the center of each cluster needed to be determined.
Equations (3) and (4) are used to calculate the latitude and
longitude for centers by calculating the mean value of all stay
points(latitude, longitude) in each cluster.

Ci.lat = (Σjspj .lat)/(|spi|) (3)

Ci.long = (Σjspj .long)/(|spi|) (4)

Now, every point in the center of each group must be
converted into meaningful titles by getting the names of
each place. The reverse geocoding process takes latitude and
longitude as input and returns the site of this point as output.
There are different APIs like Google Geocoding API, My
Geoposition API, GeoNames API, Nominatim open stream
map, etc. GeoNames API was used for mapping each point in
its address 2. Can not set all points in the name of the place.
Only 166 locations from 172 points marked with their places
names.

4) Getting the weather and time of the day for each stay
point in the cluster: In this step, the history of weather needs
to be determined and the time of the day in each stay point
(location). There are many APIs to determine this information
(i.e., Open Weather Map, World Weather Online, National
Climatic Data Center,etc.). All these APIs take the location
information as input (latitude, and longitude) and take the date
information (time, date) and get all weather information as
output. This paper used (Weather Underground API) 3.

5) The Optioning frequency for the weather and time of
the day in clusters: Finally, in this step calculates the most
frequent weather and time of the day in each cluster. Each
popular place belongs to each cluster will be marked by the
most frequent weather and time of the day in this cluster.

TABLE I: Weather and time of day in each location

Place Weather Time of the Day
Gulf of Masira, gulf,Oman Storm Night

Nubrongcarog, farm
village, Tibet Autonomous Region,China Mostly Cloud Morning

Songqinma, grazing
area, Tibet Autonomous Region,China Clear Night

Cuochae, grazing
area, Tibet Autonomous Region,China Partly,Cloud Morning

B. User Parameters

As shown in figure 1, CAGRS system takes user
parameters, such as (Weather, time of the day and user’s
mood). As an example, if the mood of the user is (Sad),
then the user may need to go to cinema to watch a comedy
movie. The system ask user to put his/her current mood,
then it recommends the best appropriate place for a user’s
mood. for example, if the weather is sunny the user may
need to go to a place with air condition, if the weather
is rainy, the user need closed place. As shown in Table I,
each popular place stored with weather and time of the day.

2http://ws5.geonames.org
3http://www.wunderground.com

Fig. 3: Recommended Place based on the current weather

TABLE II: Appropriate places for each user’s mood

Place Mood
Gulf of Masira, gulf,Oman Happy

Nubrongcarog, farm
village, Tibet Autonomous Region,China Angry

Naren, grazingarea, Tibet Autonomous Region,China Excited
Surbhi, hotel, Madhya Pradesh, India Tired

To get this information in to practice, the location of the
user needs to be determined and the current weather/time of
the day in a user’s location using Google map API. When
the current Weather/Time of the day in a user’s location
match the Weather/Time of the day for a popular place,
CAGRS will recommend this popular place to this user
and will show the direction between user’s location and the
recommended popular place, as shown in Figure 3. As shown
in Table II, each type of user’s mood stored with the most
appropriate place. Figure 4 shows how to take the mood of the
user and show the recommended place according to this mood.

Fig. 4: Recommended Place based on the current user’s mood
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C. Context-aware Recommender System

Finally, Recommender System will give rates for each
place according to each user and each context state. There
are many methods used to determine these rates (i.e., Genetic
Algorithm, Matrix Factorization). This paper used Genetic
Algorithm [9]. The resulted data stored in 3D Cube with the
following dimensions (user, place, context) as shown in Figure
5. Figure 6 shows the Place Rating Matrix that present rates for
each place based on users and context. The value of the place’s
rate is calculated using the frequency of each context state
(weather, time of the day, and user’s mood) in each cluster.
For unknown place rating values,The Genetic algorithm will
predict these values.

Fig. 5: Recommender System dimensions

Fig. 6: Place Rating Matrix

The Genetic algorithms (GAs) are stochastic search
methods that guide a population of solutions using the
principles of growth and natural genetics. Extensive research
has been achieved exploiting the robust properties of genetic
algorithms and representing their capabilities across a
broad spectrum of optimization problems, including feature
selection and weighting tasks. GAs are modeled loosely on the
principles of the evolution via natural selection, employing
a population of individuals that undergo selection in the

TABLE III: Experimental Results

ID User Place Context Rate
1 1 2 storm 13
2 2 2 cloudy 47
3 3 12 sunny 187
4 4 2 clear 116

presence of variation-inducing operators such as mutation and
crossover. A fitness function is used to evaluate individuals,
and generative success varies with fitness. Architecture of
Genetic Algorithm is as follows:
1-Initial population:
Two Random Place Rating matrices will generate from Rmin

to Rmax.This initial population’s format was chosen based on
Place Rating Matrix’s format illustrated in figure 6.
2-Fitness Function:
Fitness function used in genetic algorithm is a Gamma
Function as in equation (6).

Γ (x) =
∞∫
0

sx−1e−sds (6)

3-Crossover method:
Offspring is generated from two matrices parents by using
uniform crossover. Offspring is created from selected
individuals by selecting random place Pi, random user Uj

and random context Ck. Then, the block of first parent matrix
that before i, j, and k is exchanged with block of second
parent matrix that after i, j, and k.
4-Selection approach:
Selection of the best individuals is based on the minimum
value of fitness function. Algorithm will be stopped when
the value of fitness function reaches the minimum value for
specific matrix. The resulted matrix is called optimal Place
Rating Matrix with no null values.

IV. COMPARISONS AND EXPERIMENTAL RESULTS

In this paper, the Genetic Algorithm was performed that
based on Gamma Function on 166 places, 182 users, and 12
different context states. The results as shown in Table III, are
the final matrix that consists of (User, Place, Context, Rate).
The results consists of 19116 records. Experimental results are
run on Intel Core i5 Processor, 4.00 GB Ram and Windows 7
operating system. PHP programming language and MATLAB
were used for obtaining the results. We divided the dataset in
5 small datasets with 3823 records in each dataset. Table IV
and Figure 7 show the comparisons when performing 1 run ,3
runs,5 runs and 10 runs in each 5 small datasets. To compare
the results with data from users’ reviews, 1539 responses
were collected by making a simple questionnaire. Figure 8
shows the frequency of places in each weather state.
We measured the Mean Absolute Error (MAE) as in equation
7 between the resulted data from algorithm and the real data
that was taken by questionnaire.

MAE =
1

n
Σn

i=1|ei| (7)

Table IV shows the rating value of each weather state
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TABLE IV: MAE comparing results

Real Data Experimental Data
Place Clear Hazy Mostly Cloudy Partly Cloudy Sunny Storms Clear Hazy Mostly Clouds Partly Clouds Sunny Storms MAE
Home 103 121 113 112 112 117 488 100 198 362 456 434 233.6666667

open area 104 100 102 103 103 100 300 200 100 150 400 211 125.5
farm village 103 101 102 101 101 102 372 100 725 774 347 124 305.6666667
halting place 101 100 100 102 102 100 300 322 443 212 121 221 169
grazing area 101 104 101 101 101 103 433 132 121 221 257 211 127.3333333

hill 104 100 100 101 101 100 100 100 100 100 106 100 1.666666667
hotal 100 111 117 110 110 117 121 302 233 238 213 244 114.3333333

Island 103 101 100 101 101 100 323 123 156 129 321 130 96
lake 102 100 102 102 102 100 431 239 178 165 212 133 125

mountain 102 100 100 101 101 100 433 122 246 138 111 103 91.5
oil field 101 101 100 101 101 100 100 100 100 100 122 121 7.5

peak 105 100 100 101 101 100 102 100 102 100 102 100 1.166666667
stream 103 100 101 101 101 100 233 323 415 332 123 322 190.3333333
swamp 101 100 100 101 101 100 126 439 443 412 147 187 191.8333333

well 106 100 101 101 101 100 125 256 321 157 323 221 132.3333333

Fig. 7: 1 run, 3 runs,5 runs and 10 runs in 5 datasets

Fig. 8: Real data results

for each place from real data results and from experimental
data results and shows the MAE value between the two
results. Figure 9 shows the MAE results between on Google
questionnaire results and experimental from CAGRS algorithm
results.
We compared results generated from Genetic Algorithm
(GA) based on Gamma function with the resulted data from
Distributional-Semantics Pre-filtering (DSPF) based on Matrix
Factorization (MF) and K-Means clustering algorithm [7].
Figure 10 and Table V show the MAE between two sets.
We performed in CAGRS system a Gamma Function as
fitness function in Genetic Algorithm. In Table VI and Figure
11, The results that based on gamma function compared

Fig. 9: MAE results

Fig. 10: MAE results

with results from Root Mean Square error in [9] and were
compared with Prediction Accuracy in [14].

V. CONCLUSION AND FUTURE WORK

In this paper, the context aware mobile recommender
system learns user preferences from the past ratings as well
as their personality.This information is utilized to generate
high-quality recommendations for places of interest in light of
contextual goal situation. The implementation of the system
have described, regarding design, recommendation logic, user
interface, and features. for future work, it is nice to make
many improvements to the system. First, recommendations to
the user need to be made when the current situation seems

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 3, 2016 

447 | P a g e
www.ijacsa.thesai.org 



TABLE V: the MAE between GA with gamma function and
DSPF-MF-Kmeans

Place GA with gamma function DSPF-MF-Kmeans MAE
Home 2038 34 1002

open area 1361 231 565
farm village 2442 1433 504.5
halting place 1619 2332 356.5
grazing area 1375 2111 368

hill 606 21 292.5
hotel 1351 3233 941
Island 1182 1343 80.5
lake 1358 2901 771.5

mountain 1153 1554 200.5
oil field 643 102 270.5

peak 606 2143 768.5
stream 1748 2144 198
swamp 1754 2114 180

well 1403 1254 74.5

Fig. 11: Comparing results among gamma function, root mean
square error, and prediction accuracy

TABLE VI: Comparing results among gamma function, root
mean square error, and prediction accuracy

Datasets GA with
gamma function

GA with
Root Mean Square Error

GA with
Prediction Accuracy

1 1819.352676 3854.154606 9961.9474
2 726.6724821 5730.233999 9961.8807
3 1129.015292 3224.995895 9962.2678
4 3666.113198 5325.618697 9961.8812
5 1188.293084 3159.17148 9962.3953

appropriate, without relying on explicit user’s request. In
addition, taking advantage of human emotions in the process
of recommendation and know the current user activity that can
be drawn from wearable devices such as smart watches and
smart chips. Finally, developing roads to determine the user’s
personal conclusion by the personal characteristics of the users
of the features of Facebook or using a mobile phone.
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Abstract—Images have become main sources for the informa-
tion, learning, and entertainment, but due to the advancement
and progress in multimedia technologies, millions of images are
shared on Internet daily which can be easily duplicated and
redistributed. Distribution of these duplicated and transformed
images cause a lot of problems and challenges such as piracy,
redundancy, and content-based image indexing and retrieval. To
address these problems, copy detection system based on local
features are widely used. Initially, keypoints are detected and
represented by some robust descriptors. The descriptors are
computed over the affine patches around the keypoints, these
patches should be repeatable under photometric and geometric
transformations. However, there exist two main challenges with
patch based descriptors, (1) the affine patch over the keypoint
can produce similar descriptors under entirely different scene or
the context which causes “ambiguity”, and (2) the descriptors
are not enough “distinctive” under image noise. Due to these
limitations, the copy detection systems suffer in performance. We
present a framework that makes descriptor more distinguishable
and robust by influencing them with the texture and gradients
in vicinity. The experimental evaluation on keypoints matching
and image copy detection under severe transformations shows
the effectiveness of the proposed framework.

Keywords—Content-based image copy detection, SIFT, CSLBP,
robust descriptors, patch based descriptors

I. INTRODUCTION

With the availability of Internet and powerful open access
image editing tools, it has become so easy and convenient to
edit the images and distribute to others. Millions of images
are shared and uploaded daily on image sharing sites such as
Facebook, Flicker, and ImageShake. Image databases are in-
creasing exponentially in size which causes so many problems
for efficient image indexing and retrieval such as image piracy
and redundancy. Much of work has been reported to address
these problems. However, partial image copy detection and
near duplicate detection are still very challenging [1], [2].

Generally, Image retrieval applications can be categorized
into three types: near duplicate image detection, image copy
detection, and similar image detection. In near duplicate de-
tection, the task is to detect all image copies along with many
other challenges such as the same scene captured by different
viewpoint or captured on the different time. Image copy
detection and partial duplicate detection are interchangeably
used [1] and this is the subset of near duplicate image detection
— original image is altered with changes in color, scale, partial
occlusion, rotation, etc. Finally, similar image detection tends
to find those images which are similar based on their visual

contents, texture, or attributes. Similar image detection appli-
cations are widely used by many image search engines such
as Google image. In these applications global features such as
color histograms, variance, and image entropy are mostly used.
In this paper, we mainly focus on content-based image copy
detection which comprises of image copy detection and near
duplicate image detection, these applications are potentially
needed for piracy, copyright violation, and efficient image
searching.

There are two famous techniques to prevent copyright
violation; Watermarking and Content Based Copy Detection
(CBCD), respectively. Watermarking technique involves em-
bedding the information in the digital signal in such a way that
it is difficult to remove [3] and carried along with the signal
whenever distributed or shared. The information in watermark
can be visible or invisible, whereas invisible information is
widely used. There are many schemes proposed for digital
watermarking such as spectrum watermarks [4], quantization
watermarks [5], and blind detection watermarks [6]. Water-
marking is the process of the identification of codes that
store the information of the owner. The main challenges for
watermarks are the translation, scale change, rotation, and
cropping. For watermarking systems, signatures are extracted
before distribution which makes this technique not feasible
for on-line applications where digital signals are already
distributed. Whereas, CBCD is the complementary approach
to watermarking. In CBCD systems, robust signatures or fin-
gerprints from query images are extracted, and then compared
to the signatures or fingerprints of gallery images (database)
to determine whether the query image has the copy in given
gallery or not. One of the main advantages of CBCD system
over watermarking is that signature extraction is not required
before distribution, signature or fingerprint can be called the
feature vector of the digital content. The feature vector should
be distinguishable, robust and efficient [7]. The main challenge
for CBCD systems is that the copy of digital content can be
modified or transformed to deceive the copy detection systems.
The list of top 10 challenge transformations are shown in
Table I.

Local keypoint descriptors are widely used to represent
the images in CBCD. Firstly, keypoints are detected from
the images, these keypoints should have high repeatability
under various affine and geometrical transformations. Some
of the most successful algorithms for keypoint detection
include SIFT [8], SURF [9], and Harris and Hessian affine
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TABLE I
LIST OF CHALLENGES FOR COPY DETECTION

# Description
C1 Camcording
C2 Picture in picture
C3 Insertions of pattern
C4 JPEG compression
C5 Change of illumination
C6 Cropping
C7 Blurring
C8 Image flipping
C9 Text insertion
C10 Decrease in image quality – This includes combination

of all nine challenges along with image shifting, contrast,
and image morphing

keypoints [10]. Secondly, local patches around the keypoint are
estimated [10]. Thirdly, robust and discriminative descriptors
which are invariant to many transformations such as scale,
rotation, affine distortion, 3D viewpoint change, image noise,
and illumination change are computed [8]. Finally, image is
represented by the set of local keypoint descriptors which
are later used for image retrieval, object recognition, copy
detection, augmented reality and many others.

The two main limitation for this practice are: (1) key-
point descriptor is the representation of local image patch
which is centered to keypoint, this patch can produce the
similar descriptor under entirely different scene or context
(ambiguity), and (2) the similar patch can produce different
descriptors under image noise (indiscrimination). The example
of ambiguity and indiscrimination are shown Figure 1.

To overcome these limitation, geometric relationship be-
tween local features is widely used by researchers in the
application of visual object categorization and copy detection
[11]–[14]. It has been argued that the performance of local
features is significantly improved from bag of visual words to
bag of pair of visual words [12]. But there are some limitations
such as (1) the combination of possible visual word pairs
grow quadratically w.r.t the vocabulary size. To overcome this
problem, different features are used on these pair of visual
words [15]. (2) Different features can be treated as its second
limitation as they require additional information like class
labels and does not necessarily lead to better performance [15].
These two limitations are discussed in Morioka et al [14],
where they propose a reverse technique. Instead paring the
visual words, they pair the raw descriptors before learning the
visual words. It has been experimentally shown that paring
before visual words learning is more effective then visual word
paring themselves [13], [14].

In this paper, we extend our previous work [16]. We
propose a framework to improve the performance of patch
based descriptors for CBCD. In our framework, the descriptors
are enriched by geometrically spatial relationship around the
keypoint region which makes descriptor more discriminative.
The rest of the paper is organized as follows. In Section II,
we briefly discuss some related work for content-based image
copy detection. In Section III, two famous descriptors are
explained, and different approaches to make them robust are

(a) (b)

(c) (d)
Fig. 1. SIFT descriptor matching, (a) and (c) SIFT descriptor, (b) and
(d) neighbor base SIFT descriptor with two neighbors. Where (a) shows the
indiscriminateness of SIFT descriptors and (c) shows the ambiguity.

discussed. In Section IV, detail experimental evaluation is
given, and paper is concluded in Section V.

II. RELATED WORK

This section is divided into two parts. In first part, we briefly
discuss about image copy detection, and in second part, we
briefly explain two famous patch based descriptors.

A. Content-based image copy detection

Content-based copy detection has been boosted for last six
year due to local features. Local features have been proven to
be more resistant and robust for severe image transformations
compared to global features. The descriptor SIFT [8] is
also one of the major reasons for local features popularity.
Many CBCD and image retrieval systems have been proposed
based on SIFT and other local features such as GLOH [17],
CSLBP [18], SURF [9], and BIG-OH [19].

Chang et al. [20] proposed RIME (Replicated IMage dE-
tector) to detect pirated copies of images on Internet using
wavelets and color space. The system has good accuracy for
basic types of transformations. Kim [21] use Discrete Cosine
Transform (DCT) for CBCD, as DCT is more robust to many
distortions and changes in images. They converted the images
into YUV format and only Y component is used in proposed
method, as they argue that colors do not play important
role in copy detection but colors are vital part in image
retrieval (images similar based on color, texture, or objects).
They successfully detected the copies of the test images with
and without modifications, however they fail to detect the
copies with 90◦ or 270◦ rotation [22]. Basit et al. [23], [24]
proposed a method joint localization to track the target with
unmanned vehicles. The method fuses the robot kinematics
and target dynamics in single space model to produce better
results. The global features are efficient for simple types of
transformations, however, in case of severe transformations
the performance of global features is very poor, for example,
in case of cropping, occlusion, and aspect ratio change.

Xu et al. [25] proposed CBCD system based on SIFT
and spatial features. They detect homogeneous and larger
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circular patches using SIFT detector, and then multi-resolution
histograms are computed as feature vectors. However, the
performance of this system is poor in occlusion types of
transformations. Zhou et al. [2] proposed a framework for
partial image copy detection for large scale applications by
using bag-of-visual-words model. They quantized the SIFT
in descriptor space and orientation space. They encode the
spatial layout of keypoints by XMAP and YMAP strategy,
which helps to remove the outliers. However, their framework
is not effective for object retrieval type of applications.

B. Patch based descriptors

Most of the successful feature point descriptors described
in the literature can be classified into two types: those based
on gradient histograms [8], [9], [17], [26] and those based
on local pixel intensity differences without explicit gradient
calculations [18], [27]–[29] We will call the latter group
“intensity-based” descriptors. Two famous descriptors are used
in the proposed framework for experiments: Scale-invariant
feature transform (SIFT) [8], and Center-Symmetric Local
Binary Pattern (CSLBP) [18].

1) Center-Symmetric Local Binary Pattern: CSLBP is an
extension of Local Binary Patterns (LBP). In LBP, each pixel
value p is compared with its N neighbors with radial distance
R. If the pixel value of p is less then its neighbors then output
is set to one else output is set to zero. For every p there will be
N comparisons and the output for each pixel p will be of N
bits and that can be presented by decimal number. In practice,
the values of N and R are 8 and 1, respectively. For a given
image or patch, the histogram of LBP is computed where
the length of histogram is 2N . Whereas, CSLBP is quantized
representation of LBP . In CSLBP , instead of comparing
each neighbor with p, only center-symmetric neighbors are
compared:

CSLBPN,R,T (p) =
∑N

2
i=1 s(|ni| − |ni+N

2
|)2i−1,

s(j) =

{
1 j > T
0 otherwise

(1)

The length of histogram in CSLBP is 2
N
2 which is quite

shorter than the histogram of LBP . The suggested values for
N,R and T are 8, 1, 0.01, respectively.

To compute the CSLBP descriptor, the given patch P is
divided into spatial grid of Gx × Gy and the histogram of
CSLBP is computed for each cell. Finally, all histograms are
concatenated to one vector. The length of CSLBP descriptor
is Gx × Gy × 2

N
2 . That is quite often the double of SIFT

descriptor. For our experiments the values for CSLBPN,R,T

are CSLBP8,1,0.01, and the highest efficiency is obtained by
keeping Gx = 4 and Gy = 4 that makes CSLBP the length
of 256.

2) Scale-Invariant Feature Transform: The SIFT descriptor
is the representation of gradient orientation histograms. To
compute the SIFT descriptor,the given patch P is divided
into grid of Gx × Gy . In each cell the gradient magnitude,

(a) (b)
Fig. 2. Neighbor based descriptor computation. (a) shows the keypoints with
their elliptical patches, and (b) shows the neighbors of one randomly selected
keypoint.

g(x, y), and orientation, θ(x, y), are computed for each pixel.
The gradient orientation are quantized into 8 directions and
histogram of quantized orientation is computed. Each sample
added to histogram is weighted by its gradient magnitude and
Gaussian weight. For Gaussian weight, circular window with a
σ that is 1.5 times that of the scale of keypoint is taken [8]. The
Gaussian weight is used to give more preference to those pixels
that are near to center. Finally, gradient orientation histograms
of all cells are concatenated to one vector, SIFT. The maximum
efficiency of SIFT is also obtained by keeping the Gx = 4
and Gy = 4. Therefore, the SIFT descriptor is of 128 length
(8× 4× 4).

III. METHODOLOGY FOR DESCRIPTORS COMPUTATION

In this section, we explain our methodology for descriptors
computation which improves the performance for CBCD.

A. Feature Extraction and Matching

Local keypoints are extracted and represented as q =
(x, y, θ, σ,Pq,d

c
q), where x and y are the coordinates, θ is

dominant orientation, σ is scale, P is 2D affine region of size
41×41 centered q, and d is a descriptor vector around keypoint
and c ∈ {CSLBP,SIFT, . . .}.

Two images are said to be similar, or match, if they have
many similar descriptors. Two descriptors d1 and d2 are said
to be similar if they are close to each other based on some
distance measure. In our framework, we have used Euclidean
distance as distance measure. The Euclidean distance is de-
fined as

E(d1,d2) =

√√√√ m∑
i=1

(d1(i)− d2(i))2, (2)

More specifically, given two images Q and R with local
keypoints sets E and F , respectively, we perform nearest
neighbor (NN) matching subject to a reliability constraint. We
consider the keypoint pair (ei, fj), where ei ∈ E, fj ∈ F , to
be similar if their descriptors di and dj satisfy the following
two conditions for distance measure E(·, ·):
• Nearest neighbors

E(di,dj) = min
dk∈F

E(di,dk) (3)
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• Reliable match

Tm · E(di,dj) < min
dl∈F,l 6=j

E(di,dl) (4)

where Tm > 1 is a threshold ensuring a stable match
under noise conditions.

This method is widely used in computer vision applica-
tions [8], [17], [18]. The descriptors with this configuration
will be represented by sign D. To make matching fast, we use
lookup table in which precomputed distances are stored. In
our implementation of descriptors, we used unsigned 8-bits for
each element of descriptor vector. Let N = {0, 1, 2, . . . , 255}
be the unsigned 8-bit arrays, then T is a function defined as
follow:

T : N ×N → D (5)

where D contains the squared difference between two un-
signed 8-bits values. Making use of T as lookup table,
Euclidean distance can be redefined as follow:

E(d1,d2) =

√√√√ m∑
i=1

T (d1(i),d2(i)) (6)

Using T we can save two mathematical operations, sub-
traction and squaring (multiplication). We linearly increase the
database size of descriptors and find the first nearest neighbor
for single descriptor.

B. Geometrical influenced descriptors computation

For given image, local keypoints are detected. For detected
keypoints, affine patches are estimated and normalized and
finally respective descriptors are computed, as suggested by
Mikolajczyk and Schmid [17]. For keypoints, Harris-affine
detector is used which calculates the elliptical like patches for
corner like structures [10], [30], [31]. On average, Harris-affine
detector returns 1400 points by keeping default parameters on
OVG dataset.

For keypoint patch normalization and then descriptor com-
putation, we have used the same steps suggested by Mikola-
jczyk and Schmid [17].

The performance of descriptors can’t be increased by in-
creasing their dimensions with different configuration values
of spatial grid (Gx and Gy) nor by increasing the region size
around the keypoint (shown in Figure 5). We use different
configuration to enrich the descriptor vectors by the gradients
or texture in the vicinity. We aim to improve the performance
of descriptors before quantization like computation of visual
words or codebooks.

1) Configuration I: Pairing K spatially close feature de-
scriptors: In this approach, we use K nearest neighbor
approach. Each keypoint q is paired with other keypoint
descriptor r which is nearest neighbor of q in descriptor space.
We name this approach nearest neighbor descriptor (NND)
paring from now onwards. This approach is sensitive to image
noise which are discussed in detail in experimental section.

2) Configuration II: Increasing the patch size: To add the
spatial information around the keypoint patch, we increase the
patch size. The patch size of each keypoint is selected based
on their scale to make keypoint scale invariant. Since, the
patch Pq for given keypoint q is invariant to scale and affine
distortions, therefore, in general scenario the performance of
descriptors can be decreased. However, in case of CBCD, the
performance is neither increased nor decreased. Experiments
show that the performance in case of JPEG compression is
increased.

3) Configuration III: Pairing neighbor region descriptors:
In this configuration, we enrich the keypoint descriptors by
the geometrical texture and gradient in vicinity. Instead of
increasing the scale or adding an other keypoint descriptor
to given keypoint descriptor dq , we take some local image
patches near Pq and add the gradient or intensity information
to dq . This is achieved by taking an other point(s) (x′, y′) at
the pixel distance Rn from keypoint q, the patch over (x′, y′)
is computed by keeping the same parameters of keypoint q
except (x, y), finally newly computed descriptors are concate-
nated to dq . The example of neighbor local image patches
near keypoints is shown in Figure 2. During experiments,
we take upto N neighbor points, where N = 4 and name
it neighbor based descriptors (NBD). It is not necessarily
needed to compute the full length descriptors from neighbor
points. We take less number of spatial grid around the patch
to compute the descriptors.

The value of Rn is carefully selected. Since, we are using
elliptical regions, so we take vertex or co-vertex points for the
distance of Rn so that neighbor patches have region overlap
with P as shown in Figure 2.

IV. EXPERIMENTS AND RESULTS

To validate the performance of our proposed framework we
experiment on two applications. In first one, keypoint match-
ing accuracy provided by homography are computed under
different types of image transformations. The transformations
mainly include C4, C5 and C7, the list of transformations
can be seen in Table I. In second application, the performance
is shown for image retrieval application. For image retrieval,
query image is matched with all the images and ranked
list based on distances is obtained. The images during this
experiments have severe transformations which are the mixture
of all listed transformations listed in Table I.

A. Benchmark Datasets

Two different benchmark datasets are used to validate the
features. Dataset provided by oxford vision group (OVG)1

is used for first application experiment. This is standard
dataset and used in many papers [17], [18], [32], [33], which
comprises of challenging geometric and photometric transfor-
mations. Three types of transformations are used in this experi-
ment: illumination change, image blur (also scale change), and
JPEG compression. For any given distortion (transformation)

1http://www.robots.ox.ac.uk/~vgg/research/affine/
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Fig. 3. Dataset used in image-to-image matching for partial image copy detection.

G, base image I0 of some particular scene is provided with five
more gradual distorted images, S = {I0, I1, . . . , I5}. Since,
distortion get severe gradually therefore Iz has less severe
transformation compared to Iz+1 where z ∈ {1, 2, . . . , 4},
all images in dataset are related by homography. Detail on
acquisition of images and transformations in the dataset can
be found in the original work [10], [17].

In second experiment, image retrieval datasets known as
PICDD [1], [2] and Oxford [34] are used. In PICDD dataset,
the images are collected and manually annotated of different
scenes and objects. We randomly select 10 objects/scenes
with their 10 transformed copies, the transformations are the
union of all transformations listed in Table I. The example of
random sample from PICDD dataset is shown in Figure 3. The
second dataset, Oxford dataset [34], contains 11 landmarks
with 55 query images among total of 5K images obtained
from Flicker 2.

B. Evaluation matrices

The precision, recall and F-score are used as evaluation
matrices

recall =
# correct matches

Total correspondences

precision =
#correct matches

Total matches

F -score = 2× precision× recall
precision+ recall

(7)

For point-to-point correspondences, the number of correct
matches and total correspondences are determined by the
overlap error [10], [17]. The overlap error is the estimation
of region overlap in case of transformations, and can easily be
estimated with the help of homography, more details can be

2http://www.flickr.com/
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Fig. 4. Performance of NND for Experiment I

found in original work [10], [17]. The values of precision and
recall are obtained by the changing the T which is explained
in Section III-A. In case of F-score, precision is computed on
gradually increasing recall and only the maximum values of
F-score are reported. For Experiment II, precision is computed
on ranked list. For each image there are 10 copies in database.

C. Experiment I: Point to point correspondences

In this experiment, local keypoints are detected from im-
ages {I0, I1, . . . , I5}. All descriptors SIFT, CSLBP, NBD-
SIFT, NBD-CSLBP, NND-SIFT, NND-CSLBP, DSIFT, and
DCSLBP are computed from all keypoints in all images. In
each transformation, image I0 is matched with rest of the 5
gradual deformed copies. Due to the page and space limitation,
we only report the correct and false matches between one pair
imagesI0 and I3). As explained in previous section that images
are related by homography and number correct matches are
obtained by overlap error, and due to homography total number
of correspondences are already know. For matching we used
the methodology explained in Section III-A. We visualize the
correct and false matches by recall vs 1-precision, and F-score.

D. Experiment II: Image retrieval

For Experiment II and dataset PICDD, there are 100 images
including 10 query images. For image IQ, similarity based
matching with all the images in databases are computed. Based
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TABLE II
LIST OF SPATIAL GRID CONFIGURATION USED FOR DESCRIPTOR

COMPUTATION. FOR CONF 1 TO CONF 4, NEIGHBORS ARE
PROGRESSIVELY INCREASED FROM 1 TO 4.

Type Description
Conf 1 Spatial grid around keypoint and neigh-

bor is 1 x 2.
Conf 2 Spatial grid around keypoint and neigh-

bor is 2 x 2.
Conf 3 Spatial grid around keypoint is 3 x 3

and grid around neighbors is 2 x 2.
Conf 4 Spatial grid around keypoint and neigh-

bor is 3 x 3.
SIFT / CSLBP Spatial grid size {(2 × 2), (3 ×

3), . . . , (6× 6)}
DCSLBP Double support region around keypoint

for CSLBP
DSIFT Double support region around keypoint

for SIFT

on similarity score rank list is maintained. The similarity score
between IQ and image Id is computed as follow

M(IQ, Id) =
|IQ ∪ Id|
|IQ|

× 100 (8)

where |IQ ∪ Id| represents the similar features between IQ
and Id, and |IQ| is total number of features in image IQ.
The retrieval accuracy is shown in Figure 6. It can be seen
that NBD SIFT retrieve, on average, top three images as true
positives whereas all other descriptors retrieve only top one as
true positive.

We also evaluate the performance of NBD descriptors on
larger dataset (Oxford dataset). We follow same steps used
in BIGOH [19]. We evaluate the retrieval performance of
proposed descriptors by mean average precision (mAP). This
is obtained by computing the matching scores of query images
with all the images in the database exhaustively. Rank list is
obtained for every query image and calculate the precision
of retrieval at that cutoff (the number of copies divided by
the number of gallery images with match score above the
threshold), and finally mean of average precision is calculated.
The mAP is shown in Table III.

E. Results and Discussions

The NND does not add any improvement in descriptors
performance as they are very sensitive to image noise. It
has been observed that keypoint changes their position in
features space over small distortion. The chances to get 1-
NN after some image noise is very small. The performance
of NND is shown in Figure 4, NND-SIFT and NND-CSLBP
are obtained by paring the keypoint descriptors with their
first nearest neighbor descriptor. For Configuration II and
III, we use different configuration values of spatial grid over
patch before descriptors computation. The list of spatial grid
configurations is shown in Table II. The different configuration
of spatial grid show that descriptors performance can not be
improved while increasing the spatial grid size. Whereas, it
can be seen that equivalent performance is achieved with
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Fig. 6. Performance of SIFT and Neighbor SIFT for image retrieval.

reduced dimensions in the case of NBD descriptors. The
descriptors performance for Configuration II and III is shown
in Figure 5. For Configuration II, we can see that descriptor
performance is not improved. There is only slight different in
F-score except JPEG compression, D-CSLBP is better then
CSLBP. For Configuration III (neighbor based descriptors),
the performance of SIFT and CSLBP is increased. We also
get equal performance despite of lower dimensions.

Descriptors computed on many neighbors give better perfor-
mance, but if the position of keypoint is drastically changed
then these descriptors give poor performance. Based on ex-
periments, we recommend to use up to three neighbors. It
can be seen that only increasing the scale does not bring any
improvement. Instead it improves when descriptor computed
from it original patch is concatenated with its neighbors, as
affine region around the keypoint have vital contribution for
descriptor robustness.

The framework also shows good performance for image
retrieval experiment where severely transformed copies of
query images are retrieved based on their descriptors matching.
Neighbor based descriptors increase the discrimination power
and also decrease the ambiguity. The discriminative power
of SIFT after enriching it by its neighbor can be seen in
Figure 6, where the values of Gx and Gy are (3 × 3), and
for neighbor patches it is 2 × 2 (only two neighbors are
used). The NBD descriptors contains more local information
around the keypoint patch therefore when matching score of
SIFT and NBD SIFT is computed on true negative images
are very different. Ideally, the average matching score with
true negative images should be zero but it is not obtained
in practical. The average matching score of NBD SIFT is 0.5
whereas for SIFT it is 3.7 on true negative images. This clearly
shows that NBD based descriptors have less ambiguity. An
example of image-to-image matching based on local keypoints
is shown in Figure 1 where it is can be seen that NBD SIFT
does not have any matching between different images and have
correct matching in case of similar images with symmetric
structure.

V. CONCLUSION

This paper introduces the neighbor based descriptors. De-
scriptors are influenced by the texture and gradient in vicinity.
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TABLE III
RETRIEVAL ACCURACY (MAP) OF ALL DESCRIPTORS ON LARGER DATASET.

Datasets SIFT CSLBP GLOH NBD SIFT NBD CSLBP D-SIFT PCA-SIFT
PICDD 0.644 0.510 0.690 0.730 0.590 0.601 0.663
Oxford 0.711 0.602 0.711 0.767 0.610 0.612 0.690
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Fig. 5. Results of Keypoint matching for neighbor based descriptors. Top row shows the performance of CSLBP, and bottom row shows of SIFT. Configuration
of descriptors computation are shown in Table II. During descriptor computation one to for neighbors are used.

Results on two famous descriptors, SIFT and CSLBP, are
shown in Figure 5 and Figure 6. We obtained better perfor-
mance despite of lower length after influencing the descriptor
by their neighbors on particular transformations. Currently, we
are trying to explore the retrieval efficiency for very large
datasets in real time. Computation of neighbor descriptors
increases the computation time. We can also compute hybrid
descriptors, adding the power of different descriptors into one.
For example, keypoint descriptor can be computed by SIFT
and neighbors can be computed by CSLBP or visa-versa.
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