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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—The analytic network process (ANP) is considered
one of the most powerful tools to facilitate decision-making
in complex environments. The ANP allows decision makers to
structure their problems mathematically using a series of simple
binary comparisons. Research suggests that ANP can be useful in
software development, where complicated decisions are routinely
made. Industrial adoption of ANP, however, is virtually non-
existent because of its perceived complexity. We believe that
ANP can be very beneficial in industry as it resolves conflicts
in a mutually acceptable manner. We propose a protocol for its
adoption by means of a case study that aims to explain a ranking
method to assist an XP team in selecting the best prioritization
method for ranking the user stories. The protocol was tested in
a professional course environment.

Keywords—analytic network process; extreme programming;
planning game; prioritization techniques; user stories

I. INTRODUCTION

Extreme Programming (XP) is a popular agile method
based on taking 12 practices to their extreme in order to
produce a high quality software. One of these practices is
the planning game, in which XP team members meet together
to identify the system requirements. These requirements are
written as user stories. According to Cohn user stories are
“short descriptions of functionality told from the perspective
of a user that are valuable to either a user of the software or the
customer of the software” [1]. These user stories are significant
because they make it easy to structure a general framework
for the system. They do this by testing the designed software
against identified user stories. A development team reviews the
written stories in order to ensure domain specific information
is adequate for the implementation. Using story points, the
development team evaluates user stories to specify the cost
and complexity of the implementation. Developers then break
down the user stories into small tasks. Both developers and
customers work together to prioritize user stories according to
their business value.

Developers and customers usually agree on a well-known
prioritization method in order to reconcile conflicting perspec-
tives among them [2]. This selection, however, is not often
based on a formal approach. Well-known methods include nu-
meral assignment technique, weighted criteria analysis, binary
search tree, requirements triage, dot voting, pair-wise analysis,
top-ten requirements, and the kano model.

In this paper, the ANP is used to formalize the process of

ranking the prioritization techniques that can be used to prior-
itize the system requirements. In this study, five prioritization
techniques are selected as alternatives, which are Kano Model,
Relative Weighting, Top-Ten Requirements, 100-Dollar Test,
and MoSCoW.

II. RELATED WORK

Requirements may be prioritized based on various features.
These features receive no consensus on their importance in the
process. Developers seek to increase the delivered value to the
user by making the most suitable decision.

Based on a survey written by Wohlin and Aurum [3], Hoff
et al. [4] introduced other features that influence the decision.
According to Wohlin and Aurum [3] factors like delivery dates,
stakeholder priority of requirement, and development cost-
benefit were found to be the most significant features. Hoff
et al. [4] presented features such as impact of maintenance,
complexity, increased performance, and cost-benefit to the
organization. Probability of success, testability, impact to the
organization, and prior errors addressed are other factors added
by Hof et al. [4]. The authors investigated which features were
the most significant by conducting a comprehensive survey.
At the end of their study, the authors addressed the most
significant features during prioritizing system requirements for
implementation. These factors were complexity, cost-benefit to
the organization, delivery data/schedule, requirement depen-
dences, and fixes errors.

Bhoem et al. [5] considered the cost of requirement imple-
mentation to be the most important feature when prioritizing
system requirements. These costs involve aspects such as
quality, documentation, stable requirements, availability of
reusable software, complexity, and time-frame.

Different factors affecting prioritizing requirements have
been introduced by Firesmith [6]. These factors include risk,
time to market, personal preferences, requirements stability,
legal mandate, dependencies, difficulty, business value, type
of requirement, and frequency of use.

Bakalova et al. [7] proposed various factors are acknowl-
edged when determining the requirements prioritization. These
factors include the effort required to measure estimation re-
garding size, input from developers, the context of the project,
associated dependencies, the external changes, and criteria
regarding prioritization. The authors concentrated on business
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value, negative value, and risk estimated by the user for the
prioritization criteria.

Patel and Ramachandran [8] ranked user stories based on
market value, business risk, business functionality, customer
priority, core value, and implementation cost. While Wieger
[9] prioritized the requirements importance according to risk
associated with the implementation, the system benefits, tech-
nical cost, and penalties.

Carlshamre et al. [10] discussed requirement interdepen-
dencies by conducting a deep study. The authors presented
the requirement interdependencies within various sets of re-
quirements. The findings showed that 20% of the requirements
are responsible for more than 70% of the interdependencies.
The authors also addressed that requirement interdependencies
should be considered the most important factor when priori-
tizing requirements.

III. METHODOLOGY

The main objective in this research is to investigate how
the analytic network process might be used to rank XP
prioritization methods. The case study methodology, which is
explained in [11], is the chosen research methodology.

The following research questions provide more focus for
the research case study:

1) How can the ANP assist in ranking the prioritization
techniques in order to prioritize user stories?

2) How does the ANP influence the development team’s
communication and productivity?

Moreover, the study propositions are as follows:

Proposition 1: The ANP catches significant criteria and
alternatives that have effect in ranking XP prioritization meth-
ods. Also, the results of using the ANP display the order of
alternatives and criteria based on their importance.

Proposition 2: The ANP includes creative debate and
enhances team communication.

Proposition 3: The ANP clears up conflict perspectives
between the development team within the ranking process.

After determining the study propositions, the criteria for
interpretation for the findings should be determined as well
[4]. When the final findings are analysed, these findings are
compared to the initial propositions to decide if they match
each other or not. Therefore, the criteria for interpretation are:

P1:

• Researches exhibit that for ranking requirements pri-
oritization methods, ANP introduces the criteria and
alternative clusters and their level of relation.

• The ANP’s findings are displayed precisely with an
order for both alternatives and criteria.

P2:

• Evidence shows that applying the ANP in planning
game practice is simple and understandable.

P3:

• Evidence shows that ANP helps in create a debatable
environment between the development team, which
aids to share more knowledge.

P4:

• Evidence indicates that ANP aids to hear everyone’s
voice in the team and clears up conflict perspectives
between the development team in the ranking process.

From the above questions, we derived the units of analysis
for our study. The main objective is ranking various XP
prioritization methods that can be applied to prioritize user
stories. Appropriately, evaluating and ranking are two units of
analysis. Another is the participants’ perspective of the ANP
benefits in each practice. Therefore, the design of this case
study includes multiple cases, embedded with multiple units
of analysis. The logic linking of the collected data to the study
propositions is shown at the end of this paper.

IV. DATA COLLECTION AND SOURCES

At the beginning of each use for the ANP in extreme
programming, we identified the criteria influencing the ranking
process and assisting to investigate the ANP ability and advan-
tages. Data was collected from searching previous studies and
literature review. As well, data triangulation is adopted in order
to increase the validity of the study.

The major data source of this research is an extreme
programming project, conducted during the winter semester
of 2016 at the University of Regina. The data sources in this
research are:

• Questionnaires given to the students during the devel-
opment of the XP project.

• Archival records, such as study plans, from the stu-
dents.

• Comments from the customer.

• Open-ended interviews with the students.

V. CASE STUDY

The case study was conducted during a 12-week Winter
2016 semester at the University of Regina. Several studies, like
[12], [13] and [14], addressed that the suitable XP team size
is between three and seven members. Moreover, Ambler [15]
emphasized that the success of agile project is 83 % with team
size less than eleven members, and the percentage goes lower
with increasing the team size for more than eleven people [15].
The major cause of this reducing in the success percentage
is regarding to communication lack or misunderstanding with
the large team size. Therefore, we had 12 graduate students
from the University of Regina, and one additional participant,
a client, who were included in this case study. These students
had intermediate knowledge of extreme programming process
and practices, and different programming levels. The majority
of these students was part of a professional program, meaning
that their graduate degree was part of their professional devel-
opment and that they had previous employment experience in
the software industry. Some of these students were continuing
to work part-time. The participants’ backgrounds included
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various programming languages such as C++, Java, and PHP.
The participants were organized into two teams, the first team
used the ANP method in order to make their decisions in the
mentioned areas, and the second team followed the traditional
XP method. Both teams were asked to develop a project called
“Professors’ Availability Managing System” complete with a
set of requirements. The project was developed in 5 iterations,
allowing two weeks for each. At the end of the project, the two
teams implemented all system requirements. The participants
were asked to evaluate all user stories in each prioritization
technique before using the ANP in order to rank them. Assis-
tance materials that focused on planning game practices were
given to the participants in order to ensure their understanding.
These materials involved prioritizing user stories, writing user
stories, and making programming commitments. The ANP
team was given white papers, several presentations, and other
important materials about the ANP in order to allow them to
apply it in their development. Team 1 practiced on several
pairwise comparisons and increased their understandings of
the ANP structure. At the end, the researcher handed out a
survey to the participants in order to collect more data about
the participants’ perspectives.

VI. THE ANP

According to Saaty [16] “the Analytic Network Process
(ANP) is a multi-criteria theory of measurement used to derive
relative priority scales of absolute numbers from individual
judgments (or from actual measurements normalized to a rela-
tive form) that also belong to a fundamental scale of absolute
numbers”[16]. The ANP provides a structure to present a
solution for a certain problem, which leads to a decision for
that problem. In the ANP method, dependencies among various
criteria are considered making it different from the Analytic
Hierarchy Process (AHP) [16]. Saaty states [16] “in fact the
ANP uses a network without the need to specify levels. As
in the AHP, dominance or the relative importance of influence
is a central concept. In the ANP, one forms a judgment from
the fundamental scale of the AHP by answering two kinds of
questions with regard to strength of dominance:

1) Given a criterion, which of two elements is more
dominant with respect to that criterion,

2) Which of two elements influences a third element
more, with respect to a criterion”[16]?

In pairwise comparisons, entered values reflect the relative
effect among elements with respect to a control criterion.
These entered values are based on the importance of each
criterion. As such, “the ANP is a useful tool for prediction and
for representing a variety of competitors with their explicitly
known and implicitly assumed interactions and the relative
strengths with which they wield their influence in making a
decision. It is also useful in conflict resolution where there
can be many opposing influences”[16]. The network structure
consists of different clusters, and these clusters contain various
nodes or elements. These clusters are connected to each other
based on the relative influences among the nodes. The links can
either have external relative influence, which means elements
in cluster X affect element in cluster Y, or internal relative
influence, which means elements in the same cluster (e.g., X)
affect each other. In this case, the external relative influence
is named outer-dependence, and the internal relative influence

Fig. 1. The analytic network process structure [17]

TABLE I. ANP FUNDAMENTAL SCALE DEVELOPED BY SAATY [18]

Scale Numerical rating Reciprocal
Equal importance 1 1

Moderate importance of one over other 3
1
3

Very strong or demonstrated importance 7
1
7

Extreme importance 9
1
9

Intermediate values 2,4,6,8
1
2 ,
1
4 ,
1
6 ,
1
8

TABLE II. RANDOM INDEX [17]

Order 1 2 3 4 5 6 7 8 9 10
R.I 0 0 0.52 0.89 1.11 1.25 1.35 1.4 1.45 1.49

is named inner-dependence [16]. The network structure allows
feedback models through the idea of cycle connection, and
the ANP provides different types of nodes such as source,
intermediate, and sink. Again, according to Saaty [17] “a
source node is an origin of paths of influence (importance) and
never a destination of such paths. A sink node is a destination
of paths of influence and never an origin of such paths. A full
network can include source nodes; intermediate nodes that fall
on paths from source nodes, lie on cycles, or fall on paths
to sink nodes; and finally sink nodes”[17]. Figure 1 gives a
general idea of the ANP structure [17]. Another aspect of
the ANP structure is the prioritizing of different alternatives
in order to make an appropriate decision. This starts by
making pairwise comparisons, based on a fundamental scale,
as shown in table I. Following this, “the vector of priorities
is the principal eigenvector of the matrix. This vector gives
the relative priority of the criteria measured on a ratio scale.
That is, these priorities are unique within multiplication by a
positive constant. If one ensures that they sum to one they are
then unique and belong to a scale of absolute numbers”[17].
“The consistency index of a matrix is given by C.I. (max n)/(n-
1), where n is the number of alternatives. The consistency
ratio (C.R.) is obtained by forming the ratio of C.I. The
appropriate set of numbers is shown in table II, each of which
is an average random consistency index computed for n 10 for
very large samples. They create randomly generated reciprocal
matrices using the scale 1

9
, 1
8

, 1
2

, 1, 2, 8, 9 and calculate the
average of their eigenvalues. This average is used to form
the Random Consistency Index R .I” [17]. The consistency
ratio (C.R) should be lower than 0.10, otherwise, the entered
judgements need to be enhanced. After obtaining all priorities
from the pairwise comparisons, these priorities are placed
in a supermatrix. According to Saaty [17] “the supermatrix
represents the influence priority of an element on the left of
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Fig. 2. The Super-matrix of a network [17]

the matrix on an element at the top of the matrix with respect
to a particular control criterion. A supermatrix along with an
example of one of its general entry matrices is shown in figure
2. The component C1 in the supermatrix includes all priority
vectors derived for nodes that are parent nodes in the C1
cluster”[17].

VII. PRIORITIZATION METHODS

There are several prioritization techniques that can be used
to prioritize user stories. In this paper, the commonly used
methods are selected as alternatives, which can be summarized
as follows:

1) Top-Ten Requirements:
This method is based on selecting ten requirements
that are considered most important by customers, ig-
noring the internal order of the selected requirements
[19]. This is significant in resolving any conflict
between the customers. More than ten main require-
ments can be achieved by any stakeholder, but the
challenge is that some stakeholders might not be
able to specify their top priorities. This technique
is more appropriate for stakeholders who have equal
importance.

2) Cumulative Voting (The 100-Dollar Test)
The 100-Dollar Test technique, expalined by Leffin-
gwell and Widrig [20], is simple and straightforward.
The stakeholders have 100 imaginary units (money,
hours, etc.) to spread among the requirements. Reg-
nell et al. [21] suggested using the amount of $100
units (1,000, 10,000 or 100,000) if the number of re-
quirements is too high, in order to give the stakehold-
ers greater freedom in the prioritization. Stakeholders
count the total for each requirement after spreading
the units across the requirements and prioritize the
requirements based on the highest total.

3) Relative Weighting
This method assesses each requirement according to
its impact of being present or absent in the project.
Each requirement is evaluated on a scale of 0 to
9, where 0 indicates low influence and 9 indicates
a high influence. Each feature is given a value by
the stakeholders for having it as well as a penalty
for not having it. Then, the stakeholders count the
value of each requirement in comparison to the entire
requirements in order to obtain the relative value.
Similarly, the stakeholders evaluate the cost for each
requirement in comparison to the entire requirements
in order to obtain the relative cost. In the end, the

priority is given by dividing the relative value by the
relative cost [22].

4) Kano Model
In 1987, the Kano method was founded by Noriako
Kano in order to organize the requirements into five
groups based on asking two questions [23]:

a) “Functional question: How do you feel if this
feature is present?”

b) “Dysfunctional question: How do you feel if
this feature in NOT present?”

From the five options below, the customer has to
select one answer for each question [24]:

a) I like it.
b) I expect it.
c) I’m natural.
d) I can tolerate it.
e) I dislike it.

5) MoSCoW
This method prioritizes the requirements based on
values from the customer’s point of view. The require-
ments are organized into four categories as follows
[25]:
• M: Must have this attribute. This is not nego-

tiable, and without it the project is considered
a failure.

• S: Should have this attribute. If possible, in
order to satisfy the customer. However, the
project is not considered a failure regarding
its absence.

• C: Could have this attribute if it does not
influence anything else. This is less critical,
and it is nice to have.

• W: Won’t have it now, but would like to have
in the future.

VIII. PROPOSED CRITERIA FOR RANKING

To rank each prioritization technique, it is important to
identify the criteria that affect the ranking process. These
criteria are compared to show their interdependences and are
compared with respect to each alternative or prioritization
technique. The prioritization techniques are compared with
respect to the criteria in order to show the feedback in relation
to the ranking process. In this paper, four criteria are proposed
for ranking the prioritization techniques; however, different
studies might apply the same methodology with different
criteria. These four criteria are:

1) Accuracy: Which prioritization technique gives the
most accurate outcomes?

2) Simplicity: What is the simplest prioritization method
to understand and to apply?

3) Collaboration: Which prioritization method has the
highest degree of collaboration between the team
members?

4) Time: Which prioritization method saves the time
when prioritizing the user stories?

IX. ANP STRUCTURE FOR RANKING PRIORITIZATION
METHODS

Structuring the problem in a network is the first step in
the analytic network process. The network consists of three
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Fig. 3. ANP network for ranking the prioritization methods

clusters. Ranking the prioritization methods is the objective
cluster. The criteria cluster includes the following nodes:
accuracy, simplicity, time and collaboration. The alternatives
cluster includes the following nodes: Top-Ten Requirements,
MoSCoW, Relative Weighting, Kano Model, and 100-Dollar
Test.

Figure 3 shows the ANP network for ranking the prioritiza-
tion techniques. Next, the suitable ANP tables were generated,
and all ANP team members received the tables. The ANP team
was asked to fill out the pairwise comparisons based on the
ANP fundamental scale that was described previously. General
information, such as member’s experience and programming
level, was collected in each cover page. The ANP participants
were also asked to compare the criteria among each other with
respect to each prioritization method. The participants then
used a matrix in order to compare the selected criteria.

Appropriately, the participants were asked to use the pri-
oritization techniques during the whole project development
in order to practice the advantages and disadvantages of
each technique. After that, the participants evaluated each
prioritization technique based on the four criteria. This was
achieved, by giving the participants the suitable ANP tables
and other supporting materials that mentioned above.

The participants first evaluated the four prioritization crite-
ria with respect to each prioritization method using the Saaty
scale that was described in I. Example of the participants
questions is:

• With respect to MoSCoW which criterion is more
important, collaboration or simplicity and by how
much?

After completing the criteria evaluation, the participants
then compared the prioritization methods with respect to each
criterion. Example of questions for the participants is:

• With respect to simplicity: which method is simplest,
Kano Model or Relative Weighting and by how much?

The same comparisons and questions were done again for
all prioritization techniques and criteria.

X. FINDINGS AND RESULTS

The prioritization methods were evaluated by each partici-
pant in Team 1 according to the mentioned criteria. The Super
Decision software [26] was used to count the aggregation
results for the ANP team.

TABLE III. PRIORITIZATION TECHNIQES

Methods Scores (%)
Kano Model 43.23 %

Top-Ten Requirements 22.20 %
Relative Weighting 14.60 %

MoSCoW 10.70 %
100-Dollar Test 9.25 %

Fig. 4. The importance of the criteria by Team 1

TABLE IV. PRIORITIZATION METHODS RANKING BY TEAM 2

Ranking Methods
1 MoSCoW
2 Top-Ten Requirements
3 Kano Model
4 100-Dollar Test
5 Relative Weighting

TABLE V. THE IMPORTANCE OF THE CRITERIA BY TEAM 2

Ranking Criteria
1 Collaboration
2 Time
3 Accuracy
4 Simplicity

For Team 1, according to the criteria, the ranking for the
prioritization methods was as follows: First: Kano Model, sec-
ond: Top-Ten Requirements, third: Relative Weighting, fourth:
MoSCoW, and fifth: 100-Dollar Test. Table 3 shows these
results. Using the Super Decision Software, we were able to
analyse he importance of each criterion based on all prior-
itization techniques, which was as follows: First: simplicity,
second: collaboration, third: time, and fourth: accuracy. Figure
4 exhibits these findings. For Team 2, the participants were
asked to follow the traditional method in their decisions and
therefore were asked to document each step in their process
in terms of how and why the decision was made. Most of
their decisions were made based on deep discussions and
voting. Team 2 results show that MoSCoW technique was
given the highest rank among the prioritization techniques.
Table IV displays the prioritization methods ranking by Team
2. In addition, by asking Team 2 what was the most important
factor for ranking the prioritization techniques, they ranked
collaboration at the top. Table V shows the ranking of the
criteria by Team 2.

XI. OBSERVATIONS

A. ANP Ranking Results

With respect to the four criteria, Team 1 ranked kano
model technique as the highest prioritization technique. They
ranked the top-ten requirements technique second. The rel-
ative weighting technique was ranked in the third position
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and MoSCoW and 100-dollar test were the fourth and fifth
positions respectively. Team 2 ranked MoSCoW technique as
the highest prioritization technique based on the traditional
method of XP. Similar to Team 1, Team 2 ranked top-ten
requirements technique at the second position followed by
kano model at the third position. 100-dollar test and relative
weighting techniques were ranked at the fourth and fifth
positions respectively. Moreover, by asking Team 2 members
about the most important criteria, the team members gave the
collaboration factor the highest importance, while simplicity
was considered the less important factor. In contrast, Team
1 considered simplicity as the highest important factor, and
collaboration factor was in the second position.

When considering each criterion individually, it was noted
that the 100-dollar test technique was given the top score in
terms of accuracy by Team 1. The kano model was ranked as
the highest with respect to time, simplicity, and collaboration.
However, Team 2 ranked MoSCoW technique as the highest
with respect to time criterion.

These results show options that were made by each team.
Rankings were completed individually, however, the group was
consistent in the consistency rates.

B. Interview Results

After completing the project, the results of the ANP evalu-
ation for ranking the prioritization methods were shown to the
participants in order to conduct the interviews. Not all results
were as expected and some findings were surprising. The
interviews involved open-ended questions in order to collect
the participants’ perspectives about the ANP, their perspectives
on its benefits and disadvantages in XP, as well to collect their
opinions about the best application for ANP in XP among
all mentioned practices. The collected data was comprised of
handwritten notes from the interviews.

The interview results show positive comments from the
participants regarding the ANP. The ANP was a helpful tool
in solving conflict perspectives, and encouraged each team
member to participate in making decisions. The main concern
was the time it took during the ANP evaluation, and the
number of pairwise comparisons. Another recommendation
was applying the ANP in more XP practices and studying the
effects. All ANP team members recommended using ANP in
their future XP projects.

On the other hand, Team 2 was not completely satisfied
with the process of their decisions. Some of the team members
complained about that the most experience member had more
voting weight than others, which lead them to follow decisions
that they may not like. Another issue is that the ANP allowed
us to know the difference between each ranking position in a
percentage; however, Team 2 could not specified the amount
of difference between each ranked technique and criterion.

C. Questionnaires

Questionnaires were distributed among the participants in
order to collect their experiences and viewpoints with ANP.
The given questionnaires consisted of two sections. The first
section included questions about ANP as a ranking and deci-
sion tool, such as capturing the needed information, goodness

of the decision structure, clarity of criteria involved, and
clarity of alternatives involved. The second section included
questions about the benefits of each extreme programming
practice, and the students’ satisfaction, such as enhancing the
team communication, clarifying the ranking problem, creating
positive discussion and learning chances, team performance,
and satisfaction of the final results of the ANP. In this study,
a seven-point Likert scale was used in order to determine the
acceptability level of the ANP tool as follows:

1) Totally unacceptable.
2) Unacceptable.
3) Slightly unacceptable.
4) Neutral.
5) Slightly acceptable.
6) Acceptable.
7) Perfectly Acceptable.

After completing the questionnaire, the same steps were
followed as in [27] in order to aggregate the collected data
and display the total acceptability percentage. The total ac-
ceptability percentage can be obtained as follows:

The total acceptability percentage (TAP)= the average score
x 100

7
.

Where the average score = the sum of all scores given by
team members / number of the team members.

The following percentages show the level of acceptability
for the ANP as a ranking and decision tool:

• Enhancing team communication: 75 %.

• Maximizing team performance: 77 %.

• Supporting positive discussion and learning chances:
72 %.

• Clearing up conflict perspectives among the team
members: 89 %.

• Defining the ranking problem: 93 %.

• Satisfaction of the ANP final results 71 %.

From different data sources, the data was collected. By
comparing the collected data with the study propositions based
on the interpretation of the criteria that was mentioned above,
we will analysis this collected data. The followings are the
study propositions and their answers:

• For the first proposition, we can see that both the
alternatives and criteria are structured sufficiently, and
considered in figure 3. Also, the accomplish results
and objectives of the ANP use in ranking the pri-
oritization methods can be seen in table III, which
exhibited the ranking of the ANP team for the XP
prioritization techniques, and kano model was ranked
as the highest.

• The questionnaire statement ‘satisfaction of the ANP
final results’ supported the second proposition, and the
feedback of this was positive, which is 71 %. More-
over, the statement ‘ clearing up conflict perspectives
among the team members’ supported the third initial
proposition, and the score was 89 %.
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XII. VALIDITY

In this section, related threats to the validity are explained.
These threats are construct validity, external validity, internal
validity, and reliability. Several researchers emphasized that
case studies are difficult to analyze due to biases and validity
threats as described in [28] “empirical studies in general and
case studies in particular are prone to biases and validity threats
that make it difficult to control the quality of the study to
generalize its results” [28].

A. Construct Validity

Construct validity ensures that “the treatment reflects the
construct of the cause well, and the outcome reflects the
construct of the effect well” [29]. It deals with matching
the concept being researched and studied, to the specific
measurements. The small number of participants is the main
threat to this case study.

Using various methods to ensure the validity of the results
reduced this threat. Some of these methods are:

• Data triangulation: a major advantage of case study is
the opportunity to use several sources of evidence [30].
An evidence chain is built through using interviews
and surveys with various types of participants with
different skills and experience levels, and the use
of participants’ comments and many observations.
Therefore, a valid conclusion can be reached.

• Methodological triangulation: engaging a combination
of research methods such as conducting an XP project
to serve the study purpose, surveys, results of ANP
pairwise comparisons, researchers’ observations, and
interviews.

• Member checking: showing the findings to the partic-
ipants is recommended. This concern was addressed
by presenting the final findings to all students in order
to guarantee the accuracy of the study and to avoid
researcher bias.

B. Internal Validity

Internal validity is about making sure the outcome is caused
by the treatment (the effect). This type of validity is only
related to explanatory case study. This issue may be addressed
by linking all data sources regarding the research questions,
and linking the research questions to research propositions.

C. External Validity

External validity ensures the relationship between the con-
struct and the effect in order to guarantee that the experiment
will be generalized to a different scope [29]. In this study,
additional case study will be need to be conducted in different
environments such as industry in order to involve more experts
from the field. Conducting such a case study will help in
comparing the various results and findings from different
environments. Future work will add to increased external
validity.

D. Reliability

Reliability deals with the procedure of data collection and
findings. Similar conclusions and results should be arrived by
other researchers when following the same procedure. This can
be done through the availability of same research questions,
data collection, and case studies designed by other researchers.

XIII. CONCLUSION

After applying the ANP with extreme programming in
order to rank the most popular user story prioritization tech-
niques, the participants found that the ANP was a beneficial
tool to assist stakeholders in ranking the prioritization methods.
Specifying the related criteria such as simplicity, collaboration,
accuracy, and time, that affect the prioritization methods might
benefit the XP team members. The kano model technique was
the most preferred method for the ANP team in this case
study. The ANP team also, considered simplicity as the most
important criterion. The traditional XP team, on the other hand,
ranked MoSCoW method as the top alternative and the team
considered collaboration as the most important criterion.

Using the ANP tool, the XP team was able to evaluate
each prioritization method with respect to different aspects.
Moreover, the ANP allowed us to specify the difference
between each element in our model by a percentage, while
the traditional XP team were not be able to do that. Further-
more, the traditional team ranked the prioritization methods
by considering only time criterion without considering the
other criteria in their decision. However, the ANP allowed
Team 1 to rank the alternatives based on a multi criteria
decision making approach, which helped the team to rank
the alternatives with considering different aspects. The ANP
helped the team members resolve conflicts based on a struc-
tured approach grounded in scientific principles. The ANP
ended up simplifying decision making, which maximized the
effect of the software being developed. Given the participants’
background and their reaction to the results from this case
study, we believe that this protocol can be transferred into
industry. Thus, we look forward to extending this approach to
an industrial case.
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Abstract—Professional social networking sites are widely used 

as a tool for obtaining specific information such as technology 

trends and professional skills demand. The article is aimed to 

consider the evolution of services for professional communities 

through integration of analysis of the patent activity, analysis of 

the academic research activity and analysis of the labour market 

trends. Authors have developed the prototype of a predictive 

learning software service which intended to fill the gap between 

professional social networking sites and e-learning systems, 

including massive open online course systems. It includes 

functionality for monitoring of professional skills demand on the 

labour market and analysis of patents for each corresponding 

technology. The software service will help to determine demand 

for professional skills, to actualise an applicant’s skillset, to 

organise professional communities and to build individual 

learning programs for studying of skills and technologies which 

are predicted to grow in demand on the labour market. 
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I. INTRODUCTION 

There is a problem of choosing the trend for professional 
development, which is directly related to career growth. First 
of all, it concerns specialists in knowledge-intensive areas. 
Professionals have a number of needs, some of which have 
been solved to some extent by existing developments. These 
needs include: 

 Self-promotion – creating a profile that represents one's 
professional skills in the best way. 

 Improvement of professional skills – supplementing 
knowledge with the most advanced and sought-after 
skills from employers. 

 Identification of trends – it is formed on the basis of the 
need for improvement of professional skills, namely the 
identification of skills demanded by employers. 

While the first two items are well studied, the question of 
identifying the trends for professional development remains in 
the background. In addition, existing solutions do not combine 
the tools that fill all three needs simultaneously. 

The problem of self-promotion is solved through social 
networking sites (SNS). They take a significant part in the life 
of professional (including scientific) communities [1]. While 
some SNSs such as Facebook, VK, Twitter are focused on self-
presentation, others such as LinkedIn and ResearchGate are 
focused on self-promotion [2]. There are also less common 
variations of SNSs known as decentralised SNSs [3] [4]. Their 
characteristic is the qualitative difference in the audience [5]: 
users of professional social networking sites (PSNS) are mostly 
middle-aged people who are interested in building a network of 
professional relations. 

More than 80% of large international companies search for 
candidates using SNSs, and the majority of them use PSNS, 
such as LinkedIn [6] [7]. Measurements of applicants' job 
search effectiveness (92% for professional contacts and 41% 
for SNSs) were obtained by recruitment company Antal Russia 
in scope of the research [8]. The research confirms the key role 
of PSNS. As the research shows [9], PSNS also reduces the 
amount of false information about professional skills of a 
person. 

This influence increases the quality of information that is 
used in research as open data. However, it does not solve the 
difficulties of the natural language processing [10]. For this 
reason PSNS provides such a tool as definition of the skills and 
expertise [11] [12]. It is complemented by the confirmation 
function of the other members of the community, thus ensuring 
moderation. The same skills and corresponding keywords are 
often present in unstructured form in the online recruitment 
agencies (e.g. Indeed.com, HeadHunter). An example of the 
correspondence between skills and job description is shown in 
Figure 1. 

 
Fig. 1. Correspondence between skills and job description 
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E-Learning systems are used to improve the accessibility of 
education [13]. Such services of massive open online courses, 
like Coursera [14], largely solve the problem of self-education. 
In addition to these, there are learning management systems 
like Moodle [15]. They are aimed at the learning process itself 
and the delivery of knowledge, they have built-in elements of 
social networks, but they do not give an answer to the question: 
what should be taught to a particular professional? 

The skills that a specialist should have include the ability to 
navigate in the trends in their field of knowledge. Different 
methods can be used to determine the actual trends: 

 Survey of expert opinion. 

 The use of trend assessment services (from simple ones, 
such as Djinni.co, to the most complex ones, for 
example, Owlin, Quid). 

 Technology Life Cycle analysis (TLC) [16]. 

It is clear that the first option is the most common and least 
objective. Online services for the trend analysis do not 
specialise in the skills that appear in PSNSs and in vacancy 
texts. TLC is based on the analysis of patent activity and 
appears to be non-trivial for personal use, and the method is not 
skill-oriented, which limits the possibility of its application. 

According to the mentioned problems, the article will 
consider a possible way of developing services oriented 
towards predictive learning for professional communities. The 
extension of ways to use tools such as "skills" with addition of 
information about innovations coming from scientific 
environment can open up new prospects in interaction of job 
seekers and employers. 

The concept section describes the idea of the service and 
provides a list of the addressed issues. The design section 
provides an overview on the architectural approaches for 
scaling the development of the service software solution. Also, 
it provides an overview on the software components that 
implement the architectural approach. The prototype section 
provides examples of usage of the predictive learning service. 
The discussion section describes a list of problems to be solved 
for further evolution of the service. In addition, this section 
describes the revealed features of unstructured data in online 
recruitment agencies. The conclusion section summarises 
results and provides ideas for integration of the service. 

II. THE CONCEPT 

The labour market is focused on the practical skills in the 
context of the interaction between employee and employer. 
The SNSs have formed instrument specifying the skills and 
expectations of the parties. However, at this point the concept 

of "skills" does not involve additional sources of information. 
Community members often use analytical reports made by 
recruitment companies and technological reports for analysis of 
current skills. 

It is proposed to develop a service that automatically 
generates analytical reports on demand for skills in the labour 
market and on the development of technology based on the 
analysis of patent activity. 

It is noted [16] [17] that the increase in the patent activity 
leads to the development of technologies in knowledge-
intensive areas and forms new professional skill. For example, 
the development of cloud technologies followed the increase in 
the number of patents. Currently the configuration of virtual 
machines in the cloud is a common skill for a system 
administrator. 

Thereby it is reasonable to develop the predictive learning 
service for PSNS. The service can help to achieve following 
goals: 

Identify the level of demand for a particular skill on the 
market. It is important for all participants of the market for 
short-term and strategic planning. It is necessary to take into 
account the number of vacancies indicating the skill, as well as 
the patent and research activity. 

Refresh a person's skill set in line with the labour market. It 
is a known fact that knowledge and skills become irrelevant 
over time. A person interested in finding a new job often gets 
the task to fill skill gaps. In addition, professionals need 
continuing education. 

Identify the least-filled segments of the labour market. It is 
obvious that a skilled person should pay some attention to the 
segments where competition is lower, as it increases the 
chances of successful employment. The result of this can 
become an equal distribution of specialists in a professional 
environment that will undoubtedly have a positive effect on the 
labour market as a whole. 

Determine the market value of skills. Currently, the salary 
is formed based on expert evaluation of the labour market in 
most cases. There are cases when a single job offer has a list of 
requirements which cover multiple job offers. Requirement 
analysis tools could be introduced in scope of the service to 
solve the imbalance problem. 

Organise professional communities. PSNS specialised in 
certain industries may organise communities based on the 
skills, thereby forming the subject of discussion. This will have 
a positive impact on the environment of professionals through 
the mutual exchange of experience, which will lead to 
continuing education. 
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Fig. 2. Flowchart of the predictive learning service usage 

Introduce professional standards for skills. This will require 
an active cooperation with industry leaders and research 
institutions. Additionally industries may introduce certification 
programs on key skills. This will improve the quality of 
training of specialists by giving them more precise boundaries 
of professional competence. 

Consider the service usage algorithm for an applicant, 
which wants to improve one's skills (Figure 2). At the first 
stage user specifies a list of known skills with which user going 
to search for a job. The predictive learning service returns a 
report with suggested skills based on the content of vacancies. 
The second stage is optional. User can request charts with a 
forecast of demand for the suggested skills. If the user 
considers one or more skills appropriate for studying, user can 
fetch a selection of the most relevant training courses from 
PSNS by means of a built-in e-learning system. 

III. DESIGN 

A. Architecture of the predictive learning service 

Consider the main functional components of the service for 
a PSNS. The service consists of following subsystems: 

 Data collection 

 Data storage 

 Analysis and forecast 

 User interface 

Data collection subsystem might use, in addition to PSNS 
data, external data sources. It will improve the reliability of the 
analysis due to comprehensive monitoring of the Web. The 
open data sources are the most useful because of the lowest 
costs of both hardware and human resources. 

External sources can be classified according to the provided 
data: 

 Patent activity (e.g. Google Patents, Thomson Reuters) 

 Research activity (e.g. Web of Science, Scopus) 

 User search activity (e.g. Google Trends) 

 Online recruitment agencies (e.g. Indeed, HeadHunter) 

Due to the high variability of the data sources there is an 
issue of data homogenisation. From the perspective of the post-
processing, time series are the most suitable for the task of 
analysing the demand for skills. So, time series should be taken 
as the basic structure of the stored data. A search of 
complementary skills requires a unique identifier for each 
information entry. In the case of online recruitment agencies it 
could be the URL that uniquely identifies the vacancy. The 
result is the templates of database entities structure for the first 
case (Figure 3) and for the second (Figure 4). 

 

Fig. 3. Template of database entities structure for time series 

 

Fig. 4. Template of database entities structure for the search of 

complementary skills 

As stated in the study [18], implementation of an adequate 
approach to the problem of extension of functionality can 
improve the efficiency and reliability of the development 
process. The service needs to be designed taking into account 
its separation into loosely coupled modules. The components 
of data collection from external sources need to be built with 
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the ability to operate independently from the rest of the service 
modules; data collection can be a resource-intensive process, as 
the sources can contain data in poorly suitable for processing 
format, or contain varying amounts of noise. This separation is 
possible in strict compliance with the principle of single 
responsibility, not only for the models, but also for the 
modules. 

Inversion of control could be involved to decouple software 
modules. Among the possible ways of implementation (factory, 
service locator, dependency injection) dependency injection 
should be considered as the most applicable to the problem. 
There are difficulties with the code testing in the case of the 
factory pattern. The factory methods need to be modified to 
support unit testing frameworks [19]. Usage of service locator 
is possible, but implies that all classes should be dependent on 
the locator. It also negatively affects the code testability. The 
dependency injection approach has been criticised because of 
the complexity of the software solution foundation. However, 
since the foundation is rarely subject to change, in the scope of 
the service development the problem is considered overrated. 

The structure of service modules should be based on the 
principle of convention over configuration [20]. Thus it is 
possible to avoid large amounts of duplicated code related to 
the interaction of system components. Magento 1.9 e-
commerce platform is a known example of a system in which 
such approach could significantly reduce extra efforts. In 
practice module definitions have identical configurations in 
most cases; cases of non-standard module configurations are 
often considered to be examples of the lack of understanding of 
the principles of Magento platform. This is confirmed by the 
fact that third-party developers have implemented a plugin for 
PHPStorm IDE [21] [22], which allow developers to generate 
default configuration files. 

B. Software solutions for the predictive learning service 

Applicability of existing software solutions was analysed 
regarding the problem. Open source solutions were considered. 
As the service should be embedded into PSNS, user interface 
should be based on the HTML technology. It also involves the 
client-server approach for interaction with users. 

Two main alternatives of relational database management 
systems (RDBMS) were reviewed for data storage: MySQL 
and PostgreSQL. An important prerequisite for the service is 
the ability to be horizontally scalable. It requires usage of 
replication. It is worth noting that there is no need for sharding, 
as the number of external data sources is limited. Comparison 
MySQL 5.5.31 and PostgreSQL 9.1 demonstrates that the 
CRUD operation performance with usage of replication 
significantly higher in PostgreSQL in most of the experiments 
[23]. In this regard, it was decided to use this particular 
RDBMS. 

The following technologies were considered as the basis for 
server-side development: 

 PHP 

 Java (Vaadin framework) 

 Python (Django framework) 

 JavaScript (Node.JS platform, Express.js framework) 

PHP language, although it is the most common tool for the 
development of server-side components of a web application, 
is not suitable for the development of components for PSNS. 
The language does not provide convenient tools for 
implementation of the daemon services. In addition, 
performance indicators are relatively low [24], the language is 
not suitable for building scalable systems. 

Java is a suitable tool for the development of scalable 
services [24], but it has several drawbacks: 

 Project compilation takes significant time 

 It is verbose, which results in a lower developer's 
performance 

Consideration of Vaadin framework has shown that it is 
much better suited for internal company systems. Its usage is 
not advisable for SNSs, due to the lack of full control over the 
generated web application client-side code. 

Python does not have these disadvantages of Java. Consider 
the framework Django, which is the de facto standard. It 
supports RDBMS, but does not support NoSQL-storages. This 
is not an issue at this stage, but involves additional risk to the 
project. Generation of CRUD interface can be an advantage for 
developers, but it is a small advantage for the production 
environment. In addition, the need to use two different 
programming languages for the client-side and server-side has 
a negative impact on the developer efficiency. 

JavaScript is actively used for client-side development, but 
with the advent of Node.JS platform it is used for server-side 
system components as well. It has lower performance 
compared to Java, yet it is acceptable within the problem 
scope. Also, there are no disadvantages of Python. Express.js 
framework is the most common; it does not imply significant 
limitations to the architecture of software solutions. Thus, 
combination of JavaScript, Node.JS, and Express.js considered 
suitable for server-side development of the service. 

BottleJS and AngularJS 1.5.x were selected as an addition 
to the Express.js, which provided support of dependency 
injection on server- and client-side, respectively. It is important 
to note the similarity of these frameworks, which positively 
affects the uniformity of the service code base. 

IV. PROTOTYPE 

The prototype of predictive learning service for PSNS was 
developed in scope of the experiment, the collection. It 
performs homogenisation and analysis of data from 5 external 
sources. Some of the sources provide data for more than one 
indicator that reflects the labour market state. Consider the 
current features of the service. 
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Fig. 5. Relative amount of search requests (Google Trends) 

 

Fig. 6. Annual patent activity (Google Patents) 

 

Fig. 7. Vacancies in the United States (Indeed) 

 

Fig. 8. Vacancies in Russia (HeadHunter) 

Despite the growing interest in new programming 
languages like CoffeeScript and typescript, they are rarely used 
in commercial segment. Figure 5 shows the change in 
popularity of Google searches on each of the languages. Each 
of the series in the chart is independent of the other. Thus, we 
cannot assume that users search the information about 
CoffeeScript more often than about JavaScript. A number of 
sources provide evidence on low demand for these languages 
in the commercial sector: patent activity (Figure 6), vacancies 
in the United States and Russia (Figures 7 and 8 respectively). 

The result matches the expectations: since CoffeeScript and 
TypeScript are compiled to JavaScript, it requires developers to 
know all these technologies, thereby rising requirements for 
employees. It is not beneficial in the segment of commercial 

software development, since it involves additional risks. 
However, these languages are in demand in the Open Source 
community. Atom source code editor, which is developed 
using CoffeeScript, is a good example. 

The service allows tracking the current stage of technology 
life cycle on the basis of patent activity. Data on several well-
known RDBMS can be examined as an example (Figure 9). 
Also, one can note that the XSLT, a known XML-document 
processing language, becomes obsolete (Figure 10). 

 

Fig. 9. Patent activity (RDBMS) 

 
Fig. 10. Patent activity (XSLT language) 

 
Fig. 11. Relevant RDBMS for Python and Django 

 
Fig. 12. Relevant web-frameworks for PHP and MySQL 

The predictive learning service solves the problem of 
selection of the most relevant skills for the studying. Let's 
assume that the developer knows two main skills: Python and 
related web-framework Django. In order to increase the 
developer's own value on the labour market, it is relevant to 
study one or more RDBMS, with which the developer will 
have to interact. The outcome of labour market analysis 
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(Figure 11) shows the relevant results: the most demanded are 
the RDBMS PostgreSQL and MySQL 

A similar study can be performed for PHP and MySQL. In 
this case, it is reasonable to determine the most relevant Web-
frameworks. As it is shown in Figure 12, the most demanded 
frameworks are Yii, Symfony and Laravel. The presence of 
frameworks for other languages in the list is due to the fact that 
companies are looking for developers for a project with a small 
team (1-2 developers). 

V. DISCUSSION 

At this stage, the main problem is the lack of a common 
approach to the naming of professional skills: 

 Members of PSNS name their skills with varying 
degrees of detail 

 Skill may have more than a single name (e.g., it may 
have synonyms) 

 The list of skills is not standardised, there may be 
spelling errors 

 The skills are provided in unstructured form, which 
complicates the processing and reduces the accuracy of 
the results 

An access to the PSNS application programming interface 
(API) is needed for more detailed analysis of the problem. 
However, LinkedIn and ResearchGate do not provide an access 
to the skills API. 

An open data feature has been revealed during the 
experiments. The percentage of noise vacancies is varying for 
monolingual information retrieval (US recruitment agency – 
Indeed.com) and reaches unacceptable values. But while using 
a foreign language professional terms (Russian recruitment 
agency – HeadHunter) noise levels remain within acceptable 
limits and have small deviations. At the same time, noise 
vacancies are defined as vacancies, the description of which do 
not contain the desired word or contains it in a meaning that 
does not imply the chosen skill. Accordingly, the relevant 
vacancies are understood to be vacancies containing a skill in 
its immediate meaning. 

Illustration of this feature is shown in Tables 1 and 2 and in 
Figures 13 and 14, respectively. The skills were selected based 
on the following distribution: 

 2 common programming languages (Java, PHP) 

 2 uncommon programming languages (Haskell, Boo) 

 1 obsolescent programming language (Objective-C) 

 2 obsolete programming language (Pascal, Clarion) 

 3 common DBMS of different application areas 
(MySQL, Microsoft Access, SQLite) 

Possible error in the table values – 5 vacancies which does 
not affect the result. Haskell, Boo and Clarion skills were 
excluded from Russian online recruitment agency data due to 
the fact that the number of results was lower than the possible 
error. 

TABLE. I. VACANCY TO NOISE RATIO (US ONLINE RECRUITMENT 

AGENCY – INDEED.COM)A 

Skill Total 

vacancies 

Real 

vacancies 

Noise 

vacancies 

Java 1025 945 80 

PHP 1025 897 128 

Haskell 373 171 202 

Boo 88 2 86 

Objective-C 1025 379 646 

Pascal 67 37 30 

Clarion 412 24 388 

MySQL 1025 784 241 

Microsoft Access 1025 433 592 

SQLite 471 320 151 
a. Retrieved on October 15, 2016 

TABLE. II. VACANCY TO NOISE RATIO (RUSSIAN ONLINE RECRUITMENT 

AGENCY – HEADHUNTER)B 

Skill 
Total 

vacancies 

Real 

vacancies 

Noise 

vacancies 

Java 484 448 36 

PHP 416 386 30 

Objective-C 53 50 3 

Pascal 8 8 0 

MySQL 346 298 48 

Microsoft Access 20 18 2 

SQLite 14 14 0 
b. Retrieved on December 6, 2016 

 

Fig. 13. Vacancy to noise ratio (US online recruitment agency – Indeed.com) 

 
Fig. 14. Vacancy to noise ratio (Russian online recruitment agency – 

HeadHunter) 

This feature can be used when working with multilingual 
resources to improve the accuracy of results. Data collection 
from monolingual external sources requires a filter that would 
reduce the percentage of noise to acceptable values. 

Forecasting of the market requires development of a model 
focused on a given subject area for both short-term and 
strategic planning. At the moment, a study was conducted to 
short-term forecasting, in which the original method showed 
the most accurate result [25]. 
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VI. CONCLUSION AND FUTURE WORK 

The developed service can be integrated into commercial 
PSNS. Due to the scalable architecture it can be modified to 
interact with a larger number of data sources, thereby 
increasing the value of information to users. In addition, 
specialised PSNS focused on specific areas of expertise (e.g., 
IT) can be built based on the idea of this service. Based on 
report from Bureau of Labour Statistics (US) [26], the average 
duration of unemployment is slightly higher than half a year. 
The unemployment period can be used to improve the skills of 
applicants and the service will allow them to choose a direction 
for professional growth more effectively. 

In addition to integration into PSNS, the concept of 
predictive learning service can be integrated into educational 
institutions to improve the quality of the academic plan or into 
e-learning systems for organisation of user communities 
encouraging them to share their experience [27]. Furthermore, 
integration with commercial systems can be monetised not via 
the premium services, as it does not always increase the 
conversion [28], but via high-quality targeting of advertising 
campaigns. 

Future work will be devoted to improving the analytical 
component of the service. Methods of forecasting were 
previously analysed, but it is also necessary to increase the 
level of reliability of the collected data. In addition, when 
integrating with professional social networks, software will be 
required to support the process of supplementing the skills 
base, since (as noted in [11]) it can be extremely time-
consuming. Since the proposed concept does not imply the free 
introduction of skills names by users, it will be necessary to 
investigate alternative solutions for filling the list of 
professional skills. 
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Abstract—Nowadays, the area of adaptive data science of all 

data-driven properties on the Internet remains generally envision 

through integrated web entity maintenance. In this connection, 

several clients can collaborate with web server then collapse all 

data resources. However, the ideal client/server model tolerates 

after approximate edge produced via design all data in the 

unique centric area. Specifically, the proposed method of 

Internet cooperative communities is graphed data structure of 

vertical and horizontal entities sharing a mutual concern or field 

of reference. The computer networks centrally located the 

segment of cooperative neighbourhood build a logically graphs 

structure connection links spread the sensible computer 

networks structure of searching cooperative communities‟ nodes 

on the Internet. The time for generation a global cooperative 

community structure can be improved and adjusted. That 

confesses the tool around dynamic and in state of the art 

algorithms‟ and its usage performances. In this way, our 

techniques can professionally selection the classified structure of 

A-Web communities, and users preferred web data services can 

be recovered and choosing A-Web communities allowing to the 

categorised structure and distributes systems on influence rank. 

Finally, this is implemented into the novelty of A-Web 

constructed adaptive data-driven networks management 

structure. In the part of the contribution, this system provides 

the revolution of decentralised networking libraries. In other 

words, this project connects on the free-net and help in searching 

millions of scientific research data science volumes that are 

published globally on the Internet technology. This system also 

will connect other files; documents or info-resources on A-Web 

and middleware of the fundamental concepts of A-Web will be 

encapsulated transitory.  

Keywords—Adaptive Data-driven Management; A-Web Editor; 

Community Graphs; Internet Technology; Logically Connection 

Links; Vertical & Horizontal Networks Communities 

I. MOTIVATION AND INTRODUCTION 

The World Wide Web (WWW), grows through a 
decentralised, almost revolutionary process, and this has 
resulted in a large hyperlinked quantity without the kind of 

logical organisation that can be built into more traditionally 
fashioned hypermedia. To take out meaningful structure under 
such conditions, we develop A-Web based adaptive data-
driven networks management and cooperative communities‟ 
editor for hyperlinked communities on the WWW. During an 
investigation of the unstable dynamic data volumes and 
reassign tariff by adaptive and self-organising possible future 
development in the field of computer networks and distributed 
systems on influence rank. In this way, we explain more 
details, about specific areas, potential future development and 
technologies of computer networks and distributed systems. 

A. Specific Areas of Computer Networks 

The Computer Network:  Computer networks or a 
computer data networks allow nodes to share resources. In 
computer networks, computer network devices communicate 
with each other via a data link. Connections between nodes are 
established via cable or wireless media carrier. The most 
famous computer network is the Internet. 

Computer networking device that started, routing and 
ending tasks is called network nodes [1]. The nodes can 
include guests such as personal computers, Phones, Servers 
and network equipment. Such devices can be called from the 
network when a device can communicate with the other device, 
whether they have a direct connection to each other. 

All distributed computer networks vary in the transmission 
medium are used for transmission of signals, communications 
protocols for network traffic, network size, topology and 
organisational purposes. 

Networking of computers that are compatible with a wide 
range of applications and services, such as access to the 
WWW, Digital video, Digital audio, Exchange servers, 
Applications and Storage, Printers and Faxes, as well as the use 
of email attachments mail and instant messaging, as well as 
many others, in most cases, communication protocols layered 
related applications (e.g. Transported or Payload Data), to 
other more general communication protocols. This is a 
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formidable collection of information technology that requires 
specialised networks management, to this work reliably. 

Computer Networks Properties Computer networks enable 
social communication, which allows users to share information 
effectively and simply, facilitating access to storage shared 
information is a central feature of many networks. The network 
permits distribution of files, data and additional information 
that permits legal users to access information stored on further 
computers on the network. Share networks and network 
computer resources. Users can receive and use resources such 
as network devices, print a document on a shared network 
printer. Distributed systems use computer resources in a 
network to perform tasks. A computer network can be used by 
hackers to distribute viruses or worms on devices connected to 
the network or to prevent access to these devices via network 
attacks as Denial-of-Service (DOS). 

Packet Communications Networks The data packets or 
networks packets are formatted unit of data-driven, e.g. List of 
bits or bytes usually from several tens to several kilobytes is 
transferred to packet-sharing networks. Package-based 
networks data is formatted in packages sent over the network 
to the destination. When they arrive, they arrive together in 
their novel communication. The packet throughput of the 
transfer medium can be better distributed among users if the 
network changes are used. When a user does not forward 
packets, the connection may be packed with other users, so the 
cost can be distributed with relatively small interference if the 
relationship is not excessive. 

The package consists of two types of data: (1) control 
information, and (2) user data (Payload). The control 
information provides data required network for the delivery of 
users data, e.g. Source address and destination (URL), an error 
detection code and sequence information. As a rule, 
information management is stored in packet heads and trailers, 
among which are utility data. The route often the package must 
pass through the network, not immediately available. In this 
case, the package is in the queue and waits until the link will 
not be free. 

Potential Future Development and Technologies of 
Computer Networks The communication system is growing 
fast every day, making information exchange a million times 
better than before. Mobile computing and networks nowadays, 
exploit on mechanism day by day. They introduce new 
technology, tested and used in smart machines that make our 
next generation networks and the future era of modern 
technology one step closer. The Internet has also improved in 
accordance with the information age. At the same time, 
network types are being added during the development of 
computer networks, i.e. 5G, communication as the best friend 
of new men [2]. 

B. Intention of Distributed Systems and Potential Future 

Development and Technologies 

The distributed systems comprise of multiple computers 
that communicate terminated a network to synchronise 
activities and developments with general application. In recent 
years, technology systems gained great interest in the explosion 
of the Internet and other systems of online services and 

distribution. By Deep-Learning, methods such as Inter-device 
interaction and remote calls, Name service, Encryption 
protection, Distributed file systems, Data duplication and 
mechanisms distributed operations provides infrastructure 
runtime application support methods advanced networked 
applications [3]. 

The predominant model of the Web is yet thought to be the 
traditional client-server architecture. However, application 
development for distributed systems is now more and more 
support middleware through the use of software infrastructure, 
e.g. CORBA, which provides higher level abstractions, such as 
distributed collective things and facilities, as well as safe 
communication, verification, green sides and permanent 
storage mechanism. In the upcoming future, distributed 
application platform will provide Mobile maintenance 
programs, Multimedia data flow, End users and Smart device 
flexibility, networks and spontaneous. Scalability, service 
quality and reliability, partial error in a component, will be the 
most important issues. 

It is obvious that the transition to large scale systems has 
taken place in recent years. Not only is the Internet and 
(WWW). The underlying protocols, but at an advanced level, 
the standard platform, which performs certain distributed 
applications. Here is the Internet or a global intranet and 
resources are considered to be the global environment, where 
the calculation. Therefore, higher level protocols and standards 
such as XML, are part of research centre distributed systems, 
while low-level issues, such as web operating systems (WOS), 
features become less important. The rapid development of 
networks and computer technology combined with the 
exponential growth of information and services on the Internet 
will soon lead to hundreds of millions of people having fast 
access to a huge amount of information about Personal 
Systems, Workstations, Colleges and Smart homes, Smart 
televisions , Smart devices, Monitors and Vehicle panels from 
anywhere in the World [4]. 

The task of distributed system technology provides the soft 
and safe framework for the large-scale systems that applicable 
the requirements of developers, end users, and network service 
providers. Consider into the future, the fundamental procedure 
in distributed systems will be part of a new field called 
Ubiquitous-Computing. The range of view ubiquitous 
computing or Pervasive–Computing, sometimes called in a 
sense is a point of the Internet circumstance and the 
phenomenon of cellular spread, what we see today in the 
future, it represents communication billion intelligent devices 
that form a global distribution system several magnitudes 
larger than the Internet today's [5]. 

Finally, its outcomes are a large amount better scale of 
arranged advanced structure than that has usually been implicit. 
Through growing significance of the Internet as a medium for 
communication and data processing is also quality uniqueness 
such as accessibility, dependability and safety measures 
increasingly important. This applies, in particular, to use in the 
E-Business, and other commercial applications [6]. Large 
computer networks, such as the Internet, are mostly used in a 
client-server or broker systems organised. The central body, i.e. 
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the broker or server makes it the vulnerability of the system. 
The quality characteristics mentioned above cannot be secured. 

The central system problems are multi-dimensional. 
Presently, thousands of documents are available on the web 
that refers to other documents or information sources. These 
related documents are currently plotted as the physical 
structure of the concealed physical network that allows the user 
to drive across documents distributed through the Internet. The 
lack of WWW, the structure is relatively fixed and cannot 
adapt to the desires of the individual end user. In addition, it is 
easier to discover each available new information on the 
Internet. The new content of optimisation search engines is 
frequently out-of-date as well as do not comprise all of the 
accessible resources [7]. 

To, defeat these issues, we are creating a modern structure, 
that on the one hand, might be adjusted to the needs of 
individuals of each client, as well as to ensure the effective 
management of information. There are always Web -users with 
common interests or a shared workspace. Those end users are 
feasible responsive in the matching information these users 
facing crowd source are usually referred to as data community 
[8], [9].  

Certainly, you can search information about other users of 
machines within the community. Therefore, end users could be 
capable via "Communicates" with new end users and adjust 
the framework of the chart for its own purposes. In place of an 
established framework of joining among documents on the 
WWW that will form a computer network of clients that may 
be changed for all clients. For achieving that plan there must be 
a personal connection for each user. As a consequence, 
communication tasks are supported. Now the user would be in 
a position to provide his personal information, which makes 
that available via a communication inspiration. On the other 
hand, the "Members" has the same type of communication 
applications that can gain access to information on another all 
new users of computers. Those connected links are a 
combination of "IP- address" of the computers, and a bit data-
driven knowledge in gathering pipeline.  

The "IP-address" is a prerequisite for networks contact 
through the team viewer distant inspiration and could be there 
stored sectional during the direction of the community store or 
in the area of the store. After a time, each user knows the "IP-
address" of some other user‟s community. These build good 
relations with the community communication graphs demons 
as nodes and link the region, which stores a number of links on 
each machine. Networks community structure can be used for 
the implementation of effective information data management 
tools. Available information can be distributed within the 
community very quickly and the request is dispatched by the 
client can react fast.  

By utilising the network structure of the community, which 
was created by referencing, stored near the store for each node. 

II. PROBLEM STATEMENT & THE NEW CONCEPT OF A-WEB 

In this section, we introduce A-Web based necessary 
notations process and its assumptions are presented. 

A. The Data Availability  

The networks load may in the course of vary significantly 
one day. Sometimes, the server is mostly not responding 
quickly. Then what can lead to restrictions during peak able to 
automatically adapt to the current conditions. The response 
times can vary greatly also depending on the load. If the server 
or network is overloaded, it can suspend even relevant service 
temporarily [10]. 

B. The Data Protection 

A failure of central authority has in most cases also a 
failure of the respective service result. Thus, the security of the 
system, e.g. by Denial-of-Service (DOS), attacks threatened. 
The fault tolerance is in such a client-server system is usually 
not guaranteed.  As already mentioned an error occurs in turn, 
all centrally held resources can no longer be available. 

Topicality central catalogues, databases or other data files 
are usually very large and therefore not easy to maintain. An 
example of this is the lists of Web Search Engines, because 
these are incomplete and not always up to date, as sufficient 
frequent update is not possible. 

C. The Data Novelty 

The Internet, specifically the WWW, for gaining 
procurement and the exchange of information is becoming 
increasingly important. It currently consists of approximately 
four billion pages with a strong growth trend [11]. There is 
almost no structuring of the documents and by the frequent 
adding and removing pages, it is also subject to constant 
change. Therefore, research has available on search engines 
that have already been described above; the disadvantage of 
this is that they are not always satisfactory because of the size 
of the data sets work.  

A solution for the described problems is the use of 
distributed concepts in the network environment. Distributed 
systems are characterised by the fact that they have no central 
server, data etc. And they all have information and services that 
are system offered and distributed to all members. This also 
applies to the sequence regarding the dimension and formation 
of the whole system. They are confined within special 
warehouses stored [12]. With this approach, a very high 
flexibility and fault tolerance can be achieved, when a node 
fails, only a small portion of the resources will be lost. In 
addition, this may also be presented on other nodes.  Adding a 
new node is not difficult because there is no need to update 
central system information [13]. 

D. The New Concept of A-Web 

The goal is to ensure A-Web middleware for reliable 
information in the communities. In this connection, to 
introduce new plans and algorithms, utilising the structure of 
the logical network community is significant. Both 
communities stand heterogeneous and changing the framework 
of the entire computer system is changed as the time link 
passes no one has knowledge or the information about the 
framework that it is saved with the nodes. All nodes contain 
both the community enlightenments on any bit from the entire 
framework. However, each division would be capable to 
novelty the data they provide to everything new end users, and 
in reverse. The resolution of that point at issue is the 
communication line [14]. Indeed, a communication line holds a 
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distinct communication device for communicating data as of 
single node to the new node. The communication can be 
sourced an exploit in the target URL, and would be redirected 
towards a neighbour of the up-to-date node. Therefore, each 
new node has the ability to novelty data on earlier strange 
nodes and can identify a slightly new node in the framework of 
both communities. Chain communications are very influential 
resources for data-driven communication in the decentralised 
network management environments. With this unique 
mechanism, you can perform all sorts of tasks between nodes. 
As mentioned above, they create the sharing of interests and 
common information as a community. These resources order 
that the data of each node memorises in the new network 
community. In the situation two of the reality of information 
communication and technology (ICT), must be a tool that the 
networks community deal through this problem of data on 
ICT, could be e.g. the result is made in case another call is 
important or not for the community. Communities can be 
divided into subgroups of communities, and sub-communities 
could be joined in view a single network community. That 
might be done using a vote-algorithm [15]. 

In addition, an effective mechanism needs into a cluster and 
disseminate brand-new data knowledge within the network's 
community. As a general rule, all members of the community 
drawn in modern data resources related to their inherent 
significances a choice the contented of your work. The 
adoption of well-known search engines survive not the largest 
effective design for here in view of they could not take 
advantage of the framework of the network's community.  

Established in the both networks community framework of 
the optimisation of search engines algorithms could be refined 
decentralised like; Ant Colony Optimisation (ACO), Ants are 
regularly using for networks management and community 
development for to gather new information from the nodes. 
This information is already shared within the cooperative 
communities on the Internet technology, but we have added 
new features in A-Web, through this system each community 
member can collaborate with other members of the community 
with the help of message line techniques. 

A user can be a member of several networks communities, 
depending on their protections. Different capacities of attention 
network community to which the end user belongs are 
"Horizontal Community". They may be signified by graphs 
of nodes. The limits in the graphs represent relationships 
between different nodes that represent the relationship between 
the different subjects. Thus, the end users organise keywords 
and receive one or more of the associated graphs. Those charts 
could similarly be seen as a community and promote the 
creation of "Vertical Networks Community", also the 
vertical relationship between the network community and the 
real "Horizontal Networks Community". 

Such structuring different networks communities may 
survive used to speed up the search for information in data-
driven networks community and to recover response time and 
availability. Taking place the one hand over, the use of the 
particular subject can be directed to a node within a 
community, and on the other hand, the community network can 

be structured for better routing throughout the community as 
draw in [16]. 

III. THE STRUCTURE OF A-WEB COMMUNITIES 

On the Internet, there are providers of information and 
services with the same or similar interests, work areas etc. 
These are formed by a so-called "Community". Since the 
respective users of other services on access members of the 
community, they implicitly form a logical structure that the 
physical network structure superimposed. In contrast to the 
solid, generally, not changeable topology of the network is 
formed by the communities‟ structure changeable and can be 
customised to specific requirements.  

Thus, the following definition of communities can be given, 
"A community is in between the neighborhood relationships 
Providers of the same or similar content formed in the 
networks" [17]. 

If you specifically build this structure and as in local 
warehouses for each user interesting neighbour node stores that 
may cause powerful, scalable and flexible logical network.  
These are tolerant by the apparent redundancy for disturbances 
on the nodes or on the network. By the presence of a server and 
various warehouses in any nodes can also be implemented in 
such an environment, as they are known as distributed 
operating systems. E.g. effective Search methods for 
distributed systems in a community are realised [18]. A client 
can be a component of other than single community depending 
on its field of interest. The nodes in the neighbourhood are 
different topic areas are allocated and managed separately. 
However, the individual regions can also be in the relationship 
with each other and thus produced by these compounds a 
vertical community. This structuring and the selection of 
keywords are left up to the user and thus provide their take on 
the subdivision of topics. These summarised under each item 
links to other computers are through the common entry on a 
given topic also logically linked, thus forming a horizontal 
community. This form the organisation of the search process 
supported by abstractions and refinements to the user through 
statistical analysis and comparison of the vertical community 
graphs other nodes that were considered in the search, the 
system may be proposed. 

Fig. 1. The Structure of Cooperative Vertical & Horizontal Networks 

Communities 
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(a) Search for a new node 

If S(v) = passively 

  find a node x with S(x) = null 

  Place N(x) = {v} and M(x) = N(v) where 

N(a) is the neighbourhood of a node.  

  Place N(v) = N(v)  {x} 

  S(v) = active and S(x) = child 

(b) Integration of the new node 

 If S(x) = child do for all z from M(x) 

If S(z) = active and y = y(z) (Son of z), sets 

 M(x) = M(x) –{z} 

 N(x) = N(x)  {y} 

 If Child =S(x) and M(x) =  sets 

 S(x) = passively  

 Set parent v of x S(v) = passively 

Figure 1 Shows the approach described above is again 
shown graphically user-defined relations between the 
individual threads are as "Screen" displayed on the top right 
and starting from there, the references to computers with the 
appropriate resources.  

The search in the communities is a central point in the 
structure of the local warehouses and finding resources in the 
network. The next section is the search therefore described in 
more detail and there are also proposals for optimising 
indicated. 

IV. THE MATHEMATICALLY SETS OF PRINCIPALS  IN 

SEARCH COMMUNITIES 

Despite the distribution of all information on the entire 
community and the lack of any central information on available 
resources, the structure and current members of the community 
must be possible to access. All resources to another difficulty 
are the dynamics in such a composite way. At any time, a node 
from the community disappears or newly added. It is clear that 
this requires a powerful mechanism to make finding the 
required by the individual user resources. Message chains are a 
special form of communication in network distributed systems 
such as "Communities". They work as follows: 

If a node will seek a particular resource, it simply sends the 
request to randomly selected neighbours. And this will then 
process the request, the result return, and the original request 
sends now to one of his neighbour‟s. Thus, the message chain 
terminated after a certain number of hops at each visited node 
of the hop counter is decremented by one and the message only 
as long as forward, as the counter is greater than zero. This can 
be set before sending be how many nodes should be visited.  
Through an appropriate value for the "Hop-Counter" can be 
ensured, that all resources are found. The whole Internet has 
about a diameter of nineteen [19].  

The expense of the search is in an efficient frame. Because 
now all the nodes send such messages, the load can in increase 
network greatly. To reduce this burden, was the merging 
introduced [20].  

Here are two incidents on a node "Message to Chains" a 
message connected, while it will continue every single message 
on each node processed separately and also the "Hop-
Counter" remains separately, tell a happening but always 
together. This will be less but something is greater message 
chains on the Internet go, but reducing the overall load on the 
network. 

Message chains are thus a powerful and universal tool for 
all accumulating communication tasks in communities. The 
search can also be made more efficient by an appropriate 
structuring of the warehouses in the, unlike an arbitrarily 
grown community structure, the local entries are organised so 
that for a search within a community and secondly, the search 
on all nodes locally stored is optimised. 

The following requirements are placed on an optimal 
structure of a cooperative community. 

 The new topology should only local information from 
unstructured his community to construct. 

 The diameter of the community should be known and as 
small as possible (what not known when grown, the 
unstructured community is). 

 At the lowest possible valence fault, tolerance should 
exist. 

 It should, for example, known algorithms are used for 
routing can. 

One possibility for this is the topology of the N-
dimensional hypercube (N-dh). This has some very good 
properties which bring significant advantages when searching. 
An N-dh has a diameter of at a maximum -Node numbers of 

2
n

. This topology can be using only local information building 
the community warehouse. 

Each node in the hyper-cubes (h-c), is assigned a unique 
Id. which is also a "Timestamp, includes". Now the meetings 
are of two different h-c, so it must be with the higher 
dimension or destroy the same dimension of the other older, 
e.g. they shall take away the required node. 

In addition, to the user piece created by piece unstructured 
community can even be built an optimised h-c. „A‟ is a user 
member of several communities, thus, for each community, 
such h-c, is established what the operations, in particular, the 
search in each community optimised. This is also possible 
because an h-c, relatively little local entries required. It is also 
a global h-c, conceivable combines the all stored on the node 
links to a common structure and thus, for example, an efficient 
search through community boundaries allows away.  

As Shown in the figure, the time for the simulated 
generating a global h-c, shown as a function of cooperative 
community size on the Internet technology. The various graphs 
stand for the different size of the local neighborhood 
warehouses. 
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Fig. 2. The Time for Generation a global hypercube Cooperative 

Communities Size on the Internet Technology. 

Figure 2 shows the diagram above the graph runs for each 
dimension almost linear. The slight deviation towards the end 
is due to the longer seek times to explain that arise when the 
number of available nodes becomes smaller. 

V. A-WEB BASED DECENTRALISED INFORMATION 

STRUCTURE  IN DETAIL 

There are already several projects that use the Internet 
communities. Each uses this concept but only in order to 
realise a certain idea, e.g. uses the communities to establish a 
distributed "file-sharing" system and "Free-net" is based on 
the cooperative communities‟ idea of a data-driven networks 
management and social networks information system similar 
the WWW. The main objective of the project A-Web based 
adaptive data-driven networks management is a real testing 
environment for the study of the properties of cooperative 
communities on the Internet technology to create. It is intended 
to provide an open field test on the one hand but on the other 
hand options as of distributed operating systems such as the 
Web operating systems (WOS), are known to provide. 

Figure 3 shows the structure of creating A-Web 
application which will provide the facility of openly access 
data on free-net. This platform is based on the cooperative 
community structure. First, it will be matching different 
scientific keywords for selection of different kinds of the 
scientific research publications or, any kind of soft data, later it 
will call all data from community-based warehouse and at the 
same time, it will store data in community-based document 
warehouse. This is used in order to give users the ability to 
access external documents to publish and own documents store 
and call from the community-based document warehouse in 
this decentralised information data-science library. Another 
important point is to manage all documents using a Graphical 
User Interface (GUI) as well as the beyond-mentioned thought 
of vertical and horizontal networks communities. A-Web 
program package is developed with the help of “Java 
programming language”. [21] implemented in order to 
achieve good portability. 

 A-Web nodes consists of two key systems 

 The cooperative community as A-Web server 

 The cooperative community as A-Web Editor 

The server responds to all requests from other members of 
the community and is also the communications client of the 
local node of the server uses the above-described message 
chains for all communication safeguard.  

The following Figure 3 shows the structure of nodes A-
Web. The individual services provided by the server are built 
as modules and can also be added during operation. This makes 
the server flexible and expandable. The following standard 
modules are included in the server. 

A. The Ping Component 

The first ping service component module is a basic service 
in A-Web, which each node allows other machines on the 
network to contact and find out if they have also enabled A-
Web server or not. 

B. The Search Component 

The search component for the search in the community is 
also very important. It will be used to answer incoming search 
requests. To make an inquiry to answer, it accesses the local 
community warehouse. 

Fig. 3. The Structure of Creating A-Web Nodes
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C. The Filter Component 

A-Web filter is a program that can screen an incoming web 
page to decide whether some or all of it should not be 
displayed to the user. The filter checks the source or content of 
a web page aligned with a set of rules provided by organisation 
or person who has installed the web filter. A-Web filter allows 
an enterprise or individual user to block out pages from the 
Web- sites, that are likely to include objectionable advertising, 
pornographic content, spyware, viruses, and other objection 
content. Vendors of Web filters claim that their products will 
reduce recreational Internet surfing among employees and 
secure networks from Web-based threats. 

D. The Copy Component  

The copy component service is the procedure of taking raw 
objects and the "copy" whatever thing from a novel to a web 
page and improving the formatting, style, and accuracy of the 
text. The goal of copy editing is to ensure that content is 
accurate, easy to follow, fit for its purpose, and free of error, 
omission, inconsistency, and repetition. In the context of 
publication in print, copy editing is done before typesetting and 
again before proofreading, the final step in the A-Web, node 
cycle. 

E. The HTTP Protocol 

The Hypertext Transfer Protocol (HTTP), is a request 
protocol for distributed collaborative, hypermedia information 
system. HTTP is the foundation of data communication for 
the WWW. Hypertext is structured text that uses logical links 
(hyperlinks), between nodes containing text. HTTP is the 
protocol to exchange or transfer hypertext [2]. 

VI. A-WEB BASED COOPERATIVE COMMUNITIES GRAPH 

EDITOR 

A-Web based cooperative networks communities graph 
editor is the GUI, for the adoption of data-driven networks 
management cooperative community-based warehouse display 
the main editor of the graphical editor. The new contents of the 
user‟s cooperative community are: represented storage, vertical 
and horizontal networks community as a graph. Every keyword 
is described even as the highlight, and the connection among 
keywords, which chart controls. The connection among these 
two keywords is not automatically the method; to "identify" 
and the other, in another shade. The edges preserve the real 
weighed to state the connection among power so far. The query 
may be necessary to restore the correct keywords. This can be 
limited by granting access rights to the edges. 

Fig. 4. The Graphical User Interface (GUI) of A-Web Community Editor 

for Searching and Connecting various Nodes 

Figure 4 shows the horizontal and vertical communities to 
the cooperative community editor are managed. It supports the 
user in structuring the community graphs as well as in the 
choice of keywords. It can also access restrictions are given to 
those created by the explorer structure does not or only to 
certain groups of users to share. The editor also provides the 
interface for the search and for the insertion of individual 
documents in the library ready. Any data that are required for 
the organisation of the "Community-based Warehouse" are 
stored. The nearby stored multiple documents belong to 
"Community-based Document Warehouse". It is separated 
into two areas: 

 One for the document that presents the local users 
available and another for the client downloaded the 
foreign document. Links that point to other documents, 
be at certain intervals tested to date and updated as 
required. 

 To become a member of A-Web, "Cooperative 
Community", besides the mentioned software the 
knowledge is necessary for another node that already is 
for cooperative community belongs. The search 
mechanism other members are found and where local 
community warehouse is stored. Through these entries, 
the communities of the users are built. 
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VII. CONCLUSION 

In this research paper, we introduce A-Web, based 
Techniques which are based on adaptive data-driven networks 
management on all Internet applications have been developed 
fast throughout the history of deficient doubt. This 
improvement was motivated next to the requirement for 
seeking infrastructures systems coping with the necessities of 
Internet applications and the workload of distinction. Sooner 
than the appearance of the virtualisation knowledge, 
information centres‟ are provided. Moreover, common or 
devoted hosting platforms for Internet applications are also 
provided. Virtualisation expertise many new features to 
information centres. Additionally, workload consolidation will 
be alive and resettlement and active supervision of resources 
will also be virtualised. 

This article shows that the cooperative community, of 
course, has a potential for future developments in the area of 
influence of computer networks and distributed systems. 

According to the authors, this development is based on 
initial stage. Initial investigations present the completely new 
concept of A-Web, the structure of A-Web, communities, and 
understanding the way of cooperative communities on the 
Internet technology for adaptive data-driven networks 
management message line techniques towards self- organising 
systems can be created and therefore the respective 
requirements are optimally adapted. 

Through special mechanisms to manage communities and 
search communication within the communities; there is very 
flexible and well manageable basis for a number of efficient 
tools and work environments. Using the example of A-Web, 
Ccommunity editor could be shown to combine the simple 
handling and thickness of existing central client-server systems 
and the flexibility and fault tolerance of distributed, 
decentralised architectures. The main objective of the project 
A-Web based adaptive data-driven networks management is a 
real testing environment for the study of the properties of 
cooperative communities to create. It is intended to provide an 
open field test on the one hand but on the other hand options as 
of distributed operating systems such as the Web operating 
systems (WOS), are known to provide and another important 
point is to manage the documents using a Graphical User 
Interface (GUI), as well as the beyond-mentioned thought of 
vertical and horizontal networks communities. 

VIII. FUTURE WORK 

This research opens up many opportunities for small 
projects and long term comparison. We summarise the future 
orientation as follows: 

In the future, we plan to expand our research into the 
efficient use of vertical and horizontal computer networks and 
distributed systems scalability. Secondly, we want to develop 
and implement adaptive models dynamically. Currently, our 
strategy involves more policymaking work, so that the study of 
recovery and adaptation of automated models. In addition, we 
will take into account the types of heterogeneous signals as a 
method of optimising resources. 
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Abstract—This study proposes a method of selecting a set of 

gimbal angles in the final state and applies the method to the 

mode-scheduling steering law of variable-speed control moment 

gyros intended for multi-target pointing manoeuvres in the three-

axis attitude control of a spacecraft. The proposed method selects 

reference final gimbal angles, considering the condition numbers 

of the Jacobian matrix of the reaction wheel mode in the final 

state of a single manoeuvre and that of the constant-speed control 

moment gyro mode at the start of the upcoming manoeuvre to 

keep away from the singularities. To improve the reachability of 

reference final gimbal angles, the nearest set of gimbal angles 

among nominated sets according to the Euclidean norm is 

selected as the reference final set at the middle of the single 

manoeuvre, and then realised by adopting gimbal angle feedback 

steering logic using null motion. In addition, the manoeuvre 

profile is designed such that the second half of the single 

manoeuvre is more gradual and takes longer than the first. 

Numerical simulation confirms the validity of the proposed 

method in consecutive manoeuvres. 

Keywords—Variable-Speed Control Moment Gyros; Attitude 

Control; Singularity; Steering Law; Spacecraft 

I. INTRODUCTION 

A remote sensing satellite used in an emergency response 
requires high observation frequency as shown in Figure 1, 
which is achieved by making highly accurate and large-angle 
agile manoeuvres consecutively [1,2,3]. To satisfy this 
requirement, the application of variable-speed control moment 
gyros (VSCMGs) to an attitude control actuator of a spacecraft 
and the steering law of the gyros have been studied [4,5]. The 
authors previously proposed a mode-scheduling steering law 
for VSCMGs, where the suitable set of initial gimbal angles is 
selected in the constant-speed control moment gyro (CSCMG) 
mode considering singularity avoidance during an agile attitude 
manoeuvre, and the steering mode is then transited to the 
reaction wheel (RW) mode smoothly according to the attitude 
error of the spacecraft during highly accurate pointing control 
in the final state of the manoeuvre [6]. Kasai and Kojima 
proposed the gain-scheduled steering law of VSCMGs [7], 
focusing on the condition numbers of the Jacobian matrix in an 
inverse matrix calculation in addition to the consideration of 
the attitude error. As shown in Figure 2 [7], there is a trade-off 
relationship between the condition numbers of the Jacobian for 
the CSCMG mode and that for the RW mode. The method of 
Kasai and Kojima changes to the gimbal angles for which the 

condition number of the RW mode is most well-conditioned in 
the final state of a single manoeuvre, and its validity has been 
confirmed by numerical simulation. 

The present study proposes a method of selecting reference 
final gimbal angles considering the condition numbers of both 
the CSCMG mode and RW mode during multi-target pointing 
manoeuvres, and applies the method to the mode-scheduling 
steering law of VSCMGs. Through numerical analysis, it is 
confirmed that the condition number of the wheel Jacobian 
does not always need to take a minimum value, and a certain 
value retains the torque generation capability. The proposed 
method selects the reference final gimbal angles from the 
predefined nomination to keep not only the condition number 
of the wheel but also that of the gimbal at a certain level so that 
the CSCMG mode smoothly ends in the present manoeuvre 
and drives effectively in the upcoming manoeuvre. Figure 3 
shows the sequence of the manoeuvre and steering of 
VSCMGs adopting the proposed method. Selected reference 
final gimbal angles are set by gimbal angle feedback steering 
logic [8] adopting null motion before transition to the RW 
mode. Since this logic does not guarantee the complete 
reachability of the reference final angles [9,10], two 
approaches are proposed to increase the reachability of the 
gimbal angles. Firstly, when the boundary point is defined as 
the start of deceleration in a rate profile of a single rest-to-rest 
manoeuvre, the reference final gimbal angles are selected on 
the condition that the Euclidean norm between gimbal angles at 
the boundary point and at each nomination is a minimum. 

  
Fig. 1. Image of multi-target pointing manoeuvres 

Orbit of sub-

spacecraft point

Spacecraft orbit
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Fig. 2. Condition numbers 
s  and g  with respect to the gimbal angle [7] 

  

Fig. 3. Sequence of the proposed method 

Secondly, a rate profile is designed to make the gimbal 
angular acceleration more gradual with the intention to having 
a longer period of gimbal angular feedback after the boundary 
point. This paper presents the design of the proposed method 
and carries out numerical simulations to verify the feasibility of 
the method. 

II. MODELING OF A SPACECRAFT AND VSCMGS 

A. Attitude control of a spacecraft equipped with VSCMGs 

CSCMGs consist of a wheel motor and gimbal motor that 
constantly rotate a wheel, whereas the VSCMGs control the 
spin rate of the wheel. Ford and Hall [11] proposed VSCMGs 
and various singularity avoidance techniques have been 
developed because the number of degrees of freedom is greater 
than that of CSCMGs [12,13]. The pyramid configuration of N 
VSCMGs is generally used for the three-axis attitude control of 
a spacecraft from the viewpoint of hardware redundancy, as 
shown in Figure 4. The present study deals with the case N = 4 

and a skew angle β = 54.7 deg. In this paper δ  and Ω  

represent the gimbal angles and wheel rotational speed 
respectively. Firstly, unit direction vectors are defined as 

 
Fig. 4. Skew array of a four-VSCMG system 
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where, ˆ ˆ ˆ, ,si ti gig g g  is the i-th unit direction vector of the 

spin axis, transverse axis, gimbal axis, respectively. 

The inertia matrix of the spacecraft equipped with 

VSCMGs 
3 3

B R I  is expressed as 
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where, sI  is the inertia matrix of the spacecraft excluding 

VSCMGs and iJ  is the inertia matrix of the i-th VSCMG. 

Euler‟s equation of motion of a spacecraft equipped with 
four VSCMGs is 

 B B s s t t g g     I ω ωI ω G τ G τ G τ L  

where, 
3 1R ω  is slew rate of the spacecraft and 

3 1, ,s t g R τ τ τ  are the output torques of the VSCMGs to the 

wheel spin axis, transverse axis, and gimbal axis respectively. 
3 1R L is the sum of all external torques experienced by the 

spacecraft. 3 3R ω  is the skew symmetric form defined as 



3 2

3 1

2 1

0

0

0

 

 

 

 
 

 
 
  

ω  

B. Steering law of VSCMGs 

1) Mode-scheduling steering law 
Neglecting the gimbal inertia effects of the VSCMGs, the 

relationships among wheel rotational acceleration Ω , gimbal 

rate δ  and torque required from the spacecraft attitude control 

system rT  follows that [14] 
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where, 0D  is wheel Jacobian matrix associated with the 

wheel spin rate and 4 1
1 4

T
R      Ω , 1D  is gimbal 

Jacobian matrix associated with gimbal angles and 

4 1
1 4

T
R     δ .  1, ,4si i   is the projection of 

ω  onto the spin axis of each VSCMG and is expressed as

ˆ T
si si  g ω . Introducing the state vector 

8 1R η  and the 

matrix
3 8R Q , (5) is rewritten as 
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It is necessary to solve the weighted pseudo inverse of (6) 
to calculate the desired η , introducing the weighted diagonal 

matrix 8 8R W . This inverse kinematics solution is called a 

steering law and is defined as 
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where, sW  denote the weighting function for the wheel 

angular acceleration, and gW  denote that for the gimbal 

angular velocity. sW  and gW  are therefore the weights 

associated with whether the VSCMGs are to perform like RWs 
or CSCMGs. Introducing these weights allows the control 

designer to distribute δ  and Ω , thus realise the required rT  

In (7) and (8), the transition of the steering mode is then 
implemented as a sigmoid function of the total sum of the 

absolute error value error  in the spacecraft three-axis attitude 

control against the reference attitude, defined by 



     
3

1

, 1
1
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error error error
g s gc

error ref
i i
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a
W W W
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where, ref
θ  is the reference attitude angle of the spacecraft 

after the rest-to-rest manoeuvre and θ  is the Euler angle of the 

spacecraft at present. a, b, c are arbitrary positive constant 
values and set as a=1, b=1808, c=1.5 in this paper through 
numerical simulation, with the intention of not being oscillated 
in the transition of the steering mode and not being saturated in 
the wheel angular acceleration capacity when settling in the 
final state of a single manoeuvre. Figure 5 shows the 

relationship between error  and W . According to this 

function, the actuator drives in CSCMG mode for large-angle 
manoeuvring and then in VSCMG mode for the intermediate 
band to prevent the radical hold of the gimbals, and finally, the 
actuator stops the gimbals and drives in RW mode to settle on 
the reference attitude angle through the acceleration and 
deceleration of the wheels. 

2) Singularity and condition numbers 
A singularity should be considered when the actuator drives 

in CSCMG or RW mode. The singular condition occurs when 
all individual torque vectors are perpendicular to the required 
torque direction for the specific combination of gimbal angles 
[15]. This situation means a „singularity‟. In the case of the 
mode-scheduling steering law defined in (7) distinguishing 
between the CSCMG mode and RW mode, the singularity of 
the wheel Jacobian matrix 0D  and that of the gimbal Jacobian 

matrix 1D  should be considered individually [16]. A 

singularity of the RW mode and CSCMG mode occur when 
matrices 0D  and 1D  meet the conditions respectively 
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The singular index, also defined as condition number, 
represents the distance from singularity which is obtained 
through the singular value decomposition of the Jacobian 
matrix. The condition number of 0D  and 1D  is respectively 

defined as 
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,
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where, 
 1 3si i 

 is the singular value of 0D  (

1 2 3 0s s s     ), and gi
 is that of 1D  (

1 2 3 0g g g    
) [17]. 

Larger values of s  and g  indicate that the singularity is 

closer for each Jacobian matrix. Provided that the spacecraft 

system keeps a zero-momentum status (  
T

     δ  

in this paper) when manoeuvring, the relationships between δ  

and s , g  are those shown in Figure 2. 

3) Implementing singular-direction avoidance logic to the 

VSCMG steering law 
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Fig. 5. Weighting functions sW  and gW  of the steering mode 

To avoid a singularity while manoeuvring in the CSCMG 
mode, the mode-scheduling steering law in (7) applies the 
singular-direction avoidance (SDA) steering law [17]. By 
decomposing and adding a singularity avoidance parameter 
against 1D , the modified matrix 1SDAD  is introduced as 
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where, 3 3
g R U , 4 4

g R V  are unitary matrices and 0  

is a design parameter and set as a positive constant. From (7) 
and (12), the mode-scheduling steering law implementing SDA 
logic is then expressed as  
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III. PROPOSED METHOD 

A. Analysis of the selection of reference final gimbal angles 

Considering the steering of the VSCMGs in consecutive 
attitude manoeuvres, the reference final gimbal angles of a 
single attitude manoeuvre are analysed. In the range 
0 30  , which is intentionally limited from the viewpoint 

of symmetry in Fig. 2, each specification is examined in the 
three domains 0 10  , 10 20  , 20 30  , cantered 

on 5,15,25   respectively. First, in the domain 20 30  , 

the behaviour of gimbals could be unstable and it could be 
difficult to transit to the RW mode smoothly because 1D  is 

near singularity. In addition, this state makes gimbals difficult 
to begin steering in the upcoming manoeuvre. Therefore, 

20  is preferable from the viewpoint of acquiring the 

condition number of 1D . Second, in the domain 0 10  , the 

output torque of the RW mode in the final state of manoeuvre 
could be limited depending on the direction because 0D  is near 

singularity. In more detail, 0D  can be decomposed as 
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where, sU  and sV  are unitary matrices,  1 3si i u are 

left singular vectors, and  1 4sj j v  are right singular 

vectors. 

From this singular value decomposition, the wheel 
maximum output torque is expressed as 

 1 1 2 2 3 3smax s s s s s s    U u u u  

where, each element of 
3 1

smax R U  is the maximum 

output torque around the roll, pitch, or yaw axis respectively. 
Figure 6 shows the relationship between   and smaxU . Note 

that each element of smaxU  takes an absolute value. Figure 6 

reveals the possibility that the output torque around the yaw 
axis becomes small as   approaches zero. In general, a remote 

sensing satellite not only often manoeuvres around its roll and 
pitch axes to orient its mission sensor but also compensates for 
the attitude errors around the yaw axes to settle using the RW 
mode. Therefore, 10   is preferable from the viewpoint of 

acquiring the condition number of 0D . This discussion reveals 

that, for the reference final gimbal angles, the domain 
10 20   cantered on 15   is preferable considering the 

trade-off between s  and g  of 0D  and 1D . The angles are 

then set as 

    15 15 15 15
T

F m m m m m  δ  

where, m  is the positive integer and the following 

numerical simulation adopts m=1. 

B. Applying gimbal angle feedback steering logic to the 

VSCMG mode-scheduling steering law 

An overall design of the proposed method along with a 
time series of a single manoeuvre is shown in Figure 3. In a 

rate profile of the spacecraft profile
ω , it is supposed that 0t  is 

the time at which the manoeuvre begins, 1t is the time at which 

there is a change from acceleration to constant slew, 2t  is the 

time at which deceleration begins, and 3t  is the time at which 

the required attitude is realised. 
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Fig. 6. Wheel maximum output torque smaxU  

Note that if profile
ω  is triangular rather than having a 

trapezoidal shape, then 1 2t t . 

At 0t t  for large-angle manoeuvring, the actuator drives 

in CSCMG mode and outputs torque by gimbaling. When 
settling in the final state of a single manoeuvre, the actuator 
drives in RW mode and compensates for small attitude 
fluctuations through the acceleration and deceleration of the 
wheels. To transit to the RW mode with the reference final 
gimbal angles of a single attitude manoeuvre, gimbal angle 
feedback steering logic using null motion [8] is applied. This 
logic allows gimbal angles to be guided to the desired angles 
without effecting the output torques using null motion. Gimbal 
angle feedback steering logic is expressed by 
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where, NK  is a positive null motion gain and Fδ  denotes 

the reference final gimbal angles. When (17) is applied to (7) 
and (13), the proposed method is expressed by 
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The time 2t t  is defined as the boundary point and null 

motion should activate after that. NK is set as 

  0 20NK t t t     20NK t t   

The reference final gimbal angles Fδ  are selected on the 

condition that the Euclidean norm between the boundary point 
and each nomination expressed in (16) is a minimum. Fδ  is set 

at 2t t  so as to satisfy the condition 
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C. Design of the rate profile of an attitude maneuver 

In terms of the gimbal angle feedback steering logic, the 
possibility of not converging to the reference angles by the 
intended time remains because null motion is not able to 

escape all types of singularity [10]. profile
ω  is then designed to 

make the gimbal angular acceleration more gradual with the 
intention of having a longer period of gimbal angular feedback 
after the boundary point, as shown in Figure 7. 

Supposing that rmax  is the maximum slew rate of the 

spacecraft and α is the angular acceleration, profile
ω  can take 

either a triangular or trapezoidal shape depending on rmax , α, 

and ref
θ . By taking a larger value of α in the period 0 1t t t  , 

the duration of the attitude manoeuvre 2 3t t t   can be 

lengthened, according to 

     

where, the constant 1  . 

IV. NUMERICAL SIMULATION 

A. Simulation conditions 

The spacecraft manoeuvres around its roll axis from the 

initial attitude angles    0 0 0 0 deg
T

t θ  to the first 

reference attitude angles  60 0 0 deg
Tref θ , and then 

manoeuvres to the second attitude angles

 15 0 0 deg
Tref  θ , which involves two rest-to-rest 

manoeuvres. Table 1 gives simulation parameters of the 
spacecraft and the VSCMGs. Table 2 gives design parameters 
of the proposed steering law. 

  
(a) Triangle type (b) Trapezoid type 

Fig. 7. Designs of the slew rate profiles 
profile

ω  of the spacecraft 

The feedback controller of the attitude control system is a 
proportional derivative (PD) controller. In addition, the slew 
rate of the spacecraft and gimbal angular velocity of the 
VSCMGs when the attitude manoeuvre begins are supposed to 
be zero. To verify the validity of the rate profile design and 
gimbal angle feedback logic, the performances of three 
methods described in Table 3 are compared for the same 
feedback control system and the same mission. In Table 3, 
methods 1 and 2 are the comparative methods and method 3 is 
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the proposed method. In method 1, the reference final gimbal 
angles are set so that s  has a minimum value. In method 2, 

profile
ω  is not designed and a normal rest-to-rest manoeuvre is 

adopted. 

B. Simulation results 

Figures 8 and 9 show the results of the attitude manoeuvre 
and weighting value for each of the three methods, 
respectively. 

TABLE. I. VSCMG AND SATELLITE PARAMETERS 

Parameters Value 

Wheel axis moment of Inertia 
siJ  0.11 kgm2 

Maximum angular velocity of 

gimbal axis max  
1.0 rad/s 

Maximum angular acceleration of 

gimbal axis max  
3.0 rad/s2 

Wheel rotational speed   6000 rpm ± 30% 

Maximum wheel angular 

acceleration max  
4.0 rad/s2 (approx. 38rpm/s) 

Skew angle β 54.7 deg 

Initial gimbal angles  0tδ   30 30 30 30 deg
T

   

Initial wheel rotational speed 

 0tΩ   6000 6000 6000 6000 rpm
T

 

Spacecraft moment of inertia 
BI  

3

3 2

3

1.50×10 0 0

0 1.50×10 0 kgm

0 0 1.50×10

B

 
 

  
 
  

I  

TABLE. II. DESIGN PARAMETERS 

Steering law parameters Value 

a 1 

b 1808 

c 1.5 

0  0.05 

NK  0.5 

 

Maneuver profile parameters Value 

maxr  4.0 deg/s 

α 0.36 deg/s2 

γ 2.0 

In terms of the inner state of the VSCMGs, Figures 10, 11, 
and 12 show the results of the gimbal angles, singular index 
(condition number), and wheel rotational speed respectively. 
Figures 9 and 12 reveal that all methods can switch to the RW 
mode without oscillating the weighting values and without 
exceeding the range of the rated wheel rotational speed due to 
the design of weighting function in (9). In terms of the 

reference final gimbal angles,  30 30 30 30
T

F   δ is 

set for both first and second manoeuvres in method 1 and 

 15 15 15 15
T

F   δ  is set for both first and second 

manoeuvres according to the calculation in (20) in methods 2 
and 3. 

TABLE. III. SIMULATION CONDITIONS FOR THE THREE METHODS 

 Method 1 Method 2 Method 3 

CSCMG 

steering law 
SDA 

Gimbal angle 

feedback 0t t  
2t t  

reference 

gimbal angles 

Fδ  

30

30

30

30

 
 
 
 
 
 

 

15

15
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15
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m
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m

 
 
  
 
 
 

 

Maneuver 

profile 
Normal Normal Designed 

Firstly, methods 1 and 3 are compared in terms of the 
difference in the reference gimbal angles. Figures 8(a) (c) and 
9(a)(c) reveal that methods 1 and 3 realise the reference 
attitude angles with approximately the same performance, 
switching the steering mode smoothly. By contrast, in the 
second manoeuvre of 80t  , Figures 10(a) and 11(a) reveal 

that gimbal angles in the final state of method 1 are in a 
singular state for 1D  and gimbal angles of control moment 

gyros 1 and 2 are not able to converge although the gimbal 
angle feedback steering logic is active. Therefore, according to 
Figure 12(a), the wheel rotational speed of method 1 
continuously changes even in the final state, which is not 
desirable for the saturation of the wheel rotational speed. By 
contrast in the case of method 3 from Figures 10(c) and 12(c), 
gimbal angles and wheel rotational speed can converge to the 
intended values of the final state in both first and second 
manoeuvres. 

Secondly, methods 2 and 3 are compared in terms of 
gimbal behaviours. Figure 10(b) shows that method 2 fails to 
reach the reference final gimbal angles 

 15 15 15 15
T

F   δ  because the gimbal angle 

feedback steering logic does not work well. Whereas in the 
case of method 3, Figure 10(c) shows that the gimbal angle 
feedback steering logic works effectively and the proposed 
method reaches the reference angles owing to the design that 
the more gradual and longer latter manoeuvre. As a result, 
Figure 11(c) shows that method 3 succeeds in maintaining 

proper values of s  and g  of the final state in both first and 

second manoeuvres. The numerical simulation thus confirmed 
that the proposed method can realise the required attitude 
manoeuvre of the spacecraft while reaching the intended 
gimbal angles of the VSCMGs considering the distance from 
singularity in each final state of a single manoeuvre. 
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(a) Method 1 

 
(b) Method 2 

 
(c) Method 3 

Fig. 8. Euler angle θ  of the spacecraft 

 
(a) Method 1 

 
(b) Method 2 

 
(c) Method 3 

Fig. 9. Weighting value sW
 and gW  
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(a) Method 1 

 
(b) Method 2 

 
(c) Method 3 

Fig. 10. Gimbal angles δ  

 
(a) Method 1 

 
(b) Method 2 

 
(c) Method 3 

Fig. 11. Singular indices (condition numbers) s  and g  
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(a) Method 1 

 
(b) Method 2 

 
(c) Method 3 

Fig. 12. Wheel rotational speed Ω  

V. CONCLUSION 

For the multi-target pointing and agile manoeuvring of a 
spacecraft with VSCMGs, the present study proposed a method 
of selecting reference final gimbal angles of a single 
manoeuvre and its application to the mode-scheduling steering 
law of VSCMGs. Firstly, the need to consider the condition 
numbers of both the CSCMG mode and RW mode in the final 
state of each single manoeuvre during consecutive manoeuvres 
was presented. In addition, the desired reference final gimbal 

angles of the single manoeuvre were introduced. Secondly, 
gimbal angle feedback steering logic using null motion was 
applied to the mode-scheduling steering law of VSCMGs to 
realise the reference final gimbal angles. To improve the 
reachability of the reference final gimbal angles, the boundary 
point is defined as the start time of deceleration in a rate profile 
of the spacecraft, and the nearest set of gimbal angles among 
nominated sets according to the Euclidean norm from the 
boundary point were selected as the reference final set at the 
middle of the manoeuvre. In addition, a rate profile was 
designed to make the gimbal angular acceleration more gradual 
with the intention of having a longer duration of gimbal 
angular feedback after the boundary point. The numerical 
simulation of consecutive rest-to-rest manoeuvres confirmed 
that the proposed method can realise the required attitude 
manoeuvre of the spacecraft while reaching the intended 
gimbal angles of the VSCMGs in each final state of a single 
manoeuvre. 

As gimbal angle feedback steering logic using null motion 
in this study does not guarantee the complete reachability to the 
reference final gimbal angles, further verification and 
improvement through Monte Carlo simulation etc. assuming 
various manoeuvre cases are future work. 
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Abstract—The paper deals with the problem of choosing the 

most effective methods of processing expert information if there 

are several results of expert evaluation on the problem. The 

problem of levelling expert assessments, which differ much from 

the other set of estimates, is considered. Ratios for the weighting 

factors of individual expert assessments, taking into account the 

extent of the deviation of each expert's evaluation of the resulting 

valuation to be obtained from them, are offered. For the problem 

of estimation of the degree of importance the different 

components of the computer to ensure the security of data 

processed in the personal computer, a list of five possible expert 

data processing methods is formed, and carried out an expert 

evaluation of the level of the components’ importance on the 

basis of linguistic variables. Expert estimations are processed by 

all presented methods. The results of evaluation allowed to 

identify the most effective methods of treatment; namely median 

variant of the maximum likelihood method, which is based on a 

stochastic model of peer review, and proposed in the paper 

method that takes into account deviations from the specific 

evaluations of the resulting values. 

Keywords──Treatment; Linguistic variables; Information 

processing; Evaluation procedures 

I. INTRODUCTION 

The problem of choosing the most effective methods of 
expert information processing among a large set of options [1] 
is one of the tasks that have to be solved in the process of 
conducting the peer evaluation procedures. Below is given an 
analysis of the solution of this problem for the case of the use 
of linguistic variables as estimates. As a result, the application 
object is considered the educational task of assessing the 
importance of various PC components from the security of 
data processing point of view. Note that this problem 
previously has not been considered. Among the closest papers 
to the work are [2, 3]. 

II. A DESCRIPTION OF THE PROCESSING METHOD IN THE 

PRESENCE OF EMISSION ESTIMATES 

Among the many tasks associated with improving the 
quality of the resulting estimates obtained by expert 
procedures, one of the most important is the levelling of the 
individual (rare) estimates which differ much from the other 
respectively comparable ones. Call them emission estimates, 
because these individual "outliers" can significantly affect the 
resulting estimates. When processing such data, in practice, 
often are used different approaches: throwing away (ignoring) 
estimates, having sharp deviation from the rest of assessments; 

discussion and re-conducting expert procedures with those of 
the experts, who put down these emission values, outliers 
other assessments; the use of various coefficients and factors, 
estimating the level of competence of individual experts. All 
of these approaches have their drawbacks, and generally, 
degrade the quality of the result.  

Dropping emissions lost part of useful expert information. 
Also estimates which can be attributed to emissions, are often 
spread sufficiently and uniformly that does not allow 
convincingly enough to choose the threshold values below 
which the assessment is considered acceptable and above must 
be thrown. During the pre-additional consultations with 
experts who put emission estimates is often carried out a 
certain influence on the expert aimed at obtaining from him a 
reasonable estimate. Finally, the choice of the expert 
competence coefficients has a strong subjective component 
and depends on those who form these factors. Also, these 
factors relate to the expert in general and are not tied to a 
specific subject matter (object) under-assessment. Below is 
given a procedure that allows to "weigh" each of the estimates 
regarding its importance for the resulting estimate. 

The proposed approach to solving this problem is the 
following. The basis of this approach, we rely on the 
assumption (hypothesis) that the closer evaluation of the 
expert to the final assessment, the more significant for 
investigation this estimate. It is supposed to assess the degree 
of importance of a specific assessment on its "distance‖ from 
the resulting assessment. For its, a function f() that describes 
the degree of closeness the evaluation of its expert and the 
resulting final evaluation is introduced. Then the resulting 
evaluation is a solution of the equation: 
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                                (1) 

Choice the most appropriate proximity function f() about 
the problem under consideration requires further analysis. In 
the paper is proposed the simpler version of this function: 

vub
vuf




1

1
),(  Obviously, if u = v, the coefficient of 

significance 0),( vuf , and as the distance between u and the 

average assessment v increases, this coefficient decreases 
inversely proportionally to u-v. The constant b is chosen based 
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on the specific requirements of a particular situation; it 
determines the extent to which the expert opinion is taken into 
account when evaluating its mismatch with resultant: the low 
value of b, the more the evaluation of the expert is taken into 
account, including the emission estimates. Coefficient b also 
depends on specific features of the problem being solved, and 
in particular on selection unit of estimation. Its value is 
assumed to be defined either by an expert procedure or by 
fixing the degree of importance of evaluating a given value of 
the deviation from the true value of the test parameter 
numerically or by testing different versions of its values, 
comparing the estimates obtained for different values of b, and 
selecting the minimum value b, for which the degree of 
consistency expert opinion is acceptable. 

Then (1) for the selected function f() can be rewritten as 
follows: 
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Thus, equation (2) can significantly reduce the 
contribution of the total sum emissions amount when the 

difference xxi   assumes large values; in this case, the 

significance factor   1

1


 xxb i  is very small. 

III. POSSIBLE METHODS FOR PROCESSING EXPERT DATA 

USING LINGUISTIC VARIABLES 

During the training sessions to the students was posed the 
following task: to evaluate the degree of vulnerability 
regarding information security of various personal computer 
(PC) components. Its solution was carried out on a base of 
expert procedure that used linguistic variables. In PC the 
following six basic components were identified: 1) the 
processor (PR); 2) random access memory (RAM); 3) read-
only memory (ROM); 4) input/output devices (IOD); 5) 
network tools (NT); 6) motherboard (MB). The process of 
evaluation consisted of the following stages: 

Stage 1 (Data collection). Each of experts assesses the 
importance for information security using the scale of the five 
linguistic assessments. Linguistic evaluation obtained is 
converted into numeric form. Emission values cannot be 
obtained by using standard methods of processing based on 
their conversion scales. 

Stage 2 (Getting the expert assessments): Students were 
divided into five groups - five experts. These linguistic scores 
were converted to interval ones using Harrington scale [3]. 
These interval assessments are converted to numeric. Namely, 
the numeric assessments were taken at the middle points of the 
corresponding interval. As a result, the following Table 1 of 
numerical estimates was obtained: 

TABLE I. NUMERICAL ESTIMATES 

 1st expert 2nd expert 
3rd 

expert 
4th expert 5th expert 

Pr 0.15 0.025 0.15 0.15 0.15 

ROM 0.6 0.6 0.375 0.6 0.6 

RAM 0.6 0.85 0.025 0.025 0.6 

IOD 0.85 0.375 0.85 0.85 0.85 

NT 0.375 0.6 0.6 0.6 0.85 

MB 0.15 0.025 0.6 0.15 0.6 

Stage 3 (Analysis of results): Further processing of data 
can be done basing on the most common algorithms for 
constructing the resulting estimates, and also by (2) to conduct 
a comparative analysis of the results.  

The first method: The average values for all the experts 
(i.e. the average values for each row) are taken as the resulting 
estimates for each component. As a result were obtained the 
following resulting estimates, which are arranged in 
descending order of assessment of their vulnerability (next to 
the assessment recorded in brackets resulting assess their 
vulnerability): IOD (0.755); NT (0.605); RAM (0.555); ROM 
(0.42); MB (0.305); Pr (0.125). 

However, the expert procedure is incomplete because it 
does not assess the degree of consistency of expert opinions. 
As the degree of expert opinions consistency assessment 
measures will choose the most simple method of consistency` 
assessment, based on the value of variation coefficients

%100
mх


 , since the amount of data (5 cases) is not 

sufficient for using methods of mathematical statistics. Here 

mх  is the average value of this indicator expert assessments, 

  is the value of the sample variance of this estimate. If the 

calculated value of the coefficient of variation is not more than 
0.3, the degree of consensus of experts considered acceptable 
examination results are accepted as a measure of the 
vulnerability of the component, and expert assessment 
procedure of this component is stopped. If the value of the 
coefficient in the range of (0.3, 0.7), the degree of consensus 
is the average, and the decision on the admissibility or 
inadmissibility of the results should be taken by the organisers 
of the expert procedure. If the value is greater than 0.7 the 
degree of consensus is low, and the results of the expert 
procedure cannot be accepted as the assessment of 
investigated characteristics. Calculating the values of the 
coefficients of variation for estimates of each component 

based on the last resulting table, we get:

 

%;8,44Pr   

%;2,18ROM  %;29,89RAM  %;2,70IOD 

%;77,27NT  %.84,89MB  On the basis of the 
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coefficients of variation values it can be concluded: expert 
opinion on estimation vulnerabilities of  permanent memory, I 
/ O devices and the motherboard are much differing and, the 
consistency degree  is low. Therefore, on these parameters, the 
expert procedure should be continued. The results of the 
expert procedure for assessing the vulnerability of the 
processor, RAM, and network resources are accepted [5]. For 
the rest of the components of an expert, the procedure was 
continued after collective discussion and justification of their 
assessments by each of the experts. As a result, the degree of 
consistency of expert opinion was acceptable, and we arrive at 
the following final result. All PC components can be arranged 
in the following series in descending order of assessment of 
their vulnerability:  

IOD (0.85); NT (0.605); MB (0.285); RAM (0.555); ROM 
(0.515); Pr (0.125). 

The second method: Each of the five components will be 
evaluated by the relation (2) for each PC component. Equation 
(2) is solved by using one of the most effective methods for 
solving algebraic equations - the method of secants. First, 
consider the problem of estimating the degree of vulnerability 

of the processor. Let 
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As u3 - u2 = 0.12643 – 0.12643 = 0 < ε, the search 
procedure is stopped, and as the resulting assessment the value 

12643.03Pr  ux  is taken. Analogous calculations are 

carried out for the other components of the computer; we get:

5595.0ROM x , 43337.0RAM x , 77355.0IOD x , 

6038.0NT x , 29544.0MB x . By using the re-expert 

procedure for ROM, I/O devices and the motherboard we 
obtain the following estimates for these components: 

55728.0ROM x , 80551.0IOD x , 27574.0MB x . 

The third method: It is building by the available set of 
probabilistic laws that describes the spread of the different 
expert evaluations. In practice, as such a distribution laws 

often beta-distribution with density )(, xf ba , depending on 

two parameters a > 0 and b> 0, is used where, 
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and  dxxxBe(a,b) ba


 
1

0

11 )1(  is the Euler beta 

function. The desired estimate is based on the method of 
maximum likelihood (MML- assessment), or on the basis of 
the method of least squares (MLS-assessment). For finding 
MML-assessment for given component the likelihood function 
is formed for the component: 
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The function ),1,/,( nixbaL i  of the variables a and b is 

unbounded, what can prove by examining the order of the 

function ()L  at infinity along the direction  



n

i
ixta

1

 and 









 



n

i
ixtb

1

1   as t . Using Stirling's formula for the 

gamma function, we find that L() as t  has the order of 

t . Therefore, to find the maximum value of the function it is 

necessary to impose additional restrictions on change range of 
a and b. It is  

easy to verify that  
1

0

,, ))(())(( badxxfxfVar baba . 

Since the distribution of  )(, xf ba  does not exceed one, as an 

additional restriction we can require that the variation of the 

function )(, xf ba  was greater of dispersion of not more than 

two orders of magnitude; it is sufficient to impose the 

condition cba  , c = 100. For the end result this restriction 

is not important, since in с  both average and median 

estimates of vulnerability tend to some limit. Under this 
additional constraint we will calculate the maximum value of 
the function ()L .  
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Let a0 and b0 be those values of a and b, at which the 
maximum value of the function ()L  is achieved. Then, as the 

resulting assessment is taken the value of the average 

00

0

ba

a
x

MML


 ; or the median MMLxm  of the distribution, i.e. 

the solution of the equation  (for 0aa  and 0bb  ) 

5.0)1()),((
0

111  
 m ba dxxxbaBe . 

We obtain the following MML- assessments for vector (

 xMML
Pr ,

 xMML
RAM ,

 xMML
ROM ,

 xMML
NT , 

 xMML
IOD , 

 xMML
MB ):  

12361.0MML
Pr  x

, 
55353.0MML

RAM  x
, 

56535,0MML
ROM  x

, 

79787.0MML
IOD  x

, 
60731.0MML

NT  x
, 

29024.0MML
MB  x

  
Corresponding MML-assessments obtained based on medians, 

are: 
11267.0MML

Pr  xm
, 

55472.0MML
RAM  xm

, 

57196.0MML
ROM  xm

, 
80793.0MML

IOD  xm
, 

61533.0MML
NT  xm

, 

26872.0MML
MB  xm

. 

MLS-assessments of the parameters a and b are the 
solutions of the following system of equations: 

















 1

)1(
2S

xx
xa , 

















 1

)1(
)1(

2S

xx
xb . In this case, 

the average of the assessments coincides with the values 

obtained on the basis of the first method, i.e. Pr
MLS
Pr x x  , 

RAMx x MLS
RAM , ROMx x MLS

ROM , IODx x MLS
IOD , NTx x MLS

NT , 

 x x MBMLS
MB . 

Estimates obtained based on the medians are equal: 

11764.0MLS
Pr  xm

, 
55659.0MLS

RAM  xm
, 

56804.0MLS
ROM  xm

, 

80265.0MLS
IOD  xm

, 
61488.0MLS

NT  xm
,  

24729.0MLS
MB  xm

. 

The fourth stage: The analysis of the results. Combining 
together all estimates obtained, we have the following table 2 
of results. 

The procedure of processing described above can be used 
for a solution of any problem connected with using expert 
assessments that are obtained by using linguistic variables. 

TABLE II. TABLE OF RESULTS 
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Assessments on 
mean base 

0
.1

2
5
 

0
.5

5
5
 

0
.5

1
5
 

0
.8

5
 

0
.6

0
5
 

0
.2

8
5
 

Assessments using 
competence 
coefficients 

0
.1

2
6
4

3
 

0
.5

5
9
5
 

0
.5

5
7
2

8
 

0
.8

0
5
5

1
 

0
.6

0
3
8
 

0
.2

7
5
7

4
 

MML- assessments 
on mean base  

0
.1

2
3
6

1
 

0
.5

5
3
5

3
 

0
.5

6
5
3

5
 

0
.7

9
7
8

7
 

0
.6

0
7
3

1
 

0
.2

9
0
2

4
 

MML- assessments 
on median base 

0
.1

1
2
6

7
 

0
.5

5
4
7

2
 

0
.5

7
1
9

6
 

0
.8

0
7
9

3
 

0
.6

1
5
3

3
 

0
.2

6
8
7

2
 

МLS- assessments 
on median base 

0
.1

1
7
6

4
 

0
.5

5
8
0

4
 

0
.5

6
8
0

4
 

0
.8

0
2
6

5
 

0
.6

1
4
8

8
 

0
.2

4
7
2

9
 

IV. CONCLUSIONS 

1) Estimates derived from the different expert data 

processing techniques, numerically different, but broadly in 

line with the basic results of processing, based on the first 

method. It is because in the case linguistic variables there 

cannot be emission assessments. The PC components can be 

placed in the following descending order of assessment of 

their vulnerability: the I / O device, networking tools, 

motherboard, random access memory, constant memory 

(ROM), the processor (Pr). Therefore, the choice of expert 

estimates the processing method for the majority of cases is 

not important when linguistic variables are used. 

2) Median assessment compared to the average estimates 

often underestimates low assessments. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

39 | P a g e  

www.ijacsa.thesai.org 

3) In the case of having a computer data processing 

opportunities it is preferable to use methods for estimating the 

average, taking into account competencies, and median MML-

assessment, which have a better theoretical characteristic 

(stableness, the rate of convergence).  
The results of this work can be used to build a secure PC-

based system, taking into account the vulnerability of 
competencies. In the future, the authors will more thoroughly 
analyse the processing methods and carry out various expert 
assessments [6,7]. 

This work was partially supported by motivational 
payments system faculty MIREA [8]. 
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Abstract—This paper investigated solving Fractional 

Programming Problems under Uncertainty (FPPU) using Sperm 

Motility Algorithm. Sperm Motility Algorithm (SMA) is a novel 

metaheuristic algorithm inspired by fertilization process in 

human, was proposed for solving optimization problems by 

Osama and Hezam [1]. The uncertainty in the Fractional 

Programming Problem (FPP) could be found in the objective 

function coefficients and/or the coefficients of the constraints. 

The uncertainty in the coefficients can be characterised by two 

methods. The first method is fuzzy logic-based alpha-cut analysis 

in which uncertain parameters are treated as fuzzy numbers 

leading to Fuzzy Fractional Programming Problems (FFPP). The 

second is Monte Carlo simulation (MCS) in which parameters 

are treated as random variables bound to a given probability 

distribution leading to Probabilistic Fractional Programming 

Problems (PFPP). The two different methods are used to revise 

the trustiness in the transformation to the deterministic domain. 

A comparative study of the obtained result using SMA with 

genetic algorithm and the two SI algorithms on a selected 

benchmark examples is carried out. A detailed comparison is 

induced giving a ranked recommendation for algorithms and 

methods proper for solving FPPU. 

Keywords—Sperm Motility Algorithm; Fractional 

Programming; Uncertainty; Fuzzy Programming; Monte Carlo 

Method 

I. INTRODUCTION 

In real life decision-making situations, the decision makers 
often face problems in making decision from linear/non-linear 
fractional programming problems (FPPs); the objectives are 
generally conflicted, non-commensurable and fuzzy in nature 
and many considerations of the vague nature of uncertainty 
should be taken in the formulation of the problem. Naturally 
the objective functions and constraints are uncertainty in their 
nature and involve many fuzzy or stochastic parameters. In 
most of the practical situations the possible value of the 
parameters involved in the objective could not be defined 
precisely due to the lack of available data. The concept of 
fuzzy sets seems to be most appropriate to deal with such 
imprecise data. There are many different algorithms to solve 
fuzzy fractional programming problem. Many of these 
approaches are based upon traditional optimization or classical 
methods. That is, it is still inefficient and lack universality, 
especially for non-linear and non-differentiable fractional 
objective functions. However, intelligent optimization 
techniques, such as evolutionary computation have a growing 

interest as a problem solver in the field of optimization and 
computer science. Rezaee, A. [2] proposed an interactive 
particle swarm optimization for general fuzzy non-linear goal 
programming. XU, X.L., et al. [3] modified particle swarm 
optimization algorithm to solve intuitionistic fuzzy integer 
programming. They convert the fuzzy integer programming 
into integer programming by membership function and 
resolved it by improving particle swarm optimization. Yi, L., 
et al. [4] proposed and analysed fuzzy form of the bi-level 
programming by using the interactive method and by 
imposing the improved PSO algorithm. They firstly convert 
the basic bi-level programming problem into its intuitionistic 
fuzzy form, which is intuitionistic fuzzy bi-level 
programming.  The membership and non-membership 
function could drive the integer fuzzy bi-level programming to 
the global optimum result. An interactive computational 
method is proposed for obtaining the global optimal solution 
of integer fuzzy bi-level programming. The method adopts the 
improved PSO algorithm, by imposing a mechanism to 
improve the diversity and expand the search space of the 
particle. Hezam, I.M. et al. [5]–[9] introduced solution for 
different types of fractional programming problem using 
metaheuristic algorithms. Abebe, A. et al. [10]  presented a 
comparison between Monte Carlo simulation (MCS) and 
fuzzy logic-based α-level cut analysis. They tested both 
techniques on a model of groundwater contamination transport 
where the decay rate of the contaminant is considered to be 
uncertain.  Cantoni, M. et al. [11] presented an approach to the 
optimal plant design under conflicting safety and economic 
constraints, based on the coupling of a Monte Carlo evaluation 
of plant operation with a genetic algorithms-maximization 
procedure. Buckley, et al. [12] presented Monte Carlo 
methods in fuzzy optimization using two methods to handle 
the uncertainty, (1) Kerre’s Method, and (2) Chen’s Method.  
Yeh, W.C. et al. [13] proposed Particle Swarm Optimization 
(PSO) based on Monte Carlo simulation (MCS), to solve 
complex network reliability optimization problems. Sar and 
Kahraman [14] used the fuzzy MCS method to determine the 
best investment strategy on new product selection for an 
organization in the condition when the fuzzy net present value 
is not the only point of concern for decision making. Fan, YR. 
et al.  [15] developed a generalised fuzzy linear programming 
method for dealing with uncertainties expressed as fuzzy sets. 
The feasibility of fuzzy solutions of the generalised fuzzy 
linear programming problem was investigated. A stepwise 
interactive algorithm based on the idea of the design of the 
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experiment is then introduced to solve the generalised fuzzy 
linear programming problem. A comparison between the 
solutions obtained through the stepwise interactive algorithm 
and Monte Carlo method is finally conducted to demonstrate 
the robustness of the stepwise interactive algorithm method. 

The purpose of the current work is to solve fractional 
programming problems using Sperm Motility Algorithm under 
uncertainty. While the uncertainty is characterised using two 
different methods; the α-level set fuzzy number based method 
and the Monte Carlo method. Throughout the literature 
review, FPP under uncertainty have never been solved by 
metaheuristic algorithms. The Monte Carlo method is used 
also for the first time in handling the uncertainty in the 
coefficients of the FPP. 

The remainder of this paper is organised as: Section 2 
introduce the problem statement and solution concepts. Monte 
Carlo method is reviewed in Section 3. In Section 4, an 
overview of Sperm Motility Algorithm (SMA) is introduced. 
In Section 5, the proposed algorithms for FPPU is discussed. 
In Section 6, numerical examples with discussion are 
introduced. Finally, Section 7 is the concluding part of the 
paper. 

II. PROBLEM STATEMENTS AND SOLUTION CONCEPTS 

In this paper, the general mathematical model of the FPPU 
is as follows: 
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where,        , , ,i i k jf x g x h x and m x , are supposed 

to be continuous functions, with fuzzy coefficients. S is 
compact. 

~ represents the presence of fuzzy numbers within the 
matrices or vectors. It’s obvious that the uncertainty appears in 
the coefficients of the objective function and/or the 
coefficients of constraints. 

A. Definition 1 

[16] A real fuzzy number J  is a continuous fuzzy subset 

from the real line R whose triangular membership function 

 J
J  is defined by a continuous mapping from R to the 

closed interval [0,1], as shown in Figure 1, where, 
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Fig. 1. Membership Function of Fuzzy Number J. 

where, m is a given value, a1 and a2 denote the lower and 
upper bounds. Sometimes, it is more convenient to use the 
notation explicitly highlighting the membership function 
parameters. In this case, we obtain  

        1 2
1 2

1 2

; , , Max Min , ,0
J a a J

J a m a
m a a m


    

   
    

      

In what follows, the definition of the α-level set or α-cut of 

the fuzzy number J is introduced. 

B. Definition 2 

[16] The α-level set of the fuzzy parameters J  in problem 

(1) is defined as the ordinary set   ( ̃) for which the degree of 

membership function exceeds the level, α,  α 0,1 , where:  

  ( ̃)  {   |  ̃( )   } 

For certain values   
  to be in the unit interval, the problem 

(FPPU) (1) can be reformulated as in the following non-fuzzy 
optimization model (α-FPP): 
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Problem (α-FPP) (2) can be rewritten as: 
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where  ,l uj j   are lower and upper bounds on j, where 

the j α means the value of j at α
0
,  α 0,1 . 

III. MONTE CARLO METHOD  

The MCS technique is an especially useful means of 
analyzing situations involving risk to obtain approximate 
answers when a physical experiment or the use of analytical 
approaches is either too burdensome or not feasible [14]. 
Monte Carlo methods vary but tend to follow a particular 
pattern. Using the MC method starts with defining a domain 
of possible inputs, then the inputs are generated randomly 
from a probability distribution over the domain.  In this work, 
we used uniform distribution in order to perform fast 
deterministic computation on the inputs and aggregate the 
results. The shape of the membership function used in the α-
cut fuzzy method is the same as the shape of the probability 
density function used in the MCSs.  

IV. OVERVIEW OF SMA 

Sperm Motility Algorithm [1] is an evolutionary algorithm 
inspired by the fertilization process in human. During the 
search process, there are mainly several principle rules. (1) All 
sperms are attracted toward ovum of their species 
chemoattractant. (2) Attractiveness is proportional to 
chemoattractant concentration and these both increase 
whenever the sperm is close to the ovum. (3) The best healthy 
or highest quality of sperm -type A- will be carried over to the 
next generations; other less quality sperms -types B, C and D 
are neglected with a probability    [   ]. (4) One sperm 
penetrates the ovum, and this rule can be modified to suit the 

multi-objective optimization as there can be  more than one 
egg (such as fraternal twins). (5) More than 250 million 
sperms swim randomly with the velocity vi at position xi 
forward to the ovum, where motility can be described by the 
Stokes equations. 

The mathematical modelling of sperm motility is 
considered by Stokes equation: 

  (
  

  
     )                           (5) 

           

where, p is the pressure, including the gravitational 
potential. µ is kinematic viscosity and f is the force density.  v 
is the velocity vector field in the domain Ω. For a micro 
swimmer such as a sperm, Re is approximately 0.01. That 
means Stokes equation a linearised form of the Navier–Stokes 
equations in the limit of small Reynolds number, and the 
inertial terms in the NS equation can be omitted to obtain the 
simpler Stokes equation:  

                                       (6) 

            

The velocity solution corresponding to this fundamental 
singularity is given by: 
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where the    (   ) is known as the Stokeslet, or Oseen-

Burgers tensor, δ is Dirac delta distribution centered at ζ. The 
flow is due to a force Fj concentrated at the point ζ, and 

         

       
    

    
 .    

The position is updated as follow: 

    ( )    ( )  (
  

 
) (    ( )    ( ))   (  ( )   

 )   

                                                         (8) 

Non-linear spatial chemoattractant concentration gradient 
field is as follow: 

  ( )    ( )    (‖ 
    ( )‖)

             (9) 

 where, c(t) is the concentration, x(t) is the position, c1 and 
b are the proportion coefficient and the power of the major 
term position, respectively. c0 represent the remaining terms. 
   is the current best solution found among all solutions at the 
current generation/iteration. 

The basic steps of the SMA can be summarised as the 
pseudo code shown below: 

 

 

 

https://en.wikipedia.org/wiki/Deterministic_algorithm
https://en.wikipedia.org/wiki/Navier%E2%80%93Stokes_equations
https://en.wikipedia.org/wiki/Navier%E2%80%93Stokes_equations
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Algorithm 1: The original Sperm Motility Algorithm 

Begin 

Define objective function  ( )   (          )
  

initialise N sperm population size 

generate initial position x0 and velocity v0 and initial concentration c0   of N 

sperm of N sperm 
define all SMA parameters (c0, β, μ…etc.). 

while (t< Maximum Generation) or (stopping criterion); 

       for i=1: N do 
               calculate velocity vi  from data at t = ti; equation (7); 

               update position xi  for sperm i  from equation (8);   

               evaluate each sperm individual according to its position. 
              if new solution is better, update it in the population; 

               calculate ci from equation (9). 

              if          then neglect [Abandon a fraction (Pa) of worse sperm]; 
           Check constraints satisfactions. 

       end for 
Sort the population/sperm from best to worst and find the current best. 

end while 

Post-processing the results and visualization. 

End 

The constraints are handled using the same rules in [1]. 

V. PROPOSED PROCEDURES FOR FPPU 

In this section, we suggest two procedures to solve FPPU. 
The suggested procedures can be summarised as follows: 

Procedure I: Sperm Motility Algorithm for FFPP based on 
the   Level Set: 

Step1: Start with initial level set  j 
 

randomly 

chosen from the interval [0, 1]. 

Step 2: Determine the points  1 2, ,a m a  corresponding to 

the coefficient numbers in the objective function and the 

constraints to elicit membership functions  j
j . 

Step 3: Determine the lower and upper bounds for all 
coefficient numbers at each α- level cut.  

Step 4: Choose certain values for all ,l uj j j    

corresponding to the α - level cut  0,1   . 

Step 5: Convert the given problem (1) into its non-fuzzy 
form (α-FPP) problem (4). 

Step6: Use SMA to solve problem (4). The obtained 
solution is a near optimal solution for the original FPPU 
model. 

Step 7: Set    step , 0,1 .       

Step 8: Go to step (1) with a new α until the interval [0,1] 
is fully exhausted. Then, stop. 

Procedure II: Sperm Motility Algorithm for PFPP based on 

Monte Carlo Method: 

Step 1: Define the objective function and the constraints. 

Step 2: Determine the vector interval for all uncertainty 
coefficient in the objective functions and/or the constraints. 

Step 3: Employ Monte Carlo method to generate random 
numbers from the uniform distribution. 

Step 4: Use SMA to solve the deterministic problem. 

Step 5: Termination checking. Repeat Steps 3 and 4 until 
definite termination conditions are met. 

VI. ILLUSTRATIVE EXAMPLES WITH DISCUSSION 

Benchmark examples were collected from literature to 
demonstrate the efficiency and robustness of the proposed 
algorithms in solving FPPU. The numerical results of the four 
used algorithms are compared among the two methods used 
for handling the uncertainty illustrated in Tables 1 to 6. The 
algorithms have been implemented by MATLAB R2011 on 
core (TM) i3 to 2.27 GHz processor. 

A. Example 1 

2
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1,2,3 sin 1,3,5
: min

1,3,5 1,2,3 sin

1,2,3 , 3,4,5 ;
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x e
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Set [0,1]   with the following membership 

functions to convert the above fuzzy problem (FFPP) into its 
non-fuzzy version refer to problem (2). 

Let also the fuzzy parameters J  given by the following 

fuzzy numbers listed in the table below: 

α-level set         5     

1,2,3  [1, 3] [1.5, 2.5] 2 

1,3,5  [1, 5] [2, 4] 3 

3,4,5  [3, 4] [3.5, 4.5] 4 

Choose the certain values for all ,l uj j j    

corresponding to the α- level cut, α=α * = [0, 1]. Now, the 
fuzzy problem (FFPP) is converted to the non-fuzzy version (α 
−FPP) as in the following form: 
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1

0

sin
: min

sin

1 , 3;

y

y

x e
f z

e y

subject to x y



 






 

                                        

0.5

2

1

0.5

1.5sin 2
: min

2 1.5sin

1.5 , 3.5;

y

y

x e
f z

e y

subject to x y



 






 

 

1

2

1

1

2sin 3
: min

3 2sin

2 , 4;

y

y

x e
f z

e y

subject to x y



 






 

 

After applying the SMA algorithm to solve problems 0

1f


, 

0.5

1f


, and 1

1f


,
 the obtained solution is the near optimal 

solution of the original FFPP. 
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TABLE I. COMPARISON RESULTS OF THE SMA, PSO, FA AND GA ON F1 BASED ON FUZZY Α - LEVEL CUT 

Fun. / 

Tec. 
N

u
m

. 
o

f 

It
er

at
io

n
 

 

PSO FA SMA GA 

Optimal 
value T

im
e 

 

(S
ec

.)
 

Optimal value 

T
im

e 
 

(S
ec

.)
 

Optimal value 

T
im

e 
 

(S
ec

.)
 

Optimal value 

T
im

e 
 

(S
ec

.)
 

 

    
 

30 

 
40 

 

50 
 

60 

(2.261,1)   
z=0.17735 

(2.292,1)   

z=0.17831 
(2.285,1)   

z=0.17798 

(2.266,1)   
z=0.17745 

1.96 

 
2.8 

 

3.56 
 

4.31 

(3,1.16)   
z=0.1758 

(3,1)   

 z=0.15177 
(3,1)  

  z=0.15177 

(3,1)  
  z=0.15177 

0.413 

 
0.331 

 

0.437 
 

0.558 

(3,1)   z=0.15177 

(3,1)   z=0.15177 
(3,1)   z=0.15177 

(3,1)   z=0.15177 

0.111 

 
0.137 

 

0.168 
 

0.204 

 (2.257,1)  

  z=0.17734 

(2.999,1.002) 
  z=0.152 

(2.999,1.0003)   

z=0.1518 
(2.999,1.0002)   

z=0.151798 

 

0.28 

 
0.29 

 

0.294 
 

0.357 

 

    5 
 

30 
 

40 

 
50 

 

60 

(3.462,1.5)   

z=0.1274 

(3.45,1.5)   

z=0.1274 

(3.462,1.5)   

z=0.1274 
(3.45,1.5)   

z=0.12739 

1.93 
 

2.65 

 
3.18 

 

3.91 

(3.446,1.5)   

z=0.127385 

(3.446,1.5)   

z=0.127385 

(3.446,1.5)   

z=0.127385 
(3.446,1.5)   

z=0.127385 

0.28 
 

0.397 

 
0.45 

 

0.544 

(3.446,1.5)   

z=0.127385 

(3.446,1.5)   

z=0.127385 

(3.446,1.5)   

z=0.127385 
(3.446,1.5)   

z=0.127385 

0.068 
 

0.077 

 
0.124 

 

0.18 

(3.446,1.5)  

  z=0.127386 

(3.451,1.5)  

  z=0.127394 

(3.446,1.5)  

  z=0.127386 
(3.4496,1.5)   

z=0.127388 

0.297 
 

0.308 

 
0.35 

 

0.353 

    
 

30 
 

40 

 
50 

 

60 

(4,2)   

z=0.13249 

(4,2)   
z=0.13249 

(4,2)   

z=0.13249 
(4,2)   

z=0.13249 

2.34 
 

3.32 

 
4.11 

 

4.68 

(4,2) 

   z=0.13249 

(4,2)   
 z=0.13249 

(4,2)  

  z=0.13249 
(4,2)   

 z=0.13249 

0.26 
 

0.38 

 
0.47 

 

0.61 

(4,2)   z=0.13249 
(4,2)   z=0.13249 

(4,2)   z=0.13249 

(4,2)   z=0.13249 

0.1 
 

0.12 

 
0.13 

 

0.14 

(3.999,2.0001)   

z=0.13268 

(3.999,2.0004)   
z=0.132501 

(3.999,2.0005)   

z=0.132566 
(3.999,2.0002)   

z=0.13276 

0.293 
 

0.301 

 
0.313 

 

0.335 

TABLE II. SOLUTION RESULTS USING SMA, PSO, FA, AND GA ON F1 CHARACTERISED BY MONTE CARLO METHOD 

 PSO FA SMA GA 

 Optimal value 

T
im

e 
 

(S
ec

.)
 

Optimal value 

T
im

e 
 

(S
ec

.)
 

Optimal value 

T
im

e 
 

(S
ec

.)
 

Optimal value 

T
im

e 
 

(S
ec

.)
 

fmean 
(3.9597, 1.983)  

z=0.130724125 
6.3 

(3.9597, 1.983) 

z=0.1307241 
0.897 

(3.9597, 1.983) 

z=0.130724125 

0.215 

 

(3.9597, 1.983) 

z=0.130724125 

0.31 

 

fmin 
(2.259, 1.003) 

 z=0.17617 
6.8 

(3.0202, 1.003) 

z=0.14204 
1.07 

(3.0202, 1.003) 

z=0.14204 
0.27 

(3.020, 1.0038) 

z= 0.142144 
0.3234 

fmax 
(4.95, 2.999) 

z=0.1357536 
7.1 

(3.999, 2.999) 

z=0.145 
0.873 

(4.942, 2.999) 

z=0.13575 

0.295 

 

(4.9414, 2.999) 

z=0.135779 
0.3046 

 
Fig. 2. 2d plot for the convergence time of SMA, PSO, FA, and GA 

 
Fig. 3. 2d plot for the optimal value of SMA, PSO, FA, and GA
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Fig. 4. Convergence time comparison between α- cut level vs. Monte Carlo method 

 
Fig. 5. Comparison results obtained objective function f1 value based on α level cut and Monte Carlo method 

 
Fig. 6. α- cut level vs. MC solution result for the SMA, PSO, FA, and GA

B. Example 2 

2

2,5,8 1,3,5
: min

2,5,8 1,2,4 1,1.5,2

0,0.5,1 1,2,3 ;

0,0.5,1 1,3,5 ;

x y
f z

x y

subject to x

x
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TABLE III. COMPARISON RESULTS OF THE SMA, PSO, FA, AND GA ON F2 BASED ON FUZZY    - LEVEL CUT 

Fun. / 
Tec. 

N
u

m
. 

o
f 

It
er

at
io

n
 

 

PSO FA SMA GA 

Optimal value 

T
im

e 

(S
ec

.)
 

Optimal value 

T
im

e 

(S
ec

.)
 

Optimal value 

T
im

e 

(S
ec

.)
 

Optimal value 

T
im

e 

(S
ec

.)
 

    
30 

 
40 

 
50 

 
60 

(0,0) 
  z=0 
(0,0)  
  z=0 
(0,0)  
  z=0 
(0,0)   
 z=0 

2.036 
 

2.697 
 

3.321 
 

3.91 

(0,0) 
z=0 

(0,0) 
z=0 

(0,0) 
z=0 

(0,0) 
z=0 

0.321 
 

0.44 
 

0.492 
 

0.556 

(0,0) 
  z=0 
(0,0)  
  z=0 
(0,0)  
  z=0 
(0,0)   
 z=0 

0.052 
 

0.091 
 

0.116 
 

0.126 

(0,0) 
   z=0 

(0.0002,0)   
z=0.00005 

(0,0)   
 z=0 
(0,0)  
  z=0 

0.33 
 

0.34 
 

0.39 
 

0.49 

    5 
30 

 
40 

 
50 

 
60 

(0.25,0.25) 
z=0.55 

(0.25,0.25) 
z=0.55 

(0.25,0.25) 
z=0.55 

(0.25,0.25) 
z=0.55 

2.154 
 

2.885 
 

3.288 
 

4.259 

(0.25,0.25)  
z=0.55 

(0.25,0.25)  
z=0.55 

(0.25,0.25)  
z=0.55 

(0.25,0.25)  
z=0.55 

0.28 
 

0.33 
 

0.47 
 

0.62 

(0.25,0.25) 
z=0.55 

(0.25,0.25) 
z=0.55 

(0.25,0.25) 
z=0.55 

(0.25,0.25) 
z=0.55 

0.087 
 

0.089 
 

0.095 
 

0.113 

(0.25,0.25) 
z=0.55 

(0.25003,0.25) 
z=0.43 

(0.25,0.25) 
z=0.55 

(0.25003,0.2502)   
z=0.43 

0.283 
 

0.343 
 

0.349 
 

0.386 

    
30 

 
40 

 
50 

 
60 

(0.5,0.5)  
  z=0.8 

(0.5,0.5)   
 z=0.8 

(0.5,0.5)   
 z=0.8 

(0.5,0.5)  
  z=0.8 

1.96 
 

2.53 
 

3.32 
 

3.9 

(0.5,0.5)  
  z=0.8 

(0.5,0.5)   
 z=0.8 

(0.5,0.5)   
 z=0.8 

(0.5,0.5)  
  z=0.8 

0.264 
 

0.343 
 

0.498 
 

0.549 

(0.5,0.5)  
  z=0.8 

(0.5,0.5)   
 z=0.8 

(0.5,0.5)   
 z=0.8 

(0.5,0.5)  
  z=0.8 

0.06 
 

0.11 
 

0.15 
 

0.19 

(0.5,0.5) 
z=0.8 

(0.5005,0.5)  
z=0.8001 
(0.5,0.5) 

z=0.8 
(0.5,0.5) 

z=0.8 

0.285 
 

0.29 
 

0.32 
 

0.35 

TABLE IV. SOLUTION RESULTS USING SMA, PSO, FA, AND GA ON F2 CHARACTERISED BY MONTE CARLO METHOD 

 PSO FA SMA GA 

 Optimal value 
Time 
(Sec.) 

Optimal value 
Time 
(Sec.) 

Optimal value 
Time 
(Sec.) 

Optimal value 
Time 
(Sec.) 

fmean 
(0. 496, 0. 472) 

z=0.70678 
6.533 

(0. 496, 0. 472) 
z=0.70678 

1.128 
(0. 496, 0. 472) 

z=0.70678 
0.25 

 
(0. 496, 0. 472) 

z=0.70678 
0.2979 

fmin 
(0.008, 0.0017) 
z=0.0191036 

7.55 
(0.008, 0.0017) 
z=0.0191036 

1.02 
 

(0.008, 0.0017) 
z=0.0191036 

0.252 
 

(0.008, 0.0017) 
z=0.0191036 

0.3233 

fmax 
(0.985, 0.998) 

z=0.92125 
6.77 

(0.985, 0.998) 
z=0.92125 

0.98 
 

(0.985, 0.998) 
z=0.92125 

0.27 
 

(0.985, 0.998) 
z=0.92125 

0.294 

C. Example 3 

 
 

2 2

3 2 2

0,1,2 sin 1,3,5
: min

1,2,3 log

1,2,3 , 4,5,6 ;

x y
f z

x y

subject to x y

 




 

 

TABLE V. 
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TABLE VI. SOLUTION RESULTS USING SMA, PSO, FA, AND GA ON F3 CHARACTERISED BY MONTE CARLO METHOD 

 PSO FA SMA GA 

 Optimal value  
Time  
(Sec.) 

Optimal value  
Time  
(Sec.) 

Optimal value  
Time  
(Sec.) 

Optimal value  
Time  
(Sec.) 

fmean 
(4.83, 4.9799)  
  z=0. 2587 

15.1 
(3.999, 4.885) 
z=0.2713 

0.985 
(4.84, 4.9799) 
z=0.25984 

0.325 
 

(4.777, 494) 
z=0.2595 

0.29 
 

fmin 
(3.988, 4.045) 
 z=0.3207 

5.7 
(3.99, 4.045) 
z=0.321 

1.14 
 

(3.997, 4.045) 
z=0.321 

0.314 
 

(3.995, 4.044) 
z= 0.3206 

0.287 

fmax 
(5.9977, 5. 6) 
z=0.2377 

25.2 
(3.999, 5. 49) 
z=0.259 

0.95 
 

(5.84, 5.99) 
z=0.2338 

0.253 
 

(5.59, 5.735) 
z=0.238811 

0.295 

TABLE VII. COMPARISON RESULTS OF THE SMA, PSO, FA, AND GA ON F3 BASED ON FUZZY Α - LEVEL CUT 

Fun. / 

Tec. 

N
u

m
. 

o
f 

It
er

at
io

n
 

 

PSO FA SMA GA 

Optimal value 

T
im

e 
 

(S
ec

.)
 

Optimal value  

T
im

e 
 

(S
ec

.)
 

Optimal value 

T
im

e 
 

(S
ec

.)
 

Optimal value 

T
im

e 
 

(S
ec

.)
 

    
30 

 

40 

 

50 

 

60 

(4,4)   

 z=0.288539 

(4,4)   

 z=0.288539 

(4,4)   

 z=0.288539 

(4,4)   

 z=0.288539 

1.65 

 

2.41 

 

2.73 

 

3.99 

(4,4) 

   z=0.288539 

(4,4)  

  z=0.288539 

(4,4)  

  z=0.288539 

(4,4)  

  z=0.288539 

0.224 

 

0.311 

 

0.448 

 

0.489 

(4,4)   

z=0.288539 

(4,4)   

z=0.288539 

(4,4)   

z=0.288539 

(4,4)   

z=0.288539 

0.076 

 

0.089 

 

0.11 

 

0.136 

(3.999,3.996)   

z=0.2886 

(3.999,3.999)   

z=0.2885 

(3.999,3.999)   

z=0.28854 

(3.999,3.996)   

z=0.2885 

0.247 

 

0.3 

 

0.31 

 

0.44 

 
   5 30 

 

40 

 

50 

 

60 

(4.3133,4.46)   

z=0.2757 

(4.5,3.05)   

z=0.2956 

(4.32,4.5)   

z=0.27323 

(3.51,4.48)   

z=0.288 

4.17 

 

5.71 

 

6.81 

 

8.11 

(3.32,4.34)   

z=0.294 

(3.8,4.2)   

z=0.2921 

(3.98,4.2)   

z=0.285 

(3.5,4.5)  

  z=0. 2245 

0.284 

 

0.32 

 

0.41 

 

0.496 

(4.26,4.47)   

z=0.2781 

(4.32,4.5)   

z=0.273127 

(4.32,4.5)   

z=0.273076 

(4.325,4.5)   

z=0.27307 

0.078 

 

0.09 

 

0.1 

 

0.122 

(4.29,4.47)   

z=0.274 

(4.32,4.49)   

z=0.27317 

(3.5,4.497)   

z=0.287 

(4.3248,4.499)   

z=0.273075 

0.2795 

 

0.29 

 

0.3776 

 

0.51 

    
30 

 

40 

 

50 

 

60 

(4.2,5)   

 z=0.2685 

(4.5,4.7)   

z=0.26662 

(4.8,5)  

  z=0.258 

(4.8,4.9)   

z=0.259 

6.09 

 

8.36 

 

10.7 

 

12.9 

(3.45,4.44)   

z=0.2896 

(3.8,4.7)   

z=0.2762 

(3.66,4.61)   

z=0.2821 

(3.3,5)   

z=0.27933 

0.234 

 

0.316 

 

0.415 

 

0.538 

(4.84,5)   

z=0.257729 

(4.84,5)   

z=0.257729 

(4.84,5)   

z=0.257729 

(4.84,5)   

z=0.257729 

0.07 

 

0.08 

 

0.122 

 

0.13 

(4.84,.999)   

z=0.257718 

(4.8,4.966)   

z=0.25866 

(4.93,4.43)   

z=0.26445 

(4.954,4.43)   

z=0.264 

0.282 

 

0.318 

 

0.33 

 

0.35 

From the solution results of the three selected benchmark 
examples, some observation could be noticed. The comparison 
is carried among these possible solution strategies using four 
algorithms along with two uncertainty characterizing 
methods. Figure 2 shows the advantages of the SMA 
algorithm among the rest three algorithm, where PSO come 
last convergence time. The comparison was held using the 
same uncertainty characterizing methods. Figure 3 shows the 
advantages of the SMA algorithm among the rest three 
algorithm, it found that as the alpha-cut value increases, the 
optimal value is improving. The comparison was held using 
the same uncertainty characterizing methods. Figure 4 is a 
comparison based on the same solution algorithm but this time 
using two uncertainty characterizing methods which shows a 

superiority for the α-level cut fuzzy logic over the Monte 
Carlo method with respect to computational time. Figure 5  
shows the solution results using fuzzy logic where all the four 
used algorithms gave almost the same near optimal solution 
expected at     . Figure 6 show a slight difference in the 
objective function value using α-cut vs.  Monte Carlo method. 

VII. CONCLUSIONS 

Sperm motility algorithm was used to solve Fractional 
Programming Problems under uncertainty (FPPU) and 
comparing with three algorithms (GA, FA, and PSO) managed 
to converge to a near optimal solution. Two different methods 
were used to characterise the uncertainty in the coefficients of 
the objective function and/or the constraints. The two used 
methods (fuzzy α level cut and Monte Carlo method) were 
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used alternatively along with the four metaheuristic algorithms 
generating eight different solution strategies. 

 A set of comparison was carried out among these different 
solution strategies respecting the solution of three benchmark 
examples. The comparative study among the solutions gave a 
clear indication for the superiority of SMA in converge time. 
Then comes GA, FA and PSO, respectively as indicated from 
the results. The SMA algorithm is firstly ranked again in terms 
of the obtained near optimal solution. However, a slight 
difference in the optimal solution could be noticed especially 
in non-linear functions. The α- level cut fuzzy number based 
method obtained a better optimised solution result with a 
notable saving in computational time. 
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Abstract—Many studies in the past have revealed the use of 

the indigenous medicinal plant for the treatment of various 

diseases in Saudi Arabia.  However, the details of these 

indigenous essential medicinal herbs and their therapeutic 

implication against various human and animals diseases are not 

well documented and organised in a local platform. In this 

regard, a thorough mining of scholarly article for information on 

local herbal remedies available and used by communities of 

Saudi Arabia was performed. The research revealed a unique 

insight into the natural herbal resource of Saudi Arabia with as 

many as 120 varieties of the medicinal plant from Saudi Arabia. 

Therefore, in order to provide a structured platform to store and 

retrieve relevant information pertaining to an indigenous 

medicinal plant of Saudi Arabia, a Saudi Herbal Plants 

Information System was built using waterfall model. MySQL an 

open source Relational Database Management System and 

server-side scripting language Hypertext Pre-processor was used 

to build an interactive dynamic web portal of the Saudi Herbal 

Plants Information System. The designed web portal allows 

visitors to access information on herbs available in the herbal 

database for research and development. 

Keywords—Saudi Medicinal Plants; Saudi Herbal Plant 

Information System; MySQL; Relational Database Management 

System; Hypertext Pre-processor; Web Portal 

I. INTRODUCTION 

The use of medicinal plants as a source of therapy against 
various ailments have been practiced in Saudi Arabia since 
ages [1]. Studies in the past have reported the presence of 
valuable medicinal plants from the different regions of Saudi 
Arabia [2-9]. However, the information of the indigenous 
medicinal plants of Saudi Arabia is scattered in a disorganised 
manner. Therefore, our objective in this study was to build a 
manually curated information system constituting of the 
information specifically of medicinal plants found in the 
Kingdom of Saudi Arabia. In the past, scientists/researchers of 
countries like Bangladesh, China, Hong Kong, India, and 
Pakistan have built herbal database comprising of herbal plants 
found in their respective countries, namely, Medicinal Plants of 
Bangladesh (http://www.mpbd.info), Chinese Herbal Medicine 
Database (http://herbaltcm.sn.polyu.edu.hk), Indian Medicinal 
Plants Database (http://www.medicinalplants.in),  Medicinal 
Plants of Pakistan 
(http://old.parc.gov.pk/Data/Medicinal/medsearch.asp). The 
basic requirement of building an herbal database by countries 
like Bangladesh, China, Hong Kong, India, and Pakistan is to 

organise and enlist their herbal heritage for the development of 
an alternative medicine source. 

In this context, the present Saudi herbal information system 
was developed using waterfall method since the requirements 
of Saudi Herbal Plants Information System (SHPIS) were well 
defined [10-11]. Moreover, waterfall method is a well-known 
software engineering method with a lot of advantages [12-14]. 
MySQL (www.mysql.com) an open source Relational 
Database Management System (RDBMS) that uses structured 
Query language (SQL), was used for managing the content of 
SHPIS. The web portal of SHPIS was developed using the 
Hypertext Preprocessor (PHP) a server-side scripting language 
(www.php.net). 

SHPIS will provide a manually curated information of as 
many as 120 unique varieties of the medicinal plants from the 
Kingdom of Saudi Arabia. The SHPIS is designed to store the 
local name, scientific name, family name, part used for 
medicinal purpose and traditional usage for treating various 
diseases and sickness, such as skin allergy, epilepsy, diabetes, 
asthma, rheumatism, stomach problems, constipation, ear and 
eye problem, urinary and bladder diseases, measles, cold, 
fever, toothache, etc. The web portal will also be a leap 
forward in generating understanding among the Saudi nationals 
of their glorious medicinal herbal legacy. All the data relevant 
to Saudi herbal plants is available online at 
http://www.SHPIS.com. 

The later part of the manuscript is organised as Section 2 
which presents an elaborate description of the methodology 
employed for data collection, curation and construction of the 
herbal database. In Section 3, the results of database design, 
implementation, user interface, visualization, testing, 
maintenance, comparative analysis of SHPIS with the current 
medicinal plant databases and future development plan of 
SHPIS are discussed. Section 4 report the conclusion of the 
present research work.  

II. MATERIALS AND METHOD 

A. Database content and Construction 

1) Data sources and curation 
A catalog of medicinal plants available in Saudi Arabia was 

prepared from the past studies of several researchers [2-9]. The 
exact information, namely, the family name, scientific name, 
local name, disease treated and the part used for the treatment 
of each medicinal herb submitted in SHPIS were manually 
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curated from information available in the literature. High-
resolution images of the medicinal plants available in the web 
without restriction for academic use were used to pictorial 
display; medicinal herbs are present in SHPIS. The SHPIS 
identifies a total of 120 medicinal herbal plants found in Saudi 
Arabia and possibly making it a most comprehensive database 
of Saudi Medicinal herbal plants (Table 1). 

TABLE I.  SHPIS DATABASE INFORMATION 

Number of Herbal Plant 120 

Family wise distribution 59 

SHPIS provides the facility to curate information of 
medicinal plants present in the database by curator team 
(admin) as well as other researchers (visitors of the website). 
Like for example, the curator team can add, edit or delete plant 
name, traditional usage of herbal plants and the name of the 
part of medicinal plants used for the treatment of various 
diseases. Similarly, the researcher visiting the website can 
modify or add to the existing content of database by providing 
proper citations or references of the same. The data obtained or 
modified by the researcher will be authenticated by the 
administrator of SHPIS. Upon authentication, the valid 
information provided by the researcher will be incorporated 
into the database. This characteristic feature of the SHPIS shall 
allow the growth of the database in terms of size and 
information as more and more information related to medicinal 
plants of Saudi Arabia are explored or discovered by researcher 
across the globe. 

2) Database architecture 
We developed a database information system, named 

SHPIS, to store manually curated data of all medicinal plants 
found in the Kingdom of Saudi Arabia. The waterfall method 
was used for the development of SHPIS. The waterfall method 
typically consists of five phases [12] as shown in Figure 1. The 
Unified Modelling Language (UML) ver. 2.0 was used as a 
modelling language in the early stages of the waterfall model. 
In the implementation phase, Model-view-controller (MVC) 
architecture was used to develop the web application and 
database of the SHPIS, respectively. MVC consist of three 
interconnected parts, namely, (1) model, (2) view, and (3) 
controller. The model consists of MySQL, an open source 
RDBMS used for managing the content of SHPIS. A dynamic 
user-friendly web portal of SHPIS was developed using HTML 
for any data query and output representation of information for 
analysis. The last part, the controller, receives input and 
transforms it to command for either model or view using PHP 
the server-side scripting language. The functionality and 
internal structure of the information system were tested using 
black-box and white-box, respectively and the resulted system 
was hosted on http://www.SHPIS.com. 

 
Fig. 1. A pictorial depiction of the Waterfall Method 

III. RESULTS AND DISCUSSION 

A. Database requirement, design, and implementation 

This is based on the data the functional requirements of 
SHPIS was defined. The functional requirement of SHPIS is 
centered on the interaction of the admin and user/researcher 
with SHPIS database. In this context, the interaction between 
the admin/user and SHPIS database was modelled using the 
use case diagram as shown in Figure 2.  

 
Fig. 2. Use case diagram of the Saudi Herbal Plant Information System 

(SHPIS) 

The use case diagram of SHPIS shows that it includes three 
actors, namely, (1) user, (2) researcher, and (3) admin and 20 
use cases. The actor admin of SHPIS after successful login can 
add and manage (edit/update/delete) herbal plant, family 
distribution and traditional usage details as well as evaluate and 
authenticate the herbal data entered by any researcher. On the 
other hand, the actor, the user and the researcher can view and 
search herbal plant by family name, scientific name, local 
name and diseases as well as can add new herbal information 
into the database of SHPIS. The SHPIS structure was designed 
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based on the data and the functional requirements. The SHPIS 
data principally comprises of four classes, namely, (1) Saudi 
herbal plant, (2) family name, (3) part used, and (4) traditional 
usage of the herbal plant for disease treatment. The domain 
class diagram as illustrated in Figure 3 was used to implement 
the database of SHPIS using SQLite Studio version 3.1.1.  

 
Fig. 3. Class diagram of Saudi Herbal Plants Information System (SHPIS) 

The structure of the herbal database consist of four tables, 
namely, (1) Saudi herbal plant, (2) family name, (3) part used, 
and (4) traditional usage. Each table of the herbal database 
comprises of columns, where each column represents a feature 
(attribute).  The attribute of each table in the herbal database 
comprises of these: Saudi herbal plant (herbal ID, scientific 
name, local name, image, short description), family name 
(family ID, family name), part used (part ID, part used name) 
and traditional usage (traditional ID, traditional Usagename). 

B. SHPIS interface and visualization 

Moreover, a user-friendly web interface of SHPIS was 
designed to perform a query-based data retrieval and 
visualization. The web interface of SHPIS consists of three 
parts, namely, (1) header, (2) body, and (3) footer. The header 
of SHPIS web interphase consist of these application features: 
(1) browse,  (2) search, (3) request, and (4) submission. 
Moreover, the header also has a “news ticker” which highlights 
the latest updates of SHPIS. While the body of the web 
interface provides these: (1) description of SHPIS, (2) statistics 
about the total number of herbal plants, (3) plant distribution 
by family, and (4) left menu which consists of basic search 
application feature which includes search by family name, 
scientific name, and local name as shown in Figure 4. On the 
other hand, the footer contains copyright information and site 
map. 

 
Fig. 4. Web interface of SHPIS 

1) Browsing 
The application feature “browse” provides an interface for 

retrieving and visualizing both a detailed description and an 
image of the herbal plant by simply clicking on the name of the 
herbal plant as shown in Figure 5. 

 

Fig. 5. A pictorial representation of the browsing interface of SHPIS 
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2) Basic and advanced search 
The user can search herbal plant using the “search” feature 

application of SHPIS. The “search” feature application of 
SHPIS is divided into two parts, namely, (1) “basic search” and 
(2) “advanced text search”. Basic searches query includes 
family name, scientific name and local name of the herbal 
plants in the left menu of SHPIS as shown in Figure 6 (a-c). 

 
Fig. 6. (a-c): Illustrates the Basic text search of SHPIS using the local name 

(b) scientific name (c) family name 

A specialised feature of SHPIS is the “advanced text 
search” located in the header of SHPIS web interface.  A more 
complex text search is allowed using query, namely, family 
name, scientific name, traditional usage and local name as 
shown in Figure 7 (a-b). The search clauses can be narrowed 
and broadened using Boolean operators, namely, “OR” and 
“AND”, respectively. 

 
(a) 

 
(b) 

Fig. 7. (a): Illustrates the “AND” boolean operation of Advanced text search 

feature of SHPIS (b): Illustrates the “OR” boolean operation of Advanced text 

search feature of SHPIS 

3) Data request and submission 
The user/researcher can request for all or specific data of 

SHPIS using the “request” application feature of SHPIS. The 
users are requested to fill up the “request form” for further 
communication between the admin and user as depicted in 
Figure 8. 

 
Fig. 8. Illustrate the “request form” of SHPIS database 

The requested data will be mailed by the admin as CSV 
file, PDF, SQL script for MySQL 5.0 and XML file. A 
researcher who wishes to enhance the present data by 
suggestions or raw data can communicate directly to the 
authors (admin) by filling up the submission form in the 
“submission” page of the user interface as shown in Figure 9. 

 

Fig. 9. Illustrate the “submission form” of SHPIS database 

 
(a) 

 
(b) 

 
(c) 
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C. Testing, and maintenance 

After implementing the structure of the database, specific 
herbal data relating to specific attributes of each table of SHPIS 
were incorporated by the admin. Black-box testing was 
performed to test the user interface design and integration of 
SHPIS database. The testing scenarios were predefined to 
evaluate the accuracy and validation of SHPIS. The SHPIS 
worked perfectly when the functionality of the database, 
namely, installation, loading, text-based searching of the herbal 
plant using both basic and advanced search features, requesting 
of data by the user and submission of data by the researcher 
was also tested and evaluated. Furthermore, white-box testing 
of SHPIS was performed to evaluate the internal structure of 
the database, namely, database schema, database tables, data 
models, database maintenance activities of admin, etc. The 
successful validation of the both, the internal structural and the 
functional activities show that SHPIS conforms to the 
prescribed requirements definitions. 

D. Comparative analysis of related herbal database and 

future development 

The present SHPIS is at par in terms of technical and 
information aspects with other medicinal herbal plant databases 
of various countries, namely, Bangladesh, China, Hong Kong, 
India, and Pakistan. On the other hand, few additional features, 
namely, enlisting of the various active phytochemical present 
in various Saudi herbal plants need to be incorporated in future. 
Moreover, few additional attributes of the active 
phytochemicals present in the Saudi herbal plants, namely, the 
nature, flavour, toxicity, meridian affinity of the 
phytochemicals need to be added as shown and applied in 
Chinese Herbal Medicine Database 
(http://herbaltcm.sn.polyu.edu.hk). Further, features, such as 
geographical distribution map depicting province wise 
distribution of herbal plants within the Kingdom of Saudi 
Arabia as well as comprehensive botanical classification of 
herbal plants with attributes (class, subclass, superorder, order, 
family, subfamily, tribe, genus, species, subspecies and variety) 
will be incorporated as shown and implemented in the Indian 
Medicinal Plants Database (http://www.medicinalplants.in). 
Furthermore, information relevant to current herbal plants of 
SHPIS database will be updated regularly as well as 
information about new medicinal plants of Saudi Arabia will 
be added based on recent findings. This process will enhance 
the information level of SHPIS database eventually benefitting 
the students and researchers involved in the development of 
alternative medicine for the treatment of various ailments. 

IV. CONCLUSION 

The Saudi Herbal Plants Information System (SHPIS) 
provides a description of various herbal plants found in Saudi 
Arabia used traditionally for the treatment of various diseases. 
The present system is the one of its kind to provide a platform 
to study the traditional usage of medicinal herbal plants found 
in the kingdom of Saudi Arabia. The aim of the present 
information system is to enhance the knowledge of medicinal 
plants as well as promote the use of the herbal plants for the 
treatment of various diseases in Saudi Arabia. The SHPIS is 
loaded with information of 120 varieties of herbal plant 
distributed into 59 families. The data have been obtained from 

various records obtained by various recent findings from 
researchers of Saudi Arabia. The SHPIS mainly consist of four 
application features, namely, (1) browsing, (2) searching 
information of SHPIS based on the text-based query (family 
name, local name, scientific name, traditional usage, diseases 
name), (3) data submission, and (4) retrieval by 
user/researcher. Moreover, the present system promotes the 
maintenance and upgradation of an information system based 
on user-admin interactions where the user can modify and 
enhance the existing herbal plants information upon validation 
by the admin. The successful validation of the structural and 
functional features of SHPIS shows its ability to conform to the 
defined structural and functional requirements. The SHPIS has 
been successfully hosted on http://www.SHPIS.com for 
users/researchers to assess the Saudi herbal plant’s details. 
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Abstract—Failure percentage of Enterprise Resource 

Planning (ERP) implementation projects stay high, even 

following quite a while of endeavours to diminish them. In this 

paper, the author proposes the exact exploration that plans to 

decrease the failure percentage of ERP projects. Nonetheless, 

most endeavours to enhance project achievement have 

concentrated on varieties inside of the conventional project 

management pattern. Author contends that a main driver of high 

ERP Implementation project failure percentage is the 

conventional pattern itself. Implementation of another pattern 

is a Value-Driven Change Leadership (VDCL) of reducing ERP 

Implementation failure percentage. This paper proposes an exact 

examination to explain the part of the new pattern (VDCL) in 

diminishing ERP Implementation failure percentage. This paper 

portrays the exploratory procedure for an exact study to the use 

of VDCL in decreasing ERP Implementation failure percentage. 

Keywords—VDCL; ERP; Implementation; projects; failure 

I. INTRODUCTION 

A. Overview 

Enterprise Resource Planning (ERP) is a business process 
management (BPM) software that enables the organization to 
use applications of the integrated business management 
system and automate most back-office functions related to 
technology, services and human resources. An ERP 
is a computer information application that backups, 
coordinates numerous features of workflow, along 
with financial records, production strategy, material 
managements, trading, distribution and human resource 
management. An ERP habitually needs sufficient period’s 
utilization as it ends up being a segment of the organization 
and supports their imperative business growth. A viably 
organized ERP framework may overhaul functional capability 
of backing an affiliation’s organization structures and 
furthermore it provides high grounds by engaging imaginative 
proceedings.  

In reality, moving towards the ERP frameworks is now a 
common practice over the globe. Although that ERP is now 
very common phenomena, but the ration unsuccessful 
implementation of ERP is still big. As per a consultancy firm 
“Robbins-Gioia, LLC”[1], more than 50 per cent 
of organizations, among the all types of business claimed that 
ERP implementation was filled. Along these lines the project 
management problems and its understandings are very painful 
for the upper management of the company. In this case to 
counter the project management issues a sufficient attitude 
should be adopted. An industry considers their ERP 
framework like a continuous project, which associates with 
end user backing, system upkeep and prerequisites. For quite a 
long while, a big multinational organization has gone through 
of unsuccessful and successful implementation of ERP. Those 
companies who are going to adopt an ERP are very useful 
experiencing. 

In this paper, the authors propose definite investigation 
that wants to diminish the disappointment rate of ERP 
ventures. The authors trust that the gathering audits and 
discourses will encourage, enhance the proposed research. In 
this paper, the authors present a survey of the writing about 
ERP Implementation Failure rate in the course of recent 
decades. The author contends that the underlying driver of 
high disappointment rates is the customary mind-set about the 
venture administration. The depict Value-Driven Change 
Leadership (VDCL), is the another arrangement of standards 
about the venture administration figured by a specialist board. 
At long last, based upon results from a pilot stage, the 
authors depict an exploratory approach for contemplating the 
impact of VDCL on about ERP Implementation Failure. 

B. Problem Statement 

Here are some points to describe the ERP implementation 
failures which are given below: 

 To reduce ERP implementation failure 
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 To identify reasons of high percentage of ERP 
implementation failure. 

The most of the research was unsuccessful to consider the 
lavishness of the ERP failure reality. In this paper, the 
authors have led empiric analysis concerning ERP failures 
from the impression of management and Information 
Technology (IT). IT is the application of computers to store, 
study, retrieve, transfer, process data or information, often in 
the context of business or other projects. IT is a subset of 
ICTs. There has been a scope of meanings of unsuccessful 
execution of ERP. According to study, the percentage of ERP 
implementation is very high which is not in favour of 
organizations. There is a convincing purpose behind opening 
the “black box” to analyze the variables bringing on 
disappointment. Do remember to inspect the reasons for the 
deficiency of ERP execution preparation. “ERP System Life 
Cycle” point of view was received, that can take a gander at 
what goes-on. Past examination has concentrated on 
Information Systems (IS) usage for the meaning of IS 
disappointment. 

Dealing with an ERP System is an information, seriously 
undertaking that fundamentally draws upon the experience 
and association of an extensive variety of partners with 
assorted learning capacities by concentrating on teaches [1]. 

Here we hypothesize that three themes of VDCL give a 
successful project implementation. 

H1: There is an impact of value-added on ERP 

implementation to reduce the failure rate. 

H2: There is an impact of human change on ERP 

implementation to reduce the failure rate. 

H3: There is an impact of business solution on ERP 

implementation to reduce the failure rate. 

II. LITERATURE REVIEW 

The implementation of ERP is not easy, just like 
application development of a computer for any business. In 
this paper, in a small business organization in Ethiopia the 
scientist introduces a contextual analysis to implementation of 
ERP system. MIE is a steel manufacturing company and in 
Ethiopia which has as of late received and executed an ERP 
framework. The paper inspects main analysis of ERP 
implementation of Leading Engineering Company by 
considering the cultural problem during the ERP 
implementation, highly focused on background 
implementation problems. The contextual investigation 
additionally takes a gander at the execution dangers and 
reports how MIE adapted to the commonplace difficulties that 
most media associations face while actualizing an ERP 
framework [2]. 

ERP: This is the enormous, encouraging programming 
worked to give gigantic effectiveness increment and robotize 
business processes, as a general rule, closes in disappointment. 
The subjective way of a disappointment is examined before a 
list of regular purposes behind ERP disappointment. The 
paper weights on hesitance to change both conduct and 
business forms as a reason for disappointment. Certain natural 
recommendations alleviate failure percentage or absence of 
learning or mindfulness [3]. This concentrates firstly analyses 

of the present literature regarding issues of implementation of 
ERP and reasons of failure of ERP implementation. A 
numerous contextual analysis approach gathered to know 
“why” and “how” system of ERP did not run efficaciously. 
Diverse partners (counting top administration, venture chief, 
venture colleagues and ERP experts) from these contextual 
analyses were met, and ERP execution records were inspected. 
An Enterprise resource planning and execution cycle of life 
structure was connected to concentrate on the ERP execution 
technique and related issues in every period of ERP usage. 
The 14 basic disappointment components recognized and 
broke down, and 3 basic disappointment elements (poor 
specialist viability, venture administration adequacy and poor 
nature of business procedure re-building) were inspected and 
talked about. Further exploration of ERP usage and basic 
disappointment components is examined. It is trusted that this 
examination will connect the present writing crevice and give 
down to earth counsellor, both scholastics and specialists [4]. 
Intelligent utilization of innovation can give upper hands to 
the companies’ business forms, same thing (ERP) 
is done by integrating all the stakeholders of the organization. 
For example: production departments, admin, supply chain, 
dispatch, finance, accounts, ICT department, marketing, sales 
and so on. By implementing an ERP system in an organization 
offers ascend to engage failure reasons in the implementation 
process. In the study, the researcher has discussed about this 
kind of failure reason and factors and the cure connected with 
it. The researcher exploration for the most part is centered 
around inspecting the available literature with respect to ERP 
implementation issues all through the execution and 
implementation stages and factors of ERP failure. The SDLC 
of ERP system was implemented to consider the failure factor 
of ERP implementation [5]. 

Numerous organizations have invested huge ventures on 
ES execution; there is broad proof that just a pre-determined 
number of them have been fruitful with the usage. 
Understanding the potential advantages offered by ES 
execution and the high disappointment rate found by and by, 
the study reported here goes for adding to a system that can 
give a superior comprehension of how the procedure can be 
figured out and how to bring the advantages for the actualizing 
associations. Usage is characterized as a procedure begun 
with the choice to receive ES frameworks and completed 
when association effectively utilizes the frameworks as a 
fundamental part of the association to build up the theoretical 
structure, after effects of past exploration had been considered. 
In light of the consequences of past studies, using pertinent 
hypotheses in the field of data framework usage and 
hierarchical change, a theoretical structure was produced. The 
system addresses the venture and in addition to the post-
venture phase of ES usage and various vital issues inside of 
the stages. Framework arrangement, learning advancement, 
change preparation is the fundamental issues highlighted in 
the task stage while regulation and framework improvement 
are key issues in the post-venture stage [6]. 

Associations need information beforehand divided inside 
of its distinctive IS which are being used in various business 
ranges to be coordinated for its opportune accessibility. 
Venture Resource Planning (ERP) frameworks are proficient 
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to robotize and incorporate the key business forms (create and 
resign items and administrations, satisfy orders, issue client 
receipts, oversee budgetary parts of the business and create 
human resources of the business) all through the association. 
Thusly, the data might stream among various parts of the 
association unreservedly and helps the administration in 
settling on key choices. The execution of ERP frameworks is a 
testing undertaking and it is a specialized activity as well as 
a source-specialized test (the social parts of individuals and 
society, and specialized perspective for programming and 
innovation). This exploration concentrated on the Critical 
Success Factors (CSF) that might contribute an effective ERP 
execution in associations in Pakistan. Research finding 
depends on student research directed at Pakistan. Polls 
forward to “202” PM in 8 associations which were executing 
or had actualized ERP frameworks for mechanization of their 
business process. Be that as it may, 116 positive reactions to 
these surveys were received. Among the 24 calculates, those 
had been considered in the past examination were studied, 
however 14 variables discovered more basic with respect to 
the ERP usage. The main five achievement variables 
professional manpower, B.P.R etc., definition of Project 
Scope, the Support from top or upper management and 
Change Management are built in exploration. The examination 
discoveries demonstrated that different elements identifying 
with clients, associates and ERP programming are basic 
towards fruitful execution of ERP frameworks. The 
discoveries might be a profitable commitment to the current 
information and convenience for the practitioners [7]. 

Undertaking asset arranging usage fruitful is an 
unquestionable requirement. In today's worldwide and rival in 
business, endeavour asset arranging is getting to be one of the 
primary devices to accomplish aggressiveness in business. 
Undertaking asset arranging is a framework to make and keep 
up business to enhance front-office and back-office 
productivity and adequacy. This study is noteworthy to 
acquire new thinking, deciding the key predecessors to 
effective endeavour asset, arranging the execution taking into 
account, learning capacity points of view and it 
will comprehend the key achievement variable in big business 
asset arranging usage. By utilizing online study that is sent to 
150 respondents from the top administration level working for 
the most part in multinational organization and utilizing ERP 
framework, 46 respondents are offering input to this online 
overview. In view of examination by utilizing Warp PLS 3.0, 
through a few tests, the relationship learning ability and ERP 
usage is achieved. This outcome demonstrates that the 
information ability which the organizations have, impact the 
accomplishment of ERP execution [8]. 

This examination paper tries to research the basic 
achievement components of ERP usage in identifying so as to 
manage an account division of Pakistan inside authoritative, 
innovative and singular elements from past studies and 
afterward decide their critical effect on fruitful (ERP) 
execution keeping money segment of Pakistan. IT base and IT 
aptitudes have a place with innovative components and self-
viability, client inclusion which fit in with individual 
elements. A hypothetical structure has been created results of 
the exploration demonstrate that the instrument is dependable 

to gauge the builds. Connection and relapse values 
demonstrate that all CSFs have a huge effect on the 
achievement execution of ERP while just IT framework is less 
critical as contrast with other five CSFs in Pakistan Banking 
Sector setting [9]. 

The speed of worldwide business change is testing 
the administration of big business asset arranging (ERP) 
frameworks. The developmental rate of 
business change orders that product should be dealt with 
adaptability and nimbleness. In the meantime, framework 
usage achievement relies on upon a successful venture 
administration (PM) process. Remarkable issues connected 
with the usage of a venture framework incorporate with; after 
some time conflicting estimation of task execution, incorrect 
work scope, goods and service providers, bad method of 
controlling losses or damage to a business. Considering a big 
ERP project implementation these problems are warned to the 
project success. In this paper, analyzing the bad project 
management can affect the typical operations of the 
organization by using a case study [10]. 

Amid the most recent, quite a long while, selection of ERP 
frameworks in Higher Educational Institutes of Pakistan is 
expanding. In any case, the writing survey mirrors that 
exceptionally constrained examination is accounted for on 
adjustment of ERP frameworks with regards to higher 
instructive establishments of Pakistan. ERP executions are 
marginally not the same as other data framework usage. 
Accordingly, in this paper, an endeavour is made by the 
creators to dissect the impact of Top Management Support 
amid ERP framework usage with regards to higher instructive 
establishments of Pakistan. This exploration depends on 
extensive writing audit. The discoveries of this study uncover 
that with regards to colleges of Pakistan and other creating 
nations the Top Management Support is a critical element and 
thinks about positive impact of ERP achievement. This paper 
is a piece of a bigger examination exertion that plans to 
contribute in comprehension and dissecting achievement 
elements with regards to higher instructive foundations of 
Pakistan. 

To improve the business behaviour the IT 
project is impressionable and for speedily growth of 
worldwide business is the problem of an ERP. There are some 
typical issues, such as conflicting estimation of task execution, 
incorrect work scope, goods and service provides a bad 
method of controlling losses or damage to a business. 
Considering a big ERP project implementation 
these problems are warned to the project success. In this 
paper, analyzing the bad project management can affect the 
typical operations of the organization by using a case study. In 
this case study, after the unsuccessful first attempt of ERP 
implementation the company has redesigned their PM 
operations. For ERP implementation, there are a lot of 
sensible reasons that can take apart to success and un-success 
of its PM. In this paper, researcher analyze and point out the 
sensitive factors of PM as those are the reasons of success 
of the PM of the company’s second attempt of ERP 
implementation. This paper discovers the guidelines in 
considering to ERP implementation and 
failure avoidance [11]. 
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In this era due to the situation of change in all kinds of 
business, the organizations are focusing on to reduce the 
completion of process of different business forms. Therefore, 
the ERP execution gets to be significant. In any case, this 
implementation requires tremendous interests in monetary, 
labour and time, so effective usage of ERP gets to be a real 
worry of the organizations. It is very true that almost 65–70% 
of all ERP implementations in companies is not successful. 
This paper explains the complexity of ERP implementation 
and after this the implementation procedures can be faced by 
any organization. This paper defines the understanding of ERP 
execution along with a deep analysis for implementation of 
ERP. To resolve the issues of ERP implementation these 
problems are figured out by utilizing an effective tool [12]. 

ERP is a best software system for the entire venture assets 
and has an alternate look towards all the exercises of the 
organizations and take them from the errand situated hope to 
handle arranged status. These days the usage of this 
framework is confronting numerous issues on the planet. In 
this paper, we talk about the elements that brought to the 
emergency in Iranian associations data frameworks, 
difficulties of ERP execution, and suggestions for lessening 
those issues [13]. 

Foundations of higher training are confronting a testing 
domain which requests a reconciliation of business 
procedures. Most organizations are confronting lessened 
spending plans, yet in the meantime, they have an expanded 
requirement for innovation and business administrations. They 
had encountered the fast advancement of ordinary and 
complex innovation in the course of recent years. Undertaking 
asset arranging, ERP is one specific kind of business 
innovation that is quickly getting the consideration of the 
organizations of advanced education for the regulatory and 
scholarly capacities. This framework is unpredictable, costly 
and generally requires changes in the hierarchical society, 
keeping in mind the end goal to be actualized effectively. The 
unpredictability and extensiveness of ERP frameworks 
incorporates for all intents and purposes each part of what 
associations do today. ERP frameworks bolster most 
commercial enterprises, including aircrafts, managing an 
account, cordiality, protection, fabricating, retail, information 
transfers, utilities, open administrations and training. 
Alongside its prosperity and helpfulness, an ERP budget is 
very high for implementing it. In this preparatory study, one 
establishment is being taken as a contextual analysis. The 
requirements of this foundation in executing ERP and the 
issues confronted by the organization are being reported. 
Accordingly, in all Malaysian institutes this research will 
utilize as a foundation for greater efforts for education [14]. 

This paper defines sensitive reasons of success and 
management of different type business procedures. By 
uncommon contemplation to execution of ERP this 
is backed to the sensible reasons of success of ERP 
implementation and business backing. This paper invents the 
success reasons of ERP system implementation. This paper 
can provide help to those researchers who what to research in 
public sector ERP system business procedure [15]. 

The presentation of a data framework, for example, ERP 

framework in a company carries with it changes on how 
clients work. An ERP framework cuts over the diverse useful 
units of a company and in this manner if not legitimately 
oversaw amid its usage may prompt resistance from the 
clients. The diverse fields of exploration on ERP frameworks 
have for the most part been on ERP appropriation, 
achievement estimation, and basic achievement variables 
(CSFs). There is a lack of studies on client support and the 
commitment of clients towards the fruitful execution of ERP 
frameworks. This paper surveys writing on ERP usage with a 
point of building a case for including clients in this execution.  

The world has turned out to be more digitized. 
Organizations are relying upon innovation to help them 
upgrade their business forms. Organizations are searching for 
a data framework that can deal with gigantic workloads. This 
is the place ERP frameworks become an integral factor. An 
ERP incorporates diverse subsystems into one tremendous 
framework that shares one database. It 
upgrades efficiently and conveys more benefit to 
organizations [16]. The motivation behind this paper is to 
address the impacts of ERP frameworks on companies. The 
paper will talk about these issues and present a plan to defeat 
them. Exploration was completed with articles, and 
additionally books, to accumulate the appropriate assets that 
will help us in examining the components that add to ERP 
frameworks. Large portions of the articles are from IEEE 
diaries. A huge volume of information was gathered that 
speaks to a huge number of clients. Breaking down the 
gathered information will give scientists’ knowledge into the 
impacts realized by ERP frameworks. Moreover, the paper 
will investigate these issues and their effects on companies. 
Executing endeavour asset arranging (ERP) is a critical 
variable for companies to consider. In any case, ERP 
programming is excessively costly. ERP program choice is a 
critical stride since IT influences all parts of a company 
generation and services strategy. Clearly ERP choice is 
turning out to be progressively more troublesome as new 
contenders rise. In this paper, researcher has taken a gander at 
success factors of ERP implementation [17-18]. 

This article is an analysis of work published in different 
journals on subject of CSF of ERP framework implementation 
somewhere around 1998 and 2007. An aggregate of 524 
articles were explored, which incorporates 32 
CSF written works. This paper plans to serve three objectives: 
(1) To start with, it will be valuable to analysts who are keen 
on examining ERP CSF field. (2) Second, it will be a helpful 
asset to discover ERP CSF research subjects. (3) Third, it will 
serve as a far reaching book index of the ERP CSF articles 
distributed amid this 10-year time span. The writing was 
dissected under two classes and two eras [19]. 

The usage of ERP frameworks has been dangerous for 
some companies. Given the numerous reports of considerable 
disappointments, the usage of bundled ERP programming and 
related changes in business forms has turned out to be a 
simple errand. The same number of companies has found, 
the use of ERP frameworks can be a fantastic calamity unless 
the procedure is taken care of precisely. The point of this 
study is to distinguish the dangers and controls utilization as a 
part of ERP executions, with the target to comprehend the 
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routes in which companies can minimize the business dangers. 
By controlling and minimizing the real business dangers in the 
primary case, the scene can be set for the effective usage of an 
ERP framework. The study was spurred by the centrality, for 
both the examination and practice groups, of comprehension 
the dangers and controls basic for the effective usage of ERP 
frameworks [20]. 

Today ERP has turned into a basic need for the company. 
It serves numerous practical ranges and numerous businesses 
in a coordinated manner, attempting to robotize operations 
from stock control, inventory network administration, deals 
bolster, fabricating creation and additionally booking, 
budgetary book-keeping and cost book-keeping, client 
relationship administration and HR. Nonetheless, effective 
usage and organization of ERP frameworks is a testing 
undertaking which when not executed effectively won’t fill 
the need for which it is being actualized. The target of the 
study is to look at and break down the best practices that must 
be embraced while executing ERP. The extent of this 
exploration is to centre the best practices and their subsets for 
executing ERP in any company and to highlight essential 
strides that ought to be taken before and during the time spent 
ERP usage [21]. 

ERP systems are the most incorporated data frameworks 
that cut crosswise over different companies and additionally 
different practical ranges. It has been watched that ERP 
frameworks end up being a disappointment either in the 
outline or its execution. Various reasons contribute in the 
achievement or disappointment of an ERP framework. 
Achievement or disappointment of ERP framework can be 
accessed on the premise of effect of ERP on that company. In 
this paper an endeavour has been had to consider the effect of 
ERP frameworks in medium sized Indian open-segment 
companies. For this study, two open division organizations, 
specifically PUNCOM and PTL situated in northern India 
have been chosen. In view of the model used to examine ERP 
effect and along these lines the discoveries and different 
proposals have been advanced to recommend a technique to 
alleviate and oversee such fruitful usage. 

Enterprise resource planning and ERP programming has 
progressed significantly since its origin as Inventory 
Management and Control Systems of 1960s. The estimation of 
ERP Implementation Strategy has been pushed throughout the 
years and it has been incorporated as an imperative CSF, as 
recorded by past analysts. Conventional ERP usage took after 
pretty much a successive methodology similar to the Waterfall 
Model. Analysts throughout the years have arranged an ERP 
Implementation system and created structures. These depend 
on changing ERP Implementation perceptions. Given the 
assortment of procedures and systems accessible, this present 
reality ERP usage requests the advancement and reception of a 
technique as a managing guideline for fundamental strategies. 
This paper recommends another grouping approach, 
taking into account the ERP usage methodology that can be 
classified as uniquely designed, seller particular or expert 
particular. This examination paper additionally directs a near 
investigation of driving seller particular ERP execution 
approaches alongside their illustration cases. It then talks 
about how the standards of Agile Methodology is set down in 

the Agile Manifesto are being consolidated in ERP usage [22]. 

Organizations execute ERP frameworks to incorporate the 
business procedures of an organization, and help companies 
acquire an upper hand. ERP is one of the answers for the 
Small and Medium Enterprises (SMEs) keeping in mind the 
end goal to confront the worldwide difficulties. This paper 
endeavours to investigate and distinguish issues influencing 
(ERP) usage in connection to Indian medium and small 
organizations. This research focuses on those specific 
problems where a substitution variable must gravitate to while 
executing the ERP system. In this the four problems 
are brought out to be pivotal for SMEs, e.g. appropriate 
framework usage, unmistakably characterized the extent of 
execution methodology, legitimate undertaking arrangement 
and negligible customization of the framework chosen for 
execution [23]. 

In the course of recent years, Enterprise asset arranging 
frameworks (ERP) has ended up effectively in data 
innovation. The usage of ERP is expansive. It incorporates a 
huge number of individuals to take care of the issue 
of complex tasks. ERP framework is fundamentally used to 
control and sort out every one of the assets, data and capacity 
of the company. ERP frameworks firstly work with the 
arranging and decide the asset use in the business. ERP 
contain a substantial measure of assets and depict how these 
assets are used. Notwithstanding the achievement in ERP 
framework execution there is high disappointment in ERP 
usage. The significant issue is related to individuals. Every 
one of the clients of the ERP framework ought to be prepared 
appropriately. The achievement of the company relies on the 
bundle if the bundle is wrong, then it will make a great deal of 
inconvenience. The bundle covers all the capacity of a 
company. The expense of usage relies on the size and 
unpredictability of the tasks. The ERP execution framework 
can help in giving better support of the client and the company 
and convey great quality items to the client. The immediate 
advantages of an ERP framework are adaptable, business 
coordination et cetera. The extremely crucial stride of ERP 
execution is the stage called gap analysis, which is the hole 
between the necessity of the organization and the capacities 
[24]. 

III. RESEARCH METHOD 

This is qualitative research and primary or first-hand data 
will be collected through a locked scale (Five points: Adhoc, 
Managed, Defined, Quantitatively managed, Optimizing). I 
have targeted the population who are working in different 
private companies in Karachi, questionnaire. I have targeted 
the population who are IT professionals and Project Managers 
of different ERP based organizations.  

For this is qualitative research, therefore a convenient 
random sampling technique was used for collection of data to 
avoid the biases in research. Questionnaires were distributed 
among IT Professionals, ERP analysts and Project Managers 
of different companies. 

In this research paper, we discuss around 56 questionnaires 
which were distributed among the IT professionals of different 
organization to ensure at-least a collection of useable 
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questionnaire sample size. 50 Professionals responded. Four 
did not return due to confidentiality of information. Two were 
not usable. The total response rate calculated was 89%. The 
main objective to collect data from different organization was 
to reduce the potential respondent’s business and collect 
reliable and valid data. The five points Likert’s Scale (Five 
points: Adhoc, Managed, Defined, Quantitatively Managed, 
Optimizing) questionnaire was prepared based on earlier 
research and was approved by the supervisor. 

Here we check the validity of questionnaire in this 
research paper, the questions were selected from 
questionnaires of past research papers after some 
modifications. We used Cronbach alpha and the reliability 
of collecting data was tested through SPSS software. SPSS 
is a statistical package software which can perform highly 
complex data manipulation and analysis with simple 
instructions. It shows internal consistency and questionnaire 
reliability if propose value of the Cronbach alpha value 
result is greater than 0.6 (Table 1). 

TABLE I. IN THIS TABLE WE TAKE THE VALUES OF CRONBACH ALPHA 

AND N OF ITEMS ON RELIABILITY STATISTICS TECHNIQUES THROUGH USING 

SPSS 

Reliability Statistics 

Cronbach Alpha N of Items 

0.981 24 

where, 

Cronbach Alpha = Reliability Analysis 

From the above table, it is determine that the research 
instrument has suitable reliability to achieve the research 
goals. 

A. Research Model developed 
In this research, in model, we present the relationship 

between independent variables with project success which will 
be tested with the help of simple regression method included 
features of human change and business solution through 
regression method (Figure 1). 

 

Fig. 1. Research Model Development Techniques [3]. 

IV. RESULT 

Here in this section we are concluding the data through 
interpretation of the results by using model summary with the 
help of SPSS software which is mentioned below: 

TABLE II. WE REPRESENT THE PREDICTORS: (CONSTANT), BS, VA, HC 

WHICH TAKE THE RESULT THROUGH SPPS  

Model Summary 

Model R R Square 
Adjusted R 

Square 
Std. Error of the 

Estimate 

1 .992a .985 .984 .03788 

where, independent variable: 
R = Prediction level variable 
R

2 
= Independent variable 

Adjusted R square = correlation between the observed and 
predicted values of dependent variable. 

Std. Error = Total Error 

Value - 

added 

Human 

Change 

Business 

Solution 

Project 

Success 
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The Table 2 shows a Model Summary table by which we 
can figure out that how much data is fit for the regression 
model. This model resulted propose R value is high which is 
up to 0.992 which shows that prediction level is very strong. 
The R square shows 98.5% and variability of propose 
dependent variable. In this table Adjusted R square value is 
also very good which is 98%. 

TABLE III. IN THIS TABLE WE REPRESENT TWO VARIABLES THROUGH 

USING ANOVA TECHNIQUES (1) DEPENDENT VARIABLE: PS AND (2) 

PREDICTORS: (CONSTANT), BS, VA, HC. THE VALUES TAKE THE RESULT 

THROUGH SPSS. 

ANOVAa 

 

Model Sum of 

Squares 

df Mean 

Square 

F Sig. 

1 Regression 6.678 3 2.226 155

1.55

1 

.000b 

Residual .102 71 .001   

Total 6.780 74    

 

 

 

In Table 3  above model ANOVA is tested where propose 
resulted sig. value is 0.000 which shows it is a significant 
value. Hence the ANOVA test result indicates that this model 
is fit for the regression.  

TABLE IV. IN THIS TABLE WE REPRESENT COEFFICIENT VARIABLE 

WHICH TAKE THE READING THROUGH SPSS 

 

 

Coefficients 

 

Model Un-

standardized 

Coefficients 

Stand

ardize

d 
Coeff

icient

s 

t Si

g. 

95.0% 

Confidence 

Interval for 
B 

B Std. 

Error 

Beta Lo

we

r 
Bo

un

d 

Up

per 

Bo
un

d 

1 (Const

ant) 

.17

1 

.058  2.

93

7 

.0

0

4 

.05

5 

.28

7 

VA -
.01

2 

.022 -.015 -
.5

40 

.5
9

1 

-
.05

6 

.03
2 

HC .60
5 

.075 .623 8.
03

3 

.0
0

0 

.45
5 

.75
6 

BS .36

6 

.077 .386 4.

76
6 

.0

0
0 

.21

3 

.51

9 

 

 
Dependent Variable: PS 

In Table 4 above model shows the result for the regression 
and the regression equation is as following: 

EE= βo+β1VA+β2HC+βBS 

By putting the values equation will be: 

EE= 0.171-0.012VA+0.605HC+0.366BS 

A. Hypotheses Assessment Summary 

TABLE V. REPRESENTING THE STATEMENT OF HYPOTHESIS TEST 

Hypothesis 
P-Value & 

Significance 

Hypothesis Status 

H1.There is an impact 

of value-added on ERP 

implementation to 
reduce the failure rate.  

(p-value 0.591) > 
0.05 

 

Overrule and Reject the 

Hypothesis 

H2.There is an impact 

of human change on 

ERP implementation to 
reduce the failure rate. 

(p-value 0.00) > 
0.05 

 

Acknowledge and Accept 

the Hypothesis 

H3. There is an impact 

of business solution on 
ERP implementation to 

reduce the failure rate 

(p-value 0.000) < 

0.05 

 

Acknowledge and Accept 

the Hypothesis 

In Table 5, we represent the Statement of Hypothesis Test. 

V. DISCUSSIONS AND POLICY IMPLICATIONS 

A. Discussions 

At the point when customer prerequisites are met with 
cutting edge business frameworks and devices, then the 
operations performed in the business will upgrade in 
subjective and quantitative manner.  In brief, levels of 
administration are anticipated for recuperating to predefine 
reduction levels with officially diminished staffing level. 
Expulsion of standalone frameworks and manual handling will 
allow life cycles of procedure and related staff time for 
dropping and for expanding precision. As the new ERP 
framework is actualized or enters and staffs are profiting from 
the different efficiencies and devices, administrations levels 
will improve the levels of standard. Numerous organizations 
concentrate more about the ERP programming’s specialized 
perspectives as opposed to focusing on what necessities are 
extremely vital to the business. Programming usefulness or 
elements which ought not to adjust to the association’s 
business necessities will bring about superfluous misuse of 
execution time, assets and cash, which can be spent on 
different exercises in particular programming, preparing or 
customization. 

B. Policy Implications 

This research has some implications for project managers. 
Likewise it can be prescribed that effective implementation 
of the ERP need to plainly describe the arrangement of the 
reachable objectives and reasons. In addition to the 
organizations which have played out the work of describing 
prerequisites, building up the execution measurements and 
marketable strategy must be manufactured with the goal that it 
would finely express what sort of advantages does the 
organizations anticipates from the procedure of usage. A few 
firms have a propensity to dissect what their rivals or others 
have performed with the ERP, especially if the officials 
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of corporations have before experience while actualizing ERP 
framework at another firm. It doesn’t infer that organizations 
must take in or comprehend from the author’s experience, it 
must be seen that the first discourses with respect to the 
fruitful implementation of ERP must be founded on the 
reasonable enunciation and the vision of the prerequisites 
which will be distinctive for every firm. It was prescribed that 
when changing to the new ERP framework the accompanying 
contemplations must be remembered. It is huge that no 
progressions must be permitted until soundness is 
accomplished. On the off chance if the security state is not 
accomplished in the new executing framework, then it is hard 
to accomplish full usefulness. Adjustment must be actualized 
in the start-up stage itself. Just mission-basic rotations must be 
permitted in the initial 90 days. 

VI. CONCLUSION AND FUTURE WORK 

 In this article, the author describes the main engine 
confirms that the high proportion of project implementation, 
failure of ERP is the traditional model of the same. 
Implementation of another style is a change of direction 
(VDCL) in order to reduce the proportion of failures of the 
implementation of the ERP. This article proposes a thorough 
examination to explain part of the new style (VDCL) to reduce 
the proportion of implementation of the ERP system failure. 
Imagine the paper as an accurate exploration of the study to 
use VDCL to reduce the proportion of failures of the 
implementation of enterprise resource planning. 

All the procedures considered in this paper finish up 
numerous essential things to remember amid ERP 
implementation, e.g. business necessities must be done taking 
into account of value-added, human change and business 
solution it is similarly critical as describing them. Explaining 
demands of business is not only a one-time choice or action 
that outcomes in a static necessity set for selecting a supplier. 
It must be an on-going or constant procedure, on the normal 
premise that must be refined to mirror the companies’ 
requirements. At least, it must guarantee that specialized 
capacities of ERP programming must match the described 
necessities of business. One of the subsets of the best practice 
specifically ensures change leadership, solution architecture 
and business value. This likewise infers association must 
include the partner for the aggregate expense 
of possessing. The association has concentrated more on 
adequate assets which are vital all through the ERP 
implementation process. 

A. Future Research 

This research could be reached out in the future by 
following new project management standard VDCL that are 
reasonable for particular ERP implementation like SAP, 
Microsoft dynamics and Oracle and so on instead of 
concentrating on ERP overall. Further an essential information 
accumulation and examination could be consolidated in the 
same research zone by collecting information from experts 
who have hands on involvement in executing ERP 
frameworks keeping in mind the end goal to show signs of 
improvement, problems connected with the same. By doing as 
such the specialist would have the capacity to get a fine 
view on what challenges companies experience on an on-

going premise in implementation of ERP system and what 
systems they adjust in beating the same. 
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APPENDIX 

-Questionnaires (One unfilled)  

 

First Part of Questionnaires: 

 

 Analytical Information 

 

To gathering information from this questionnaires is completely confidential and it will be used only for study and research analysis. 

Name  Organization  

Department  Contact No  

Designation  Email Address  

Gender:  

A: Male             B: Female 

Age:     

A: Below 30             B: 30-35             C: 36-45             D: 46 and above 

Educated: 

A: 10th grade             B: Intermediate             C: Graduate             D: Masters 

Second Part of Questionnaires: 

 

 ERP implementation success. 
 

A: Adhoc             B: Managed C: Defined             D: Quantitatively Managed             E: Optimizing 

 
Note:  Tick mark as mentioned above in relevant cell. 

Value-added 

  A B C D E 

1 
Throughout the project process, the project was aimed on value-added for the 

company  
     

2 Is this project based on value-added for the company?      

3 Value-added was measured.      

4 
When the last process was put into operation, the projects value-added were 
evaluated.  

     

5 The financial effect of project’s value-added was measured all risks were considered.       

6 The project plan review for value-added impact on each delivery release.      

Human change 

  1 2 3 4 5 

1 

 

When taking decisions on requests of changes, the conceivable change’s impact on 

value-added was measured.   
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2 
During the project all management/members learned the project’s objective and 

dimension of success. 
     

3 Leadership assured to fill communication gap between people.      

4 Avoiding of conflicts and to get members on one page.      

5 
During the whole project, all members showed their commitment with their project 

exercise. 
     

6 During the whole project, all members figure out and discussed other options      

7 Throughout the project experiencing that how we can execute this project finer.      

8 
During the whole project the transformation of organization (to endorse the last 
process) was well organized 

     

9 The last process was delivered in many releases.      

Business solution 

1 Did the architecture of the last process indicate in the project plan?      

2 
Firstly the highest priorities were addressed in the planning for delivery of the last 

process.  
     

3 The last process architecture sets on the basis first delivery.      

4 
In the beginning planning for the project, option for backup programmed for the last 

process. 
     

5 During the whole project, focused on expected and targeted results.      

Project success 

1 Do you think the project team is responsible for the failure or success of the project? 1 2 3 4 5 

2 
Do you think management of the organization is responsible for the failure or success 

of the project? 
     

3 
Do you think the project was a success to considering the value-added for the 
company? 

     

4 
The preparation of the organization for the last process also part of the project 
planning to make the project successful. 

     

       

H1: This hypothesis test value of value-added is not less than 0.05 thus the test is not significant, it is meant that our H1 hypothesis is rejected which shows that 
value-added has no impact on ERP implementation to reduce the failure rate. 

H2: This hypothesis test value of human change is less than 0.05 thus the test is significant, it is meant that our H1 hypothesis is accepted which shows that human 

change has impact on ERP implementation to reduce the failure rate. 
H2: This hypothesis test value of business solution is less than 0.05 thus the test is significant, it is meant that our H1 hypothesis is accepted which shows that 

business solution has impact on ERP implementation to reduce the failure rate. 
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Abstract—Cross site scripting (XSS) is one of the major 

threats to the web application security, where the research is still 

underway for an effective and useful way to analyse the source 

code of web application and removes this threat. XSS occurs by 

injecting the malicious scripts into web application and it can 

lead to significant violations at the site or for the user. Several 

solutions have been recommended for their detection. However, 

their results do not appear to be effective enough to resolve the 

issue. This paper recommended a methodology for the detection 

of XSS from the PHP web application using genetic algorithm 

(GA) and static analysis. The methodology enhances the earlier 

approaches of determining XSS vulnerability in the web 

application by eliminating the infeasible paths from the control 

flow graph (CFG). This aids in reducing the false positive rate in 

the outcomes. The results of the experiments indicated that our 

methodology is more effectual in detecting XSS vulnerability 

from the PHP web application compared to the earlier studies, in 

terms of the false positive rates and the concrete susceptible 

paths determined by GA Generator. 

Keywords—Web Application Security; Security Vulnerability; 

Web Testing; Cross Site Scripting; Genetic Algorithm 

I. INTRODUCTION 

Software systems have been deployed to the public with 
unexpected security holes. The reason for these security holes 
is mainly the short time frame of this program‟s development 
[1]. Although research on security programs is modern, 
effective solutions are highly demanded because of the 
importance of creating programs that are secure and less 
vulnerable to attacks [2,3]. 

By injecting malicious scripts into web applications, cross-
site scripting (XSS) vulnerabilities are one of the most 
common security problems in web applications [4,5]. XSS is 
chosen as the major threat for web application because it 
provides the surface for other types of attacks, such as session 
hijacking and Cross Site Request Forgery (CSRF) [6]. XSS can 
cause damage to both website owners and users. It easily 
exploits but is difficult to mitigate. Many solutions have been 
proposed for their detection. However, the problem of XSS 
vulnerabilities in web applications still persists [7]. 

To determine XSS vulnerability, the majority of researchers 
have employed dynamic, static, and hybrid analyses. However, 
the outcomes achieved by them are marred by the false positive 
rate and the various challenges in determining XSS 
vulnerability [8,9]. Consequently, genetic algorithm ventured 
into the software testing arena by generating test cases for 
scrutinising the software security. This kind of algorithm offers 

solutions to determine XSS vulnerability with a lower false 
positive rate [3,10,11]. Within the Java web application 
framework, the genetic algorithm locates the entire XSS 
vulnerability devoid of any false positive rate in the outcomes 
[3]. Conversely, and post-execution of the algorithm in the 
PHP web application, it presents several false positive rates. 
The high false positive results are because the researchers 
failed to get rid of the infeasible paths which would not 
perform at all in the CFG. 

This paper aims to strengthen the detection approaches of 
XSS vulnerability in PHP web applications. Section II reviews 
related research conducted on the problems of XSS. Section III 
discusses the concept of web application and describes the web 
application security and vulnerability. Section IV explains the 
XSS vulnerabilities and continues with the discussion in 
regards to detection XSS vulnerability in Section V. In Section 
VI, we describe our proposed approach and the experiments 
are described in Section VII. Section VIII presents the results 
for the conducted experiments and detail discussions are 
explained in Section IX. Finally, ending with conclusion and 
future works in section X. 

II. RELATED WORK 

According to the 10 leading vulnerabilities rankings 
presented by the Open Web Application Security Project 
(OWASP), the XSS vulnerability can be termed among the top 
web application vulnerabilities [2,4]. Shar and Tan [9] 
employed the static analysis methodology on Java web 
applications. They noted XSS vulnerability with high false 
positive results. On several occasions, the usage of static 
analysis offers a high false positive rate. Shar et al. [12] 
employed the static analysis for addressing the nodes and 
dynamic analysis for determining the vulnerable nodes. 
However, the hybrid methodology espoused by them is marred 
by the false positive rate of the static analysis and the lack of 
precision in the dynamic analysis results. 

Hydara et al. [3] employed the genetic algorithm for 
generating test cases for the static analysis. The aim was to 
determine the tangible XSS vulnerability in the Java source 
code. Their methodology reduced the false positive rate and 
they could determine the entire actual vulnerable paths within 
the Java framework. 

With regards to the PHP web application, Andrea and 
Mariano [11] recommended a methodology to locate reflected 
XSS vulnerability without doing away with it. This 
methodology was further enhanced by Moataz and Fakhreldin 
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[10] for determining all three kinds of XSS vulnerabilities. 
However, the methodology by Andrea and Mariano [11] 
intends to locate only reflected XSS vulnerability without 
putting the genetic mutation operator to its best use. On the 
other hand, the methodology by Moataz and Fakhreldin [10] 
further enhanced the one offered by Andrea and Mariano [11] 
by utilising the database of XSS patterns for revealing the 
probable XSS vulnerabilities: stored, reflected, and DOM-
based XSS. However, their experiments were carried out only 
on stored and reflected XSS vulnerabilities. Furthermore, their 
methodology has limited scope as certain paths in the CFG do 
not perform at all; such paths are termed as infeasible. 

According to Burhan and Izzat [13], the infeasible path is 
any path which cannot be implemented at all by the test cases. 
The infeasible path is triggered because of the dead codes that 
represent the statements which can never be implemented and 
reached. 

 

Fig. 1. Example of Infeasible Path in PHP 

As can be seen in Fig. 1, Line 2 outlines a variable ($b) and 
initialises a value (“test”). The condition (if) on Line 3 
comprises a function (isset) which ascertains whether the 
variable ($b) is set and is not NULL. Thus, the print statement 
(echo $b) on Line 5 does not perform at all as the condition 
return is false; a variable ($b) exists with a value (“test”) which 
is not NULL. Hence, we term the path (2-3-5) an infeasible 
one, given the dead codes triggered by the contradicting logic 
of the condition “if” (isset($b)). 

Burhan and Izzat [13] scrutinised the test cases of paths and 
noted that few of the paths could never be put to test or are 
seldom tested or visited by a test case. As per Thomas Ball 
[14], a path is termed as feasible if certain program executions 
cross that path and the program‟s other paths are deemed 
infeasible; thus, failure is likely in any probable program 
execution. Typically, infeasible paths generate programs which 
are quite tough to comprehend. According to Ball, T. and 
Balakrishnan et al. [14,15], the programmers should reveal 
paths that are actually executable and those that are not. The 
outcomes achieved by Moataz and Fakhreldin [10] can be 
debated, as they detect few of the paths as vulnerable, which 
they in fact termed as infeasible and would not perform at all. 

Although there are several methodologies employed for 
detecting XSS vulnerability [7,10,11,12,16,17], the threats of 
XSS continue to persist. Thus, the aim of this paper is to 
enhance the detection methodologies by eradicating the 
infeasible paths, thereby reducing the false positive rate of 
locating XSS vulnerability. 

III. WEB APPLICATION 

A web application is a program that executes tasks over a 
network connection on a web server [18]. Such an application 
has to be accessed by means of an Internet browser. The web 

application is used to link the networked tools to the systems. 
Fig. 2 shows how a user browser and a web server are related. 

 
Fig. 2. Relation between User Browser and Web Server 

ASP.NET, PHP, and Java server pages (JSP) are few of the 
well-known technologies which aid software developers in 
developing dynamically generated web pages [19]. The 
statistics show that PHP web applications are the most 
frequently utilised [19,20]. 

According to Sun et al. [21], securing web applications is 
imperative today. This security should be fortified with 
multiple of techniques for bolstering web applications and 
alleviating attacks. Cross-site scripting is a common 
vulnerability that enables attackers to insert malicious scripts 
into the PHP source code. In this case, those web applications 
are exploited which fail to corroborate the user input. 

Thus, this paper emphasises on vulnerabilities pertaining to 
input validation, considering that input validity is a major web 
application security vulnerability (SQL injection, cross-site 
scripting) [5]. Inputs venture into an application from entry 
points (e.g., $_GET) and take advantage of a vulnerability by 
connecting to a sensitive sink (for example, mysql_query). The 
safeguard of the applications can be ensured by consigning 
sanitisation functions in the paths among the entry points and 
sensitive sinks. The following section discusses and elucidates 
in detail the XSS and its vulnerability. 

IV. CROSS-SITE SCRIPTING (XSS) 

The vulnerability of web applications is increasing, 
considering their growing use in day-to-day life. Among the 
contemporary web applications, XSS is the most exploited 
security issue [5,21]. Cross-site scripting, as an injecting 
variant, manipulates the client-side script implemented by the 
targeted browsers. XSS takes place when a web application 
utilises an un-encoded or invalidated user input within the 
output it creates. XSS can trigger major damages for the user 
or at the site by inserting the malicious scripts into the place 
where a web application admits user inputs. Inputs that are 
invalidated can cause transferring of private data, and stealing 
of cookies and user accounts [2,4]. In other words, the XSS 
flaw is triggered by un-sanitised or un-validated input 
parameters. Generally, there are three kinds of XSS attacks – 
reflected, stored, and DOM-based [6]. 

Stored XSS strikes when the inserted script is stored in the 
server (for example, input field or database) [6]. Thus, the 
browser would be exposed to risk once it retrieves the script 
from the server. In case of reflected XSS, the malicious script 
is injected in the website elements (error message). The 
attacker comes up with a fabricated URL that comprises a 
malicious script code and entices the targeted user to believe 
that the URL is genuine [22]. The malicious links are 
dispatched to the targeted users by email or inserting the link in 
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a web page which is located on another server. Once the user 
clicks on the link, the inserted code travels to the attacker‟s 
web server, and the attack is then dispatched back to the 
browser of the victim. Conversely, A document object model 
(DOM)-based XSS is actioned on the client side. It is initiated 
by inserting the malicious script in a part of the page‟s HTML 
source code [23]. In case of stored and reflected XSS, the 
targeted users can observe the vulnerability payload in the 
response page. However, in case of DOM, it can be noted only 
by scrutinising the page‟s DOM or on runtime. 

The stored and reflected XSS vulnerabilities exploit the 
client or server sides but the DOM-based XSS exploits only the 
client side. The researchers are still looking for an effectual 
means of determining XSS vulnerability in the source code, 
particularly for stored and reflected as these two are more 
commonplace compared to DOM-based XSS [6]. The 
following section outlines the methodologies employed for 
detecting XSS vulnerability. 

V. DETECTION OF XSS VULNERABILITY 

Detecting XSS Vulnerability is the process of addressing 
and allocating the invalidated inputs or scripts that allow the 
attacker to inject the malicious script in the source code. The 
most popular approach to detect vulnerability can be classified 
into static, dynamic, and hybrid analyses [18]. Static analysis is 
a method that finds errors in early development that is before 
the program is initiated [16]. Dynamic analysis detects 
vulnerabilities by analyzing the information obtained during 
program execution [24]. The combination of static and 
dynamic analyses is a hybrid approach; dynamic analysis 
techniques improve the false alarms of static analysis 
approaches and provide accurate results [12]. However, 
experimental results show that a straightforward hybrid 
approach is unlikely to be superior to a fully static or a fully 
dynamic detection [8]. 

Genetic algorithms (GAs) have entered the security field of 
software testing which is assigned to solve large problems. Gas 
is a metaheuristic optimization algorithm based on the model 
of evolution. GAs work as a client application in which the 
population evolves toward overall fitness even though 
individuals perish. GAs follow natural evolution mechanisms 
(e.g., mutation, crossover, and selection), which evaluate the 
fittest, to solve problems [17]. The elementary genetic 
algorithm steps are converted into a pseudocode (Fig. 3). 

 

Fig. 3. Genetic Algorithm Pseudocode [3] 

A GA begins by initialising an initial populace in a random 
manner for generating test cases for determining a solution. 
The fitness function examines whether one of the populace has 
attained the solution or not. A closer chromosome to the 
solution indicates a higher fitness value and a higher likelihood 
of being chosen in next generation. The selection phase selects 
the closest chromosome for the solution (high fitness value) to 
execute the mutation and crossover operators so as to generate 
a new chromosome that possibly can be the solution. A 
crossover operator generates a new solution by blending two 
chromosomes, whereas the mutation operator modifies the 
chromosome values. The fitness function again examines the 
new chromosomes and whether the solution is attained and is 
present in one of the new chromosomes. 

GA has been observed to be effective in generating 
solutions for issues related to application software. However, it 
has not been sufficiently exploited for PHP web security 
testing. GA was espoused by Andrea et al. and Moataz et al. 
[10,11]. Notably, the methodology by Andrea and Mariano 
[11] intends to find out only the reflected XSS vulnerability 
without utilising the genetic mutation operator to the best of its 
ability. On the other hand, the methodology by Moataz and 
Fakhreldin [10] upgraded the one espoused by Andrea and 
Mariano [11] utilising the database of XSS patterns to reveal 
the likely XSS vulnerabilities: reflected, stored, and DOM-
based XSS. However, their experiments were carried on only 
stored and reflected XSS vulnerabilities. Furthermore, the 
results obtained were noted to be imprecise as some paths did 
not perform at all as per the literature [13,14,15]. Hence, we 
eliminate the infeasible path from the CFG to attain more 
favourable results than those from Moataz and Fakhreldin [10], 
who failed to eliminate paths in PHP web applications. 

VI. PROPOSED APPROACH 

This study improves the confidence in the security of PHP 
web applications by removing the infeasible path from the 
CFG to obtain better results compared with those from Moataz 
and Fakhreldin [10], and generating a test data to uncover XSS 
vulnerabilities if they exist. The problem lies in generating the 
minimal number of test cases as an optimization search 
problem to uncover potential XSS vulnerabilities. Accordingly, 
a corresponding objective function is used, and it is referred in 
evolutionary computational techniques as a fitness function. 

The detection process starts from Pixy, where it analyzes 
the PHP script to report on the vulnerable state (Which is to be 
exploited by an attacker by injecting the XSS script). Based on 
the outcome produced by Pixy, a Control Flow Graph (CFG) is 
drawn manually, which reveal the entire vulnerable paths that 
exist in the PHP script. However, some of these paths may be 
infeasible in nature, hence would not be executed. 
Consequently, these paths will be removed, and the GA 
generator will only be executed on the feasible paths to detect 
the actual XSS vulnerability and reduce the false positive rate 
of the present results. The general architecture of the proposed 
approach is illustrated in Fig. 4. 
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Fig. 4. The General Architecture of the Proposed Approach [10] 

In more details, the proposed GA generator actually 
produced test cases for the feasible vulnerable paths, which 
subsequently reveal the paths that traverse to the targeted paths. 
The algorithm begins by initializing a random population (XSS 
scripts from the database built by the author) as inputs to the 
PHP script followed by the evaluation of the fitness result of 
the population. The fitness function evaluated the results of 
each individual of every generation to understand if these paths 
are traversing to the targeted paths. A crossover and mutation 
operator will get a new individual, followed by the proposed 
GA generator to produce a test case for the new individual, 
consequently obtaining a new solution and various test case 
results. In each generation, the fittest individual will be saved 
and chosen for the next generation. 

For the case of paths that are considered vulnerable, if the 
GA generator returns a zero fitness value for these paths, then 
the conclusion will be that the input of PHP script (from XSS 
database) can traverse these paths and execute the sanitized 
statements. However, if GA generator failed to traverse the 
targeted paths, then it will be considered as safe, because the 
proposed GA generator then failed with the XSS input (from 
XSS database) to traverse these paths. 

A. XSS Database 

XSS attacks usually injected the malicious scripts in the 
URL or HTML forms of web applications, which receive PHP 
functions such as ($_GET or $_POST). The malicious scripts 
are formed to be executed as application codes, where it can 
lead to altering the produced content resulting from the 
injection of a malicious code. Different XSS patterns are 
collected from various Internet sources [25,26] and stored in a 
well-organized database to assist GA to generate a test cases to 
find XSS vulnerable paths. 

B. Static Analysis 

A tainted variable refers to the inputs from the user or 
database for XSS vulnerabilities and to print statements that 

append a string into a web page. Static taint analysis tracks the 
tainted or untainted status of variables throughout the control 
flow of the application and determines if a sensitive statement 
is used without validation [9]. 

Pixy [27] used as a tool for the taint static analysis. Pixy 
takes the PHP source code as input. Then a report is created 
which lists the potential vulnerable lines in the source code, 
including the paths that contain sanitization statements. 
Depending of Pixy report, we build a control flow path 
manually to reach vulnerable sinks and skip sanitization in the 
source code. 

Afterwards, we remove the infeasible paths that do not 
execute at all. These infeasible paths cannot be considered 
vulnerable in accordance with the result of Moataz and 
Fakhreldin [10]. Afterwards, GA defines the security test cases 
by resorting the feasible paths that create the execution flow 
traverse target paths. 

C. Genetic Algorithm 

GA is a search heuristic that mimics the process of natural 
selection and genetics. It is used as an automatic generator with 
a specific fitness function and chromosome format, as well as a 
well-defined crossover and mutation process to generate the 
offspring of a new population. The following points discuss 
these operators along with the chromosome and fitness 
function. 

1) Initial population 
The most customary kind of encoding or representing 

chromosomes in genetic algorithms is the binary format. The 
genetic algorithm population is a suite of likely solutions for a 
problem. A chromosome is a set of pairs that contains a 
parameter name and value. For example, 

URL: “login.php?firstname=Ahmad&Lastrname=Khalid”  

Corresponds to the chromosome: 

{(firstname, Ahmad),(lastname, Khalid)} 

To simplify, we do not use the first parameter (i.e. name) 
but instead use only the value that makes our work less 
complicated and more efficient in comparison. 

2) Selection 
This stage intends to choose the fittest chromosome to 

reproduce as per certain selection techniques. Selection 
techniques ensure that only the best characteristics are 
transmitted from the current to the next generation. The various 
methods for selecting individuals include rank, roulette wheel, 
tournament, and elitist selections [28]. We used the roulette 
wheel method in which the probability of each individual to be 
selected is proportional to the fitness value for the individuals, 
and it is similar to the method used by Andrea et al. and 
Moataz et al. [10,11]. Afterwards, and based on the 
probabilities of individuals, two individuals are selected to 
produce a new solution by crossover and mutation operations. 
The fitness function evaluates the new offspring and selects the 
fittest to reproduce for the next generation. 
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3) Crossover and Mutation 
The crossover operation combined two chromosomes to 

reproduce a new solution with better traits. On the other hand 
and according to specific mutation probability, the mutation 
operation occurs by altering the chromosome values. 

In this paper, we use a uniform crossover to enable the 
parent chromosomes to contribute the gene level rather than the 
segment level. On the other hand, we utilize another method 
for mutation operation by switching between the attributes 
values randomly, where the switching will be with the attribute 
values using XSS scripts from our database. On the basis of the 
studies by Andrea et al. and Moataz et al. [10,11], we use 0.5 
as the best rate for crossover and mutation operations. 

4) Fitness Function 
Fitness function is aims to evaluate the solution if it is close 

to the target solution. The best solutions are selected after each 
generation for the next stage, and genetic operators are used 
with them. In our work, we choose the fitness function by 
Moataz and Fakhreldin [10], in which each generation is 
computed depending on the number of factors that clearly 
cover each generation. The fitness function of Moataz and 
Fakhreldin [10] evaluates the script execution path using a 
specific input. It is composed of several components: the 
percentage of missing nodes in the path under test, the distance 
between target and current traversed paths, the importance of 
the XSS pattern, and the percentage of XSS database coverage. 

An individual will cover the vulnerable path if it traverses 
all of the branches in the path. For example, if a vulnerable 
path has 10 branches and an input succeeds in traversing all 10 
branches, the fitness function will obtain a value of 1, and if the 
input succeeds in traversing 2 branches, the fitness function 
will have a value of 0.2, and so on. If the fitness value is 
greater than the specific threshold, then the individual will 
survive and will be selected to reproduce for another round. 
The input distance is equal to zero in case of a string type; if 
the input type is numeric and not string, then the distance will 
be calculated as the difference between the traversed and the 
target paths in term of values using Korel's distance [29]. 

The GA used the XSS database to build the individual. 
Therefore, we build an importance factor to reflect the 
importance of the input used to cover a path. Each pattern 
previously used in certain files will be saved. Furthermore, we 
can determine when we can use the same pattern again. The 
importance will be zero “I = 0” if the input has been used 
before. The importance will be one “I = 1” if we not used this 
input before to cover this path. We also examine a case in 
which we have two inputs for the program. If the value of the 
first input is used previously as the value for the second input, 
then the importance will be “I = 0.3”. 

Another factor in our fitness function reflects the 
percentage of our XSS database used to cover a path. This 
factor is used to ascertain that the GA selects different kinds of 
XSS patterns to cover a path. If we obtain a high percentage, 
then the GA will be more confident in covering this path and it 
will exercise it with a different XSS pattern. The database 
percentage starts from zero when we begin to cover a new 

path. Evidently, this value is also zero in the initial population. 
Therefore, our fitness function is [10]. 

F(x) = ((Miss% + D) * Importance * DB %) / 100 

Where F(x) is the fitness value for individual x, Miss% is 
the missing node percentage in the path using the current 
individual. D is the distance calculated as the difference 
between the traversed and target paths, Importance is the 
importance of the input values, and DB% is the XSS database 
percentage used to cover the current path. 

We attempted to minimize the fitness value so that we can 
reach a stage in which the current path has no missing node. 
The path coverage percentage is 100%, and thus we can say the 
target path is solved completely with the current individual. 
Furthermore, the current individual successfully forces the 
PHP script into the target path, and then individual that leads to 
this outcome as our test data is stored. 

VII. EXPERIMENTS AND ANALYSIS 

The evaluation is carried out by applying the GA approach, 
where it is found that a number of paths in the results should be 
deleted. These paths are infeasible, but considered as 
vulnerable. Furthermore, the comparison depends on the 
number of actual vulnerable paths detected by the GA 
generator. Hydara et al. [3] evaluated the research outcome by 
depending on the number of actual vulnerable paths detected 
by the GA generator. Therefore, the aim of the present research 
is to perform a comparison similar to Hydara et al. [3] within 
the context of PHP web application. 

In this paper, two different experiments are conducted. The 
first experiment is a Simple Login Script, which contained the 
reflected XSS vulnerability. The second experiment is a 
Newspaper Display Script, which contained the Stored XSS 
vulnerability. We chose these two experiments because our 
work looking to describe the lacking in Moataz and Fakhreldin 
[10] approach and minimize the false positive rate in their 
results, in a way to improve the detection approaches of XSS 
vulnerability in PHP web application. These two experiments 
considered different input types, namely either strings and/or 
numeric. The experiment is conducted by applying the self-
developed GA-based test data generator. During the execution 
of the experiment, the sets of operations are equivalent to the 
number of feasible potential vulnerable paths that are reported 
in the static analysis. 

A. Simple Login Script Experiment [Reflected XSS] 

This experiment contained the Reflected XSS vulnerability, 
which requested the user to enter his/her first name and last 
name. Thereafter, the PHP script validated the user inputs to 
ensure it as a valid input and does not contain XSS patterns or 
empty strings, which usually occurred in Web forms. Although 
there are security vulnerabilities in this code, such as the 
htmlspecialchars, but it‟s still vulnerable to XSS attacks. Fig. 5 
illustrates the HTML form of the experiment, where the user 
entered the inputs to the PHP script. Fig. 6 illustrates if the 
code precisely checks the supplied inputs for a string that starts 
with „<script‟, which is mandatory for any XSS pattern to 
execute. 
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Fig. 5. HTML Form for Simple Login Script 

 
Fig. 6. PHP Script of Simple Login Script 

Burhan and Izzat [13] defined that the feasible path is any 
path that can be executed by test cases, and the infeasible path 
as any path that cannot be executed by test cases. Therefore, 
the infeasible paths should be removed from the whole paths to 
effectively to minimize the amount of false positive during the 
detection process. Fig. 7 depicted both the feasible and 
infeasible paths in a Simple Login Script experiment. 

 
Fig. 7. HTML Form for Simple Login Script 

Fig. 7 exhibited the difference between the present study 
and the study by Moataz and Fakhreldin [10] for both the 
feasible and infeasible paths, where they considered all the 
paths as feasible. However, Burhan and Izzat [13] stated that 
some of the test cases of the paths may never or hardly be 
tested or visited by any test cases. Ball, T. and Balakrishnan et 
al. [14,15] reported that the programmers must determine 
which paths were truly executable and non-executable. As a 

result, the infeasible paths are removed from the target of the 
proposed GA generator, with an objective of minimizing the 
amount of false positive numbers in the obtained results. Fig. 8 
described the reasons of each infeasible paths that to be 
removed. 

 
Fig. 8. HTML Form for Simple Login Script 

Paths (3, 4, 7, 8, 11, 12, 15 and 16) will be removed 
because these paths contained the execution of else statement 
at Line 10, therefore the else statement will not be executed, 
because the variable $b is defined and assigned as a value. As a 
result, the Condition ( isset ($b) ) at line 8 will be TRUE 
constantly, and else statement will not be executed at any 
instance. 

Paths (10 and 14) will be removed, because these paths 
contained the execution of the condition at Line 12, hence it 
must be executed as the htmlspecialchars() statement at Line 
13 at every instance. 

After the removal process of the infeasible paths from the 
whole paths, the feasible paths will be the target of the 
proposed GA to generate test data, which forced the program to 
flow through these potential vulnerable paths to test on the 
vulnerability. 

However, the proposed GA is unable to read every line of 
the PHP code, thus the PHP code is required to be probed in an 
approach to obtain the execution path for any inputs. The PHP 
code is probed similar to Moataz and Fakhreldin [10], where 
PHP language constant (__LINE__) is used. This constant 
(__LINE__) exhibited whether the line of code is executed or 
not during the program execution. 

The probed PHP script is then converted into a PHP 
function, with an objective of allowing the proposed GA-based 
test data generator to use the inputs of the function as a 
parameter to execute the function with the XSS patterns from 
the XSS database as inputs. Our PHP function will be written 
as: 

Function function_name (Parameter 1 , Parameter 2) 
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The GA tool copied the probed PHP script and transformed 
it as one of its own function, which easily executed the 
function by using XSS patterns as the inputs. The first 
population is selected randomly from the author‟s XSS 
database, followed by GA being executed for many rounds on 
the test path. After each generation, the proposed fitness 
function evaluated the solution of the test generator and stores 
it in each individual. Furthermore, the precisely fitted 
individuals have the fitness values stored in each rounds. 
Thereafter, the proposed test generator selected the survivors 
depending on the fitness value of each individuals by using 
roulette wheel, where same operator of Moataz and Fakhreldin 
[10] is used to generate the solutions. The parameter used in 
the proposed GA generator is presented in Table I. 

TABLE I. GENETIC ALGORITHM PARAMETERS FOR SIMPLE LOGIN 

SCRIPT 

Parameter Values 

Population Size 30 

Survivor 3 

Maximum # Generation 20 

# input within one individual 2 

Type of inputs Strings 

Crossover rate (Probability) 0.5 

Mutation rate (Probability) 0.5 

B. Newspaper Display Script [Stored XSS] 

In this section, the experiment on Stored XSS vulnerability 
is investigated. The PHP script implemented a simple 
newspaper display page that allowed users to view topics of 
specific writers, all the writers in the newspaper, and the 
articles stored in a MySQL database. If users desire to view an 
article, the HTML form need to be completed which directly 
communicates to the server via an URL. The following URL is 
an example: 

http://www.localhost/?name=Ahmad&disply_mode =1 

This particular URL contained two values, namely name = 
Ahmad and disply_mode = 1. However, the implementation of 
this program can be carried out by posting the written articles' 
titles or posting the content of the articles of the writers from 
the MYSQL database. Thereafter, according to the display 
mode and writer's name from the database, the „echo‟ 
statement at line 21 and 22 will print the writer's name and 
database's content. However, there are security vulnerabilities 
in this code including XSS attaches (e.g. htmlspecialchars). 
Fig. 9 demonstrated the HTML form of the experiment, where 
the user entered the inputs to the PHP script. Fig. 10 showed 
that the code precisely checked if the supplied inputs contained 
a string that starts with „<script‟, which is mandatory for any 
XSS pattern that to be executed. 

 
Fig. 9. HTML Form for Newspaper Display Script 

 
Fig. 10. PHP Script of Newspaper Display Script 

As depicted in Fig. 10, the condition of subsutr() function ( 
at line 17 ) will be true only if strlen() function returned a value 
of more than zero (true). Therefore, if the variable $name 
retrieved „<SCRIPT>‟ value from the first input of the HTML 
form, then the condition will be true, and followed by 
executing the sanitization statement of htmlspecialchars() to 
achieve safety from XSS vulnerability, thus the variable $a is 
considered safe. However, XSS attack can inject the malicious 
script with another javascript tag, such as the (“<a 
href=‟www.XSS.com‟></a>” or “<body background = 
"javascript:alert('XSS');">”). Hence, the condition ( in line 17 ) 
failed to cover the malicious script, and the variable $name 
would not be considered safe. 

On the other hand, the variable ($Mode) assigned a 
numerical value from the second input of the HTML form 
based on three conditions to assign a value to the variable 
($display_String). The first condition is to check if the variable 
($Mode) equivalent to 1, then the variable ($display_String) 
will obtain a value from the database content, where the 
content can be the XSS script. Thus, the print statement of this 
variable at line 22 will not be considered safe. The second 
condition check is if the variable ($Mode) equivalent to 2, then 
the variable ($display_String) will obtain a value from the 
database content, which it may contain with the XSS script. 
Due to the second condition, the print statement process of this 
variable at line 22 will not be considered safe. The last 
condition check is if the variable ($Mode) is equivalent to 3, 
resulting in the variable ($display_String) obtaining a String 
value. Therefore, the print statement of this variable at line 22 
will be considered safe. Fig. 11 shown the three conditions to 
check the variable Mode of Newspaper Display Script 
experiment. 
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Fig. 11. The Three Condition of ($Mode) to be Executed 

When the value of the variable ($Mode) is either 1 or 2, 
then these paths may contained the XSS scripts from the 
database, which will then be considered as vulnerable. 
Furthermore, the three conditions will not be executed 
alongside, because each of these conditions required different 
states of condition, such as ($Mode =1, $Mode =2 or 
$Mode>=3). 

Pixy reported the first vulnerability of the experiment, 
which is the print statement of the variable ($name) at line 21. 
This particular vulnerability is reflected and may consider as 
XSS script initiated from the user. The second result of the 
Pixy is the print statement of the display mode variable at line 
22, which can be considered as XSS script from the database 
due to the lack of validation during the insertion phase. Once 
the report is completed, the vulnerable path will restart from 
the line 1 up to the last line (line 22) of the PHP script. 
Therefore, the PHP script converted the CFG from line 1 to 
line 22, in an approach that defined the different paths of the 
program. 

The CFG contained 8 infeasible paths that should be 
removed. In order to define the infeasible path, the 
understanding of the structure of the script needs to be 
established. The infeasible path only has a concern towards the 
print statement of the variable ($Display_String) at line 22. 
Firstly, the variable ($mode) contained a numerical value of 
“1”. The next condition at line 3 checks if it is equal to 1, 
followed by returning a value from the database. Therefore, the 

next condition will not be implemented at line 8, because it 
checks if the value is equivalent to 2, so that the condition will 
be FALSE and the statement of the variable ($Display_String) 
will not be executed at line 10. Similar scenario will be applied 
for the third condition at line 13, because it checks if the value 
is equivalent to 3, so that the condition will be FALSE and the 
statement of the variable ($Display_String) will not be 
executed at line 15. In total, there are 3 lines that should not be 
executed alongside, namely lines 5, 10 and 15. In other word, 
the program should only execute one line from these lines. 
Furthermore, if the path contained more than one line that is 
originating from these lines, then it should be removed due to 
being an infeasible path in nature that will not be executed at 
all. 

The infeasible paths in this context are 1, 2, 3, 4, 5, 6, 9, 
and 10, where paths 1, 2, 5 and 6 contained two implemented 
conditions, which are located at lines 5 and 15. Paths 3 and 4 
contained two implemented conditions, which are located at 
lines 5 and 10. The last two infeasible paths 9 and 10 contained 
two implemented conditions located at lines 10 and 15. Fig. 12 
described the feasible and infeasible paths of the Newspaper 
Display Script experiment which shown the differences 
between the present study and the previous study by Moataz 
and Fakhreldin [10]. 

 
Fig. 12. The Three Condition of ($Mode) to be Executed 

Moataz and Fakhreldin considered all the paths as feasible, 
however the present study removed the infeasible paths from 
the target of the GA generator. Fig. 13 illustrates the reasons of 
removal of each infeasible path. 
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Fig. 13. Describe the Infeasible Paths in Newspaper Display Script 

Paths 1, 2, 3, 4, 5, 6, 9, and 10 will be removed according 
the depiction shown in Fig. 13, because these paths contained 
the execution of more than one condition (line 5, 10 or 15). 
However, the executing possibility of this experiment is only to 
execute one condition in each path, while the other conditions 
will be False and will not be executed. 

The feasible paths will be the target of the self-developed 
GA to generate the test data that forced the program to flow 
through these potential vulnerable paths, where the objective is 
to test whether these paths are indeed vulnerable. The PHP 
code is probed by the PHP language constant (__LINE__) to 
allow the GA generator to read the lines of the PHP code. The 
same operator of Moataz and Fakhreldin [10] is used to 
generate the solutions. The GA parameters that are applied in 
this experiment is shown in Table II. 

TABLE II. GENETIC ALGORITHM PARAMETERS FOR NEWSPAPER DISPLAY 

SCRIPT 

Parameter Values 

Population Size 30 

Survivor 3 

Maximum # Generation 20 

# input within one individual 2 

Type of inputs Strings and Numeric 

Crossover rate (Probability) 0.5 

Mutation rate (Probability) 0.5 

VIII. RESULTS AND COMPARISON WITH OTHER WORK 

This section shows the results details of the proposed test 
data generator. Firstly, the detection process starts from Pixy 
where it analyzes the PHP script to report on the vulnerable 
state (which is to be exploited by an attacker by injecting the 
XSS script). Based on the outcome produced by Pixy, a 
Control Flow Graph (CFG) reveals the entire vulnerable paths 
that exist in the PHP script. However, some of these paths may 
be infeasible in nature, hence would not be executed. 
Consequently, these paths will be removed, and the GA 

generator will only be executed on the feasible paths to detect 
the actual XSS vulnerability and reduce the false positive rate 
of the present results. 

For the case of paths that are considered vulnerable, if the 
GA generator returns a zero fitness value for these paths, then 
the conclusion will be that the input of PHP script (from XSS 
database) can traverse these paths and execute the sanitized 
statements. However, if GA generator failed to traverse the 
targeted paths, then it will be considered as safe, because the 
proposed GA generator then failed with the XSS input (from 
XSS database) to traverse these paths. 

The results obtained herein on the detection part is 
evaluated relative to the results of Moataz and Fakhreldin [10], 
whom improved the approach that were proposed by Andrea 
and Mariano [11]. The evaluation is carried out by applying the 
GA approach where it is found that a number of paths in the 
results should be deleted (i.e. It is because these paths are 
infeasible and considered as vulnerable). Furthermore, the 
comparison depends on the number of actual vulnerable paths 
detected by the GA generator. Hydara et al. [3] evaluated the 
research outcome by depending on the number of actual 
vulnerable paths detected by the GA generator. Therefore, the 
aim of the present research is perform a comparison similar to 
Hydara et al. [3] within the context of PHP web application. 

A. Simple Login Script Experiment [Reflected XSS] 

The test generator is operated in the experiment to solve 
one path and repeated to solve rest of the vulnerable paths. 
There are 6 feasible paths in the PHP script of a Simple Login 
Script experiment, where the experiment is repeated once for 
every each paths (a totally 6 times). The results of the 
experiment for the detection part are illustrated in Fig. 14, 
where the X axis represented the rounds or the GA generation, 
and Y axis represented the best fitness value of the population. 
When the fitness value is equal to zero, it seemed like the GA 
generator succeeded in traversing through this path, thus it is 
considered as a vulnerable path. On the other hand, when 
fitness value is not equal to zero, then the path is considered as 
a safe path and the proposed GA generator will fail to traverse 
this path. 

 
Fig. 14. Detection Results of XSS in Simple Login Script 

In Fig. 14, GA is converged for some paths and did not 
converge for the rest. The paths that the proposed GA approach 
succeeded to converge are path 5, 6 and 13, with a fitness value 
of zero from the entire suspected vulnerable paths. The paths 5, 
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6 and 13 can be considered as vulnerable paths because the 
three paths skipped the escaping statement (htmlspecialchars). 
Therefore, it would be a vulnerable paths when the print 
statement (echo $a) print the variable. We can noted from Fig. 
14 that our GA generator choose different scripts for each 
generation from our XSS database. Once GA generator use any 
malicious tags except “<script” tag, then the path will traverse 
the target path and it will get zero fitness values as shown for 
path 5, 6 and 13. 

The comparison of the results of the proposed approach 
relative to the results of Moataz and Fakhreldin [10] is carried 
out, where the outcome demonstrate the advancement of the 
present research in detecting the Reflected XSS. The outcome 
of the comparison is an improved removal of the infeasible 
paths, which led to high false positive in the obtained results. 
Table III presents the results of the research herein and the 
results of Moataz and Fakhreldin [10] for XSS vulnerabilities 
detection in a Simple Login Script experiment. 

TABLE III. COMPARISON RESULTS OF DETECTION REFLECTED XSS IN 

SIMPLE LOGIN SCRIPT 

Vulnerable Path Our result 
Moataz and 

Fakhreldin [10] 

1:   6-7-8-9-12-13-14-15- Not Vulnerable Not Vulnerable 

2:   6-7-8-9-12-14-15- Not Vulnerable Not Vulnerable 

3:   6-7-8-10-12-13-14-15- Infeasible  Not Vulnerable 

4:   6-7-8-10-12-14-15- Infeasible Vulnerable 

5:   6-8-9-12-13-14-15- Vulnerable Not Vulnerable 

6:   6-8-9-12-14-15- Vulnerable Vulnerable 

7:   6-8-10-12-13-14-15- Infeasible Vulnerable 

8:   6-8-10-12-14-15- Infeasible Vulnerable 

9:   6-7-8-9-12-13-14-15-16 Not Vulnerable Not Vulnerable 

10:  6-7-8-9-12-14-15-16 Infeasible Not Vulnerable 

11:  6-7-8-10-12-13-14-15-16 Infeasible Not Vulnerable 

12:  6-7-8-10-12-14-15-16 Infeasible Not Vulnerable 

13:  6-8-9-12-13-14-15-16 Vulnerable Not Vulnerable 

14:  6-8-9-12-14-15-16 Infeasible Vulnerable 

15:  6-8-10-12-13-14-15-16 Infeasible Vulnerable 

16:  6-8-10-12-14-15-16 Infeasible Vulnerable 

As shown in Table III, There are some paths considered to 
be safe paths (i.e. path 1, 2 and 9) and some paths Moataz and 
Fakhreldin [10] considered it safe which they are infeasible 
paths and will not execute at all (i.e. path 3, 10, 11 and 12).  
The false positive rate is the amount of paths that are detected 
as vulnerable paths, which in actual case are not the actual 
vulnerable paths. The paths (path 4, 7, 8, 14, 15 and 16) are 
considered as infeasible paths because the variable ($b) would 
not be False (at line 10), as shown in Fig. 8. In Line 10, there is 
else statement, hence considered as infeasible paths and would 
not be executed ( for any inputs or XSS script). One of the 
special cases is the path 14, where the condition (isset()) is 
TRUE, but the implementation of the escape function 
(htmlspecialchars) at line 13 is required, as shown in Fig. 8. As 
a result, these paths are considered as infeasible and the GA 

generator would not traverse these paths. Path 5, 6 and 13 are 
vulnerable paths. However, Moataz and Fakhreldin [10] 
considered path 5 and 13 as safe paths. Therefore, they detect 
only one actual vulnerable path which is path 6. 

Table IV describes the amount of actual vulnerable paths of 
this experiment, the amount of the whole paths and the actual 
vulnerable paths solved (detected) by the self-developed GA 
generator and by Moataz and Fakhreldin [10] proposed GA 
generator. 

TABLE IV. COMPARISON THE PROPOSED APPROACH RESULTS IN SIMPLE 

LOGIN SCRIPT 

Approach 

All Paths 

Detected by 

GA Generator 

Actual Vulnerable 

Paths Detected by GA 

Generator 

False 

Positive 

Our GA Generator 3 3 0 

Moataz and 

Fakhreldin [10] 

GA Generator 

7 1 6 

The comparison in Table IV exhibited that the self-
developed GA performed better compared to the GA designed 
by Moataz and Fakhreldin [10] in the perspective of the actual 
vulnerable paths that are detected. The low count in the GA of 
Moataz and Fakhreldin [10] was due to not removing the 
infeasible paths from the whole paths. 

B. Newspaper Display Script [Stored XSS] 

The GA test generator is operated to solve one of the paths 
and repeat again for the rest of the vulnerable paths. There are 
8 feasible paths in the PHP script within this experiment; hence 
the GA generator is operated once for each paths with a total of 
6 runs. The results of the experiment in the detection part are 
shown in Fig. 15, where the X axis represented the rounds or 
the GA generation and Y axis represented the best fitness value 
of the population. 

 

Fig. 15. Detection Results of XSS in Newspaper Display Script 

As depicted in Fig. 15, the proposed GA herein succeeded 
to converge all feasible paths with zero fitness value. The paths 
7, 8, 11, 12, 13, 14, 15 and 16 considered as vulnerable paths 
because our GA generator choose different malicious script in 
each generation from our XSS database. GA generator choose 
any malicious scripts from our XSS database and embedded 
the variables ($display_String and $Name). Therefore, the path 
would be a vulnerable paths when the print statement (echo 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

74 | P a g e  

www.ijacsa.thesai.org 

$display_String) print the variable. It is worth to mention that 
the reason to consider all paths as vulnerable paths because 
there is no validation (i.e. htmlspecialchars) on the variable 
($display_String). Furthermore, these paths are classified as 
vulnerable because the classification depends on both the input 
and the sensitive sink that are involved in the path. 

Similar to the previous experiment, the proposed approach 
is compared with the outcome of Moataz and Fakhreldin‟s [10] 
approach. The objective of the comparison is to prove that the 
proposed approach is achieving better than the methodology 
proposed by Moataz and Fakhreldin [10] for the detection of 
the stored XSS in the PHP web application. Table V presents 
the results of the proposed approach and the results of Moataz 
and Fakhreldin [10] on the detection of Stored XSS 
vulnerabilities in Newspaper Display Script experiment. 

TABLE V. COMPARISON RESULTS OF DETECTION STORED XSS IN 

NEWSPAPER DISPLAY SCRIPT 

Vulnerable Path Our result 
Moataz and 

Fakhreldin [10] 

1:  1-2-3-5-8-10-13-15-17-19-21-22 Infeasible Not Vulnerable 

2:   1-2-3-5-8-10-13-15-17-21-22 Infeasible Not Vulnerable 

3:   1-2-3-5-8-10-13-17-19-21-22 Infeasible  Vulnerable 

4:   1-2-3-5-8-10-13-17-21-22 Infeasible Not Vulnerable 

5:  1-2-3-5-8-12-13-15-17-19-21-22 Infeasible Not Vulnerable 

6:   1-2-3-5-8-12-13-15-17-21-22 Infeasible Not Vulnerable 

7:   1-2-3-5-8-12-13-17-19-21-22 Vulnerable Not Vulnerable 

8:   1-2-3-5-8-12-13-17-21-22 Vulnerable Not Vulnerable 

9:  1-2-3-7-8-10-13-15-17-19-21-22 Infeasible Vulnerable 

10:  1-2-3-7-8-10-13-15-17-21-22 Infeasible Not Vulnerable 

11:  1-2-3-7-8-10-13-17-19-21-22 Vulnerable Vulnerable 

12:  1-2-3-7-8-10-13-17-21-22 Vulnerable Not Vulnerable 

13:1-2-3-7-8-12-13-15-17-19-21-22 Vulnerable Vulnerable 

14:  1-2-3-7-8-12-13-15-17-21-22 Vulnerable Not Vulnerable 

15:  1-2-3-7-8-12-13-17-19-21-22 Vulnerable Vulnerable 

16:  1-2-3-7-8-12-13-17-21-22 Vulnerable Not Vulnerable 

Table V shown that the Paths 1, 2, 3, 4, 5, 6, 9 and 10 are 
infeasible paths, which means these paths would not execute 
under any circumstances. However, Moataz and Fakhreldin 
[10] considered these infeasible paths as safe (i.e. path 1, 2, 4, 
5, 6 and 10) or vulnerable (i.e. path 3 and 9). However, by 
operating the present GA generator on these paths, the 
resulting outcome will be safe, because the GA generator has 
failed to traverse through these paths. 

The proposed GA generator detected 8 actual vulnerable 
paths, while the GA generator by Moataz and Fakhreldin [10] 
only detected 3 vulnerable paths from the entire 8 vulnerable 
paths as shown in Table V. The fundamental reason for the 
XSS script to traverse these paths and considered the paths as 
vulnerable is because of both the non-executable nature of the 
escaping statement (htmlspecialchars) of the variable ($Name) 
at line 19 (Figure 10) and assignment of a XSS script to the 
variable ($display_String) at line 3 or 10. Therefore, the print 

statement (echo $Name) at line 21 or the print statement 
($display_String) at line 22 would not be safe, because it may 
contained the XSS vulnerability. 

Moataz and Fakhreldin [10] considered the paths 7, 8, 12, 
14 and 16 as safe. However, the escaping statement 
(htmlspecialchars) at line 19 for the variable ($Name) did not 
sufficiently secured the path. Thus, the self-developed GA 
generator has the ability to detect vulnerability paths (6 actual 
vulnerable paths) with probability high than Moataz and 
Fakhreldin [10]. 

Table VI described the amount of actual vulnerable paths 
occurred in this experiment, the amount of whole paths, and 
the actual vulnerable paths detected by the self-developed GA 
generator and the GA generator by Moataz and Fakhreldin 
[10]. The False positive is the amount of paths detected as 
vulnerable, which is not the actual vulnerable paths. 

TABLE VI. COMPARISON THE PROPOSED APPROACH RESULTS IN 

NEWSPAPER DISPLAY SCRIPT 

Approach 

All Paths 

Detected by GA 

Generator 

Actual Vulnerable 

Paths Detected by 

GA Generator 

False 

Positive 

Our GA Generator 8 8 0 

Moataz and 

Fakhreldin [10] GA 

Generator 

5 3 2 

The results in the Table VI exhibited that the self-
developed GA generator performed much better in detecting 
the actual vulnerable paths compared to the GA generator 
designed by Moataz and Fakhreldin [10]. Such scenario 
occurred because Moataz and Fakhreldin [10] did not remove 
the infeasible paths from the whole paths. As discussed earlier, 
Moataz and Fakhreldin [10] only detected 5 vulnerability 
paths, where the 2 paths are considered as infeasible in the 
present work, which will not be executed in this experiment 
and considered as false positive results. 

IX. DISCUSSIONS 

In both experiments, the results shown that the proposed 
GA generator is better than the GA generator designed by 
Moataz and Fakhreldin [10], which they presents a high false 
positive in their results in detection of  Stored and Reflected 
XSS vulnerability. As a conclusion, the result demonstrated the 
impeccable quality associated with the proposed detection 
approach, and with this it can be noted that the proposed GA 
generator performed better than Moataz and Fakhreldin‟s [10] 
GA generator in detecting the Reflected and Stored XSS 
vulnerability within these two experiment for PHP web 
application. However, more experiment need to be conducted 
to ensure that the proposed GA generator achieves high 
accuracy under different experimental environment for 
Reflected and Stored XSS. 

Experiments are conducted herein to detect Reflected and 
Stored XSS vulnerability within the PHP web application. The 
results shown that our GA generator detects all actual reflected 
and stored XSS vulnerabilities in PHP web application without 
any false positive. On the other hand, Moataz and Fakhreldin 
[10] detect less actual vulnerable paths with high false positive 
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in their results, because they did not remove the infeasible 
paths. The comparison demonstrated that the proposed 
approach herein enabled the effectively detection of the XSS 
vulnerability in PHP web application. 

X. CONCLUSION 

This paper formulated the security testing for XSS 
vulnerabilities in a search optimization approach, with an 
objective of eliminating the threat arising from XSS 
vulnerability in PHP web application. The proposed approach 
is based on static analysis and genetic algorithm that will be 
able to detect the XSS vulnerability from PHP source code.  
Therefore, it was imperative that the present work improved 
the previous approaches on XSS detection in PHP web 
application by removing the infeasible paths. The resulting 
outcome of the present research demonstrated the approach 
contained zero false positive rates. Furthermore, there was 
experimentation of detecting the Reflected and Stored XSS 
vulnerability in the PHP source code, while the approach 
herein was able to detect the DOM-based XSS attacks based on 
the self-developed XSS database. However, there were no 
previous literatures covering experiments on Dom-based XSS. 
The results demonstrated that the proposed approach achieved 
better results compared to the previous studies on detection of 
reflected and stored XSS vulnerability in PHP web 
applications. It is worth noting here that the proposed approach 
need to conduct experiments on DOM-based XSS as well, and 
the proposed approach still need to conduct different 
experiments on reflected and stored XSS, in a way to reaffirm 
the proposed approach to detect the XSS vulnerability. 
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Abstract —In this study, we propose a learning strategy using 

a highlighter pen to improve the learning efficiency of learners. 

This method makes the important information stand out by 

colouring text. It is known that highlighting important points of 

sentence problems with a highlighter pen improves the speed of 

answers and correct answer rates, especially in school subjects, 

such as Japanese and mathematics. In this study, we focused on 

the gaze movement and analysed the gaze dwell time and the 

number of gaze movements to clarify what kind of influence and 

learning effect it has on the cognitive process. 

Keywords—Highlighter pen; Learning strategy; Eye movement 

I. INTRODUCTION 

Currently, the mainstream of the Japanese educational 
policy is not to apply academic pressure on the students. Free 
education or cramming education systems are still highly 
recommended, but it is important to ensure that students have 
basic knowledge and skills first. Leveraging students’ 
knowledge and skills, and fostering their power to express 
what they want, ultimately leads students to develop a “zest for 
living” [1]. In addition, the government course of study 
curriculum guidance will be effective in 2020. In order to 
foster students’ abilities to solve questions, the introduction of 
active learning is considered to be effective to raise their 
creativities. In other words, it is a matter, of course, that 
students should have mastered the basic knowledge and 
academic ability prior to being introduced to active learning.  
Furthermore, there is a need for students to learn how to judge, 
express, and think by themselves. In order to achieve this goal, 
the learners should first master the basic knowledge and then, 
move on in mastering the learning strategies to associate the 
learning material with their knowledge. 

In recent years, learning methods and learning systems 
focusing on the learner’s cognitive processes are expected as 
one of the new learning strategies. The following are some 
learning strategies that have been examined. For example, the 
rehearsal strategy requires the process of repetition of 
memorised materials. And the refinement strategy connects the 
learning material and the already-known knowledge. Other 
examples are the iterative writing repetition strategy and the 
planning strategy to conduct learning based on the plan 
prepared in advance. 

It was evident that learners, who had chosen appropriate 
learning strategies, deepened their learning content and 
acquired more knowledge compared to learners, who still was 
not sure of their learning strategies. However, regardless of any 

learning strategy, learners use various writing instruments, 
such as pencils, mechanical pencils, and ballpoint pens. Among 
these writing instruments, we focused on the highlighter pen. A 
highlighter pen is generally used for the purpose of prompting 
learners by colouring keywords or phrases of importance, 
thereby improving learning efficiency. It is thought that 
colouring and highlighting text with a highlighter pen will 
influence the learner’s cognitive process in learning. Regarding 
the use of the highlighter pen for learning, the following 
research has been done so far. In the past, studies on the effect 
of highlighting by a highlighter pen on the colour and memory 
favourable to vision [2], the study of the influence of 
appropriate highlighting in sentences on keyword search, and 
the study on the learning effect with  presence/absence of 
highlighting was conducted [3, 4, 5]. As a result of these 
studies, it was shown that the learning effect was observed as 
expected; however, the reason for this occurrence has not yet 
been confirmed. Also, it is not clarified what kinds of influence 
extended to the learner’s attention, consciousness, memory and 
others by using a highlighter pen. And overall, it remains 
unclear of what kind of change was brought to the cognitive 
process. 

 In this study, we developed contents for learning based on 
our proposed learning strategies. Some researches focused on 
the eye movement for investigating the effect of presence/ 
absence of highlighting [6, 7, 8], but the training effect of 
highlighting was not mentioned. Therefore, we clarified the 
relationships and the changes between the improvement of the 
learner’s performance, eye movement and gaze time before and 
after learning using that content. 

II. EXPERIMENTAL METHOD 

A. Gaze measurement experiment based on the 

presence/absence of highlighting in problem sentence 

1) Overview of Experiment 
The learning strategy that is being proposed is highlighting 

keywords and numbers in the question text for deriving 
answers. As a consequence, respondents can organise 
information in the question and accurately recognise important 
information for answering the questions. 

Experiments were conducted using two kinds of sentence 
problems that students learn in English: (1) questions involving 
third-person singular present tense, and (2) overall verb tense 
question sentences, such as past, present and future. The 
differences in gaze dwell time, the number of gaze movements 
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to the keywords in the sentence problems were examined.  In 
addition, the correct answer rate comparing the cases with 
highlighting and without highlighting was also examined. 

2) Experimental Conditions 
The experiment was conducted in a classroom of a cram 

school located in Higashiosaka city, Osaka, Japan. Subjects 
solved 30 questions in English, projected onto the whiteboard: 
10 without highlighting, 10 with highlighting and 10 without 
highlighting. It was hypothesised that by highlighting 
keywords, students will become more aware of the keywords, 
and this effect would continue even after removing the 
highlighting. Since, there was a fear of students getting used to 
the questions, the questions of third-person singular present 
tense and the verb tense questions were asked alternately. 
Subjects orally answered as the next question was displayed 
simultaneously. Figure 1 shows the examples of the questions. 
For the questions regarding third-person singular present tense, 
the subjects were told to choose an answer from two options. 
Similarly, for questions revolving verb tense, the subjects were 
told to choose an answer from four options. In the case of 
highlighting being present, for the questions about third-person 
singular present tense, the students highlighted the subject of 
the sentence, and similarly for the questions about verb tenses, 
the verb tense related keywords were highlighted. 

 

 
(a) Without Highlighting 

 

 
(b) With Highlighting 

Fig. 1. Examples of English problems 

3) Subjects 
The subjects were 20 junior high school students:  11 boys 

and 9 girls. There were 3 second grade junior high school 
students and 17 third grade junior high school students. All 
subjects had normal eyesight with their naked eye or with use 
of a corrective lens, such as eyeglasses or contact lenses. 

4) Experimental Environment 
The problem was shown in the area of 80 cm × 140 cm on 

the white board, and the height of the board was 95 cm from 
the floor as shown in Figure 2. The subjects were seated at a 
distance of 130 cm from the whiteboard, fixed to the head with 
the chin rest so that their heads would not move, and a gaze 
measuring device was attached as shown in Figure 3. Also, 
Figure 4 shows a picture of the chin rest that fixed the head. 
EMR-9 manufactured by Nac Image Technology Co., Ltd. was 
used as the visual axis measuring apparatus as shown in Figure 
5. 

 
Fig. 2. Question Displayed on Whiteboard  

The image of the visual field camera is displayed as shown 
in Figure 6; the eye mark of “□” indicates the gazing point of 
the right eye, and the eye mark of “+” indicates the gazing 
point of the left eye. 

 

Fig. 3. Subject Wearing Gaze Measuring Device 

 

Fig. 4. Chin Rest 

 

Fig. 5. EMR-9 
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Fig. 6. Snapshot from Visual Field Camera 

5) Data Analysis Method 
For gaze point detection, a gaze counting software was 

used to superimpose the coordinate data of gaze point of each 
question, a snapshot of view camera, and a heat map was 
created. Next, the snapshots of the view camera were divided 
into the areas of words: subject, verb, time, and others. Then, 
the area of each word was selected by the operator and the 
number of gaze points in each area was counted as shown in 
Figure 7. 

 
Fig. 7. Example of Data Analysis 

B. Experiment on training effect by our proposed highlighting 

method 

1) Overview of Experiment 
The gaze measuring device used in the experiment of the 

previous section took time to calibrate and the head had to be 
fixed so some subjects felt distressed. A different device was 
used to carry out the experiment in this section. The device 
used in this experiment of this section was carried out by a 
device manufactured by Tobii Technology AB which could 
perform the calibration relatively more smoothly and did not 
need to fix the head. Particularly, in the top-ranked and low-
ranked respondents, we examined whether the gaze movement 
and the number of gaze movements differed when solving the 
question. Also, by conducting training to highlight the 
appropriate keywords in the question text for a certain period 
of time, we verified the kind of learning effect present in the 
gaze data to low-ranked respondents. 

Subjects were first asked 30 questions about verb tense 
(given 3 choices for answers). Then, the sentence in the 
question was divided into 4 categories: (1) subjects, (2) verbs, 
(3) words indicating time, and (4) other areas. Then they 
measured the gaze dwell time of each area and the number of 
gaze movements from the area to the other area. After that 
training was carried out with the same tense questions at apace 
of one training session every two days over the course of two 
weeks. And after these two weeks, the subject solved 30 
questions repeatedly, and the gaze data at that time was 
measured. During this time, subjects answered the questions 
orally and then the following question was displayed. We also 
told the subjects to be conscious of answering as soon as 
possible and allowed the subjects to solve the sample question 
as practice, beforehand. 

2) Experimental Condition 
The subjects were seated at a distance of about 50 cm from 

the laptop computer screen which displayed English sentence 
problems. Then, they were asked to solve 30 English sentence 
problems displayed on the screen. 

Subsequently, by excluding 3 subjects with high percentage 
of correct answers, 16 subjects from the original 19 subjects 
were further divided into two groups: (1) Group A, and (2) 
Group B.  Group A consisted of people that do not use 
highlighting and Group B consisted of people that perform 
training using highlighting. Then, after training with similar 
English tense questions once every two days over the course of 
two weeks, subjects again solved 30 English questions of 
English verb tense sentence problems different from last time 
under similar conditions. The question used in the experiment 
is shown in Figure 8. 

The hypothesis was that the training method proposed 
would improve gaze movements of the students and 
achievement of the test. 

 
Fig. 8. Examples of  Sentence Problems 

3) Subjects 
The number of subjects was 19: 10 boys and 9 girls in 

junior high school. All subjects had normal eyesight with their 
naked eye or with use of a corrective lens, such as eyeglasses 
or contact lenses. 

4) Experimental Environment 
Experiments were conducted at a cram school in Higashi-

Osaka city, Osaka, Japan. The subject was seated about 50 cm 
from the laptop computer screen and orally answered the 
displayed question. For questions switching operation, the 
monitor was prepared behind the subject and the operator 
performed the operation as shown in Figure 9. The device 
manufactured by Tobii Technology as a visual line measuring 
device was installed at the bottom of the display of the laptop 
computer as shown in Figure 10. 
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Fig. 9. Experiment Environment 

 
Fig. 10. Laptop Computer with Device of Tobii Technology 

5) Training Contents of Our Proposed Highlighting 

Method 
Subjects divided into Group A and Group B were asked to 

perform training by using 20 questions  8 times, that is, in other 
words, 160 questions in total. In Group A training, subjects 
selected the answer to the displayed question and answered on 
a separate answer sheet. In Group B training, subjects drew a 
line with their finger with a highlighting function for the part 
considered as the keyword of the question text displayed on the 
tablet while subjects subsequently answered the question. The 
training content is shown in Figure 11. When moving onto the 
next screen, a new question is displayed to the subject, and the 
subject would think and answer the place to highlight on the 
tablet. Figure 12 shows the training situation for Group B. 

 
Fig. 11. The Sequence of the Training for Group B 

 
Fig. 12. Training Situation for Group B 

6) Data Analysis Method 
Regarding the analysis, the coordinate areas of the words 

constituting each problem were measured beforehand, and 
compared with the coordinate data of the attention points 
obtained in the experiment, the gaze points were calculated. It 
has been reported that people can recognise an English word in 
approximately 50 milliseconds to 60 milliseconds. Therefore, 
when a gaze point exists on a specific word for 60 milliseconds 
or more, it is set as a stationary point. Based on the results, the 
gaze dwelling time and the number of gaze movements were 
calculated. 
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III. EXPERIMENTAL RESULT 

A. Gaze measurement experiment based on the 

presence/absence of highlighting in problem sentence 

The experimental results for the experiment described in 
Section 2.1 are shown below. Since the marking places are 
different between the third-person singular present tense and 
the verb tense questions, the analysis results were divided for 
each. First, with respect to line-of-sight data at the time 
required for solving questions, the average number of gaze 
movements is shown in Figure 13 and Figure 14. 

 
Fig. 13. Number of Gaze Movements in case of Third-person Singular 

Present Tense Sentence Problems 

 
Fig. 14. Number of Gaze Movements in case of Verb Tense Type Questions 

It is suggested that movement of the line of sight was 
affected by highlighting, because the number of gaze 
movements tends to decrease with highlighting condition in 
both cases for questions revolving the third-person singular 
present tense and verb tense. However, when the t-test was 
performed, no significant differences were found in either 
cases (p>0.05). Also, the effect of highlighting was not 
observed in third-person singular present tense type questions, 
because the number of gaze movement increased in without-
highlight (2nd) condition. Next, the number of frames stayed in 
each area of subject, verb, time and others, while questions 
solving was counted in each case. The results are shown in 
Figure 15 and Figure 16, respectively. The number of gaze 
frames in the verb area where options were presented, was the 
largest in both cases. 

Also, with highlighting, the subject area was the second 
most frequently gazed while solving third-person singular 
present tense problems with highlighting. In the verb tense type 
questions, the time area is the second most frequently gazed 
when highlighting was present. In both cases of the third-
person singular present tense and verb tense type questions, the 
other area that was not important for solving the questions was 
gazed more in the “without-highlighting” condition rather than 
in the “with-highlighting” condition. 

 
Fig. 15. Number of Stationary Frames Incase of Third-person Singular 

Present Tense Type Questions 

 

 

Fig. 16. Number of Stationary Frames Incase of Verb Tense Problems 

From these results, it is considered that highlighting had an 
effect on the cognitive process, while the students were solving 
questions. However, there was no significant difference in 
either cases (p>0.05). 

We anticipated that upper grade students already had 
acquired efficient answering strategies. On the other hand, 
lower grade students tended to gaze at places unrelated to 
solving the questions. Therefore, the number of gaze 
movements in case of the third-person singular present tense 
type questions and the verb tense type questions are shown in 
Figure 17 and Figure 18, respectively. The total average is 
shown in Figure 19. 

In both cases of question types and highlighting conditions, 
the number of gaze movements was smaller in the students in 
the upper grade compared to the students in the lower grade. 
For the upper grade, the number of gaze movements was 
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smaller with highlighting than without highlighting. On the 
other hand, for students in the lower grade, the number of gaze 
movements was more or less about the same or even larger 
with highlighting than without highlighting. 

For the students in the lower grade, it seemed to be 
insufficient to highlight the important part of the question text 
in order to achieve a higher score. Therefore, we develop the 
online contents for training the students and investigated the 
effect of the training. 

 
Fig. 17. Number of Gaze Movements in case of Third-person Singular 

Present Tense Type  Questions 

 
Fig. 18. Number of Gaze Movements in case of Verb Tense Type Questions 

 

Fig. 19. Total Average Number of Gaze Movements 

B. Experiment on training effect by our proposed highlighting 

method 

The results of the experiment described in Section 2.2 are 
shown below. Figure 20 shows the comparison of the correct 
answer rate before training, expressed as “pre”, and after 
training, (expressed as “post”). The percentage of correct 
answers from “pre” to “post” improved by 10% in Group A 
and by 10.8% in Group B. In addition, although the full score 
was not in “pre” portion, there were six full-score people in the 
“post” portion in which two people were from Group A and 
four people were from Group B. 

 
Fig. 20. Correct Answer Rate in Pre- and Post- conditions 

Figures 21 and 22 shows the number of gaze movements 
and the number of stationary frames of verb area where the 
options were presented. In both Groups A and B, the number of 
gaze movements and the number of stationary frames 
decreased as the experiment went on from “pre” to “post” 
conditions. In Group A, the number of gaze movements 
decreased by 44.3, while the number of stationary frames also 
decreased by 142.5. In Group B, the number of gaze 
movements and the number of stationary frames also decreased, 
while they decreased by 57.6 and 172.5, respectively. In both 
cases, Group B gained a trend that the rate of decrease in the 
number of gaze movements and the number of stationary 
frames was higher. 

 
Fig. 21. Number of Gaze Movements in Pre- and Post-conditions 
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Fig. 22. Number of Stationary Frames in Pre- and Post-conditions 

Next, we examined how these numbers decreased in terms 
of the achievement, in other words, correct answer rate of “pre” 
test. We defined the degree of decreasing of numbers was 
defined as a “pre” number divided by “post” number. Figure 23 
shows the scatter plot of the correct answer rate versus the 
degree of decreasing of number of gaze movements. And 
Figure 24 shows the scatter plot of correct answer rate versus 
the number of degree of decreasing of stationary frames on 
verb area. 

Group A showed no correlation between “pre” test 
achievement and the degree of decreasing number of gaze 
movements. On the other hand, Group B showed moderate 
correlation (r=0.45). Group A showed moderate correlation 
between “pre” test achievement and the degree of decreasing 
number of stationary frames (r=0.52), while Group B showed 
no correlation. 

 
Fig. 23. Correct Answer Rate vs. Degree of Decreasing of Number of Gaze 

Movements 

The training method used in Group B that we propose 
showed the effectiveness for the students in the lower grade in 
terms of decreasing number in gaze movements. This means 
that the students in the lower grade were able to improve their 
searching skills for finding important information in a sentence 
problem. On the other hand, the conventional learning method 
used in Group A shows effectiveness for students in the upper 
grade in terms of decreasing number of stationary frames. This 
means that students in the upper grade were able to improve 
their speed in choosing the answer from options. 

IV. CONCLUSION 

Although there are various strategies when the learner 
learns, the purpose of this study is to focus on the cognitive 
process of learning by the learner and to train their learning by 
using the highlighter pen. This experiment was conducted so 
that the change in the correct answer rate of a question can be 
examined.  We conducted this experiment so that we can 
examine whether there is a change in the correct answer rate of 
a problem or a change in the movement of the line of sight 
between the two groups: (1) students in the upper grade, and 
(2) students in the lower grade. 

In experiments using highlighting, it was found that there 
was a difference between the number of eye movements and 
the time that took students to look at keywords on questions 
with and without highlighting. It is thought that because the 
highlighting was given to the appropriate place, it enabled 
students to answer the questions correctly with the shortest 
path. 

 

 
Fig. 24. Correct Answer Rate vs. Degree of Decreasing of Number of Gaze 

Movements 

In the verification experiment of the training effect, training 
showed a tendency that the number of gaze movements and the 
gaze dwell time to the verb decreased, and the correct answer 
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rate increased. In addition, the students in the lower grade 
tended to have a shorter number of gaze movements by our 
proposed training method using the highlighter pen. Therefore, 
it was suggested that the students in the lower grade will 
improve their achievement level by continuing the training. 

We continue to investigate the effectiveness of our 
proposed training method by observing physiological index 
such as electroencephalogram, electrocardiogram, heartbeat, 
respiratory rate, and skin potential. 
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Abstract—The advent of smart meters has automated the 

entire process of billing generation system over commercial 

energy usage which was previously done using digital meter. 

Although western countries practice its usage more, it is still 

unknown to many developing countries along with its power 

distribution. Hence, this paper reviews the working principle of 

smart meters along with the brief of basic operation description. 

It thoroughly investigates the implementation work towards 

algorithm design and techniques developed that are being carried 

out in last five years towards smart meters. The paper examines 

the various significant technology that has evolved to address the 

problems in smart meter e.g. performance improvement, energy 

efficiency, security factor, etc. Finally, a set of research gap is 

explored after scrutinizing the advantages and limitations of 

existing techniques followed by brief highlights of the feasible 

line of research to compensate the unaddressed problems 

associated with research work direction towards smart meters. 

Keywords—Digital Meter; Energy; Power Distribution; 

Performance; Privacy Smart Meter;  Smart Grid 

I. INTRODUCTION 

There has been a huge revolution in the area of consumer 
electrical usage. In the existing system, a normal analogue 
meter is installed in the consumer house which keeps constant 
readings about the usage of the energy by the consumer. Such 
meters could be easily open, can be easily tampered, can be 
corrupted without even a trace [1]. However, all these mal-
practice negatively affects the economics due to faulty pricing 
and billing [2]. Therefore, in order to resist this, a smart meter 
comes as a boon to overcome such problems. Basically, a 
smart meter is a sophisticated meter which has both analogue 
and digital component and is installed in premises which needs 
to be billed for energy usage. Smart meter captures and records 
the frequency as well as voltage as the electrical data and 
highly supports communication in bidirectional pattern existing 
between the central and meter system. The data generated by 
the smart meter consists of timestamp information, identifier of 
unique meter, values of electricity consumption, etc. Smart 
meter also allows controlling the load remotely. It has also the 
capability to govern various utility devices in order to balance 
the load and demands. Different from conventional analogue 
meters, the readings from the smart meters are in digital form 
that is automatically sent to the suppliers by various 
communication means [3]. The recording of the energy usage 
from different premises are subjected to analysis and specific 
processing from the suppliers who then forwards the processed 
and highly well-structured report of energy usage to the 

customers. This report arrives at hand-held device in the form 
of graphical display which is quite a user friendly and very 
easily understands the usage statistics [4]. The consumer of 
conventional analogue meters has to wait for long period of 
due date to realise their usage statistics as well as their due 
amount. By that time, it is almost out of scope for a customer 
to save any electricity. But usage of smart meters allows 
dispensing the highly processed data about usage statistics to 
the customer in real time (i.e. 24/7). This lively report 
generates an awareness to save the electricity as well as money. 
Although, it is quite old concept in European nation, but in 
reality the usage of smart meters are far from reality in many 
developing countries like India. There are also many research 
impediments towards this field. The first biggest problem is to 
get an answer to a question: Can the smart meter performs 
energy efficiency? This is because smart meters really don’t 
save any energy but it just makes customer aware about their 
usage scenario and the entire decision is left to the customers.  
The second big problem is to answer the question: How can 
wireless transmission assist in energy efficiency using smart 
meters? There are many studies where smart meters are found 
to use multiple wireless standards e.g. GSM, WLAN, XBee 
etc., but there are various hidden unanswered aspect like 
wireless networks are always error-prone to offer less QoS and 
less security. Such factors were not found to be addressed in 
any existing research manuscripts. The third challenging 
question is: How to ensure optimal security without impacting 
network performance? Usage of encryption algorithm over the 
large and massive bit streams of data generated from metered 
readings will invite delay and latency over the network and 
seriously affect the QoS performance. On the other hand, the 
usages of smart meters are more applicable in upcoming IoT 
applications [5] [6], which means various lethal threats 
travelling over internet will now attempt to compromise the 
metered readings. Hence, it requires thorough investigation 
about the existing solution and finding the best solution. 
Hence, this paper reviews all the significant and standard 
research papers and performs an exhaustive review of literature 
to scale an effectiveness of the existing techniques. Section 2 
discusses about the essentials of smart meters followed by its 
management techniques in Section 3. The existing research in 
smart meters is elaborated in Section 4 with respect to 
advantage as well as limitation. It is then followed by research 
gap in Section 5. Possible line of research to circumvent the 
problems of existing system is briefed in Section 6 followed by 
conclusion in Section 7. 
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II. ESSENTIALS OF SMART METERS 

The smart meters can be defined as the electronic device 
that performs seamless monitoring and recording of the energy 
usage by digital means. Different from conventional metering 
system, where the readings have to be collected by the service 
providers, smart meters autonomously forward the readings to 
its service providers for impartial and error-free billing 
purpose.  It has basically two simple components as shown in 
Figure 1. The basic smart meter is installed in the premises 
while the customer keeps the smart meter display device that is 
used for showing the usage statistics lively. 

 

Fig. 1. a) Smart Meter b) Smart Meter Display Device 

Usage of smart meters is quite important in next generation 
of technological advancement. Figure 2 is the direct 
demonstration of the usage of smart meter mechanism that 
shows the smart meter to capture the usage data from source 
point followed by transmission of data to service provider. 
Smart meters also make use of highly secured national 
communication network in order to involuntarily transmit the 
actual usage data to service providers [7].  The transmitted data 
area analysed to generate bill, whose information can be than 
directly accessed by the paid customers. The interesting fact 
here is a customer is always aware of their usage statistics and 
billing details and they don’t have to wait for their due date to 
know about it. This awareness motivates and prompts the 
customer to save energy. There are multiple benefits of using 
smart meters, e.g. 

 Error-free Bill Generation: The first and foremost 
advantage of smart metering system is generation of 

highly accurate billing amount based on original usage 
data. Moreover, it allows the customer to track and 
record their usage 24/7; it doesn’t give rise to any 
billing dispute and hence successfully maintains higher 
transparency in service usage. 

 Awareness of Usage: Using smart meter display 
device, the customer can consistently track their usage. 
They can also make further strategy for energy 
conservation or fine tune their lifestyle accordingly. A 
better visibility of energy usage is enabled by the smart 
meter display device. 

 Allows Faster Switching of Energy Suppliers: In 
developing countries like India, customers neither have 
any option nor has any idea about their service 
providers. Although number of service providers is very 
less, not even 10 because still it is analogue system 
which is quite traditional way. But with futuristic 
advancement with technologies, various service 
providers will be mushrooming offering competitive 
services with better charges. Hence, usage of smart 
meters allows the customers to switch to other service 
providers in a matter of minute. 

 Supports Green Ecosystem: Smart meters are 
originally meant to work on a smart grid system that has 
higher supportability of minimal carbon emission and 
other green-house elements. 

 Analytics on Usage Data: The usage data from smart 
meters are massive in size and hence attracts the area of 
analytics to extract more knowledge from the data. The 
service providers can use the analysed data to improvise 
their services. 

An interesting part of smart meter is that it should be 
installed in the premises by the service providers at no cost.  
Usually, the roll out cost of the smart meter is meant to be 
covered up only in the billing system almost like the analogue 
metering system. Hence, installation, maintenance and 
aftermath of its usage is higher beneficial to customers as well 
as service providers. 

Smart meter measures 

and records electricity 

usage every 30 minutes

Data is transmitted 

to electrical 

distributors, who 

own and manage 

the grid, poles, 

and wires

Energy providers 

make consumption 

data available via 
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home display

Monitor 

household 
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Fig. 2. Billing Mechanisms of Smart Meters
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III. OPERATIONS IN SMART METER MANAGEMENT 

A smart meter consists of various sophisticated 
components, which includes i) a software system to perform 
usage data computation, ii) hardware system to support the 
digital reading with various electrical and electronic sub-
devices, and iii) a calibration mechanism that performs reading 
of the energy utilities. An essential building block of a 
conventional architecture of smart meter is shown in Figure 3. 
The common components available in smart meter systems are 
module for power management module, data communication, 
system-on-chip metering system, module for identifying any 
forms of tampering, clock that works on real time, supervisory 
module, voltage reference, transformer driver, etc. [8] [9]. The 
core backbone of the smart meter is basically system-on-chip 
processor along with core architecture supporting it. The 
differential inputs are supported by the analogue-to-digital 
converters in its front end [10]. The sensors with low-input 
receive its gains from integrated gain stage. Numerous 
intensive operations can be highly boosted using SoC chip with 
hardware multiplier while carrying out computation of energy. 
Various computation of power factor, voltage RMS current, 
reactive and active power, voltage, frequency, etc. are always 
on active process while smart meter is in operation. This 
section will discuss about the two essential components of the 
smart meters, i.e. analogue component and digital component. 

A. Analogue component of smart meter 

Basically, an analogue component is responsible for 
offering a hardware-bridge between two points where first 
point refers to generation of energy usage data and second 
point refers to software that processes the data and transmits it 
to service provider. The analogue component consists of Anti-
aliasing filter, real-time clock, power supply, current and 
voltage measurement, sigma-delta analogue-to-digital 
converter, anti-tampering circuitry, battery charger, and 
harmonic analysis [11]. The anti-aliasing filter is used for 

filtering the spike using resistor, RC low pass filters, and 
voltage divider. Real-time clock is used to timestamp the utility 
data to show the time of capture. The power supply unit assists 
in supporting functions from the electrical mains or by using 
transformer. Current and voltage measurement is carried out 
using resistor while voltage is computed as drop across the 
current transformer and resistor. Analogue to digital converter 
is used to process current and voltage signal. Another essential 
unit is anti-tampering circuits which are directly connected 
with current sensors to identify any attempts of tampering the 
circuits. An analogue component also has a backup battery 
within it, which is used for charging the component during 
voltage in step-down stage. The component also protect itself 
from the transmission loss using harmonic elimination process 
from the analogue signals using Fourier-based techniques, 
band limiting filters, and adaptive real-time monitoring. 

B. Digital component of smart meter 

The digital component of the smart meter is supported by 
registers, microcontrollers, and RAM. The core object of 
digital component in smart meter is microcontroller as it 
performs all the computation, records and save value, carries 
out forwarding of utility data based on the standards of ANSI C 
12.22 considering the data format to be ANSI C12.19 [12]. 
Smart meter uses Local Area Network (LAN) as well as Wide 
Area Network (WAN) in order to collect the usage data after a 
periodic interval of time. It also uses Power Line Carrier (PLC) 
and Radio Frequency (RF) in order to perform communication 
over grid interfaces. The different products of smart meters are 
briefly discussed in [13], which will show multiple operations 
carried out by different products of smart meters available in 
commercial market. Advanced Metering Infrastructure (AMI) 
is deployed over smart grid for enabling the process of 
aggregating the data from smart meters. Apart from these smart 
meters also adheres to standards e.g. ANSI CI2.19, ANSI 
C12.22, C12.19, [12]. 
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Fig. 3. Smart Meter Architecture

IV. EXISTING RESEARCH IN SMART METERING 

The research works toward addressing the problems of 
smart meters and enhancing its performance dates back to 1986 

by Arthur H. Rosenfeld [14]. At present there are roughly 
3,670 research manuscript with IEEE Xplore based on smart 
meters. At present there are various existing review papers e.g. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

87 | P a g e  

www.ijacsa.thesai.org 

[15]-[20] that have already discussed the frequently adopted 
approach but didn’t discuss the advantages or limitations of it. 
The contribution of our work will be to present a thorough 
survey of recent techniques and measure their effectiveness. 
Hence, we will be discussing only the paper published between 
2010 and 2016 that will act as an update to prior review work. 
This section will discuss about various techniques implemented 
by different researchers towards improving the efficiency of 
smart meters. 

A. Techniques towards performance enhancement 

One of the biggest challenging factors of Smart meter is to 
determine its state. Owing to unsynchronised form of signals 
and lag of time between the readings, the availability of 
network of smart meter cannot be guaranteed. Alimardani et al. 
[21] [22] has addressed this issue by developing a system that 
can evaluate the error variance of signals as a means of 
compensating the signals that are not synchronised. The 
authors has used IEEE 13-bus system and assessed its result 
using load distribution and error values over time.  Towards 
performance enhancement, the work carried out by Ciuciu et 
al. [23] was claimed to enhance multi-dimensional features of 
smart metering performance e.g. security, identifying meters 
with equivalent objectives, data exchange, energy-demand 
management. The author has also presented an architecture 
(Figure 4) who has client layer integrated with security 
management and the top two layers are further integrated with 
the smart device layer using middleware.  
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Fig. 4. Technique presented by Ciuciu et al. [23] 

Most recently, the work carried out by Dede et al. [24] has 
presented a technique that designs the smart meter in the form 
of sensor network. In this work, the author has discussed about 
architecture of smart meter exclusively designed for future 
technologies with respect to sensor network (Figure 5). The 
architecture shows Elaboration Block (Elab), Analogue-to-
Digital Block (ADC), and communication block (Comm). The 
authors have developed an experimental test-bed in order to 
validate their prototype. The study outcome was found to 
possess less than 5% of voltage. 
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Fig. 5. Technique presented by Dede et al. [24] 

The performance of the smart meter can be also enhanced if 
the readings of smart meter can be subjected for analysis. It 
leverages innovation in both services and process. Advance 
analytical operations significantly assist in understanding the 
hidden traits of usage data that further helps in understanding 
actual regulatory requirements. Study in such direction was 
carried out by Flath et al. [25] who have carried out cluster 
analysis on the usage data of smart meter considering different 
customer profiles further segregated to a day and week profiles. 
Both the profiles are further clustered with respect to season’s 
summer, winter and its corresponding impact on week days 
and weekends. The study significantly contributes to integrate 
cluster analysis with business intelligence to further alleviate 
the performance. Nearly similar type of study was also carried 
out by Gajowniczek and Zabkowski [26] where the authors has 
used machine learning technique to perform forecasting of 
smart metered data. The study outcome was evaluated with 
respect to mean squared error and accuracy on the hourly-
based data. Performance of smart meter could be also enhanced 
using optimization techniques. Hao et al. [27] has presented a 
technique that assists in identifying the original states of the 
electrical appliances’ deploying and reduced quantity of smart 
meters. A tree network is designed to replicate the power 
distribution line and a unique optimization technique. The 
better performance of the smart meter could be also ensured by 
testing mechanism too. Janiga et al. [28] have discussed a 
testing mechanism that can evaluate the electrical parameters.  
However, such testing mechanism couldn’t ensure much 
analysis of quality of power for low voltage networks. Work 
addressing such problem was carried out by Sanduleac et al. 
[29] where a method is presented to minimise the 
computational power of the smart meter and thereby improve 
its performance. The author has carried out the hardware 
design of the smart meter using ARM processor and 
investigated the trends in harmonic currents. The technique 
also performs statistical analysis over voltage level to scale the 
performance effectiveness. Most recently, Wakeel et al. [30] 
have presented a study where a conventional clustering 
technique k-means algorithm is used for estimating load from 
the readings of domestic smart meter. The cluster analysis was 
found to provide significant enhancement to the load 
estimation. Panchadcharam et al. [31] have presented a 
simulation-based study to assess the time of transmission with 
different sizes of data. Most recently, Yang et al. [32] have 
presented a multiple access control based protocol developing 
a network of smart meters. Another important factor of 
performance efficiency is billing of the smart meters. There is 
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less number of studies which focuses on minimizing the billing 
of usage as there are large number of complexities associated 
with cost of distributive generation. Hence, financial 
optimization becomes the sole factor for live billing process.  
Study in such direction was carried out by Zhang et al. [33]. 
The technique presented by the author exploits the electrical 
power exclusively for local distributed generators.  

B. Technqiues towards energy efficiency 

Study towards energy efficiency is meant for 
accomplishing an objective of energy control essentially. 
Usually, the technique calls for extracting the usage data by 
suppliers and then forwarding the processed and organised data 
to the consumer. Arif et al. [34] has presented a technique 
where a smart meter is designed using wireless networks. The 
author has used experimental approach where a new smart 
meter was designed using microcontroller and communication 
module has been developed using XBee and GSM modem. 
Hence, wireless network was used to forward to the user’s 
handheld device and the usage data that is being captured by 
microcontroller. Govinda et al. [35] have also used 
microcontroller-based hardware design of smart meter as well 
as GSM modem to perform usage readings transmission. 

Similar category of study was also carried out by Azasoo et 
al. [36]. However, here the authors have used design science 
research methodology over the prototype meter installed over 
Ghana city. The usage data from the meter is than transmitted 
using GPRS and PIC (Figure 6). 

Studies for energy efficiency were also focused in the 
direction to achieve green ecosystem. Bera et al. [37] has 
developed a technique based on coalition game which performs 
aggregation of utility data from multiple smart meters and 
forward it to base station (Figure 7). The authors have also 
developed an energy consumption model with an objective 
function to minimise the cost of usage. The technique was 
simulated in NS-3 considering 50 smart meters and one base 
station. The study outcome was assessed with respect to energy 
consumption and delay mainly. 

Internet 
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Fig. 6. Technique presented by Azasoo et al. [36] 

 

 
Fig. 7. Technique presented by Bera et al. [37] 

Another study towards energy efficiency was put forward 
by Buchmann et al. [38] who have presented an analytical 
modelling for re-identification of dissipated energy records 
identical to specific utility feature. The authors have presented 
an empirical modelling that uses linear and integer linear 
optimization technique. The analysis was carried out using 
database of smart meter reading with respect to standard 
deviation and weights. 

C. Technqiue towards security 

Although the analogue device of smart meters already has 
anti-tampering circuitry unit, but still existing system is not 
enough to identify the compromised smart meters [39]. 
Moreover, the extracted utility data travels through a network 
whose security is still a matter of concern [40]. One of such 
research work has been carried out by Baig et al. [41]. The 
authors claimed that as the smart meters are connected to 
higher end networks (like internet), it is highly prone for 
vulnerable situations. The authors have presented a unique 
attack model that aims to generate erroneous meter readings. 
Finally, the authors have used message authentication 
mechanism to identify the attacker. The outcome of the study 
was assessed with respect to rate of attack detection with 
increasing score of compromised meters. Studies towards 
privacy preservation were carried out by Borges and 
Mulhhauser [42] for securing the communication system of 
smart meter. The technique also allows performing ciphering 
the aggregated data followed by decryption. A cryptographic 
approach was presented for this purpose. Studies towards 
enhancing privacy were also carried out by Jawurek et al. [43]. 
The technique allows preserving privacy along with billing 
related features using computational model programmed in 
Java. Kumar and Hussain [44] have implemented a simple 
cryptographic technique using message authentication 
principle. The entire operation of authentication is carried out 
with respect to secret key exchange using RSA, SHA256, and 
AES protocol. Similar study was also carried out by Agarwal et 
al. [45]. Qu et al. [46] has presented a technique to conserve 
the privacy using signature-based approach in order to 
conserve identity for resisting forgery attack. Sankar et al. [47] 
has presented a hypothetical framework in order to retain 
privacy of the smart meter. A framework is designed using 
hidden Markov model abstracting both the requirements of 
utility and privacy together. The model disclosed the facts that 
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there is potential relationship among frequency components 
with low/high power components in presence of noise, which 
gives a pattern of privacy factor in security. The study outcome 
was testified with respect to auto-correlation, power spectral 
density,  

Although cryptographic technique is used to perform 
encryption, which is again not 100% full-proof, if the utility 
data falls in wrong hand there is another level of new 
vulnerability i.e. understanding the current status of occupancy 
in any premises. It is quite understood that a house with people 
will have higher energy usage compared to house with less (or 
no) people in it. This information can be trapped in readings of 
smart meters and as such readings transmit over wire line or 
wireless network, its integrity is questionable. Hence, study in 
this problem was addressed by Chen et al. [48] most recently, 
where the authors has introduced a technique to resist detection 
of occupancy from readings of smart meter. According to this 
technique, a water heater (which is normally present in all 
houses) is autonomously switched on in a very controlled 
manner to give an illusion that there is someone in the house. 
The author has developed such water heater of 50 gallon with 
its explicit energy regulation. The study outcome was testified 
with respect to true and false positive / negative scores and was 
found to be better than other clustering techniques. Hence, 
adding certain external component assists in retaining the 
security was evident in various research works. Similar cases 
were found in Germany where Detken et al. [49] has 
introduced a grid that is resilient against tamper and was 

integrated with the hardware model. The authors have designed 
a core integrated with WLAN in order resist threat. Digital 
signature is the prime key to security in this work. Figure 8 
shows the core security architecture used. The system uses 
TND (Trusted Network Device) to perform verification of the 
hardware and software elements in smart meters. The system 
also uses Trusted Platform Module (TPM) responsible for 
evaluating the trust factor.  The system has also used LLDP 
(Link Layer Discovery Protocol) for exploring nodes (meters) 
in the neighbourhood. 

Jafary et al. [50] have presented a study towards secure data 
forwarding mechanism from customer premise to the suppliers 
over distributed network. The technique uses minimal voltage 
communication of data using DLMS server to client over 
secure protocol. Sha et al. [51] have developed a technique of 
authentication using one-time password mechanism. The 
author has used asymmetric key to provide security against 
various lethal threats. 

Router Switch

Monitoring

1. Trigger (LLDP)

2. TND Call

3. TND Quote

4. report4. Report IED

IED

TPMTPM
 

Fig. 8. Technique presented by Detken et al. [49] 

TABLE I. SUMMARY OF EXISTING TECHNIQUES 

Authors Problems Techniques Advantages Limitation 

Alimardani et al. [21][22] Non-synchronous  signals 
Empirical approach with error 

variance 

Better load distribution, can 

estimate state on grids 

-Doesn’t address energy control 
problem. 

-No comparative analysis 

Ciuciu et al. [23] 
Highly integrated network 
for exchange of metered 

data 

Context-based, Service 

oriented Architecture 
Innovative approach 

-Theoretical model without any 

analysis  

Dede et al. [24] Power management issue 
Network of smart meter 

studied as Sensor network 
Better data management 

-Doesn’t consider transmission 

complexity. –No comparative 
analysis 

Flath et al. [25] 

Wakeel et al. [30] 

Consumption behaviour of 

customer 
Cluster Analysis 

Easily integrated with 

business intelligence 

-No comparative analysis 

-Accuracy not determined 

Gajowniczek and 
Zabkowski [26] 

Forecasting of metered data 
Support vector machine 
Neural Network 

Simple predictive model 
-No comparative analysis 
-non-linear optimization not 

solved 

Hao et al. [27] Deployment optimization 
Tree network, Greedy 

Approach 
Minimise smart meters -No comparative analysis 

 Janiga et al. [28] Testing system Experimental, LabView Simple testing environment -No comparative analysis 

Sanduleac et al. [29] Evaluating power quality 
Experimental, Statistical 

analysis, ARM processor 

Easier assessment of power 

quality 

-No comparative analysis. 

-No complexity analysis. 

Panchadcharam et al. [31] Performance evaluation 
Simulation-based 

infrastructure 

Effective realization of 

transmission time 
-No comparative analysis 

Yang et al. [32] Performance enhancement MAC protocol 
Maintains fairness, 

scalability, delay 
-No comparative analysis 

Arif et al. [34] Energy efficiency 

Experimental, 

Microcontroller, XBee and 

GSM modem 

User friendly, less human 
intervention, wireless 

-No comparative analysis 

-Complexities on Wireless 

network not considered. 

Govinda et al. [35] Energy Efficiency 
Experimental, 
Microcontroller, GSM 

modem 

User friendly 
-No comparative analysis 
-Complexities on Wireless 

network not considered. 

Azasoo et al. [36] Minimise cost of billing 
Experimental, design science 
research methodology, GPRS, 

PIC 

Minimised deployment cost 
-No comparative analysis 
-Usage of GPRS is quite primitive 

when 5G is about to launch 

Bera et al. [37] Energy Efficiency Game Theory (Coalition Better QoS outcomes -No comparative analysis 
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game) (energy, delay, lifetime, etc.) -algorithm complexity not 

measured. 

Buchmann et al. [38] Energy Efficiency 
Re-identification, analytical 
framework 

Features assist in better 

visualization to energy 

consumption 

-No comparative analysis 
-Doesn’t address energy efficiency 

Baig et al. [41] 
Identifying compromised 

meter 
Message authentication Better detection rate 

-No comparative analysis 
-algorithm complexity not 

measured. 

-non-resistive against lethal threats 

Borges and Mulhhauser 

[42] 

Security in Smart Meter 

Communication 
Privacy preservation Scalable, faster response 

-No comparative analysis 

-Doesn’t address energy efficiency 

Jawurek et al. [43] Security Privacy preservation 
Balances security and billing 

system 

-Energy efficiency not addressed. 

-No comparative analysis 

Kumar and Hussain [44], 

Agarwal et al. [45] 
Security RSA, AES, SHA256 Good response time 

-RSA has bigger key size 

-computational complexity is high. 

-Energy efficiency not addressed. 
-No comparative analysis 

Qu et al. [46] Anonymity of usage data 
Anonymous credential 

mechanism 
Maintain data anonymity 

-No comparative analysis. 

-No complexity analysis. 

-Narrowed scope of attack 

resistance 

Sankar et al. [47] Privacy problem 
Hypothetical framework, 

hidden Markov model 
Better spectral efficiency,  -No comparative analysis 

Chen et al. [48] 
Resisting identification of 

Occupancy 

Water heater regulating 

energy usage 
Better prevention technique 

-Leads to extra energy 

consumption 

Detken et al. [49] Security in smart grid Trusted core network 
Sophisticated design for 

security 

-Doesn’t address energy efficiency 

-No comparative analysis 
-works only on low-level devices 

Jafary et al. [50] Secure communication Experimental approach 
Supports low voltage 

communication 
-No comparative analysis 

Sha et al. [51] Authentication problem 
One-time password, 
symmetric key 

Simple authentication 
protocol 

-Doesn’t support energy efficiency 

V. RESEARCH GAP 

The prior section discusses about all the updated techniques 
found to be introduced in the area of smart meters. All the 
techniques are found to possess significant amount of 
advantages, features as well as limitations. However, this part 
of the section will discuss only those problems which were 
kept aloof the investigational area. This section presents the 
research gap explored after reviewing the prior literatures.  

 Few studies on energy efficiency: At present, majority 
of the research work focuses on using smart meters that 
extracts the usage data and uses some sort of 
communication medium to transfer the usage data back 
to the customer. However, smart meters are not found 
to minimise energy usage autonomously. There are very 
less studies to prove that there is energy conservation 
after adopting the presented technique. 

 Less study towards mathematical modelling: At 
present, the work being carried out uses empirical 
modelling, analytical modelling, and experimental 
modelling. Lack of mathematical modelling in the area 
of controlling mechanism is one of the significant 
research gaps. Although, some computational model 
exists, but they lack validity as well as computational 
complexity analysis. 

 Fewer studies towards uncertainty handling: There 
are many real-time scenarios where various forms of 
uncertain features are less emphasised. Presence of 
uncertainties usually occurs from the transmission 
process as well as raw data collection process.  
Although, there are some works being done in 

predictive approach, but they do not utilise uncertainty 
modelling that required joint implementation of time-
series, stochastic, and probability theory. There is a 
need of technique which can perform optimization in 
presence of less input or vague inputs to the 
optimization algorithm. 

 Few Benchmarked Study: At present, 99% of the 
research manuscript towards solving the problems of 
smart meters doesn’t use performance comparative 
analysis. This makes it quite hard to understand the best 
work till date on a specific problem. 

VI. POSSIBLE LINE OF RESEARCH 

Smart meters are not only meant for automating the billing 
generation process but also should have exclusive feature to 
minimise the energy consumption. The possible line of 
research could be in the direction of overcoming the research 
gap presented in prior section: 

 Novel mathematical framework for energy 
efficiency: A mathematical framework could be 
designed that can perform modelling of energy based on 
the usage data from smart meters. There is also a need 
to develop a novel integer linear optimization algorithm 
to consider mapping the uncertainties over the 
distributive generation process. All this mechanism can 
be used for developing a new controlling mechanism. 
The mathematical model should be also subjected to 
convergence test to understand its effectiveness as well 
as its applicability towards energy efficiency.  The best 
way to evaluate the outcome will be to look for down 
pattern of pricing of electricity over increasing time of 
usage. 
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 Novel framework for robust wireless transmission: 
The existing literatures towards wireless transmission 
don’t consider various complexities present in wireless 
environment. Hence, a framework could be developed 
which can use concept of decision making, stochastic, 
probability theory in order to handle the uncertainty 
condition over wireless transmission (of reading of 
smart meter). Various constraint factors e.g. throughput, 
latency, heterogeneity, etc. should also be considered 
while modelling. Fault tolerant performance could be 
measured by increased utility over smart grid. 

 Novel framework for behaviour analysis: The 
existing security technique uses cryptographic 
technique to resist attacks or compromising the readings 
of smart meter.  Such techniques are quite symptomatic. 
As futuristic readings of smart meters could be 
transmitted via cloud, than it is further more exposed to 
vulnerability. Hence, it is essential to understand the 
unpredictable behaviour of the vulnerable situation so 
that it (readings) could be securely routed via any 
medium. Hence, a novel framework could be designed 
for this purpose. 

VII. CONCLUSION 

The overall goal of this paper is to illustrate the existing 
approaches used for enhancing the performance of smart 
metering system. This manuscript discusses about the smart 
meter with an aid of its essential components, basic operation, 
existing research trends, exploring research gap, followed by 
anticipated line of research work in future. The studies show 
that there are various forms of techniques being used for 
addressing different ranges of problems associated with smart 
metering system. The prime motivation to work on smart meter 
is due to its balanced advantages to both consumer and utilities 
e.g. i) transparency of usage information and billing related 
information, ii) Maximised information about the service 
delivery, iii) generates awareness among consumers to save 
energy, iv) minimises outage conditions and demand peaks, v) 
faster process of monitoring electrical system with dynamic 
pricing and many more. However, after reviewing the various 
scripted literatures, it is found that there are various 
impediments toward research work in smart meters e.g. i) 
expensive affair as there is a need of transition from old to new 
technology, ii) more exposed to security risk especially the 
privacy factor. The prime contribution of this review paper is 
its findings associated with the effectiveness of existing system  
i.e. i) less studies are found to be benchmarked, ii) more 
adoption of experimental approach compared to computational 
modelling in real sensor, iii) less focus on investigating how 
wireless technologies improves energy efficiency, etc. Hence, 
the future work will be in a direction to cover up the above 
mentioned issues. 
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Abstract—With the generation of massive amount of product-

centric responses from existing applications on collaborative 

platform, it is necessary to perform a discrete analytical 

operation on it. As majority of such responses are textual in 

nature, it increases the applicability of using text mining 

approaches on it. We review the existing research contribution in 

text mining to find that there are significant research gap. 

Therefore, the proposed study presents a technique called as 

RKE-CP i.e. Response-based Knowledge Extraction from 

Collaborative Platform where the term Collaborative points 

towards cloud environment. The proposed technique is designed 

using mathematical modelling where the maximum focus of 

design and implementation lies on accomplishing a good balance 

between faster response time in mining operation and higher 

precision/recall rate. The study outcome possess’ better precision 

score, recall, and lowered processing time as compared with the 

most relevant work text mining. 

Keywords—Text Mining; Collaborative Platform; Probability 

Theory; Heterogeneous Domain; Precision /Recall 

I. INTRODUCTION 

In the area of sales and marketing, customer generated 
response plays a significant role in shaping the behaviour of 
prospective customer behaviour over e-commerce or m-
commerce application [1] [2]. In existing system, majority of 
such responses are in terms of text on specific language which 
are generated every seconds in massive quantity [3] [4]. 
Although, there is a dedicated server or storage to save such 
massively generated text, but it is of no use until and unless 
some analysis is carried out on it. Text-mining is one such 
operation that applies the principle of data mining over the text 
of the contents in order to extract certain valuable knowledge 
from the text [5] [6]. However, the challenging part of the task 
is about the types of responses which are normally noun (for 
product) or adjectives (for response type). However, 
occurrences of such words are sometimes dynamic owing to 
the user’s behaviour that causes the machine to hardly 
understand the contextual meaning [7] [8]. Somehow if the 
meaning or knowledge is extracted from one dataset, the 
problem occurs as there is an uncertainty if the same algorithm 
could be deployed for different text without any change. 
Hence, performing knowledge extraction using text-mining 
approach considering heterogeneity in domain is one of the 
challenges that still the research community is trying to deal 

with. A response target could be represented as an object or 
product or services that the user expresses its response, usually 
they are noun [9] [10]. A simple example to understand this is 
consider i) a mobile user expressing a response “Bright Screen 
Resolution with responsive interface”, ii) a washing machine 
user expressing a response as “Contrast LED buttons with 
responsive screen”, and iii) a movie goer expresses as “good 
multiplex with 7 screens”. A closer look into the entire three 
different domains has same object i.e. screen, but in every 
place it bears different meaning and context. Hence, it is not 
possible to write a single query about the object screen in this 
case and this is all because of the adjectives connected to it as 
bright, responsive, and 7 screens. A closer look will also show 
that an adjective responsive is used in different way in 1st and 
2nd example that completely have different context. Hence, the 
problem becomes worst when the dataset heterogeneity is quite 
high. Hence, this paper presents a technique where 
heterogeneity of the responses is considered as a challenge in 
the viewpoint of text mining approach and hence is solved 
using a simple mathematical modelling that ensures faster 
response time. Section A discusses about the background of the 
study followed by problem identification in Section B. The 
highlight of proposed solution is given in Section C followed 
by algorithm implementation in Section II. The accomplished 
result of the study is discussed in Section III followed by 
conclusion of the paper in Section IV. 

A. Background 

This section discusses about the existing research 
contribution in text mining. Our prior study has already 
reviewed about effectiveness and issues in existing techniques 
[11]. Hence, this section will update more research work 
pertaining to text mining. Li et al. [12] have presented a 
framework for exploring the relevancy among the documents 
using text mining approach in order to excavate more 
information about document level feature extraction. A tree-
based mechanism for identifying the interaction of a person 
was introduced by Chang et al. [13] by representing semantics, 
context, and syntactic data over a convolution kernel. A 
problem of higher dimension of text mining over cloud-based 
big data was introduced by Vatrapu et al. [14]. An analysis of 
social set is presented that uses set theory and big data in order 
to understand the significance in contextual terms involved in 
user-defined responses. Jiang et al. [15] have presented a 
graph-based technique applicable in biomedical sector based 
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on word analogy. Artificial Neural Network was used for 
modelling the system of mapping multiple relationships among 
the words. The study outcome was testified using vector 
length, size of corpus, and iteration. Brown [16] has carried out 
a study about implying potential of using text mining in order 
to investigate probabilities of rail accidents. Aggarwal et al. 
[17] have discussed over using an algorithm in order to 
develop a clustering mechanism. There are also studied 
pertaining to visual-analytics which is recently gaining a good 
pace. One of such work has been carried out by Liu et al. [18] 
using dynamic Bayesian network. The authors have designed a 
visualization based on sedimentation for interactive streaming 
of textual data with precise detailing. A mathematical 
modelling was introduced that uses streaming tree cut approach 
along with quantitative evaluation method. Using ontology 
over text mining was seen in the work carried out Rajpathak et 
al. [19] using D-matrix. The target of this study was to 
investigate the domain of diagnosis and its associated fault 
followed by implication of text mining algorithm. Ontology 
was introduced to check the artefacts. Chen et al. [20] have 
presented a text mining model that searches for shared concept 
with minimal ranking. The technique was found to reduce the 
gap of distribution between domain source and domain 
targeted. Ma et al. [21] have also used ontology with text 
mining in order to perform selection of research-based projects. 
The technique was implemented on both English as well as 
Chinese text using supervised learning algorithm as well as 
evolutionary learning algorithm. The study outcome was 
validated with respect to precision and recall rate. A generative 
topic framework is introduced by the author on asynchronous 
textual contents [22]. Zhong et al. [23] have introduced a 
technique of pattern discovered in order to further leverage the 
performance of text mining. A simple pattern-based taxonomy 
framework has been created. The assessment of the technique 
was carried out using massive dataset. Ghose and Ipeirotis [24] 
have presented a study that measures the impact of customer-
generated reviews towards the financial aspect of product sales. 
Malin et al. [25] have introduced a technique where the 
semantic-based annotations were deployed in order to enhance 
the performance of knowledge discovery on text-mining 
approach. Usage of text mining was also seen to be applied on 
bioinformatics by Dai et al. [26] as well as identification of 
biomarkers by Li [27]. Similar direction of work is also studied 
by Qazi et al. [28] who have introduced a technique of feature 
representation using sequential mixed rule. The author has also 
used supervised machine learning algorithm in order to solve 
the problem associated with opinion mining approach. Using 
bag-of-words model, the proposed study has shown better text 
mining performance in the viewpoint of target identification 
and handling negation. The next section discusses about the 
problems that are associated with the existing system. 

B. The Problem 

The problems that are identified from the contribution of 
the existing research work are as follows: 

 Complex Modelling: Majority of the existing technique 
has deployed supervised learning technique which is 
not only computationally complex but its accuracy in 
outcome highly depends on training data size. It is good 

for offline analysis but not applicable for online 
analysis for larger size of text file. 

 Less Focus on Response: Maximum research work has 
focused on accomplishing accuracy, precision, recall 
rate, etc., but there is less focus on accomplishing 
lowered algorithm processing time on massive dataset. 
Faster response time is an essential criterion for time-
bound applications, which cannot be seen in existing 
studies. 

 Lesser effective mathematical modelling: Although, 
there are certain degrees of mathematical-based 
research modelling, but the extent of such studies are 
pretty less. Another bigger problem in the existing 
system is adoption of recursive function in modelling, 
which is not only time consuming but also is resource 
hungry application. 

Therefore, the proposed study has identified the above three 
points as open research issues towards leveraging the 
performance of text mining operation. The problem statement 
can be defined as: It is quite a challenging task to introduce a 
simple and non-recursive modelling approach towards text 
mining that has faster response time and higher 
precision/recall on complex dataset. 

C. The Proposed Solution 

The prime purpose of the proposed system is to introduce a 
simple and yet robust architecture of text mining in order to 
extract knowledge from various responses of the user 
pertaining to different context called as domain. The schematic 
architecture of proposed solution is highlighted in Figure 1. 

- - - -

Data Loader

Data Reader
Sentence

Word

Compute Component Orientation

one to many 

relationship 

Probability 

of term 

coexistence 

probability of  

term in 

location

Logical 

Condition

Shift function

Switch function 

Knowledge Extraction

Response 

relationship

Salience 

Feature

Domain 

Feature

Domain-1 Domain-2 Domain-3 Domain-n

 
Fig. 1. Schematic Diagram of Proposed RKE-CP 
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The proposed system takes the input of various responses 
from multiple domain and feeds to the data loader which is 
responsible for converting the text into machine readable 
strings. The mechanism than subjects the strings to data reader 
performs segregation of sentences and words. The next step is 
to perform computation of the component (or word) 
orientation, which is a mechanism of exploring the context and 
location of various significant terms. Applying undirected 
graph, G={ χ1, χ2, χ3}, the study constructs graph for response 
relationship. χ1 represents vertices with component targeted 
response and words of response, χ2 represents edges meaning 
that there is connectivity between two different response 
residing in two different vertices, and χ3 represents weight 
assigned to the edge signifying response that is associated with 
these two response vertices. The next part of the study 
implement the concept of word orientation which is basically a 
mathematical modelling integrating three components: (1) one-
to-many relationship, (2) probability of term existence, and (3) 
probability of term in particular location. A logical condition is 
then constructed that assess the limits of shift and switch 
function responsible for rectifying the context of the domain. 
This function will eventually eliminate any possibility of false 
positive among the different words from different domain 
bearing similar individual meaning but different contextual 
meaning as a whole. Finally, the extraction of the knowledge is 
carried out using further three empirical functions: (1) response 
relationship, (2) salience feature, and (3) domain feature. The 
next section discusses about the algorithm implementation 
followed by results obtained by implementing the algorithm. 

II. ALGORITHM IMPLEMENTATION 

The algorithm targets to apply a novel text mining 
approach in order to perform extract knowledge of diversified 
user’s responses on a collaborative platform. The algorithm 
takes the input of ρ (component orientation), σ (complete 
sentence), η (number of words), αi (total words that maps with 
δi), δi (individual i

th
 word), β (coexisting data attribute), τ (shift 

function), and γ (switch function), which after processing 
yields an output of K (Knowledge Discovery). For the 
proposed algorithm to be functional, it is necessary to keep its 
textual data to be highly domain specific. It will mean that each 
text file will be pertaining one specific and dominant domain. 
The algorithms take the input of text and organize a matrix 
form of it in order to apply mining approach. It then computes 
the cumulative possible word orientation ρ (Line 1), where, ρ= 
{(i, ai)|iϵ[1, η], aiϵ[1, η]} and ζ empirically represents a set 
equivalent to {δ1, δ2, …., δη}. The variable ai will represent the 
noun word at i

th
 position of the text. A novel function (Line 2) 

is used for exploring the unique information from the data 
captured from the collaborative platform that uses three 
different components in order to perform modelling of 
potential relationship among the textual responses. The first 
component η (αi | δi) represents a set of one to too many 
relationship that will mean that any single word can be used to 
amend the meaning of other words. The variable αi will 
represent total terms that are mapped with δi. The second 
component β (δi | δaij) empirically represents the probability that 
the term δi could possible co-exist with δaij for a given corpora. 
This will also mean that if there is more probability of any 
specific word in order to change the meaning in another word 

i.e. noun. Then that particular term δi will have maximum 
value of β (δi | δaij). The steps involved in the proposed study 
are as follows: 

Algorithm for RKE-CP 

Input: ρ, σ, η, αi, δi, β, τ, γ. 

Output: K 

Start 
1. ρ*=argmax f(ρ|ζ) 

2. Apply function for word orientation for a given text 
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3. While ηi1, j1>1 or γj1,j2>1 do 

4.   If (j1, a2)≠ ρ or (j2,aj1) ≠ ρ then 

5.     ζ=-1 

6.   End 

7.   If ηi1, j1>γj1,j2 then 

8.     Update η, γ 

9. End 

10. End 

11. Compute prob(δt|δo)=card(δt, δo)/card(δo) 

12. K= [Rrel, SF, DF] 

End 

The last component θ(j | aj, η) basically represents the data 
about term location for a given text in order to represent a 
probability of a particular term residing in location aj 
considered to be mapped with the location j of another word. 
We also introduce a variable called as τ and γ representing shift 
and switch function that will be computed as follows: 
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The above mathematical equation (1) shows the technique 
of computing τ and γ that is used over logical condition in Line 
4 of algorithm. In the above equation, the variable P represents 
probability, λ represents statistical significant factor, while the 
variable ϕ and ϑ represents lower and higher significance 
factor. The variable ε is a subset of a sentence. Basically, Line 
7-9 in the algorithm assists in filtering the unnecessary data 
using statistical approach and considers only the necessary 
information, which will be only considered in knowledge 
extraction process. Finally, a probability for ultimate text 
orientation between the two terms is computed as the 
cardinality (card in Line 11). The algorithm also computes the 
response relation attributed Rrel as equivalent to [h. P (δt|δo) + 
(1-h)P(δo|δt))

-1
. In this expression, the variable h (=0.05) 

represents progression coefficient in order to integrate the two 
orientation probabilities. Along with Rrel, SF and DF are also 
computed. SF represents feature for score of prominent 
condition computed using TF-IDF while DF represents domain 
feature computed using the technique discussed by Hai et al. 
[29]. The next section discusses about the results being 
accomplished after implementing the proposed system. 
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III. RESULT ANALYSIS 

This section discusses about the outcomes being 
accomplished from the proposed study where the assessment 
was carried out over normal 32 bit windows machine. The 
study also uses standard lexical database of Word Net. A 
synthetic dataset is built up considering a text file with 
different types of domain with sentences size ranging between 
5000 and 10,000. All the dataset used are large in size and 
hence a crawling is done arbitrarily over such larger sizes of 
sentences. The targets and the terms of the response are 
subjected to manual annotation. Table 1 highlight the data used 
adoption for carrying out evaluation. 

TABLE I. DATA SET CONSIDERED FOR ANALYSIS 

Domain Sentence 
#Response 

Term 

#Response 

Target 

Mobile 5000 555 959 

Hotel 5000 576 983 

Temple 4500 329 897 

Song 6000 654 965 

Mall 7000 123 934 

Vehicle 7500 675 955 

School 8000 455 989 

Hospital 8500 541 928 

Computer 10000 512 915 

The study outcome of proposed system is compared with 
that of the Lin et al. [30] and Yano et al. [31] who have carried 
out similar sort of research on text mining. Lin et al. [30] have 
introduced an entity recognition system carried out on massive 
data of social networking sites. The authors have used it for 
extracting a term for medical significance using unique 
representation techniques of word that consists of methods for 
embedding words, normalization of tokens, and usage of global 
vectors. Usage of n-gram tokenisation technique was seen in 
the work of Yano et al. [31] who have carried out text mining 
over similar datasets as that of Lin et al. [30] for extracting 
significant behaviour. The words that are specific to domain 
were extracted using Bayes classifier and n-gram tokenise. The 
study outcome of both the techniques has been mainly assessed 
using precision and recall factor and hence, we choose to retain 
the same for comparative analysis. The outcome of the study in 
Figure 2 highlights the precision accomplished from the 
different forms of techniques of text mining. The technique of 
Lin et al. [30] has usage of extraction of knowledge using 
much number of features but in including any feature that 
could minimise the data redundancies over different corpus. 
This leads to lowered precision of Lin et al. [30] model. 
Similarly, Yano et al. [31] model has implemented a naïve 
Bayes Classifier using heavy logs of behaviour history. The 
process ensure better mapping with behaviour but also yields 
false positive when a discrete behaviour is not found to be 
matching with trained database 

 
Fig. 2. Comparative Analysis of Precision 

 

Fig. 3. Comparative Analysis of Recall 

Figure 3 highlights the recall scores of the proposed study 
as well as existing system. The outcome shows that RKE-CP 
has better recall performance as compared to Lin et al. [30] and 
Yano et al. [31]. The proposed system has the benefit of better 
decision making on various domains applicable for larger size 
of text document. Once the data is subjected to data reader, the 
complete analysis starts by extracting sentence followed by 
extraction of words. The algorithm works after that. This 
phenomenon causes enough reduction of redundant data once it 
is again subjected for similarity check followed by operations 
involving TF-IDF causing further narrow down of higher 
dimensionality of the data. Therefore, the algorithm has dual 
advantages i.e. (1) reduction of storage or memory as 
dimensionality of the data reduces and increases accuracy 
indirectly, and (2) decrease of processing time. 
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Fig. 4. Comparative Analysis of Algorithm Processing Time 

Figure 4 showcases the algorithm processing time of the 
proposed system and existing system. The prime reason of the 
proposed system to have lowered processing time even without 
using any form of conventional learning algorithm is its simple 
mathematical modelling using orientation of the words. 
Majority of the problems in handling complexity of text mining 
was eliminated by applying function of word orientation as 
well as the logical conditions specified in the steps of 
algorithm. The algorithm processing time was computed in 
terms of seconds in normal core i5 processor and 4 GB RAM 
with same data sets on both proposed and existing system. 

IV. CONCLUSION & FUTURE SCOPE 

With the increase of cloud adoption and mobile networks, 
text-based response will always keep on increasing and a new 
challenge will be met in order to extract a significant level of 
knowledge from it. Response and their respective analysis with 
respect to text-mining turns up into a fascinated research 
domain because of an accessibility of a vast amount of user 
commented contents in survived sites, discussions and an 
online journals.  Various text-based responses have a wide 
range of different fields signifying different meaning and 
context to each sentence. In the proposed system, emphasis has 
been laid to the fact that when a specific word adds to any noun 
there are chances that it may change its meaning and complete 
context too sometimes. This is really confusing from machine-
based adaption viewpoint leading to a problem in text-mining. 
Therefore, the proposed research work introduces a technique 
called as RKE-CP which is supported by a simple 
mathematical modelling with its steps carefully controlled by 
using probability theory. Usage of probability theory has its 
own advantage in controlling the uncertain over controlling the 
precision rate of proposed study. One of the significant 
contribution/novelty of proposed study is that i) it offers a text-
mining algorithm with faster response time, ii) its mathematical 
modelling leads to elimination of various redundancies and 
complexities that are highly suitable in larger and complex text 
dataset, and iii) the nature of algorithm processing is quite 
responsible for dimensionality reduction of the data to be 
mined and thereby it leads to faster algorithm processing time.  

Our future work will be in the direction of further 
optimizing the mining performance. This can be carried out by 
designing a novel framework using keyword based text mining 

as well as using multivariate analysis methodology. Our first 
initiative will be to develop a mechanism of heterogeneous 
extraction of keywords using keyword clustering process as the 
first step of optimisation. This work will be targeting to 
accomplish reduced processing time. The next consecutive 
work will be to use semantic-based concept using context-
based annotation over heterogeneous domains over contextual 
document. The primary target will be to achieve higher 
accuracy and minimised processing time. 
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Abstract—With the technological advances in medical field, 

the need for faster and more accurate analysis tools becomes 

essential   for better patients’ diagnosis.  In this work, the image 

recognition problem of white blood cells (WBC) is investigated. 

Five types of white blood cells are classified using a feed forward 

back propagation neural network. After segmentation of blood 

cells that are obtained from microscopic images, the most 16 

significant features of these cells are fed as inputs to the neural 

network. Half of the 100 of the WBC sub-images that are found 

after segmentation are used to train the neural network, while 

the other half is used for test. The results found are promising 

with classification accuracy being 96%. 

Keywords—White Blood Cell; Neural networks; Image 

analysis; Leukocytes;  Lymphocyte; Feature extraction 

I. INTRODUCTION 

In the fields of haematology and infectious diseases, 
classifying different kinds of blood cells can be used as a tool 
in diagnosis. By counting certain cells’ relative frequencies 
and comparing to what is normal, conclusions can be made 
about possible blood diseases. Blood consists of several 
elements which are white blood cell (WBCs), red blood cell 
(RBCs), platelets, and plasma. The quantity of blood cells 
plays important role to ensure the healthiness of a person. 

Human blood contains five major types of WBC or what is 
referred to as leukocytes. The WBC types, which are 
illustrated in Figure 1, together with their typical relative 
frequencies are: neutrophils, basophils, eosinophils, 
lymphocytes and monocytes.  In a human adult, the normal 
average number of WBC is about 7000/micro litre, which 
forms about 1% of the total blood cell in the body. The 
increase in the number of WBC in the body is referred to as 
leucocytosis, while decrease in the number of WBC is called 
leucopenia, with leucocytosis being the most likely to occur 
compared to leucopenia [1]. 

Due to the different morphological features of the white 
blood cells, manual classification of such cells is a 
cumbersome process, which is time-consuming and 
susceptible to human error as it is mostly related to the 
haematologists’ experience. This fact actually emphasise a 
crucial need for fast and automated method for identifying the 
different blood cells. 

Implementation techniques of automated differential blood 
cells counting systems are of two kinds [2]: One technique is 
based on the flow cytometry, while the other is based on 

image processing. Image processing techniques are having the 
advantage over the flow cytometry based systems. In that the 
images of the blood samples can be saved and hence referred 
to for further verification in case some abnormal conditions 
were detected. 

Fig. 1. Typical Images of Common White Blood Cells 
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In this work, the processing of microscopic images of 
blood cells using neural networks as an efficient decision 
maker for proper white blood cell type recognition is adopted. 
Neural networks have powerful features in analysing complex 
data, and among the wide and variant application areas of 
neural networks are the system identification and control [3], 
image recognition and decision making [4], speech and pattern 
recognition [5] as well as financial applications [6].  Artificial 
neural networks have also been successfully used in medical 
applications to diagnose several cancers [7]. 

As for the interest in this paper, which is the segmenting 
and classifying of blood cells microscopic images using neural 
network, a number of scientific researches have been 
published.  Ongun et al. [8] have applied the multilayer 
perceptron network trained using conjugate gradient descent 
(CGD),  linear vector quantisation (LVQ) and k-nearest 
neighbour classifier which produced 89.74%, 83.33%and 
80.76% of accuracy, respectively. 

 Hsieh et al. [9] used the information gain technique based 
on support vector machine (SVM) for feature selection. 
Determining entropy and calculating the correlation in a 
training dataset, the usefulness of a feature was estimated 
while classifying the training data.  The proposed technique 
was used to classify two types of leukaemia, which are acute 
lymphoblastic leukaemia (ALL) and acute myelogenous 
leukaemia (AML). 

Abdul Nasir et al [10], proposed application of MLP and 
simplified fuzzy ARTMAP (SFAM) neural networks for 
classifying the individual WBC as lymphoblast, myeloblast 
and normal cell based on the extracted features from both 
acute lymphoblastic leukaemia (ALL) and acute myelogenous 
leukaemia (AML) blood samples. A total of 42 features (6 
size, 24 shape, and 12 colour) were used and a classification 
accuracy of 93.82% is achieved. 

In this work, the multilayer perceptron back-propagation 
MLP-BP neural network is used to classify the most known 
five types of WBC that have been segmented from blood 
smear microscopic images using the most distinguishing 
features. The adopted algorithmic comprises three stages. The 
first stage is image segmentation, the second stage is labelling 
that returns the number and location of each WBC, and the 
third stage is extracting descriptive features measured from the 
segmented cells. 

II. PRE-PROCESSING AND SEGMENTATION 

The algorithm adopted in this paper for image pre-
processing and segmentation is basically proposed in [11].  
The three main steps of this algorithm, which are 
segmentation, labelling, and feature extraction, are illustrated 
in Figure 2. The next image processing step is the WBC 
subtype recognition and this will be achieved by the use of 
neural networks. 

 

Fig. 2. The Pre-processing and Segmentation Procedure 

III. FEATURE EXTRACTION OF WBC 

The choice of features immensely affects the classifier 
performance. The features must characterize each WBC 
subtype and must be independent of each other for robust 
classification, better judgment and comparison. Indeed, an 
extensive work had been focused on determining different 
features that crucially distinguishing each type or groups of 
types of WBC. These features can be grouped into shape 
features, intensity features, and texture features. 

A. Shape Features 

There are many techniques of shape description and 
recognition. These techniques can be broadly categorised into 
two types: (1) boundary-based and (2) region-based [12]. The 
most successful representatives for these two categories are 
Fourier descriptor and moment invariants whereas moment 
invariants are to use region-based moments, which are 
invariant to transformations as the shape feature. 

 The regular moment invariants are presented by Hu [13] 
who derived a set of invariants using algebraic invariants. 

In [11], it was found that compared with the set of 

invariant moments; the seventh moment invariant feature 7  

has a noticeable effect on classification performance [11].  
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The two-dimensional seventh moment of a digitally sampled 
M × M image that has gray function f (x, y), (x, y = 0, . . . M − 
1) is given as: 
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In equations (2), pq is calculated as follows: 
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which are the centre of the image. 

B. Intensity Features 

These features are based only on the absolute value of the 
intensity measurements in the image. A histogram describes 
the occurrence relative frequency of the intensity values of the 
pixels in an image. The intensity features that will be 
considered are the first four central moments of this 
histogram: mean, standard deviation, skewness, and kurtosis. 

For a grayscale image, the mean of the blood image is 
equal to the average brightness or intensity and it is given by: 
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where, X  is the mean, N number of pixels, X1…Xn are 
the grayscale image data. 

The image variance, gives an estimate of the spread of 
pixel values around the image mean. The skewness measures 
the symmetry about the mean [14]. It is defined as: 
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The kurtosis (K) is a measure of whether the data are 

peaked or flattened, relative to a normal distribution and can 
be computed as: [15] 
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C. Textural Features 

These features contain information about the spatial 
distribution of tonal variations within a band. Texture 
representation methods can be classified into three categories: 
(1) statistical techniques, (2) structural techniques, and (3) 
spectral techniques. Statistical techniques are most important 
for texture classification because these techniques result in 
computing texture properties [16]. 

1) The statistical techniques using gray level co-

occurrence matrix (GLCM) 
The identification of specific textures in an image is 

achieved primarily by modelling texture as a two-dimensional 
gray level variation. This two dimensional array is called gray 
level co-occurrence matrix (GLCM). The GLCM was 
originally proposed by R.M. Haralick, therefore features 
generated are known as Haralick features [17]. Co-occurrence 
matrix which is a tabulation of how often different 
combinations of pixel values occur in an image. Based on the 
co-occurrence matrices five texture features, namely, (1) 
contrast, (2) homogeneity, (3) entropy, (4) energy, and (5) 
correlation are calculated as in [16]. 
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where, P(i, j) is the (i j)th entry of the normalised co-

occurrence matrix, Ng is the number of gray levels of the 
blood image. 
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In Equation (12), 
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where, µ x, µ y,σ x, and σ y are the means and standard 

deviations of the marginal probabilities Px(i) and Py( j) 
obtained by summing up the rows or the columns of matrix Pij  
( co-occurrence matrix),  respectively. 

2) The statistical techniques using colour moments 
The colour moments are the statistical moments of the 

probability distributions of colours which are the first order 
moment (mean) and the second order moment that are  used in 
variance computation . 

The mean of colour intensity of the RGB model is defined 
as: 
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where, the i
th

 colour channel is defined at the j
th

 image 
pixel as pij and N is the number of pixels in the image [18]. 

The variance and the standard deviation are defined 
mathematically by equations (14) and (15): 

  )14(

2

1

12




N

j
iijf

N
i   

     15
1 2

1
2

1






N

j

iiji f
N

  

where,  ijf  is the value of the i
th

 colour components of 

the image pixel j, N is the number of features over all 

database, i  is the mean of the colour i . 

I.  NEURAL NETWORK CLASSIFICATION 

The features that are considered significant to represent an 
image of white blood cells are extracted and accumulated in a 
vector, which we refer to as the features vector.  Features 
vector is then transformed into a set of classes using neural 
networks as a technique to solve a WBC classification 
problem. This technique adopts a learning algorithm to 
identify a model that best fits the relationship between the 
feature set and class label of the input data. Therefore, a key 
objective of the learning algorithm is to build predictive model 
that accurately predict the class labels of previously unknown 
records. 

The feed forward back propagation neural network, which 
is a very popular model in biological and biomedical 
applications, is used. This type of neural network 
configuration does not have feedback connections, but errors 
are propagated back during training using least mean squared 
error.  The back propagation neural network is a multi-layer, 
feed-forward supervised learning, which requires pairs of 
input and target vectors. A feed forward neural network can 
consist of three layers, namely, (1) an input layer, (2) a 
number of hidden layers, and an output layer. The input layer 

and the hidden layer are connected by synaptic links called 
weights and likewise the hidden layer and output layer also 
have connection weights. 

The input layer contains 16 neurons representing the 16 
extracted features. The output layer contains 5 neurons which 
represents the WBC types. It was found that 10 nodes in a 
single hidden layer are adequate to reach a minimum error 
(less than       . The learning rate is 0.35 and number of 
epochs is set to 1000. 

II. THE EXPERIMENTAL RESULTS 

To illustrate our proposed procedure, 40 microscopic 
images are shot from a stained blood smear. The WBCs are 
then segmented from those images, where the total sub-images 
that indicate the whole WBC types are found to be 100 sub-
images. 

In order to classify the WBCs into five classes, the target 
value for the WBC neural network classifier is considered as 
shown in Table 1. Firstly, 50 sub-images are selected for 
network training, while the other 50 sub-images are used for 
testing. 

The classification test results are illustrated in Table 2. 
From this table, it is clear that the overall correct classification 
is 96%, while 4% being the overall false classification. The 
percentages of the correct classification for each WBC type 
are shown in Table 3. 

Finally, Table 4 illustrates the classification performance 
of our proposed technique compared with some similar 
researcher work published in literature. In this table, it is 
evident that our technique gives better overall correct 
classification for the considered five types of white blood 
cells. 

TABLE I. NEURAL NETWORK TARGET VALUES FOR WBC 

CLASSIFICATION 

III. CONCLUSIONS 

The MLP trained by Back Propagation (BP) algorithm 
have been used to classify five types of WBC, namely, (1) 
neutrophils, (2) basophils, (3) eosinophils, (4) lymphocytes, 
and (5) monocytes. The 16 features are used as an input to the 
neural network. These features are categorised as shape 
features (the seventh moment invariant), intensity features (the 

WBC Classes 

WBC classifier targets 

T1 T2 T3 T4 T5 

Basophil 1 0 0 0 0 

Eosinophil 0 1 0 0 0 

Lymphocyte 0 0 1 0 0 

Monocyte 0 0 0 1 0 

Neutrophil 0 0 0 0 1 
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mean, standard deviation, skewness, kurtosis of the intensity 
histogram), and textural features (the energy, the entropy, the 
correlation, the contrast, the homogeneity, and the mean and 
variance for each colour). The choice of features and the type 
of classifier play a significant role in classification accuracy 
results. With the above selected feature and the proposed 
neural network classifier a 100% classification accuracy have  
been obtained for the  neutrophils, lymphocytes, and basophils 
types of WBC, while 90% accuracy have been obtained for 

the other two types.  For comparison purposes, the achieved 
results have been compared with other relative research work. 
This is clearly demonstrated by the results of Table 4. It is 
clear that the proposed neural network classifier has better 
classification accuracy with less number of features relative to 
the number of classified WBC types. As a future work, the 
authors would like to focus on using these WBC and RBC 
images to increase the capability of diagnosing some popular 
regional blood diseases. 

TABLE II.  THE NEURAL CLASSIFICATION RESULTS 

 

# 

Neural Network Output Results Classified WBC 

subclass 

Obtained 

Classif-ication  

Ratio O1 02 03 04 05 

1 0.0011 0.9909 0.0002 0.0021 0.0013 Eosinophil 

C
o

rr
ec

t 
C

la
ss

if
ic

at
io

n
  
9
6

%
 

2 0.0001 0.9988 0.0002 0.0011 0.0093 Eosinophil 

3 0.0019 0.0041 1.0000 0.0031 0.0032 Lymphocyte 

4 0.0021 0.0054 0.9827 0.0002 0.2389 Lymphocyte 

5 0.0103 0.0048 0.9899 0.0028 0.0101 Lymphocyte 

6 0.0000 0.0012 0.0000 0.9972 0.0021 Monocyte 

7 0.0086 0.0061 0.9899 0.0000 0.0315 Lymphocyte 

8 0.0012 0.0000 0.9915 0.0027 0.0015 Lymphocyte 

9 0.0000 0.0073 0.0000 0.0000 0.9944 Neutrophil 

10 0.0005 0.0049 0.0012 0.0009 0.9987 Neutrophil 

11 0.0032 0.0023 1.0000 0.0000 0.0018 Lymphocyte 

12 0.0045 0.0011 0.9897 0.0001 0.0096 Lymphocyte 

13 0.1051 0.0012 0.0000 0.9919 0.0025 Monocyte 

14 0.0058 0.0093 0.0001 0.9815 0.0007 Monocyte 

15 0.0019 0.0011 0.0027 0.0125 0.9985 Neutrophil 

16 0.0004 0.0073 0.0008 0.0002 0.9917 Neutrophil 

17 1.0000 0.0001 0 .0028 0.0027 0.0013 Basophil 

18 0.9959 0.0000 0.0002 0.0000 0.0028 Basophil 

19 0.0016 0.9794 0.0000 0.0081 0.0227 Eosinophil 

20 0.0000 0.9899 0.0002 0.0000 0.0036 Eosinophil 

21 0.0001 0.0052 0.9997 0.0241 0.0104 Lymphocyte 

22 0.0002 0.0028 0.9998 0.0001 0.0091 Lymphocyte 

23 0.0015 0.0093 0.0001 0.9815 0.0008 Monocyte 

24 0.0028 0.0207 0.0001 0.9798 0.0007 Monocyte 

25 0.0003 0.0004 0.0001 0.0001 0.9933 Neutrophil 

26 0.0015 0.0161 0.0014 0.1453 0.8199 Neutrophil 

27 1.0000 0.0000 0.0027 0.0001 0.0136 Basophil 

28 0.0014 0.0015 0.9977 0.0012 0.0035 Lymphocyte 

29 0.0001 0.9798 0.0021 0.0001 0.0234 Eosinophil 

30 0.0000 0.0632 0.0000 0.0000 0.8102 Neutrophil 

31 0.0003 0.0052 0.9997 0.0241 0.0051 Lymphocyte 

32 0.0026 0.0005 0.9882 0.0000 0.0225 Lymphocyte 

33 0.0003 0.0046 0.0000 0.9860 0.0815 Monocyte 

34 0.0100 0.0008 0.0000 0.9975 0.0009 Monocyte 

35 0.0017 0.0168 0.0016 0.0002 0.9579 Neutrophil 

36 0.1078 0.0092 0.0000 0.0000 0.9851 Neutrophil 

37 1.0000 0.0109 0.0043 0.0001 0.0003 Basophil 

38 0.9864 0.0075 0.0000 0.0002 0.0081 Basophil 

39 0.0107 0.9952 0.0000 0.0021 0.0006 Eosinophil 

40 0.0000 0.9979 0.0038 0.0007 0.0075 Eosinophil 

41 0.0000 0.0216 1.0000 0.0001 0.0064 Lymphocyte 

42 0.0043 0.0061 0.0000 0.9176 0.0012 Monocyte 

43 0.0011 0.0129 0.0057 0.9935 0.0068 Monocyte 

44 0.0019 0.0025 0.0000 0.9954 0.0131 Monocyte 

45 0.0008 0.0004 0.0026 0.0000 0.9974 Neutrophil 

46 0.0004 0.0012 0.0000 0.0000 0.9857 Neutrophil 

47 0.0002 0.0001 0.0000 0.0107 0.9992 Neutrophil 

48 0.0041 1.0000 0.0002 0.0108 0.0003 Eosinophil 

49 0.7911 0.0154 0.1389 0.0106 0.5477 Monocyte False 

Classification  

4% 50 0.0212 0.6218 0.1000 0.2568 0.0013 Eosinophil 
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TABLE III.  THE PERCENTAGE OF CORRECT CLASSIFICATION FOR EACH 

WBC TYPE 

TABLE IV. CLASSIFICATION PERFORMANCE COMPARISON 

 
REFERENCES 

[1]  L. P., J, Gartner, L. Hiatt, “Concise Histology”, Elsevier, 2011, ISBN: 
978-0-7020-3114-4. 

[2] S. Mu-Chun, Chun-Yen Cheng, and Pa-Chun Wang, “A Neural-
Network-Based Approach to White  Blood Cell Classification”,  The  
Scientific World Journal, Volume 2014, Article ID 796371, 9 pages. 

[3] M. Nørgaard, O. Ravn, N. K. Poulsen, and L. K. Hansen, ”Neural 
Networks for Modelling and Control of Dynamic Systems”, Springer-
Verlag, London, 2000. 

[4] T. S. Mohammed and Nidal Ibrahim al-Tataie, “Artificial  Neural 
Network as a Decision- Makers  for Stereo Matching”,  GSTF-  
International Journal on Computing Vol. 1, No. 3, pp (89 – 94), August 
2011. 

[5] M. S. Al-Ani, Thabit Sultan Mohammed, and Karim M. Aljebory 
“Speaker Identification: A Hybrid Approach Using Neural Networks 
and Wavelet Transform”, Science publications, Journal of Computer 
Science, 3 (5): 404-409, 2007.  

[6] R. Simutis, D. Dilijonas, L. Basting, and J. Fraiman, “A Flexible Neural 
Network for ATM Cash Demand Forecasting”, 6th WSEAS Int. Conf. on 
Computational Intelligence, Man-Machine Systems and Cybernetics, 
Tenerife, Spain, December 14-16, 2007. 

[7] N., Ganesan, "Application of Neural Networks in Diagnosing Cancer 
Disease Using Demographic Data"  International Journal of Computer 
Applications. 2010, Vol.1, No 26, pp.76-85. 

[8] G. Ongun, Halici U., Leblebicioglu K., AtalayV., Beksac M., and 
Beksac S., “Feature Extraction and Classification of Blood Cells for an 
Automated Differential Blood Count System,” in Proceedings of the 
International Joint Conference on Neural Networks, USA, pp.2461-
2466, 2001. 

[9] S. Hsieh, Wang Z., Cheng P., Lee I., Hsieh S., and Lai F., “Leukemia 
Cancer Classification Based on Support Vector Machine,” in 
Proceedings of the 8th IEEE International Conference on Industrial 
Informatics, Japan, pp.819-824, 2010. 

[10] A. Abdul Nasir, Mashor M.Y., and Hassan,R.," Classification of Acute 
Leukaemia Cells using Multilayer Perceptron and Simplified Fuzzy 
ARTMAP Neural Networks", The International Arab Journal of 
Information Technology, Vol. 10, No. 4, July 2013. 

[11] M. Z. Othman,., and  Ali, Alaa, B.," Segmentation and Feature 
Extraction of Lymphocytes WBC using Microscopic Images", 
International Journal of Engineering Research & Technology (IJERT) 
ISSN: 2278-0181,Vol. 3 Issue 12, December-2014. 

[12] K. Amandeep, and Rajneesh, R., "Content-based Image Retrieval: 
Feature Extraction Techniques and Applications", Mandi Gobindgarh: 
International Conference on Recent Advances and Future Trends in 
Information Technology,2012. 

[13] A. Gebejes, and R. Huertas ,"Texture Characterization Based on Grey-
Level Co-occurrence Matrix", Granada: Conference of Informatics and 
Management Sciences, 2013. 

[14] K. Vijay, and Priyanka, G. ," Importance of Statistical Measures in 
Digital Image Processing" ,Hyderabad: International Journal of 
Emerging Technology and Advanced Engineering, 2012. 

[15] O. Suhail, Manal, K.," Apply Multi-Layer Perceptrons Neural Network 
for Off-line signature verification and recognition" . International 
Journal of Computer Science.Vol. 8, Issue 6. Bethlehem.  

[16] A. Gebejes, A. and Huertas, R.," Texture Characterization Based on 
Grey-Level Co-occurrence Matrix", Granada: Conference of 
Informatics and Management Sciences, 2013. 

[17] S. Rashmi, and S. Mandar, ” Textural Feature Based Image 
Classification Using Artificial Neural Network”, Advances in 
Computing, Communication and Control. Communications in Computer 
and Information Science, vol 125. Springer, 2011. 

[18] M. Darshana. and Asim, B.," Discrete Wavelet Transform Using 
Matlab", International Journal of Computer Engineering and 
Technology, Vol. 4, Issue 2, 2013. 

R
e
fe

r
e
n

c
e 

C
la

ss
if

ic
a

ti
o

n
 

P
r
o
c
e
d

u
re

 

C
la

ss
if

ic
a

ti
o

n
 

O
b

je
c
ti

v
e 

F
e
a

tu
re

s 

C
la

ss
if

ic
a

ti
o

n
 

A
c
c
u

ra
cy

 

Proposed 

techniques 
MLP-BP 

Five types of 

WBC 

16 

 
96% 

Ref. [14] MLP-CGD 
twelve types of 

WBC 
69 89.74% 

Ref. [16] 
MLP-BP 

lymphoblast, 

myeloblast and 

normal cell 

42 93.82% 

CLASS NAME 

NO. OF 

SUB-

IMAGES 

NO. OF 

MISCLASSIFIED 

ACCURACY 

(100%) 

NEUTROPHIL 10 0 100 

EOSINOPHIL 10 1 90 

LYMPHOCYTE 10 0 100 

BASOPHIL 10 0 100 

MONOCYTE 10 1 90 

OVERALL  PERCENTAGE OF CORRECT 

CLASSIFICATION  

96 

http://www.ijcaonline.org/journal/number26/pxc387783.pdf
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Abstract—Risk identification and assessment are amongst 

critical activities in software project management. However, 

identifying and assessing risks and uncertainties is a challenging 

process especially for emergent software organizations that lack 

resources. The research aims to introduce a method and a 

prototype tool to assist software development practitioners and 

teams with risk assessment processes. We have identified and put 

forward software project related risks from the literature. Then 

by conducting a survey to software practitioners of small 

organizations, we collected probability and impact of each risk 

factor opinions of 86 practitioners based on past projects. We 

developed a risk assessment method and a prototype tool initially 

based on data that accumulates further data as the tool. Along 

with a risk prioritisation and risk matrix, the method utilises 

fuzzy logic to provide the practitioners with predicted scores for 

potential failure types and aggregated risk score for the project. 

In order to validate the usability of the method and the tool, we 

have conducted a case study for the project risk assessment in a 

small software organization. The introduced method is partially 

successful at prediction of risks and estimating the probability of 

predefined failure modes. 

Keywords—Software Risk Identification; Software Risk 

Assessment; Failure Mode Prediction; Fuzzy Decision Support 

I. INTRODUCTION 

According to reports [1], the global software market is 
estimated to have a value of US$333 billion in 2016 which is 
expected to grow by 7.2%. On the other hand, the success rate 
of global (mainly US and Europe) software projects in 2015 is 
only 29% [2]. Therefore, it is highly desired to follow software 
engineering practices to prevent further loss in software 
spending. Among software development and engineering 
activities, risks assessment of software projects is a significant 
task, requiring effort and time. In many organizations, 
especially in small organizations, project managers do not have 
enough expertise and time for risk assessment. However, the 
consequences of ignoring this activity will result in loss of time 
and resources for the organization, as without risk assessment 
incorrect decisions can be made. 

Although there are slight variations in definition of terms in 
the literature, a risk factor is a potential problem that may 
occur. Similarly in the software domain, risk is considered as 
an uncertain event or condition with negative or positive 
consequences on a software project on one or more project 

objectives such as scope, schedule, cost, and quality PMBOK 
[3]. It should be identified, assessed by its probability of 
occurrence and impact as its two important dimensions, and a 
contingency plan should be developed for remediating the 
problem when it actually occurs [4]. 

In accordance with above definition, various studies have 
been conducted and risk factors, categories [5], [6] and analysis 
tools [7] have been introduced. However, most developed 
methods and tools either cover a limited set of risk factor that 
potentially occur later in software project lifecycle or only 
focus on the improvement of a method/technique within the 
risk assessment process, such as aggregation, root cause 
analysis, etc. [8]–[10]. Most of the methods assume that the 
organization/team already has accurate near precise 
information about the project in the initial planning phase. 
Experience in risk identification, existence of a potential risk 
register and historical data is widely assumed. There are other 
studies focusing on a specific set of risk factors (Appendix 1), 
such as operational risk, requirements risk, etc. Furthermore, 
risk factors used in different studies may be disjoint or 
sometimes overlapping. In real world, software practitioners 
cannot benefit from these methods unless in a consolidate 
framework is provided. As for the available software tools, 
they are mostly enterprise, expensive and the rest only have 
limited predefined set of risks or no predefined risks at all. 
Furthermore, they do not provide any baseline and prediction 
on which the practitioner can use initially, benchmark his 
project, and predict potential failure types. Hence, there is a 
need to provide a consolidated method for the software 
practitioners of small organizations with scarce experience and 
resources. This will help them not to miss potential project 
risks, especially during early phases of the project. Related 
work section provides a more thorough review of the problems 
stated. 

Therefore, one of our goals in this study is to put out a risk 
assessment method especially for practitioners of emergent 
software organizations with relatively low previous experience 
and historical data. To do this, from the literature, a wide 
coverage list of software project related risks was identified, 
which possibly rated at initial phase of the project with 
relatively little information. By conducting a survey to 
software practitioners, risk data have been collected; both in 
terms of impact and probability based on software 
practitioners’ previous project experiences. In addition to risk 
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prioritisation, the method assist the practitioners with an initial 
set of possible risks, probability and impact values to be 
revised for their specific project settings. Furthermore, based 
on the data provided by the risk assessor, the tool predicts 
probability of failure types, such as defects, overtime and over 
budget to the risk assessor. In order to validate the usability of 
the method and the tool, a case study was conducted for a 
project risk assessment in a small software organization. The 
conduct of this research is shown in Figure 1. 

In the rest of the paper, first previous studies related to 
software project risk assessment is discussed. Then, the risk 
factors collection, the assessment method and the tool 
developed is described. Finally, the findings of the case study 
conducted for validations of the method and applicability of the 
tool is presented. 

 

Fig. 1. Study flow 

II. RELATED WORKS 

During last three decades, various software risk factors, 
assessment and analysis tools have been introduced and 
explored. Majority of these studies can fit into three categories 
of: (1) Researches focusing on software risks and risk factors 
identification, (2) Researches focusing on aggregation methods 
of risk factors ratings, and (3) Researches proposing risk 
assessment and risk management tools and methods. In the 
following, some influential researches, specifically related to 
software project risk assessment are provided. 

In an early study published by Software Engineering 
Institute [11], a risk management model and a taxonomy based 
software risk identification has been performed. The method 
consists of a taxonomy based questionnaire and a process for 
its application. The taxonomy provided a structure for 
organizing software development risks i.e. Product 
Engineering, Development Environment, and Program 
Constraints. Carr et al. demonstrated the application of risk 
management model in five repeating activities of identify, 
analyse, plan, track, control, and communicate at the centre of 
activities. It has been observed that adopting Pareto 20-80 rule 
is important and dealing with very first 20% of risks will be 
most effective highlighting the importance of risk prioritisation 
in a risk assessment method hence also considered in our 
method. This generally accepted approach is adopted in widely 
used text books in software project management [4]. 

Identification of software risks has been tackled in Li 
Xiaosong’s study [5], providing a wide range of risk factors 
and categories in addition to general risk matrix and risk levels 
with their definitions. Another similar study by [12] contains a 
set of proposed risks in development phases with their 
definitions. Finally, Verner [6] has performed a literature 
review of available studies. The study has extracted 77 risk 
mitigation advises alongside with 85 risks. Using this and some 
other works, we aggregated sometimes disjoint or overlapping 
risk factors. 

Due to inherent problem of difficulty in assigning numeric 
values to risk factors,  as an example Markowski’s study [9] 
proposed to fuzzify risks ratings. Risk ratings and values are 
fuzzified and fuzzy inference system (FIS) is adopted for 
processing and prediction. The problem of aggregation (linear 
aggregation has been found misleading) of risk scores has also 
been tackled. Choquet integral based aggregation approach to 
software development risk assessment [10] is an example of 
second category of related work. The study provides a software 
risk aggregation method to estimate the risk of a project. In 
addition to aggregation method, a set of risk factors, categories, 
and their associations have been developed. The study 
proposes a multi Choquet integral based multi attribute 
aggregation method for decision making process.  For the same 
aggregation problem, [13] defined a method based on fuzzy 
logic. The goal of this study is early assessment of operational 
risks in software development. According to the study, before 
and during developing software, there are not enough data to 
have a full-scale risk assessment. So a fuzzy method is 
implemented to address the issue of uncertainty. In addition, a 
causal model is developed using fuzzy rules. 

Among researches proposing software risk assessment 
methods, [14] proposes a method to statistically analyse and 
evaluate risk factors and their prices. The method enables to 
approximate risk-pricing parameters for four risk factors, 
namely, (1) Application Task, (2) Personnel Capability, (3) 
Process Maturity, and (4) Technology Platform.  Hence, this 
study focuses on pricing dimension and in this respect 
granularity; hence the number of risk factors is small. In order 
to have a better software risk control, Hu’s research [15] 
suggests planning based on causality. The proposed method is 
based on Bayesian Networks with Causality Constraints hence 
taking a probabilistic approach rather than fuzzy logic. In this 
study, in order to gather necessary data, a survey has been 
conducted which is similar to our approach. The data is used 
for constructing the Bayesian Networks. However, the paper 
mostly focuses on finding relations between variables rather 
than assessment. Bayesian Networks is used in numerous 
works due to their simplicity and ease of implementation [16]. 
But a solid amount of data is required for constructing a proper 
network. 

Reference [17] proposed a risk assessment technique for 
evaluating risk levels in software projects through analogies 
with economic concepts. This study defines project risk levels 
as the probability of project’s failure in achieving goals and 
evaluates risk levels using a risk identification questionnaire. 
Structurally this study is similar to ours in terms of comparing 
risks and effects, but the definition of risks and methods to 
handle them and comparing them is different. Costa et al. uses 
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weighted normalised medians for risk factor, in contrast, we 
used FIS to compare risks and weights gathered in initial 
questionnaire. Finally, Costa et al. addresses the issue of 
financial loss and gain prediction, whereas our method uses 
project failure modes as predictions. 

The relationships between project setting, governance and 
project success are studied recently in [18]. A survey has been 
conducted in attempt to prove the positive relationship between 
project management methodology (PMM) and project success. 
The relationship between the project management 
methodology and project success is moderated by project 
governance. The first hypothesis is shown to be valid showing 
the importance of the general project setting related risks for 
project success can be considered as valid hypotheses. 

Recently, a similar study [19] implemented fuzzy method 
in aggregation of software risk factors. However, the 
application of the risk assessment is extraneous and differs in 
the method of data-point accumulations. In contrast to our 
study, this study relies only on 7 experts’ data of the field and 
considers only a handful of risk factors. As a result, the study 
does not provide predictions according of expert data. 

Further, tools potentially that can be used for software 
project risk assessment are publicly available and accessible. 
As an example, RisCal [7] is a proposed tool by Haisjackl. 
RisCal implements risk identification, risk analysis and risk 
prioritisation. In risk identification step, it allows for a user 
defined risk models in addition to the pre-defined risk models. 
There are also studies and tools with different approaches like 
esrcTool [20]. esrcTool implements FPA (Function Point 
Analysis) to estimate software cost and risks. The study 
focuses on functional breakdown of software rather than 
considering overall project environment and attributes. Hence, 
the method and tool focuses on more software product risks 
rather than project environment. 

In the literature, each study adopts a set of risk factors for 
the study in question, sometimes completely disjoint or 
overlapping. Initially, most of the reviewed studies only 
consider a limited set of risks (not in terms of number, but also 
in terms of coverage over different aspects of software 
engineering processes), so a wider coverage of software project 
related risks is put forward which can potentially be assessed at 
initial phase of a project. Secondly, aggregation-focused 
studies are generally difficult to implement, as they require 
technical expertise to apply. Thirdly, available software tools 
mostly enterprise solutions only to manage a limited 
predefined set of risks or no predefined risks at all. Therefore, a 
risk assessment method and a prototype tool were developed so 
that they can be used by practitioners of small organizations 
with relatively low previous experience and historical data at 
an early phase of the project. The tool suggests the 
practitioners with a set of possible risks and their risk values 
for a specific project setting provides risk prioritisation with 
risk matrix, project risk level using fuzzy aggregation and 
potential failure type score using fuzzy inference. In this 
respect, our approach consolidates and supports the early risk 
assessment task at initial phase of a software project. 

III. THE METHOD AND PRO-TYPE TOOL 

A. Risk Factors, Scales and Data 

In various prior studies, risk factors considered focus on a 
specific aspect or phase of software development. We aimed at 
a risk factor set that can be used as a project initiation phase. 
So as the first phase, risk factors and categories were extracted 
from related studies [5], [12], [14], [21]–[25].  Therefore, a 
superset of 128 risks with a greater coverage was created. 
Then, similar and overlapping risks are unified. Furthermore, 
risk statements were changed into negative statements to ease 
practitioners understanding and ratings. 

For the scales two components: probability and  impact [7] 
is considered. Risk score is usually defined as the product of 
probability and impact [26].  Hence, scale definitions of 
probability and impact levels are reused from [21] as shown in 
Tables 1 and 2. 

In addition, as an assessment tool a 3x3-risk matrix is used. 
Probability and impact are two dimensions of a risk matrix. As 
one of widespread tool for risk evaluation, risk matrix is 
natural to understand by evaluators. There are also other 
configurations of risk matrices like 5x5, 7x5 and 7x4 risk 
matrices which are not adapted due to less accurate information 
at early project phase and simplicity of 3x3 matrices [9]. Risk 
matrix dimensions or axes are divided into three level each, 
which creates a nine cell qualitative matrix [27]. This matrix 
has three parts: (Figure 2). 

1) High/Major Concern (red): Risk is high in these 

sections and an action should be taken. 

2) Medium/Concern (yellow): Risk is moderate in these 

sections and there is a chance that risks in these areas may 

affect project. 

3) Low/No Concern (green): Risk in these sections are 

low and acceptable and can be ignored. 
 Low Mid High P

ro
b

a
b

ility 

2/3-1 

High 
I1P3 I2P3 I3P3 

1/3-1/3 

Mid 
I1P2 I2P2 I3P2 

0-1/3 

Low 
I1P1 I2P1 I3P1 

Impact 

Fig. 2. Risk matrix and regions 

TABLE I.  PROBABILITY LEVEL DEFINITIONS 

Probability Levels 

High   / Very 

Likely 

High chance of this risk occurring, thus becoming 

a problem (x>%70) 

Medium   /

Probable 

Risk like this may turn into a problem once in a 
while (%30<x%70) 

Low   /

Improbable 

Not much chance this will become a problem 

(x<%70) 
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TABLE II.  IMPACT LEVEL DEFINITIONS 

Impact Levels 

High / 

Catastrophic 

Loss of system; unrecoverable failure of  project; 
major problem; schedule slip causing launch date 

to be missed; cost overrun greater than 50% of 

budget 

Medium / 

Critical 

Considerable problem with project with 
recoverable operational capacity; cost overrun 

exceeding 10% (but less than 50% of planned cost 

Low / Marginal Minor problem project; recoverable loss of 
operational capacity; internal schedule slip that 

does not impact launch date cost overrun less than 

10% of planned cost or time frame 

Later, as a data gathering method a questionnaire was 
designed within the tool for surveying developers accessible 
online (http://46.197.200.167/public_result.php). It comprises 
three parts such that; first part obtains general information 
regarding a previous project considered by the practitioner 
such as type, size (approx. LOC), methodology used, etc.  
Second part contains failure and challenges of final project 
which contains 10 questions (Appendix B) These questions 
were adapted from previous studies  [5], [13], [14], [21]–[25], 
[28], [29]. The last and 3

rd
 part of the gathers information about 

the risk factor ratings for 128 risks. Based on this, initially, a 
risk matrix is generated using 86 practitioners’ ratings.  The 
most recent version of this matrix is publicly available at the 
web address mentioned earlier. 

In contrast to a related study conducted previously [30], 
wider cross-correlations are analysed between risks.  
According to Weinberg [31], Pearson correlation coefficients 
of r = ± 0.5 are considered strong and correlation coefficients 
close to ±1 are the strongest. Evans recommends a correlation 
coefficient of ±0.6 to ±0.79 is considered a strong correlation 
[32]. As a result, to keep a safety margin, correlation 
coefficients which are among ±0.6 and ±1 are considered as 
strong.  Table 3 demonstrates the highly cross correlated risk 
factors. Cross correlation creates a duplicate variable effect, 
which is not desired in the learning tools. Pearson correlation 
coefficients are obtained  using Matlab software’s [33] 
Pearson’s correlation function of “corrcoef()”. The Pearson 
correlation coefficient of two variables is measured as 
following where μx and σx are the mean and standard deviation 
of X: 

       
 

   
∑ (

     

  
)

 

   
(
     

  
)  (1) 

There are 48 highly correlated risk factor pairs, unique risk 
factors at left side. Statistically these 48 risks represent 
repeated data among 128 risk. These 48 risk factors may be 
eliminated from risk factor list. However, due to lack of 
enough data points for further analysis, it was decided to keep 
the 128 risk factors within the tool for now. When the 
definitions of risk factors were analysed, it was noticed that the 
most of high correlated risk factors do not have logical bounds 
- at least as far as we could observe, as correlation does not 
necessarily result in causation. 

B. Description of First Phase of the Method 

A multi-purpose method and tool is designed and 
implemented. The tool gathers information from experts and 
practitioners and produces a general risk matrix. It also can 
produce specific risk matrices for projects with varieties of 
project specifications. It calculates the overall project risk 
based on fuzzy aggregation and produces probabilities of 10 
different failure types for the project based on fuzzy inference. 
The tool is developed using PHP scripts as a web based 
software to provide an easy and wide access. Figure 3 outlines 
functionality of the tool. Data from previous practitioners using 
the tool is gathered and pre-processed. This data may be 
referred as expert data later. The pre-processing includes 
filtering missing and inconsistent data. A general risk matrix is 
extracted from this data. Then practitioner input is taken for the 
project under assessment. Both data sets will go through Phase 
1 and where initial risk matrix for practitioner is proposed. 
Then practitioner is allowed to alter proposed risks to get a 
more accurate risk matrix.  Remark that, in case of initial 
projects risk assessment, it is difficult to measure risk 
quantitatively. As proposed by Xu [13], when dealing with 
qualitative variable (like low, mid, high), it is advised to work 
with fuzzy numbers. The altered and more accurate risk set will 
pass through Phase 2 for a failure mode analysis of the project. 

In order to generate a risk matrix for practitioner, a module 
is designed to accumulate necessary data for risk matrix. In 
Phase 1 a query of data-points with parameters of Part I of 
survey is done. These parameters are “project size (LoC)”, 
“project methodology”, “project paradigm” and “development 
type”. The result of is a filtered result of available practitioner 
data-points in form of a risk matrix and prioritisation. This 
filtered result come in form of averages of probabilities and 
impacts of selected data-points for all risks based on the prior 
parameters. Thus, a 3x3 risk matrix is generated from this data. 

TABLE III.  HIGHLY CORRELATED RISKS 

High Very High 

Risk 

ID 1 

Risk 

ID 2 

Correlat

ion 

Coeffici

ent 

Risk 

ID 1 

Risk 

ID 2 

Correlat

ion 

Coeffici

ent 

Risk 

ID 1 

Risk 

ID 2 

Correlat

ion 

Coeffici

ent 

23 106 0.6226 9 54 0.7072 90 109 0.8008 

41 108 0.6242 47 126 0.7101 101 111 0.8029 

5 17 0.6279 44 95 0.71029 21 30 0.8062 

92 123 0.6338 27 48 0.71146 37 51 0.82162 

63 76 0.63441 26 11 0.71208 39 49 0.82401 

35 48 0.63496 43 104 0.71679 18 125 0.83277 

32 75 0.65482 28 95 0.72975 55 111 0.84347 

12 66 0.65666 3 126 0.73161 25 74 0.84403 

60 96 0.66049 36 126 0.74008 38 126 0.84679 

52 103 0.66168 57 88 0.74041 24 50 0.85583 

86 120 0.6732 85 120 0.74108 87 93 0.85617 

68 74 0.6806 70 74 0.74817    

19 33 0.68681 97 115 0.75964    

79 73 0.69163 122 115 0.76228    

64 67 0.69514 65 120 0.76273    

58 117 0.70219 29 31 0.77262    

84 98 0.70398 71 93 0.77567    

105 124 0.70634 56 74 0.78317    

34 109 0.70646       
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Fig. 3. Description of the Method

Proposed risk matrix in this phase is valuable for 
practitioners and will give them an initial and brief view of 
possible risks and their importance in similar projects. But, this 
will not exactly match to the specific project setting to rely on 
before their data is collected. However, the matrix and initial 
risk sorting will draw a helpful guideline for practitioner. 
Practitioner can change risk impact and probability values 
manually in order to achieve a better rating in next phase. 

C. Description of the Second Phase of the Method 

In the second phase, as proposed by Xu [13], when dealing 
with qualitative variable (like low, mid, high), it is advised to 
adopt fuzzy numbers. Second phase implements fuzzy logic to 
assess the risks and predict failure modes. A decision matrix is 
used to evaluate and rank the overall and partial failure score of 
the project, using practitioner’s inputs or predicted risk scores 
in first phase based on previous data. Practitioner input is 
acquired in form of probabilities and impacts. Probability and 
impact scores are turned into triangular fuzzy numbers and 
aggregated. 

Then Mamdani’s inference model [9], [34] is used for 
prediction of failure types. To analyse failure modes, data 
points with negative scores for the failure mode are selected. 
For instance, in order to perform this selection, only the risks 
with a particular failure mode score of 3 out of 3 are taken as a 
match and remaining results are dismissed. In contrast, 
analysing overall project risk requires all data points. 

Due to missing and imprecise information at initial phase of 
the projects,  fuzzy decision matrix is used with triangular 
fuzzy numbers (TFN) [35]. Fuzzy decision matrix has less 
complexity and is effective for ranking fuzzy numbers. For 
membership function μi(x) of fuzzy number, ñi can be defined 
as: 

           ,   (           )-  (2) 

                     

ñi > ñj if and only if eij = 1 and eji < Q, where,  Q is some 
fixed positive fraction less than 1.  

First part of this equation requires expert data in form of 
fuzzy sets. To provide this, filtered data-points are sorted into 
two categories of probability and impact, with each containing 
risk factor scores. The risk factor scores go through 
fuzzification process (see Equation (3) and Figure 4) by a 
membership function for each corresponding risk factor. 
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A = (a, b, c) 

 

Fig. 4. Fuzzy membership function illustration 

After fuzzification of probability and impact, scores in the 
data-points are aggregated to form a single expert opinion data. 
To do so, an aggregation operator is adopted from Pandey [36] 
which is based on arithmetic means of L-Apex and R-Apex 
Angles of TFN. 
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Risk value is obtained by calculating the product of 
probability and impact values; the method of Shang [37] with 
adjustments is used to calculate the multiplication of triangular 
fuzzy probability and impact numbers. Remark that there are 
other works including Taleshian’s method, [38] which uses 
trapezoidal numbers and could be also used with some 
adjustments. Hence, multiplication of       and       can be 
obtained using (7). 
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For processing and fuzzification of data, membership 
functions must be defined. The fuzzy numbers must be 
triangular to match the Equation (3), so can be applied to 
aggregation and multiplication equations. 

To prevent misinterpretation of results, probability and 
impact values are gathered in quantitative range of [0-8] with 
initial peak points in range of [2-6]. Otherwise, aggregation 
and multiplication equations could lead in to due to producing 
negative and non-triangular fuzzy number. Remark that 
normally, the probability is expected to be evaluated in [0-1] 
range. However, we use the probability score as a variable to 
be rated by the practitioner and transform it as a fuzzy number, 
therefore it may range between 0 and 8 during calculations in 
the method. Impact score are calculated in the same manner. 
Now multiplication (for measuring total risk) produces fuzzy 
numbers from 0 to 64 which can contain any triangular fuzzy 
numbers produced using introduced techniques. Figure 5 
demonstrates our predefined fuzzy membership functions, 
which L stands for low, M for medium and H for high 
probability or impact: 

L=(0.5,2,3.5)  ,  M=(2.5,4,5.5)  ,  H=(4.5,6,7.5) 

 

Fig. 5. Fuzzy membership function 

 

D. An Example to Illustrate Second Phase of the Method 

To clarify our method, a failure mode prediction example is 
given. We assume a risk set with corresponding scores of 
probability and impact described as below. Given the 
probability and impact scores of L (low) and M (mid) for 
“Lack of Development Technology Experience of Project 
Team” risk, fuzzy numbers for these values can be obtained 
using membership functions defined previously. 

Probability L: 

[0/0, 0.34/1, 1/2, 0.34/3, 0/4, 0/5, 0/6, 0/7, 0/8] (8) 

Impact M: 

[0/0, 0/1, 0/2, 0.34/3, 1/4, 0.34/5, 0/6, 0/7, 0/8] (9) 

Using Equation (7) and defined membership functions, we 
can calculate combined fuzzy risk score for risk of “Lack of 
Development Technology Experience of Project Team” in this 
case. See Equation (10). 

R = [0/0, 0/1, 0.15/2, 0.33333333/3, 0.49/4, 0.63/5, 0.76/6, 

0.88/7, 1/8, 0.89/9, 0.78/10, 0.69/11, 0.59/12, 0.50/13, 0.41/14, 

0.33/15, 0.25/16, 0.17/17, 0.09/18, 0.01/19, 0/20, 0/21, 0/22, 

0/23, 0/24, 0/25, 0/26, 0/27, 0/28, 0/29, 0/30, 0/31, 0/32, 0/33, 

0/34, 0/35, 0/36, 0/37, 0/38, 0/39, 0/40, 0/41, 0/42, 0/43, 0/44, 

0/45, 0/46, 0/47, 0/48, 0/49, 0/50, 0/51, 0/52, 0/53, 0/54, 0/55, 

0/56, 0/57, 0/58, 0/59, 0/60, 0/61, 0/62, 0/63, 0/64]        (10) 

After calculating the expert and practitioner values by 
equation (2), minimum values of each risk among test and 
expert data is obtained as a vector of fuzzy numbers. Later, 
maximum values of fuzzy risk scores are used to obtain a 
single aggregated fuzzy number. This number is the total 
failure score for provided test data. Higher score means the 
chance of failure is also higher. The same method applies to all 
failure modes, but it’s important to remember that all risks 
must be considered and the risk of “Lack of Development 
Technology Experience of Project Team” has been given only 
to demonstrate how a single risk is being handled in the 
method. Likewise, this matrix can potentially point out the 
most influential risk factors. After processing     at Equation 

(2), result is defuzzified. Defuzzification for risk index can be 
expressed by Equation (11). 

   
∑        

∑      
     (11) 

Defuzzification of (10) using Equation (11) will result in 
(12): 

   
       

      
          (12) 

This way, the defuzzified and final risk score for this 
example is computed, which is 7.709. As discussed earlier, this 
score is also in range of [0-64] as expected. This number may 
also be scaled to 12.04% to make the result more natural to 
interpret by the practitioner. Higher values are representing 
higher risks scores and lower values are representing lower risk 
scores. 

0
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IV. CASE STUDY 

In order to put the applicability of the proposed tool and 
method, we have conducted a case study. In the case study, the 
extent of support and usefulness of the tool and provided 
predictions are meant to be explored. The tool does not include 
risk responses. Thus, it is not expected to do a complete risk 
management, but only a prediction and assessment in risks and 
failure modes. The case must be able to meet the target project 
specifications as explained in early sections. 

As a case, we had to find a case project with small 
development team with relatively low resources and little 
experience in risk assessment. Additionally, assessment of a 
project with Agile methodology was desired, as most of the 
small organizations prefer agile approaches. Thirdly, the 
project must be in early steps of development so the 
practitioners have to guess the risk levels without measuring 
the actual risks and failures. Otherwise, the result can be biased 
and misleading. Data collection in this case study is conducted 
in a first degree, direct (interview) [39] manner. It would be 
preferable to perform this interview in second degree, but due 
to limitations explained in next sections, this interview was 
performed with interactions. 

In the case study, we tried to answer the following planned 
questions. Answering these questions can help us explore the 
validity and quality of method and the tool. These questions 
are: 

1) Does this tool provide expected risk list for emergent 

software organizations? 

2) Are there any missing important risks? 

3) Does the proposed risk model represent real (possible) 

risk levels according to prior estimations? 

4) How difficult is it to use the tool? 

5) How long does it take to make an initial assessment of 

risks and failure modes? 

6) How realistic and accurate failure mode predictions 

are? 

7) Does the tool provide necessary insight for emergent 

software organizations? 

B. Setting of the Case 

As our method is opting to assist emergent software 
organizations with relatively less experience and knowledge in 
Software Risk Assessment at initial phase of a project, after 
considering three organizations, a small software company in a 
University Technology Zone is agreed to participate in the case 
study. The characteristics of this organization matched with the 
definition of immature software organization given by Paulk 
[40], [41]. This organization has seven personnel primarily 
working as a subcontractor for a larger organization developing 
solutions for a government organization. Hence, the 
organization has relatively little experience (only 5) on 
independent software development projects.  However, 
recently they obtained an independent contract for developing 
an Emergency Triage [42] Decision Support Software for the 
University Hospital. 

The goal of the project is to develop triage decision support 
software. This software should be able to categorize patients 

after the “Triage Nurse” initially evaluates them when they 
arrive to the emergency department. A patient is categorized 
into a priority class based on a triage nurse’s inputs and based 
on medical checks. The triage system that the software will 
implement is an already proven and accepted method, namely,  
the Canadian Triage and Acuity System (CTAS) [42] 5-level 
systems, with 5 priority categories. The software is only meant 
to serve as assistance, it should never take control from the 
user, as he/she should be able to override the software actions 
through his/her own professional judgment. At any time, the 
systems results can be overridden and life critical patients will 
be intervened outside of the system scope. Furthermore, the 
system will be delivered as a prototype and will not be fully 
operational until complete validation and verification; fully 
operational system will be developed if accepted. 

The system is planned and developed by using SCRUM 
[43] by a team of two developers and a team leader (SCRUM 
master). Intensive commitment exists from the part of the 
emergency department management and highly dedicated 
involvement during development is established by assigning 
two emergency experts for the development. A Java based 
framework is planned to be used in order to minimise 
portability problems. In order to facilitate user interface 
development, user interfaces are planned to be developed with 
Jigloo GUI Builder [44]. The triage system is planned to be 
integrated into the hospital’s information system should be able 
to acquire patient medical history to aid the triage process. As 
the database, MySQL is planned to be used. The reason for 
these choices is previous expertise on the technology of the 
team or ease of integration with the hospital information 
system. 

As there is not a formally defined risk management process 
in SCRUM the team has not conducted a traditional risk 
assessment. However, they have defined an initial set of 15 use 
cases as high level requirements such as View non-triaged 
patients, View triaged patients, Triage a patient, View patient 
medical history, etc. They have agreed that 3 (such as calculate 
triage category and assign treatment order of patient) of the 15 
requirements will be more difficult to develop. They have 
foreseen to conduct state based verification for the critical 
objects within the scope of these requirements.  However, they 
do not have any risk assessment output for the general software 
project risks. This is more or less typical for small teams 
working for with an agile methodology. They have considered 
a set of tools from the search engine including Jira [45], Risk 
Radar [46] and Risk Management Studio [47]. Most of these 
risk management tools will not provide a predefined set of risk 
and probable results, except for a number of risks limited to 
area like security. In contrast, our tool provides initial 
predefined software project risk factors with probability and 
impact levels based project attributes. 

C. Conduct of the Risk Assessment with the Tool 

The risk assessment is conducted with the team lead and 
developers and the method/tool developer in a 3-hour meeting. 
As the tool is currently in prototype state, the tool developer 
was present in order to explain the details of the use tool and 
explanation of the terminology used in the proposed risk 
register and use of the decision support techniques 
implemented. A set of informally prepared documents related 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

112 | P a g e  

www.ijacsa.thesai.org 

to the scope of requirements of the project and system proposal 
for the bid were present. Each risk item is evaluated for its 
probability and impact level by the team and agreed with 
various discussions. As most of the information in the 
discussion was tacit, the referral to documents was little. 

The tool’s graphical user interface has two stages. The first 
stage acquires general project information. In Figure 6, we 
provided the tool with this information and saved the progress. 

Later input stage of the tool is the evaluation stage with 
default probability and impact levels and practitioner defined 
probability and impact levels as demonstrated in Figure 7. 
These scales are continuous that are called “visual analogue 
scales” [48] which give the practitioner better control and 
comfort in ratings. After customizing probabilities and impact 
scales according to the case, the tool generates a risk matrix for 
new data alongside the risk matrix for default data. 

The team lead has made following observations during the 
conduct of the assessment: 

1) Initial risk register (128 risk) embedded in the 

method/tool was useful for them different from any tools the 

team lead had used in his previous experience such as Jira, 

Radar, etc. He agreed that most of the risk factors might have 

impact on the software projects in general. 

2) The historical data gathered from other practitioners 

used for generating approximate probability and impact levels 

helped the team to elaborate on their rating decision of impact 

and probability levels for each risk. In addition, the initial risk 

register provided guidance to rate risk factors for which they 

were unable to give levels either due to missing information or 

lack of consensus. 

3) Risk prioritisation automatically generated by the tool 

will help them to focus risk remedial actions in a more 

focused and efficient way. 

4) As scale rating, provided by a slider as 0-10 implicit 

levels was easy to assign for the practitioner intuitively rather 

than giving discrete 0-3 ratings. This visual assignment with 

more adjustments to the initial historical ratings eased the 

assign changes. (Note: This also provides us to make better 

predictions for specific failure types by the fuzzy prediction 

algorithm.) 

 

 
Fig. 6. Data register stage screenshot 

5) In fact, historically generated risk ratings were 

proposed by the tool to assist decision making, it became clear 

that for specific project and organization setting, there could 

be radical differences for some of the risks. Figure 7 

demonstrates these differences in this case. 

6) The team agreed that some of the risks they have not 

really thought about the triage project risk existed such as 

Backup Issues, Potential Increase in database size, and 

Security Risks. 

7) Overall risk score of the project calculated by the tool 

and potential failure type estimation provided by the tool may 

be used as adjustment factor for project cost, schedule and 

resource.
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Fig. 7. Evaluation stage screenshot

D. Results 

According to case data, High/Major Concern risks in 
custom risk matrix are available at Table 4. In addition, total 
quantitative risk score for case project is 50.30 that verbally 
can be categorized as “high” level. The qualitative value of 
high is a fuzzy value. A fuzzy value solves the problem of 
uncertainty with uncertain answer. For instance, Figure 9 
shows a peak point of 50/64 and 51/64 with the lowest point of 
0.1 in 33/64. It means the risk can be called 50/64 and 51/64 
risky (nearly high) most of the times, and with a very low 
possibility it can be called 33/64 risky (near mid). It also means 
the risk cannot be categorized as sub-mid and below 32/64 at 
all. The same also applies to all other fuzzy numbers in a 
similar manner. 

As mentioned in early sections, a failure mode analysis is 
also provided (Figure 8). According to the analysis of case 
data, the risk of failure for “Project Over-Schedule” in the case 
is low to medium.  Result of this analysis is represented in 
Figure 9. The result of failure mode analysis in a single 
iteration of risk assessment may not provide necessary 
information regarding the possibility of failure, as these results 
are more like relative results than absolute. 

This means the inference model is meant to be used as 
comparison model than an evaluating model. For a better 
comprehension regarding the project’s failure mode 
probabilities, all failure modes are calculated -using the tool- 
and compared. The calculations are done using both proposed 
risk values and practitioner defined risk values of the case. 
Figure 10 is a demonstration of the comparison. 

TABLE IV.  MAJOR RISKS IN PROJECT 

Risk Region Risk Region 

Low Knowledge and 
Understanding of Clients 
Regarding the 
Requirements 

I3P3 
Instability and Lack of 
Continuity in Project 
Staffing 

I2P3 

Team Member 
Unavailability 

I3P3 
Lack of Expertise with 
Application Area 
(Domain) 

I2P3 

Staff Turnover I3P3 
Dependency On a Few 
Key People 

I2P3 

High Extend of Changes 
in The Project 

I3P2 
Lack of Organizational 
Maturity 

I2P3 

Lack of Requirements 
Stability 

I3P2 
Need to Integrate with 
Other Systems 

I2P3 

Lack of Frozen 
Requirements 

I3P2 
Excessive Reliance On a 
Single Development 
Environment 

I2P3 

Requirements NOT 
Complete and Clear 

I3P2 
Misleading Estimation 
About Skills Of Workers 

I3P2 

Expansion of Software 
Requirements 

I3P2 Gold Plating I3P2 

Lack of Software 
Developer Competence 

I2P3   

As demonstrated in Figure 10, all failure mode ratings are 
in the range of 14/64 and 19/64 which can be represented in 
form of 22% - 29%. It can be concluded from the results that 
all failure modes are pretty far from being high, but relatively 
“Defects in Application” is more probable to occur than the 
rest. This can help the developer to generate a response to 
“Defects in Application” failure mode. This failure mode has 
been marked as relatively high in both predicted data and 
practitioner data. These results are proposed to guide the 
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developing teams to take more precautions regarding the 
related risks. But for a better observation, it is recommended 
for developing teams to keep observing the risks and 
performing failure mode analysis in every step of the 
development. Failure mode values are mostly intended to be 
used as a comparison value of a failure mode in different time 
spans. 

In a risk management cycle, it is very important to create 
responses for risks. As for this study, the response analysis is 
out of scope, but in this case study we decided to produce some 
suggestions to emulate a real risk management condition.  
Table 5 is a brief demonstration of possible and suggested 
responses in literature [6], without  considering root causes. It 
is important to point out that only risk responses addressing the 
root cause of some, namely organizational risks may be truly 
effective [49]. However, this study does not provide a root 
cause analysis. Therefore, it is not expected to have an accurate 
risk response analysis. 

TABLE V.  RISK RESPONSES EXAMPLE 

Risk Response 

Low Knowledge and 
Understanding of 
Clients Regarding the 
Requirements 

 Apply personal with domain knowledge. 

 Define a person responsible for requirements 

specification and prioritization. 

Lack of Software 
Developer 
Competence 

 Ensure that there is appropriate technical 

ability. Take into account the developers’ skills 

assigning tasks. 

Staff Turnover  At project start up, define undisputed areas of 
responsibility for all participants as well as the 

relational roles being instituted people 

management 

Misleading Estimation 
About Skills Of 
Workers 

 The management should have a concrete 

description about the capabilities of each 
member of development team while estimating 

for the scope, size, and cost of the project 

avoiding optimistic estimations.  

V. VALIDITY 

There are threats to validity and we try to address them 
based on categories of validity threats which are pointed out by 
[39]. First threat to validity (Construct validity) of this case can 
be considered as possible misinterpretations of risks during the 
assessment. Subject practitioners might misinterpret the 
questions under normal circumstances, but in this case study an 
interview was conducted in first degree and interruptions were 
made during the interview to assure correct interpretations. 

Another validity issue (internal) is correctly predicting risk 
factors and failure modes. No logical link is considered. The 
relations are indirectly established by data and via prediction 
method introduced. To get the more valid results and facilitate 
the use of the method, it is may be desirable to reduce risk 
factors as high cross correlations are observed. With further 
data, the method and relations can be improved. Also as 
pointed out by [50], it is not advised to use too many criteria in 
FIS. Thus, reduction of dimensionality in risk factors is 
expected to be effective in further validity of prediction. 

The case study is only valid for projects with agile 
methodology and organizations with lower maturity levels (1 
or 2) and cannot be generalised any further. Extending the 
project setting further can be a threat to the validity (External 
validity) of this case study. In order to extend the case study 
further, data must be improved to cover wider project settings. 
This research proposes risk assessment method and tool that 
the results might alter with different input data, but the logic 
behind the method will not change. It is important for future 
interested researchers to consider input data for training of the 
tool and do not rely on the exact same outputs. As mentioned 
earlier, this case study and whole study can be improved by 
improving input data and the validity of the tool improves as 
the data set improves. 

 

Fig. 8. Overschedule failure model risk

 
Fig. 9. Total project risk
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VI. CONCLUSION 

In this study, we introduced a tool for small sized software 
development teams, with ability of providing initial risk set and 
rating recommendations. Additionally, we provided a fuzzy 
method based tool to facilitate the risk assessment by factors 
and their consequences in form of failure mode analysis. In 
addition, the method produces an overall project risk rating. All 
this information is useful for small-scale software companies 
with limited resources, especially at project bid, initiation 
phases and acceptance decisions.  

 

Fig. 10. Failure modes results 

As explained in this case study, proposed risks and 
predicted scores are in mid to high level which are close to 
expert expectations. Another observation is based on 
comparisons of the automatically predicted failure mode scores 
(which are based on initial and automatically suggested risk 
ratings) and the predicted failure mode scores from practitioner 
manually altered input data shows a similar pattern in relatively 
high and relatively low failure mode scores. For instance, in 
both predicted failure mode scores (practitioner altered and 
automatically generated), the failure mode of “Defects in 
Application” poses a higher threat to the project and failure 
mode of “Customer not Satisfied” poses a lower threat to the 
project. Thus, in an overall conclusion, the method provides 
strong guidelines regarding the risk for practitioners and the 
steps of identifying, analysing and tracking risks. The method 
can possibly predict most common failure modes according to 
project data. 

The tools risk rating proposal and prediction accuracy will 
certainly improve and results that are more generalisable may 
be drawn, as the usage of the tool by practitioners will increase 
the number of data points used by the tool. In addition, 
prediction method has potential for further improvements in 
order to point out influential risk factors for various failure 
modes. Additionally, a deeper study on risks and their 
characterisations can be conducted similar to [51] in order to 
have better risk control and management phases in future 

studies. It is also planned to provide root cause study and 
therefore a risk response advice in next version. 
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APPENDIX A:   RISK FACTORS 

ID Unsorted Risk Statement Refere

nce 

ID Unsorted Risk Statement Reference 

1 Large Database Size [14] 65 Developing Wrong Software Functions [21], [29] 

2 Main Storage Constraint [14] 66 Developing Wrong User Interface [21], [29] 

3 High Platform Volatility [14] 67 Gold Plating (changing A Working Software) [21], [29] 

4 Bad Development Schedule [14] 68 Shortfalls In Outsourced Components [21], [29] 

5 Lack Of Analyst Capability [14] 69 Shortfalls In Externally Performed Tasks [21], [29] 

6 Lack Of Platform Experience [14] 70 Real-time Performance Shortfalls [21], [29] 

7 Lack Of Use Of Modern Programming Practices [14] 71 Bad Traceability [29] 

8 Low Usage Of Software Support Tools [14] 72 Insufficient Verification And Validation [29] 

9 Lack Of Software Developer Competence [14] 73 Customer Unsatisfied At Project Delivery [29] 

10 Project NOT Fit To Customer Organization [5] 74 Risk Reducing Technique Producing New Risk [29] 

11 Lack Of Customer Perception [5] 75 Catastrophe / Disaster [29] 

12 Project- Resource Conflict [5] 76 Incorrect Project Size Estimation [22] 

13 Customer Conflict [5] 77 Project Funding Uncertainty [22] 

14 Lack Of Leadership [5] 78 Rapid Change Of Job [22] 

15 Definition Of The Program (ambiguity) [5] 79 Change In Working Circumstances By Management [22] 

16 High Political Influences [5] 80 Hardware Default Changes [22] 

17 Inconvenient Date [5] 81 Requirement Postponement [22] 

18 Short Term Solution (lack Of Long Term Solution) [5] 82 Presence Of High Bugs/errors Count [22] 

19 Lack Of Organization Stability [5] 83 Technology Change [22] 

20 Lack Of Organization Roles And Responsibilities [5] 84 Underestimation Of Data Increase Due To Software 

Success 

[22] 

21 Lack Of Policies And Standards [5] 85 Lack Of Design And Development Tool Independence [22] 

22 Lack Of Management Support And Involvement [5] 86 Risk Of Intruders (hackers, Viruses, Trojan Horse) [22] 

23 Lack Of Project Objectives [5] 87 Misleading Estimation About Skills Of Workers [22] 

24 Lack Of User Involvement [5] 88 Lack Of Technical Feedback [22] 

25 Lack Of User Acceptance [5] 89 Compromise On Profit To Save Name [22] 

26 High User Training Needs [5] 90 Risk Of Economy Distortion [22] 

27 Large Project Size [5] 91 Expansion Of Software Requirements [23] 

28 Hardware Constraints [5] 92 Inaccurate Estimation Of Software Effort [23] 

29 Lack Of Reusable Components [5] 93 Low Knowledge And Understanding Of Clients 

Regarding The Requirements 

[24] 

30 Lack Of Cost Controls [5] 94 Incorrect Requirements [24] 

31 Lack Of Delivery Commitment [5] 95 Lack Of Frozen Requirements [24] 

32 Lack Of Requirements Stability [5] 96 Undefined Project Success Criteria [24] 

33 Requirements NOT Complete And Clear [5] 97 Conflicting System Requirements [24] 

34 Lack Of Testability [5] 98 Conflict Between User Departments [24] 

35 Implementation Difficulty [5] 99 Low Number Of Users In And Outside The 
Organization 

[24] 

36 High System Dependencies [5] 100 Instability Of The Client's Business Environment [24] 

37 Lack Of Response Or Other Performance Factors [5] 101 Dependency On A Few Key People [24] 

38 High Customer Service Impact [5] 102 Lack Of Staff Commitment, Low Morale [24] 

39 Data Migration Required [5] 103 Instability And Lack Of Continuity In Project Staffing [24] 

40 Lack Of Pilot Approach [5] 104 High Number Of People On Team - 

41 Lack Of Alternatives Analysis [5] 105 Low Team Diversity [24] 

42 Lack Of Quality Assurance Approach [5] 106 Lack Of Organizational Maturity [24] 

43 Lack Of Development Documentation [5] 107 Lack of Project leader's experience [24] 

44 No Use Of Defined Engineering Process [5] 108 High Extent Of Changes In The Project [24] 

45 Late Identification Of Defects [5] 109 Excessive Schedule Pressure [24] 

46 Bad Defect Tracking [5] 110 Inadequate Cost Estimating [24] 

47 Lack Of Or Bad Change Control For Work Products [5] 111 Poor Project Planning [24] 

48 Problem With Physical Facilities [5] 112 Ineffective Communication [24] 

49 Problem With Hardware Platform [5] 113 Improper Definition Of Roles And Responsibilities [24] 

50 Tools Unavailability [5] 114 Need To Integrate With Other Systems [24] 

51 Bad Project Management Approach / Method [5] 115 Inadequate Configuration Control [24] 

52 Lack Of Project Management Experience [5] 116 Low Quality Of Software And Hardware Supplier 

Support 

[24] 

53 Bad Project Management Attitude [6] 117 Excessive Reliance On A Single Development 

Environment 

[24] 

54 Lack Of Project Management Authority [5] 118 High Extent Of Linkage To Other Organizations - 

55 Team Member Unavailability [5] 119 Resource Insufficiency [24] 

56 Bad Or Low Mix Of Team Skills [5] 120 Intensity Of Conflicts [24] 

57 Lack Of Experience With Software Engineering Process [5] 121 Lack Of Control Over Consultants, Vendors ,sub-
contractors 

[24] 

58 Lack Of Training Of Team [5] 122 Massive User Stress [22] 

59 Lack Of Expertise With Application Area (Domain) [5] 123 Lack Of Project Delivery Milestones [22] 
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60 Development Technology NOT Match To Project [5] 124 Over-optimistic Technology Perceives [22] 

61 Lack Of Development Technology Experience Of Project 

Team 

[5] 125 Staff Turnover [22] 

62 Immaturity Of Development Technology [5] 126 Backup Issues [22] 

63 High Design Complexity [5] 127 Bad Preservation Of Intellectuals [22] 

64 Lack Of Support Personnel [5] 128 Inability To Secure Confidential Customer Data - 

APPENDIX B:  FAILURE MODE QUESTIONS 

Questions Questions 

How much the users are satisfied with the developed application? How much the users perceived that the system meets the intended functional 
requirements?  

How much is the overall quality of the developed application? How much system meets user expectations with respect to ease of use?  

How well the system was completed within budget?  How much system meets user expectations with respect to response time?  

How good the system was completed within schedule?  How much system meets user expectations with respect to reliability?  

How do you rate software defects?  How much the application developed is easy to maintain?  
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Abstract—High-Speed Downlink Protocol Access (HSDPA) is 

a mobile telephony protocol. It is designed to increase data 

capacity and transfer rate. This paper presents a resource 

allocation strategy in the HSDPA broadband network. An 

admission check is proposed. It divides the coverage area of a 

base station (Node-B) into several regions based on the principle 

of Adaptive Modulation and Coding (AMC) efficiency. 

The call admission control (CAC) mechanism distinguishes 

two RT and NRT traffic according to the type of service 

requested by the user. It dynamically allocates an effective 

bandwidth to each accepted call in the system based on its 

modulation efficiency and maintains its initial rate during its 

communication. 

Keywords—HSDPA Network; Admission Control; Performance 

Evaluation; Mobility 

I. INTRODUCTION 

To know the coverage and quality of the mobile network, 
price is not the only element that must be taken into account. 
We should also look at the coverage and quality of the 
operator’s network. Several factors can influence the reception 
quality of the mobile network, such as physical barriers, the 
distance from the user to the relay antenna and the number of 
people connected at the same time [1]. 

In order to provide the quality of service required and 
compare services, new mechanisms are needed. These 
mechanisms include resource reservation protocols, packet 
scheduling policies and admission controls. CDMA (Code 
Division Multiple Access) is the most advanced technique of 
multiplexing, intended to be used especially on third generation 
mobile telephony networks such as UMTS [2]. It is an access 
method where all users share the same frequency band 
simultaneously and all the time. The spread spectrum technique 
is used to assign to each user a unique code or sequence that 
determines the frequencies and power used. The signal 
containing the information of the transmitter is modulated with 
the sequence assigned to it, and then the receiver searches for 
the sequence in question. By isolating all sequences from other 
users (which appear as noise), the original signal of the user 
can then be extracted [3]. 

There are nevertheless different CDMA variants. The 
Wideband-Code Division Multiple Access (WCDMA) 
protocol is based mainly on the DS-CDMA (Direct Sequence-
CDMA), direct sequence spectrum spreading process [4]. In 
this type of spread spectrum, the information signal is directly 
modulated by a sequence or code called “spreading code”. This 

is the same technique as CDMA, using 5 MHz channels in 
UMTS. 

A WCDMA software extension called High-Speed 
Downlink Packet Access (HSDPA) was introduced to improve 
the rate of downlink where more information will be 
transported. With the HSDPA technique the throughput can 
reach 14 Mbps in the 3.5G network or HSP+ [5]. 

In this paper, we are interested in the study of quality (QoS) 
of service in the HSDPA broadband network extension of the 
UMTS-WCDMA network. The QoS depends directly on the 
quality of the radio channel associated with the mobile and 
varies according to its state (good or bad). This quality of 
service becomes too complicated to guarantee and varies 
according to the level of low or high mobility, and thus, 
depending on the type of intra or inter-cell mobility of the user. 
The HSDPA cell is decomposed into a finite number of regions 
of the same centre and each of them is associated with a given 
modulation (mean state of the transmission channel). 

We explicitly calculate the rate of migration of calls 
migrating from one region to another according to the 
estimated average number of active calls in this region and the 
probability of migration. In addition, the new mechanism will 
dynamically affect the bandwidth necessary to maintain the 
initial rate of a call (real or non-real time) regardless of its 
position in the cell. This mechanism gives more priority to 
migrating calls by reserving bandwidth only for them. The 
value of this band can be controlled by the operator according 
to the periods of mobility (strong or weak) of the network. 

The remainder of this paper is divided into six sections. 
After introducing, the HSDPA technique is presented in 
Section 2. Section 3 describes related work on mobility 
management and admission control mechanism for WCDMA 
and HSDPA systems. Section 4 presents a model of an HSDPA 
cell. In section 5, experiments and results are detailed. Finally, 
conclusions are presented in Sections 6. 

II. HIGH SPEED DOWNLINK PACKET ACCESS (HSDPA) 

To provide UMTS high bandwidth interactive, streaming 
and background services greater than 2 Mbps, 3GPP defined 
HSDPA (High Speed Downlink Packet Access) in Release 5 
[1]. While the maximum throughput allowed on a UMTS link 
is 2 Mbps for a bandwidth of 5MHz, the HSDPA, thanks to its 
16-QAM modulation, allows 10 Mbps. Thus, thanks to the 
introduction of the new 64-QAM modulation in Release 7, the 
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theoretical rate of 14 Mbps is possible via the HSDPA network 
[2]. 

The HSDPA technology is the software evolution of the 
WCDMA technology of the Release 99. It is equipped with a 
set of properties, the combination of which increases the data 
capacity as well as the transfer rate up to more Of 10 Mbps. 
Figure 1 shows system architecture with HSDPA. Among 
these properties, we find known techniques used in 
evolutionary standards such as the GSM/EDGE and defined by 
the following points: 

 The AMC adaptive modulation and coding technique 
allows adaptive transmission rate variation to 
compensate for signal degradation due to propagation 
conditions. However, the performance of this technique 
is quite sensitive to errors in the estimation of channel 
conditions and implicit delays in its transmission to 
Node-B [31]. 

 A fast hybrid retransmission method called Hybrid 
Automatic Repeat reQuest (H-ARQ): This method is 
seen as a complement to the previous AMC by 
providing the possibility of adjusting the transmission 
rate more finely. The Node-B transmits a data packet to 
the mobile. If after a certain time the latter does not 
send a positive acknowledgment (ACK, 
Acknowledgment) or if the acknowledgment is negative 
(NACK, Negative-Acknowledgment) then, the Node-B 
considers that the packet has not received and returns 
the same package again. The mobile keeps it and 
combines it with the packets retransmitted 
subsequently. This type of retransmission is called soft 
combining and there is another type called Incremental 
Redundancy [6]. This increases the probability of 
correctly decoding the information. 

 Fast packet scheduling algorithms: The two previous 
techniques make it possible to improve the 
performance of the radio link by changing the 
transmission rate according to the instantaneous 
characteristics of the channel. The scheduling 
algorithms allow selecting the cell users to whom the 
High Speed-Downlink Shared Channel data channel 
(HS-DSCH) must be allocated during an Interval Time 
Transmission (ITT) transmission time interval. Among 
the strategies for allocating radio resources called 
scheduling are Max C/I, PF (Proportional Fair) and 
FFTH (Fast Fair Throughput) [7]. 

 

 
Fig. 1. System architecture with HSDPA. 

III. RELATED WORKS 

This section describes the literature already existing in 
which this work derives its motivations. It deals with work, 
different models of performance, capacity calculation, mobility 
management and admission control mechanism for WCDMA 
and HSDPA systems. 

Numerous works have been developed in the literature to 
study the capacity of wireless networks. In [8], Zhang et al. 
presents a method for calculating the uplink capacity of the 
WCDMA system uplink [9]. The authors consider various 
factors, such as noise ratio, interference level and power 
control errors. This method calculates the capacity utilisation 
of the UMTS/WCDMA system on the basis of the probability 
of outage. 
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Moreover, in the work developed in [10], the capacity of 
the uplink is studied with two traffics: RT call is transmitted 
continuously, and NRT is transmitted in time-sharing. In [11], 
the author calculates the upstream link capacity of CDMA 
systems with an idealised power control that contains best-
effort applications, i.e. applications whose transmission rate 
can be controlled. The author allows a variety of services and 
therefore mobile terminals may have different qualities of 
services depending on the type of call. It guarantees the quality 
of service of calls in progress assuming that there is an access 
control exercised in order to prevent a new call from arriving 
when the system is saturated. 

The authors in [12] consider 2 traffics, namely, RT traffic 
and best effort. They then study the impact of best effort fixed 
bandwidth on the system’s Erlang capacity and show that a 
very low bandwidth reserved for best effort calls indicates very 
long call duration. 

In [13], they assume that RT calls have resources dedicated 
by the system, whereas NRT calls share free resources. They 
investigate the probability of blocking the new RT traffic calls 
and the expected residence time for NRT traffic calls on the 
two uplink and downlink transmission links with and without 
macro diversity. Then they propose a CAC (call admission 
control) in order to have a QoS for both traffics and give an 
extension of their work including the handover. 

In [14], a comparison was made with the maximum 
capacity obtained by the theory of information. The model 
describes a relationship between the data transmission rates 
and the amount of resources used in terms of power level in the 
above-mentioned systems. The authors present results that 
emphasise the importance of modelling the system by taking 
into account the arrival and the dynamic departure of calls.  

The authors in [15] define a new method by extending the 
classical Kaufman-Roberts formula in the CDMA system 
supporting best effort services. The services of this class can 
dynamically adapt their transmission rate according to 
interference. The authors use the Kaufman-Roberts formula to 
calculate steady state by setting transmission rates in the 
system. They give an approximation of a Markov chain 
irreversible by the reversible Markov chain and obtain lower 
and upper limits of probabilities of blocking of the new calls in 
the state of equilibrium. 

A new call is accepted by the CAC if it does not degrade 
the QoS of ongoing calls [16], [17]. The CAC in the third-
generation UMTS network has also been the subject of several 
researches [18, 19, 20, 21] for the uplink. 

In [22], the authors present a model for studying the HSPA 
system’s ability by combining the two uplink and downlink 
links with the presence of two classes of RT and best effort 
service. The best effort calls stay in the system for a long time 
if there are fewer free resources and leave quickly when they 
have more free resources. The authors analyse the 

HDR/HSDPA system by offering system performance and 
offer an admission control for best effort calls in both 
transmission links. 

In [23], Oleksandr presents the HS-SFN, a multipoint 
transmission schemes for HSDPA, which can increase the 
performance of HS-SFN. The author considers the HS-SFN by 
studying the radio resource management algorithms for 
HSDPA radio access network. The researchers in [24], have 
studied the 3 UK’s HSDPA network performance. The Iub 
backhaul capacity limitations have been analysed using 
Maidenhead HSDPA network example. 

The admission control is based on the sub-division of the 
cell into a finite number of regions and each region has a 
different modulation. It allows guaranteeing to each mobile its 
initial rate whatever its position in the cell or when the quality 
of its radio link becomes bad. The decomposition of the cell 
into regions has interested several researchers [25, 26, 27, 28]. 

IV. MODELISATION OF AN HSDPA CELL 

To better manage the bandwidth of the system, it is 
necessary to take into consideration the variation of the channel 
state. Users nearly to the station generally perceive a good 
quality of the channel and therefore a satisfactory quality of 
service. On the other hand, those who are far away, their 
quality of service have been degraded. We studied in this work 
the variation of the channel state using the HSDPA technique; 
WCDMA system software extension. Indeed, in the high-speed 
HSDPA network, the system dynamically adapts the quality of 
service according to the state of the channel perceived by the 
user. However, when the quality of the channel changes from 
good to bad, the user is at a degraded quality of service. We 
use AMC (Adaptive Modulation and Coding). This makes it 
possible to maintain a constant flow rate to the user regardless 
of his position and taking into account his mobility [29]. 

The transmitted signal is modified taking into consideration 
the quality of the signal through a process known as adaptation 
to the radio link, or AMC (Adaptive Modulation and Coding). 
The Adaptive Modulation and Coding becomes a standard 
approach in high-speed networks like High Speed Downlink 
Packet Access [31, 32, 33]. As mentioned in [34], the major 
idea of AMC is the dynamic change of coding and modulation 
coding depending on the conditions of the radio channel. 

The cell is divided into r regions of radius Rj. The area of 
the j-th region is Sj. Figure 2 shows how the HSDPA cell is 
divided into several modulation regions with AMC. We 
consider that the real-time (RT) and non-real-time (NRT) call 
arrival processes are independent. As well, service times are 

independent and exponentially distributed.     
 

 is the arrival 

rate of the new calls of class-c in region j. 1/μRT is the average 
duration of a real-time call. The NRT call duration depends on 
the average file size to be downloaded in E (Pay) bits [35], 
given by: 
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Fig. 2. The HSDPA cell divided into several regions with AMC. 

We recall that the cell is decomposed into r regions and in 

each of them we have two different pass bands    
  and    

 . 
This shows that there are 2r call classes in the system: r real-
time call classes and r non-real-time call classes. When a user 
changes his line to another before he finishes his service, we 
are talking about intra-cell mobility (between regions within 
the same cell). 

V. EXPERIMENTS AND RESULTS 

Some numerical results based solely on the path loss 
according to the distance between the Node-B and the mobile, 
are presented here. The HSDPA central cell is sub-divided into 
three regions with modulations: QPSK ½, 16-QAM ¾ and 64-
QAM ¾. The energy transmitted from a class-c bit by noise 
Ec/N0 is 3.4 dB for real-time calls and equal to 2.7 dB for non-
real-time calls. The constant bit rate for RT calls is RRT = 0.3 
Mbps and that of NRT calls is RNRT = 0.15 Mbps. In addition, 
we study the impact of low user mobility between regions. 
Users can move between adjacent regions and the average time 
in the region is 300 s. 

A. Impact of the scenario without intra mobility: 

The scenario without intra mobility is illustrated in Figures 
3 and 4. These two figures respectively present the 
probabilities of blocking RT and NRT calls according to the 
real-time call arrival rate for different modulation efficiencies. 
In both figures we remark that the probability of call blocking 
in region three where the modulation efficiency is QPSK is 
greater than those of the anterior regions (i.e. the 64-QAM and 
two 16-QAM regions). This is due to the fact that a user in 
region three requires more bandwidth than in the other regions 
for both traffics, i.e. 

   
     

     
    and      

      
      

 . 

 
Fig. 3. Probabilities of real-time call blocking according to RT call arrival 

rate. 

 

 
Fig. 4. Probabilities of real-time call blocking according to the NRT call 

arrival rate. 

 
Fig. 5. Total bandwidth and bandwidth usage based on RT call arrival rate. 
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Moreover, the main difference between the probability of 
RT and NRT call blocking classes is that there is more 
blocking for the RT calls. Because RT calls require more 
bandwidth in our digital environment than is required by NRT 
calls in the same region. These results are due to the fact that 
our resource allocation strategy gives more priority to calls 
coming from regions close to the base station than those in 
regions with low modulation, while maintaining the same 
throughput for all these calls. Total bandwidth and throughput 
utilisation are illustrated in Figure 5. As soon as a call is 
accepted by the CAC mechanism, the system must maintain a 
constant flow during its service. This implies that the total 
throughput of the system increases, and also that the total 
utilisation of the bandwidth increases. 

B. Impact of the mobility scenario: 

Let us now focus on the impact of the intra- and inter-cell 
mobility scenario on HSDPA performance. The probabilities of 
real-time and non-real-time call blocking based on bandwidth 
reserved for migrating calls is illustrated in Figures 6 and 7. 
This probability is improved with the improvement in this 
proportion; due to our CAC, strategy favours the mobility of 
newcomers by this proportion of resources. 

The probabilities of RT and NRT call loss due to 
bandwidth reserved for migrating calls is represented in the 
logarithmic scale in Figure 8. The loss of current calls occurs 
when they start from the high-modulation region (fewer 
resources per call) to the low-modulation region (more 
resources per call). 

 
Fig. 6. Probabilities of real-time call blocking based on bandwidth reserved 

for migrating calls. 

 
Fig. 7. Probabilities of non-real-time call blocking based on bandwidth 

reserved for migrating calls. 

 
Fig. 8. Probabilities of RT and NRT call loss due to bandwidth reserved for 

migrating calls. 

Figure 9 represents the probability of loss based on 
bandwidth reserved for migrating calls. The increase of the 
interference factor implies a decrease of the total flow and 
therefore a reduction in the space of call states. In addition, 
fewer calls will occupy the entire bandwidth of the system 
when inter-cell interference is considered. This degradation in 
the capacity of the HSDPA system confirms the result obtained 
in [36]. 
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We now assume that the service provider reserves    = 8% 
of total bandwidth for mobile call management. In addition, 
Figure 10 represents the total utilisation of the bandwidth 
occupied by the RT/NRT calls. In this figure, one notices the 
direct impact of the F-factor on the way the calls use the 
bandwidth. For an arrival rate equal to 0.04 calls/s, it can be 
seen that 55% of the bandwidth is used when inter-cell 
interference is high F-factor = 0.15. On the other hand, 73% is 
occupied when the interference is weak F-factor = 0.05, which 
exploits the capacity of the system by the current calls. In 
addition, Figure 11 compares the probabilities of losses for the 
calls in progress RT and NRT. The results are illustrated based 
on the arrival rate of new RT calls. The main point is that our 
CAC mechanism capable of keeping a low probability of loss 
for RT and NRT calls if there is less inter-cell interference. 

 
Fig. 9. Probability of loss based on bandwidth reserved for migrating calls. 

 
Fig. 10. Total bandwidth usage based on real-time call arrival rate. 

 
Fig. 11. Probability of loss based on real-time call arrival rate. 

VI. CONCLUSIONS  

In this paper we focused on analysing the HSDPA system 
as an extension of the 3G UMTS network. In the HSDPA 
broadband network, the modulation efficiency generally 
changes as a function of channel quality. In other words, good 
signal quality allows the user to be assigned as a high 
modulation with several bits per symbol and vice versa. 
However, when the modulation changes from high to low, the 
user is in a degraded rate. 

This problem is dealt with in this paper by the adaptation of 
the bandwidth when the modulation changes and in order to 
maintain a constant rate of the user independently of its 
position. The reservation of resources depends on what a 
service provider wants to do based on the traffic (minimise the 
probabilities of loss of calls during communication and the 
blocking of new calls). The service provider may change the 
value reserved for user mobility in periods of high or low 
mobility. We have shown that inter-cell mobility and inter-cell 
interference forces our CAC mechanism to allocate more 
bandwidth to the mobiles to achieve a constant rate. This 
reduces the space of possible system states and therefore, less 
total system throughput. 
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Abstract—Due to the availability of powerful image editing 

softwares, forgers can tamper the image content easily. There are 

various types of image forgery, such as image splicing and region 

duplication forgery. Region duplication is one of the most 

common manipulations used for tampering digital images. It is 

vital in image forensics to authenticate the digital image. In this 

paper, a novel region duplication forgery detection approach is 

proposed. By segmenting the input image based on the colour 

features, sufficient number of centroids are produced, that exist 

even in small or smooth regions. Then, the Least Significant Bit 

(LSB) of all the colours of pixels in each segment are extracted to 

build the signature vector. Finally, the hamming distance is 

calculated through exploiting the signature vector of image to 

find the dissimilarity. Various experimental results are provided 

to demonstrate the superior performance of the proposed scheme 

under some post processing operations such as scaling attack. 

Keywords—Digital image forensics; Region duplication; 

Forgery detection; Image authentication 

I. INTRODUCTION  

The trustworthiness of images is a vital role in many 
scopes, including court image forensics, medical imaging, 
criminal investigations, news media, etc. However, with a 
rapid development in digital cameras, accompanied by 
sophisticated image editing tools such as Photoshop, has 
allowed the content of the image to be changed simply and 
without leaving any perceptible signs of forgery. The fact that 
“seeing believes” is no longer true. For example, the malicious 
forged images may carry false information, published over the 
network and mislead the public. Some criminals create fake 
evidence of tampering with images, which has a certain impact 
on social stability. This brings a new challenge toward 
implementing digital image forensic methods to answer the 
question: If a digital image has been retouched, what regions 
have been forged in the image? 

Digital image forensic is employed to analyse the integrity 
and authenticity of the images. The digital image forensics 
methods can be divided into two categories: (1) active 
forensics and (2) passive forensics, respectively. The main goal 
of active methods is to embed watermark or digital signature in 
the protected digital image. Tampering attack simply destroys 
these signals. However, there are many imaging devices that do 
not have the function of embedding the digital watermark or 
signature. 

Active image forensics methods focused on two methods: 
(1) data hiding (digital fingerprinting and digital watermarking) 
and (2) image signature (robust image hash). The major 
drawback of the data hiding is the necessity of inserting hidden 
information into the image, which destroys the original content 
of the image. 

Passive forensics examine whether an image has been 
affected by any form of modifications, after it was initially 
produced. Investigating the processing history of any image 
and then localising forged regions from the image is the 
principal research objectives in image authentication. 
Furthermore, passive forensics can examine whether a received 
image has undergone by certain tampering operations without 
relying on any prior information about the original image. It 
accomplished by analysing intrinsic traces, which left by 
imaging devices. Then, identifying inconsistencies in signal 
characteristics [1]. Two main functions of passive methods are 
image forgery detection [2] and image source identification [3]. 
They are based on the fact that forgeries could bring the image 
into specific detectable changes. 

II. RELATED WORKS 

When a digital image is regarded as a piece of occurrence 
of depicted event, there is a demand to verify the 
trustworthiness of image. This means that the image has to be 
authentic to ensure that the image content has not been 
modified and the depicted scene is a valid representation of the 
real world. For instance, suppose that a photograph is 
published in a reputable digital newspaper. The responsible 
editor cannot make a decision whether the image has been 
tampered with or not. This decision depends on the type of 
authentication methods for digital image forensic [4]. Two 
main types of authentication methods in digital image forensic 
have been explored in the literature: (1) active methods [5-10], 
and (2) passive methods [2, 11-14]. 

In active methods, the image formation process is 
purposely modified where; digital authentication information is 
embedded into original image at the acquisition step. This 
information is extracted during the authentication step for 
comparison with reference authentication data. The 
authentication information may be used to verify whether an 
image has been forged in forensic investigations. There are two 
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types of techniques in active approach: (1) image signature and 
(2) imperceptible watermarking. 

a) Image signature is a non-invasive analysis approach 

for image authentication. It consists of extracting robust 

features from the image at the sender side and encoding these 

features to produce an image signature. It has a strong 

distinguish ability of detecting secret messages from the 

image. The former emphasise both robustness and sensitivity 

in image signature. The robustness of signature could be 

against non-malicious attacks such as JPEG compression, 

adding noise and image filtering. Sensitivity of image 

signature could resist the changes caused by malicious attacks 

such as region duplication forgery with rotation, scaling or 

blurring. It aims to select features from the image to generate 

imperceptible signature, by assuming that those features are 

secured from passive or active attacks [6]. 

b) Digital watermarking aims to protect the copyright 

of digital image. Many watermarks for image are sensitive to 

forgery attacks. Slight malicious distortion will destroy the 

watermark and prevent the detection of tampered regions. 

However, the distortion of the digital image could be a 

malicious attacks like rotation, scaling and blurring [15]. 

In the past few years, digital watermarking has been 
applied to authenticate and localise tampered regions within 
images [9, 10, 16, 17]. Fragile and semi-fragile digital 
watermarking techniques are often utilised for image 
authentication. Fragile watermarking is appropriately named 
because of its sensitivity to any form of attack even slight 
modification. In contrast, semi-fragile watermarking is more 
robust against various editing attacks. It can be used to verify 
tampered content within images for both malicious and non-
malicious attacks. In addition, semi-fragile schemes verify the 
integrity of the original image, as well as permitting alterations 
caused by non-malicious modifications such as image 
formation processes. Moreover, semi-fragile watermarking 
focused on detecting intentional attacks than validating the 
originality of the image [8, 10, 18]. 

In passive methods, the key idea is detecting forged regions 
in the suspected image. The forgery detection is done by 
analysing pixel level correlations based on the operation used 
to create a tampered image. Forgery detection techniques can 
be categorised into three groups: (1) image splicing [19, 20], 
(2) image retouching and (3) region duplication forgery. 

1) Image splicing adds a part of an image into another 

image in order to hide or change the content of the second 

image [21]. 

2) Image retouching modifies an image by improving or 

reducing features without changing the image content 

significantly [22]. 

3) Region duplication forgery is defined as copying a 

region of an image and moving it into different area of the 

image. The duplicated regions could be post-processed with 

some transformations such as blurring, rotation and scaling. 

This leads it more difficult to detect [4, 23-25]. 
According to these types of forgery, a different type of 

image retouch might be performed through hiding an external 

information into the image in what is known as steganography. 
The traditional types of steganography techniques are used; the 
LSB of the image’s colours to hide the external information 
[26, 27]. These changes in the LSBs of the image’s colours will 
certainly cause a distortion in the image quality and may lead 
to change some details of objects in the image [27]. 

In the literature, there are two types of region duplication 
forgery detection algorithms: block-based method and keypoint 
based method. In block-based method, the process of detection 
method starts by dividing the image into overlapping blocks 
and extracting the features of each block. For instance, 
(Bayram et al., 2009) [28] used Fourier Mellin Transform to 
generate feature vectors for locating forged regions. (Lin et al., 
2011) [29] proposed a forgery detection technique based on 
Hessian features and Discrete Cosine Transform (DCT) to 
locate forged regions. Ryu et al., 2013 [30] proposed a 
detection system based on Zernike moments. Zernike moments 
are used to extract the feature vectors of an image block. Then 
the features are sorted lexicographically and adjacent vectors 
are located. 

When block-based methods divide image into blocks to 
extract features, keypoint-based methods extract features from 
local interest points in the image. These features are computed 
only on the image itself, without any division, and the extracted 
features vectors per keypoint are compared with each other to 
find similar keypoints. Two well-known keypoint-based 
methods are: Scale Invariant Transform Methods (SIFT) [31, 
32] and Speeded Up Robust Features (SURF) [33, 34]. One of 
the state of art of keypoint based methods is (Amerini et al., 
2011) [32] that proposed a novel method based on SIFT, which 
is able to examine region duplication forgery and image 
splicing. It has high reliability when detecting forged images 
under some post processing operations such as scaling. 

The main goal of this paper is to authenticate the image 
with localising the forged region by extracting image signature 
from colour features. The proposed method is a block-based 
method, where the image is divided into segments and each 
segment is retained by square block to extract features later. 
The specific contributions are: Firstly, the image is divided into 
segments based on the colour palette and combined with 
signature vector of LSB for each segment to obtain more 
robust clues. Secondly, in order to detect forged regions, an 
improved detection step is applied, which tries to retain all the 
potential irregularities in signatures between tampered image 
and the original signature received from the sender. Finally, 
based on the Hamming distance obtained between signature 
vectors of LSBs, the localisation of the forged regions step is 
performed. 

The outlines of the paper are organised as: Section 3 shows 
the framework of region duplication forgery detection method 
and then explains each phase in details. In Section 4, 
experimental results are conducted. Finally, the conclusions are 
shown in Section 5. 

III. PROPOSED MODEL 

A novel method for image authentication has been 
proposed. The main objective of the proposed method is 
detecting forged regions under scaling and blurring. These 
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regions can be uniform regions and non-uniform regions. 
Uniform regions are used to hide contents in the image by 
forgers, while non-uniform regions are used to clone regions. 

The poroposed method consists of two phases: Phase 1 that 
is creating a signature for the coloured bitmap image (.bmp) 
from the Least Significant Bit (LSB) of the pixels’ colours in 
the pre-selected segments. And Phase 2 that is detecting the 
forged regions in the image that was sent by the sender using 
the signature created in Phase 1. Figure 1 depicts the general 
diagram of the two phases of the proposed model. 

 
Fig. 1. General diagram of the two phases of the proposed model 

To give a deep look in the two phases of the proposed 
model and the operations that are implemented in each phase, a 
detailed explanation will be stated later with an experimental 
example for each operation. 

Phase 1: Create Signature 

At the sender side, five necessary steps are applied in this 
phase to create a signature (signatures) from the input image. 
First, do a segmentation operation to determine the distinct 
segments in the input image. Second, determine the centroid of 
each segment. Third, represent each segment as a two-

dimensional matrix of size (99) pixels. Forth, extract the 
LSBs of the colours of pixels in each segment. Fifth, use these 
bits to construct the desired signature. The implementation 
details of each step are given below: 

Step 1: The input image is passed through the segmentation 
operation to determine all the segments in the image. To 
achieve good segmentation results, a technique for selection of 
primitive colour features will be of great idea to extract objects 
from images. Particularly, the forgery could be applied in 
existing objects in the image. Based on this issue, a region 
growing segmentation based on colour features is applied as 
described in [35]. First, the image is transformed from RGB 
into YCbCr colour space using the following equation: 
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Second, region growing for each pixel with its 
neighbouring pixels is generated based on similarity criteria. 

The similarity of a pixel to its (33) neighbourhoods are 
calculated as follows: 
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where, x is the intensity value of Y, Cb, Cr, and  ̅ is the 
mean value of x. The total standard deviation is      
   

    
, then the standard deviation is normalised to [0, 1] by 

   
 

      
  where max(   is the maximum of the standard 

deviation in the image. Finally, the similarity of a pixel to its 
neighbours is computed as       . Figure 2 shows the 
original input image and the corresponding segmented image. 

  
  (a) The original input image                (b) The segmented image 

Fig. 2. Implementation of segmentation operation: (a) The original input 

image and (b) The corresponding segmented image. 

Step 2: Find the centroid for each one of the segments that 
have been determined in the segmentation operation. The 
centroid of each segmented region in the image has coordinates 
  ̅  ̅ , it can be located as follows: 

                ̅  
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Here,   ̅  ̅   is the coordinates of the centroid of the 
differential pixel of region dA in the image. Figure 3 shows the 
centroid of each segment that is determined in the 
segmentation operation. 

 

Fig. 3. Centroid of each segment that is determined in Fig. 2 (b) 

Step 3: Represent each segment as a two-dimensional 

matrix of size (99) of pixels. Figure 4 shows an example of 
the representation of the image segment in Figure 2(a). Where 

each cell of the (99) matrix represents three numeric values of 
the Red, Green and Blue colors of the corresponding pixel in 
the cell. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

129 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 4. Representation of the image segment as two-dimensional matrix of 

size (99) 

Step 4: Extract the LSB of each using the mathematic 
formula (4). Where each colour of the pixel represents 1-
byte=8 bits. Hence, LSB technique [7] is the most common 
method for embedding messages in images. The LSB of each 
pixel of an image may be replaced with some bits. 

 LSBColor = Color mod 2              (4) 

In Figure 4 the LSB of each of the three colours (32, 101, 
26) is as follows: 

LSBRed   = 32 mod 2   = 0 

LSBGreen = 101 mod 2 = 1 

LSBBlue   = 26 mod 2  = 0  

Step 5: Create a signature (Signatures for the sender) as a 
chain of LSBs that are extracted from the colours of pixels in 
all segments of the image. The LSBs of the pixel colours are 
extracted by passing through the image’s segments and the 
segment’s pixels sequentially (row by row) from the top-left to 
the bottom-right. The index of the extracted LSB of each of the 
three colours of the pixel is calculated using the three 
mathematical formulas (5), (6) and (7) respectively: 

     LSBIndexRed   = (SegNo  SegSize) + (PixNo  3)          (5) 

     LSBIndexGreen = (SegNo  SegSize) + (PixNo  3) + 1          (6) 

    LSBIndexBlue   = (SegNo  SegSize) + (PixNo  3) + 2          (7) 

where, SegNo is the segment number in the image: 0… 
(NoOfSeg -1), NoOfSeg is the number of segments in the 
image. SegSize is the number of colours in each segment, 

which is equal ((99)3). PixNo is the pixel number in each 
segment: 0…80. 

The indices of the three colours showed in Figure 4 are 
calculated using the above mathematical formulas (2), (3) and 
(4), where SegNo = 19 and PixNo = 39: 

     LSBIndexRed   = (19(99)3) + (393)        = 4734 

     LSBIndexGreen = (19(99)3) + (393) + 1  = 4735 

    LSBIndexBlue   = (19(99)3) + (393) + 2  = 4736 

The indices of the LSBs of the above three calculated 
colours in the chain of LSBs of the signature Signatures: 

Signatures: 
Indices:     4734 4735 4736   

LSBs:   …  0 1 0 …  

 

The total number of bits in the signature is calculated using 
the mathematical formula (8) and the size of the signature (in 
byte) is calculated using the mathematical formula (9): 

TotalNoOfBits =  NoOfSeg  SegSize           (8) 

SizeOfSignature  round (TotalNoOfBits / 8)           (9) 

Phase 2: Check Image Authentication 

The same five steps in Phase 1 are applied at the receiver 
site to create a signature (signaturer) from the received image. 
And to check the authentication of the received image, the 
following additional steps should be implemented after that: 

Step 1: Make a comparison between the two vectors of 
signatures (signatures and signaturer). If signatures and 
signaturer have different TotalNoOfBits, this means that there 
are different number of segments that have been found in the 
received image through the segmentation operation in Step 1 of 
Phase 1. Therefore, the received image was certainly changed 
by such a forger. The type of effect that made by the forger is 
one of the following two situations: 

a) If TotalNoOfBits(Signatures)  TotalNoOfBits(Signaturer), 

this means that some distinct details (objects) in the image 

sent have been disappeared in the received image. 

b) If TotalNoOfBits(Signatures)  TotalNoOfBits(Signaturer), 

this means that some distinct details (objects) appeared in the 

received image which did not exist in the sent image. 

But, if signatures and signaturer have equal TotalNoOfBits, 
still there is a probability of changes that might be existing at 
the level of LSBs in each segment. 

Step 2: Using the Hamming distance metric (Hdistance) to 
calculate the number of bits that changed in the signaturer with 
corresponding bits in signatures. The Hamming distance metric 
(Hdistance) is calculated using the formula (10). 

          ∑ [                              ] 
               
             (10) 

Now, based on the Hdistance value, if Hdistance = 0 then go to 
Step 3. Otherwise, go to Step 4. 

Step 3: No forgery found and the received image is 
authenticated. 

Step 4: To determine precisely the segment in the image, a 
pixel in the segment and even which one of the three colours 
(Red, Green, and Blue) of the pixel that is changed by the 
forger. Hamming distance chain (HCdistance) of bits found using 
the formula (11), where k=0…TotalNoOfBits. 

HCdistance(k) = Signatures(k) XOR Signaturer(k)        (11) 

Any bit has value 1, in HCdistance, means that the bit in this 
index in the signaturer is different from the corresponding bit 
value in the signatures. But if the bit has value 0, in HCdistance, 
this means that the values of the bits in both signatures and 
signaturer on this index are equal. Now, to find the segment 
number, the pixel number in the segment and the colour in the 
pixel, the following three mathematical formulas (12), (13) and 
(14) be used: 

                                              (12) 
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                                            (13) 

      {

                              

                                

                               

        (14) 

As a result, forged region is determined based on 
dissimilarity criteria between two vectors of signatures. Figure 
5 shows an example of detecting forged region subjected to 
add a new object to the original image in Figure 2 (a). It is 
shown that the desired colors of pixels in the segment have 
really changed. 

 
Fig. 5. Example of detecting forged region subjected to add a new copy 

moved object 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

The proposed method was evaluated on a computer with a 
32-bit CPU 4.0 GHz and 8 GB of RAM. The proposed method 
was implemented in Matlab 2013b and C sharp programming 
language. The performance of the proposed forgery detection 
method was evaluated on dataset named MICC-F220, F600 
[32]. It is a well-known benchmark for evaluating existing 
region duplication forgery methods as mentioned in “related 
works” section. The dataset consists of 220 images, 110 
original images and 110 forged images. 

Two types of region duplication forgeries are currently 
used: the first one is a normal region duplication forgery which 
is performed by copying and moving the desired region to 
another region. The main goal for this type of forgery is to: a) 
add objects or b) hide objects. The second type of this forgery 
is a more complicated: some part of the image is copied, but 
before being pasted to another region, a pre-processing 
operation is applied to the copied part. Some of pre-processing 
operations are scaled and blurred that make forgery detection 
more challenging. Figure 6 illustrates some samples of region 
duplication forgery detection for different types of region 
duplication forgeries with the proposed algorithm. 

Hence, the purpose of image forgery is to add or hide an 
object in the image content. Based on the colour segmentation 
method as described in Phase 1, the forged image may have 
more detected segments related to the new objects as shown in 
Table 1. For instance, more centroids of segmented regions are 
detected in the forged Giraffe image. Moreover, hiding any 
content of the image may hide some important segments in the 
images. This leads to decrease the number of detected 
centroids of segments in the forged image as shown in the 
forged Watch image. In some other complicated forgery cases, 
when the forged image has forged regions with scaling and 
blurring, the detection phase in the proposed method is based 
on the check of the LSBs of the pixels in the detected segments 
as shown in warrior and Christmas-hedge images. As a result 

of detection phase the forged region in the suspected image is 
detected with blue square block as shown in Table 1. 

To evaluate the accuracy of the proposed method, the 
robustness of the proposed technique against scale attack are 
examined. Different Scale Factor (SF) (SF = 0.4, 0.6, 0.8,-0.4, -
0.6 and -0.8) are respectively applied to the original part of the 
image before moving and pasting it to another region. Figures 
7 and 8 indicated the detection results of the proposed method 
under scale up and down attacks. 

In addition to that, the detection rates: False Positive Rate 
(FPR) and True Positive Rate (TPR) are calculated for all the 
images in the MICC-F220, F600 dataset. TPR is defined as the 
ratio of forged image that correctly identified, while FPR is 
defined as the ratio of original images that are not correctly 
identified. Table 2 demonstrates that the proposed method 
gives good results in terms of FPR & TPR even when applying 
different scaling factors on all the images in the dataset. 

 

 
Fig. 6. Images used in the experiments: (a) Add an object in the image, (b) 

Add an object under scale up attack (with scale factor =0.4), (c) Hide an object 

under scale down attack (with scale factor=-0.6) and (d) Add a blurred object 

(with blur radius=0.3) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

131 | P a g e  

www.ijacsa.thesai.org 

TABLE I. NUMBER OF DETECTED SEGMENTS IN THE ORIGINAL AND 

FORGED AGAINST VARIOUS ATTACKS. 

Image 

Number 

of 

centroids 

Type of 

attacks 
Detection results 

Giraffe 

Original 177 
Normal 

add 

object 

 

Forged 182 

Warrior 

Original 354 
Add 

object 

under 
scaling 

up 

 
Forged 355 

Watch 

Original 81 Hide 

object 

under 
scaling 

down 

 

Forged 80 

Christmas-

hedge 

Original 175 

Add 

object 

under 

blurring 

 
Forged 176 

 
Fig. 7. Detection results of the proposed method for the a) Original image 

under various Scaling up Factors (SF) attacks: b) SF=0.4 c)SF=0.6 d)SF=0.8 

 

Fig. 8. Detection results of the proposed method for the a) Original image 

under various Scaling down Factors (SF) attacks: SF=-0.4 c)SF=-0.6 d)SF=-0.8 

TABLE II. THE DETECTION PERFORMANCE SCALED REGION DUPLICATION 

FORGERY FROM 50 SAMPLE IMAGES ON MICC DATASET. 

Scale 

up 
Average 

TPR 

Average 

FPR 

Scale 

down 
Average 

TPR 

Average 

FPR 

0.2 0.95 0.03 -0.2 0.96 0.02 

0.4 0.94 0.035 -0.4 0.95 0.03 

0.6 0.92 0.05 -0.6 0.94 0.035 

0.8 0.92 0.06 -0.8 0.92 0.05 

1 0.90 0.06 -1 0.92 0.06 

To compare the performance of the proposed method with 
the state of the art, two key approaches were used as baselines: 
1) keypoint based methods: (Amerini et al., 2011) [32], 
(Mishra et al., 2013) [33] and block-based method: (Li, J. et al, 
2015) [63] . As seen from Table 3, the proposed method 
achieved a good detection rate in terms of TPR=94.5% and 
FPR= 6 %. In comparison, Amerini et al. method [32] achieves 
around 100% and of 8%. 

The proposed method reduces the false positive rate while 
still maintaining a high true positive rate, as shown in Table 3. 
Here, it  can be seen that TPR of the proposed method is better 
than some keypoint based methods: [33] and block-based 
method: [63] . In case of FPR, the method reduced the false 
positives 2% less than Amerini et al. method [32] to achieve 
robustness and reliability of detecting forged images. In Table 
3, Mishra et al method [33] gives less FPR than the proposed 
method due to SURF features. 

TABLE III. AVERAGE TPR AND FPR VALUES IN (%) FOR EACH METHOD 

USING MICC DATASET. 

Methods TPR% FPR% 

(Amerini et al.,2011) [32] 100 8 

(Mishra et al., 2013) [33] 73.64 3.64 

(Li, J. et al, 2015) [63]  88 13.8 

Proposed method 94.5 6 

V. CONCLUSION 

In this paper, the image authentication method for detecting 
different types of image forgery is introduced. In the proposed 
model, the colour based segmentation and LSB of colour pixels 
were used to extract the image features, and all the extracted 
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LSBs are used to generate image signature. Then, forgery 
detection is developed and tampering localisation method is 
employed using Hamming distance. Experimental results show 
that the proposed method is robust against some post 
processing distortions such as scaling. The proposed method 
can detect the changes in the image signature caused by 
malicious attacks such as region duplication forgery or hiding 
some content in the image. 

The proposed method struggles to detect rotated forged 
regions due to the weakness of LSB features against this type 
of forgery. The future research will focus on rotation invariant 
features. 
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Abstract—Business executives around the globe have 

recognised the significance of information technology (IT) and 

started adopting IT in their business processes. Firms always 

invest in adopting latest technologies in order to comply with the 

customer requirements despite of heavy investment companies 

are unable to avail optimum benefits from the underpinning 

technologies. Consequently IT does not support business the way 

it should have been and hence a misalignment between business 

and IT is created. In the current study various factors in a Saudi 

financial institution have been discussed and assessed that 

perturb alignments in both the entities. In the research study 

questionnaire approach has been used which is an effective tool 

to collect qualitative data.  Finally, some recommendations have 

been suggested to bring business and IT into an alignment. 
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I. INTRODUCTION 

In today’s business world business executives recognise the 
importance and value of information technology (IT). The 
rapid growth in technologies has forced firms to adopt 
technologies in order to automate business processes and fulfill 
customer demands. Despite of spending heavy amount on 
acquiring technologies businesses are unable to avail optimum 
benefits from the technologies. Many researchers and 
practitioners have discussed various reasons and all of them 
agree that there is a misalignment between business and 
underpinning technologies.  

Researchers and practitioners have been working in 
figuring out the reasons for misalignment for a long time and 
developed various models. A strategic alignment model [1] 
describes how business and IT strategies and organizational 
infrastructure assist in achieving alignment between business 
and IT. In the model, four domains were discussed that are 
interlinked with each other and one domain impacts on other. 
The four domains were expanded into 12 dimensions in a 
model proposed by [2]. Some informal aspects of alignment 
have been discussed in a model proposed by [3] which was not 
indicated earlier in the four domains model.  In an empirical 
study [4] barriers have been listed that help to achieve 
alignment between business and IT. Other studies have 
discovered different organizational factors including 
communication, top management support and commitment, 
organization structure, training, organization culture, project 
management [5][6][7] and governance of IT [8]. In a study of 
alignment [9], described pattern of alignment is based on three 

factors, namely, (1) complexity, (2) co-dependency, and (3) 
conflicts. In order to bring business and technology into 
alignment a co-evolutionary framework was developed by [23] 
in which different layers in organizations were discussed. The 
alignment between business and IT is important in order to 
maximise the value that technology creates in business [24]. 
When business is separated from IT organizations they cannot 
extract the value of IT and consequently performance is badly 
affected [26]. As the alignment is discussed at functional and 
strategic levels, [25] an approach is proposed to align business 
processes and supporting software at functional level. A co-
evolutionary theory using complexity theory presents 
sustainable IS alignment which occurs only when 
organization’s IS co-evolves with organization [10]. A 
framework presented by [35] explains the dynamic business 
requirements for co-evolution of business and IT.  Another 
study states that there is a co-alignment between service 
innovation and IT, i.e. internally there should be consistency 
between business processes and required technologies [11]. In 
a study, antecedents of business and IT were studies and it was 
found that sharing of domain knowledge, confidence in IT and 
planning in organizations were the factors for alignment in 
business and IT [12]. In order to achieve business goals 
organizations consider business-IT alignment as a major factor 
and IT as an enabler [30]. It is important to understand in 
organizations, business and IT executives who have strengths 
in respective areas always design strategies in isolation and in 
turn alignment occurs. A model has been developed by [31] 
that provide an environment to develop a generic strategy 
which shows the dependencies of business and IT. The 
dependency of elements in both business and IT are more 
transparent and allows influencing each other. Business-IT 
alignment within business goals and strategy is a key to a 
success in a company [36]. 

II. ORGANIZATIONAL CRITICAL FACTORS 

Traditionally, organizations have been striving to design 
and develop effective strategies to bring business and IT into 
alignment.  Nevertheless, despite of developed strategies and 
huge investment, organizations are unable to avail optimum 
benefits of the investment. It appears that there are other 
factors also which contribute in business and IT alignment. 
Researchers and practitioners have described different factors 
that ascertain value of IT and business on one hand (and 
perturb the alignment between) and IT on the other [20][21]. 
Below are the most stated critical factors that affect alignment 
between business and IT.  
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A. Structure 

In order to keep the control over computing resources and 
information, organizations tend to centralise resources. The 
centralisation of information causes delay in making right 
decision on right time and/or information arrives late to the 
targeted audience. Organisation structure becomes a perturbing 
factor when it comes to make strategic decisions for 
implementation of business and IT. If organizational structure 
is hierarchical then information flow at every level could help 
in readily decision making and implementation in organization.  
This may create efficacy and impact on value of business and 
IT [22]. In a centralised structure the commitment of top 
management is crucial as it is essential for business-IT 
alignment [32]. Also it is important for business executives to 
be knowledgeable in IT in order to evaluate investment in IT to 
realise in organization [33].   

B. Planning 

It is vital that business executives and IT people plan 
strategies with mutual consensus and coordination. Since 
business requirements and dynamics keep changing therefore 
change in strategy should be communicated to IT people so 
that underpinning technologies are aligned with the business 
requirements. This can be achieved when business strategic 
goals are well understood by business and IT people and their 
planning support business objectives. However, merely proper 
business and IT planning is insufficient and business-IT 
alignment can be achieved provided business and IT strategies 
have been propagated further down in organization [18]. An IT 
alignment planning connects the business strategic goals with 
IT strategies and resources [28]. 

C. Resources 

Business-IT alignment perturbation depends on human and 
financial resources. A paucity in any of the resources may 
result in misalignment between both the entities. The quality of 
skilled IT staff is essentially required for proper 
communication with top management and for latest 
technologies [34].  At times available resources do not bring 
the desired results to the organization; then it is necessary to 
reallocate the resources and try to establish an alignment 
between business and IT. Being valuable resources to 
organization IT staff and business executives should have 
capability to configure and change resources to maintain 
alignment between business and IT.  

D. Technology 

Organizations find difficulties to align technologies with 
business strategies as the latter change more frequently. This 
creates a misalignment between business and IT as financial 
constraints do not allow to replace or to change in technology 
infrastructure. Technology infrastructure that consists of 
software, hardware, networking and telecommunication is 
considered as an essential factor to keep alignment between 
business and IT. For maintaining business-IT alignment 
organizations should demonstrate some mature IT governance 
[19].  

As the new business models are developed in organizations 
new technologies are required to support such models. 
Business processes and supporting technologies need tight 

integration so that alignment between business and IT can be 
maintained. 

E. Communication 

Communication is used to bring business and IT into an 
alignment. Business executives should communicate any future 
business strategies to IT staff in order to get technology support 
for the required business processes. Researchers and 
practitioners consider communication as a main source of 
alignment between business and IT and suggest developing 
communication channels between both domains [17]. There 
should be a common means of communication among the 
stakeholders in order to prevent from any perturbation between 
the two entities. An effective communication is a tool for 
sharing knowledge in both the entities, i.e. people from 
business and information technology units should exchange 
domain knowledge in order to align both the domains [27]. 

F. Change Management 

When an organization needs to make changes, business and 
IT executives make decisions based on their knowledge and 
experience, but some elements of both the entities may not be 
visible to them which can have an impact in result of their 
decisions. This change requires proper management in order to 
keep alignment between business and IT. It is important for 
organizations to adapt changes that may impact on different 
components of business and supporting technologies [29]. 

In order to know the level of alignment in organizations a 
financial institution in Saudi Arabia was selected in which 
different factors were evaluated. To collect data from different 
employees in the organization a survey instrument was 
developed and distributed to all levels. 

III. RESEARCH METHODOLOGY 

In this study, it was considered survey as an appropriate 
and useful tool for collecting data from different employees so 
that information can be extracted in the same manner [14]. In a 
pre-arranged meeting with the management of the institution, 
we explained the purpose of the study and spotted the target 
staff in different departments from lower to higher levels in 
different departments. A survey instrument was designed that 
comprised of questions mainly in view of the organizational 
factors that may perturb alignment between business and IT. 
There were 93 questionnaires distributed by emails and by 
hand to the identified and targeted people in the financial 
institution.  In the following distribution of the surveys, we 
maintained a constant communication with the respondents and 
answered their queries at times. 

A. Data Collection 

There were 93 questionnaires distributed to the staff 
members and 74 complete questionnaires were received. After 
scrutiny, 67 questionnaires were found suitable for the study. 
The questionnaire was designed by giving two types of 
questions, i.e. (1) open end and (2) close end questions. In open 
end questions only demographic information was asked, i.e. 
name, department, designation, age, qualification and 
experience, whereas in close end questions 30 questions were 
asked based on the factors in organization that may perturb 
alignment in business and IT. In the questionnaire each 
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question was measured on Likert’s scale with these five 
options: (1) strongly agree – 5, (2) agree – 4, (3) neutral – 3, 
(4) disagree – 2, and (5) strongly disagree – 1. 

It was expected that respondents would complete the 
questionnaire in all aspects by providing required information. 
Proper instructions were written on the cover page of the 
instrument. The 74 complete questionnaires were received but 
carefully checking disclosed that there were seven 
questionnaires in which some respondents had not given 
required answer. Some respondents could not complete 
demographic open end questions or wrongly entered 

information or left blank space. In extracting information from 
a survey it is important to have a reliable data. A data element 
is considered reliable when an item gives the same result from 
the same object [15]. Another aspect in a survey is consistency 
that shows consistency is the scale that is used to measure 
items [16]. To determine internal consistency we used 
Cronbach’s coefficient and it was found that the value of 
coefficient alpha is greater than 0.69.  

Table 1 shows the list of items with the given expressions 
in the questionnaire that we intended to investigate 

TABLE I.  ORGANIZATIONAL FACTORS AND ITEMS IN THE QUESTIONNAIRE 

Factor Item Expression 

 
Communication 

CS Executives in both business and IT always communicate with each other 

BS In order to prepare business strategies IT and business people communicate 

 ST For implementing new technologies IT staff communicate with business executives 

 
Change        

Management 

ME Before making a change the management invites and consults with employees 

OM Organization quickly moves from a position by implementing new system 

OR In result of organizational change the management strives for staff  retention 

 
Planning 

GO All employees are well informed of the firm’s goals 

CR With the change in requirements business goals are reviewed 

PS Business strategies are designed with mutual consultation with IT and business people 

 
Resources 

IO Our company has outsourced the IT functions 

RS Our firm shuffled resources once business requirement is changed 

HS We have enough human and financial resources 

 
Structure 

DM Management takes decision for any change in business 

MD Management decision is propagated at all levels 

ID For effective decision making central information repository is helpful 

 
Technology 

AC In result of a business change architecture of technology is changed 

PC Customers can access our products and services through internet 

ED Employees in our company use intranet for data access 

The purpose of the survey was to collect information as 
much as possible. Usually business processes and supporting 
technologies are misaligned in financial institutions due to their 
dynamic business. Therefore, it was decided to conduct this 
study in such institution to know level of alignment between 
business and IT domains. As the Table 1 shows different 
factors it is clear that we intended to obtain information from 
staff at various levels which may give clear picture of the 
institution. The open end questions were designed to know the 
background of respondents and the close end questions aimed 
to knowing their working environment and views based on 

different factors. It was observed that the staff members of the 
institution were excited in participation of the survey and some 
of them kept a constant communication throughout the survey 
and prompted queries and clarified any ambiguity they had. 
The management of the institution showed an interest in 
finding out the results of the survey in order to know the level 
of alignment in the organization. 

B. Data Analysis 

The data collected from the questionnaire were entered into 
an excel spreadsheet with the codes as stated earlier as 
“strongly agree” with 5, “agree” with 4 and so on. Table 2 
shows the items and the responses received. 
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TABLE II.  ORGANIZATIONAL ITEMS AND RESPONSES 

 Response  

Item Strongly agree Agree Neutral Disagree 
Strongly 
disagree 

Score 

DM 28 22 5 8 4 3.92 

MD 12 15 3 22 15 2.83 

ID 10 17 5 23 12 3.08 

GO 14 20 5 16 12 3.11 

CR 20 24 5 12 6 3.80 

PS 10 8 5 16 14 2.13 

IO 19 23 4 15 6 3.50 

RS 22 26 7 8 4 3.65 

HS 8 10 5 30 14 2.52 

AC 8 13 6 27 13 2.64 

PC 29 20 6 8        4 3.92 

ED 21 27 4 9 6 3.71 

CS 11 15 5 30 6 2.92 

BS 8 14 5 27 11 2.62 

ST 8 11 3 26 19 2.44 

ME 13 15 4 22 11 2.86 

OM 7 15 5 24 16 2.59 

OR 19 25 4 13 6 3.56 

Total score of each item was calculated in which 
respondents opted from strongly agreed to strongly disagreed. 
The Figure 1 shows each item with the respective total score. 

 

Fig. 1. Organizational items scores 

IV. RESULTS AND DISCUSSION 

It is evident from the Figure 1 that the institution under 
study takes decision at the upper level as the item DM is one of 
the items who has received the highest score from the staff 
members. The score shows that decisions made by the 
management are not propagated properly at the lower levels as 
the score of item MD also depicts the fact. The items BS, CS 
and ST are from communication factor which shows that there 
is no proper communication among business executives and IT 
personnel within the organization. This results in perturbation 
of business and IT and misalignment occurs. 

The data shows the lack of communication among the 
members of the organization and as the item PS depicts during 
formulation of business strategies IT personnel are not taken 
into confidence and hence, the planning factor causes a 
perturbation in the business-IT alignment in the organization. 

Also it is evident from the data that staff members at the lower 
levels do not get benefit from the centralised information for 
decision making. The score of item ID supports this statement. 
It is to be noted from AC item score that when a business 
change is implemented in organization the technology 
architecture remains intact, i.e. architecture is not changed due 
to a change in business requirement. The institution, however, 
checks the available resources and in result of a business 
change resources are rearranged as the item RS depicts by its 
score. This also shows the rearranging resources means new 
resources are not acquired and integrated in the institution. The 
scores of items HS and ST show that human resources are 
enough in the institution but they are not being utilised 
effectively; similarly technical personnel do not communicate 
with business people before implementing new technologies. 

This study presents a number of critical factors that 
organizations have to consider for business-IT alignment. 
Specifically communication factor plays a vital role as this tool 
can be used at every level in organization to disseminate 
strategies required to bring a change in business. As the 
organizations are moving towards decentralisation we 
recommend centralisation be removed in order to get better 
alignment between business and IT. This study is limited to 
one financial institution but in future other organizations can be 
considered to study the stated factors in order to determine 
business-IT alignment. 

In future, this study can be enhanced to other organizations 
where organizational hierarchy is complex and decision 
making is centralised. There are other factors that may perturb 
business-IT alignment and other researchers may explore such 
factors. 

REFERENCES 

[1] J. Henderson, and N. Venkatraman, “Strategic alignment: analysis of 
information technology for transforming organizations”, IBM Systems 
Journal, vol. 32, pp. 472-484, 1993 

[2] J. Luftman, “Competing in the information age: practical applications of 
the strategic alignment model”, Oxford University Press, 1996, New 
York. 

[3] E. Chan, “Why haven’t we mastered alignment? The importance of the 
informal organization structure”, MIS Quarterly Executive, vol. 1, pp. 
97-112, 2002 

0

0.5

1

1.5

2

2.5

3

3.5

4

D
M P
C

C
R

ED R
S

O
R IO G
O ID C
S

M
E

M
D

A
C B
S

O
M H
S ST P
S

3.92 3.92 3.8 3.71 3.65 3.56 3.5 

3.11 3.08 
2.92 2.86 2.83 

2.64 2.62 2.59 2.52 2.44 
2.13 

Sc
o

re
 

Item 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

137 |  P a g e

 

[4] M. Mohamed., R. Lazar., and P. Erik., “From theory to practice: Barriers 
to business-IT alignment in organizaions acting in Sweden”, 48th 
Hawaii International Conference on System Sciences, pp. 4523-4533, 
2015 

[5] T. Aymen, Z. Mohamed, and K. Mumtaz.,“Factors influencing the 
adoption of IT projects: A proposed model”, in proceedings of 2008 
IEEE International Symposium on IT in Medicine and Education,   pp. 
1019-1023, 2008 

[6] [6] S. Bruque, and J. Moyano, “Organizational determinants of 
information technology adoption and implementation in SMEs: The case 
of family and cooperative firms”, Technovation , vol. 27, pp. 241-253, 
2007 

[7] A. Akbulut, "An investigation of the factors that influence electronic 
information sharing between state and local agencies", Eighth Americas 
Conference on Information Systems, pp. 2454-2460, 2002 

[8] L. Chuck, N. Eric, “IT Infrastructure Capabilities and Business Process 
Improvement: Association with IT Governance Characteristics”, 
Information Resources Management Journal, vol. 20, pp. 25-47, 2007 

[9] S. Sam, B. Harry, I. Timo, “Networked enterprise business model 
alignment: A case study of smart living”, Information System Frontier , 
vol. 17, pp. 871–887, 2015 

[10] V. Iris, and W. Kerry, “The dynamics of sustaibable alignment: The case 
of IS adaptivity”, Journal of Association for Information systems, vol. 
14,  pp. 283-311, 2013 

[11] H. Hui-Ling, “Performance effects of aligning service innovation and 
the strategic use of information technology”, Service Business, vol. 8,pp. 
171-195, 2014 

[12] C. Suwatana, W. Winai, and K. Do Ba, “Business-IT alignment: A 
practical research approach”, Journal of Higher Technology 
Management Research, vol. 25,  pp. 132-147, 2014 

[13] L. Runyan, “Borderless Banking Draws IS interest, Datamation”, pp. 98-
100, 1990 

[14] M. Saunders, P. Lewis and A. Thornhill, “Rsearch nethods for  business 
students”, 3rd ed. Prentice Hall 

[15] E. Carmines, R. Zeller, “Reliability and Validity Assessment, 1979, 
SAGE Publications 

[16] J. Cronbach, “Coefficient alpha and the internal structure of tests”, 
Psychometrika, vol. 16, pp. 297-334, 1951 

[17] O. Fonstad, and D. Robertson., “Transforming a company, project by 
project: the IT engagement model”, MIS Quarterly Executive, vol. 5, pp. 
1-14, 2009 

[18] E. Nfuka, and L. Rusu, “Critical success factors for effective IT 
governance in the public sector organizations in a developing country: 
The caseof Tanzania”, 18th European Conference on Information 
Systems, 2010, South Africa 

[19] S. Haes, and W. Grembergen, “Exploring the Relationship between IT 
Governance Practices and Business/IT alignment through Extrteme Case 
Analysis in Belgian mid-to-large Size Financial Enterprises”, Journal of 
Enterprise Information Management 22, pp. 615-637, 2009 

[20] R. Grant, “Contemporary strategy analysis”, 5th ed. Blackwell 
Publishing: Malden, 2005, USA 

[21] N. Melville, K. Kraemer, and V. Gurbaxani, “Review: Information 

technology and organisational performance: An integrative model of IT 
business value”, MIS Quarterly, vol. 28,  pp. 283- 322, 2004 

[22] E.Brynjolfsson, “The IT productivity gap”, Optimize, pp. 26-43, 2003 

[23] M. Khan.,“An Integrated Framework to Bridging the Gap between 
Business and Information Technology – A Co-evolutionary Approach”, 
Canadian Journal of Pure and Applied Sciences, 7(3), pp. 2611-2618, 
2013 

[24] K. Albeladi, U. Khan, and M. Khan, “Driving Business Value through 
an Effective IT Strategy Development”, in Proceedings of International 
Conference on Computing for Sustainable Global Development, pp.561-
563, 2014 

[25] L. Aversano, C. Grasso, and M. Tortorella, “Managing the Alignment 
between Business Processes and Software Systems”, Information and 
Software Technology, vol. 72, pp. 171-188, 2016 

[26] E. Seman, and J. Salim,“A Model for Business-IT Alignment in 
Malaysian Public Universities”, Procedia Technology, vol. 11, pp. 1135-
1141, 2013 

[27] S. Charoensuk, W. Wongsurawat, and D. Khang, “Business-IT 
alignment – A practical research Approach”, Journal of High 
Technology Management Research, vol. 25, pp. 132–147, 2014 

[28] D. Peak,  C. Guynes, V. Prybutok, & C. Xu, “Aligning     Information 
Technology with Business Strategy: An Action Research Approach”, 
Journal of Information Technology Case and Application Research, vol. 
13, pp.13-42, 2011 

[29] O. Avila, and K. Garcés, “Change Management Contributions for 
Business-IT Alignment. In: Abramowicz W., Kokkinaki A. (eds) 
Business Information Systems Workshops. BIS 2014”, Lecture Notes in 
Business Information Processing, vol. 183, 2014 

[30] F. Fattah, and A. Arman,  “Business-IT Alignment: Strategic Alignment 
Model for Healthcare (Case Study in Hospital Bandung Area)”, in 
Proceedings of International Conference on ICT for Smart Society, pp. 
256-259, 2014 

[31] H. Knut, and P. Alex, “Supporting business and IT alignment by 
modeling business and IT strategy and its relation to enterprise 
architecture”, in proceedings of Second International Conference on 
Enterprise Systems, pp.149-154, 2014                                                        

[32] H. Aggarwal, “Critical success factors in IT alignment in public sector 
petrolium industry in India”, International Journal of Innovation, 
Management and Technology, vol. 1, pp. 56-63, 2010                 

[33] K. Ilir, B. Ezmolda, and S. Kozeta, “Critical success factors for business 
– it alignment: a review of current research”, Romanian Economic and 
Business Review, vol. 8, pp. 79-97, 2013 

[34] P. Poon, and C. Wagner, “Critical success factors revisited: success and 
failure cases of information systems for senior executives”, Decision 
Support Systems, vol. 30, p. 393–418, 2001    

[35] M. Khan, “Understanding a Co-evolution Model of Business and IT for 
Dynamic Business Process Requirements”, International Journal of 
Advanced Computer Science and Applications, vol. 7, pp. 348-352, 
2016 

[36] W. Heinz-theo, and J. Moshtaf, “Individual IT roles in business-IT 
alignment and IT governance”, in proceedings of 49th Hawaii 
International Conference on System Sciences, pp. 4920-4929, 2016 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

138 | P a g e  

www.ijacsa.thesai.org 

Fuzzy Pi Adaptive Learning Controller for 

Controlling the Angle of Attack of an Aircraft

Srinibash Swain 

Electrical Engineering  

Synergy Institute of Technology (SIT) 

Bhubaneswar, India 

Partha Sarathi Khuntia 

Electronics and Telecommunication Engineering  

Konark Institute of Science and Technology (KIST) 

Bhubaneswar, India 

 

 
Abstract—In this paper, a Fuzzy PI Adaptive Learning 

controller is proposed for a flight control system to control the 

angle of attack of an aircraft. The proposed controller tracks the 

reference angle as desired by the pilot of the aircraft. The 

performance indices are evaluated and the corresponding value 

is compared with that for the conventional controllers obtained 

from Zigler Nichols (ZN), Tyreus Luyben (TL) and Extended 

Skogestad Internal Model Controller (ESIMC). The performance 

indices such as Mean Square Error (MSE), Integral Absolute 

Error (IAE) and Integral Absolute Time Error (IATE) are 

evaluated to verify superiority of one over another. 

Keywords—Angle of Attack; Interpolation Rule; Performance 

Indices; Fuzzy PI Adaptive Learning Controller 

I. INTRODUCTION 

An aircraft flies in a 3D space controlled by its control 
surfaces such as aileron, rudder and elevator. Generally the 
motion of aircraft is changed by these control surfaces, but the 
angle of attack of the aircraft is controlled by the deflection of 
the elevator. Since to control the angle of attack of an aircraft 
is very crucial, therefore fuzzy controllers are frequently used 
to offer better and accurate output as compared to 
conventional controllers ZN, TL and ESIMC (Interpolation 
Rule). 

In 1958, W. Gracey [1] summarised about the methods of 
measuring the angle of attack of an aircraft in a precise 
manner. C. Grimholt [2] gives an idea of improving the 
Skogestad Internal Model PI control strategy. M Shamsuzzoha 
and S. Skogestad [3] discussed about the set-point overshoot 
method for a closed loop PID controller. S Yordanova and E 
Haralanova [4] designed and implemented a robust 
multivariable PI fuzzy controller for an aerodynamic system. 
F. Dimeas and N. Aspragathos [6] proposed a Fuzzy Learning 
Variable Admittance Control for a Human Robot system. I.S 
Baruch and S. Hernandez [7] discussed about a decentralised 
direct I-term Fuzzy-neural controller for controlling an 
anaerobic digestion bioprocess system. Lian Ruey-Jing [8] 
proposed an adaptive self-organising fuzzy sliding mode, 
Radial Basis Function Neural Network controller for robotic 
mechanism. S. Kamalasadan and A.A Ghandakly [9] proposed 
Neural Network based parallel adaptive controller to track the 
pitch rate of a fighter aircraft. Huang Huazhang and Chung 
Chi-Yung [10] implemented an adaptive neuro fuzzy 
Controller for static VAR compensator to damp out the 
oscillations of wind energy. Guo Lusu and L Parsa [11] 
designed a Model reference adaptive controller for a five 

phase IP motor. Dawood Amoozegar [12] proposed about the 
modelling of a DSTATCOM for stability analysis of the 
voltage with the help of a fuzzy logic PI current controller. K. 
Premkumar and B.V. Manikandan [13] designed an Adaptive 
neuro-fuzzy inference system to control the speed of a 
brushless DC motor. E.A. Ramadan, M. El-bardini and M.A. 
Fkirin [14] designed and implemented FPGA to control the 
speed of a DC motor using an adaptive fuzzy controller. A. 
Fereidouni, M.A.S. Masoum and M. Moghbel [15] proposed a 
new adaptive fuzzy PID controller. J. Yoneyama [16] 
designed a nonlinear control system based on generalised 
Takagi-Sugeno fuzzy systems. 

In this paper, an adaptive fuzzy PI controller is 
implemented for controlling the angle of attack of an aircraft. 
Then the performance indices (MSE, ISE & ITAE) of the 
aircraft are evaluated and the results are compared with the 
conventional Zeigler Nichols, Tyreus Luyben and Skogestad 
Internal Model Control techniques and it was established that 
the adaptive fuzzy PI controller gives excellent results which 
improves the performance indices and reduces the error. 

II. ANGLE OF ATTACK CONTROL SYSTEM 

Figure 1 below depicts the block diagram representation of 
the angle of attack with disturbance and controller. In this 
diagram input is the elevator deflection and output is the angle 
of attack. 

 
Fig. 1. Angle of attack with disturbance and controller 

 G s Transfer function of angle of attack 

 C s   Fuzzy PI controller Transfer Function 

   1G s G s Disturbance 

 where, 

 E s The elevator deflection 

 The angle of attack 
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Angle of attack is defined as the angle between the chord 
line of the wing and the relative motion between aircraft and 
atmosphere. It is controlled by the elevator deflection. Figure 
2 below illustrates the angle of attack and the direction of 
relative wind. 

 
Fig. 2. Angle of attack and the direction of relative wind 

Considering the short period approximation (speed of the 
aircraft u=constant) the longitudinal dynamics [5] of the 
aircraft reduces to elevator deflection, then using vector 
matrix notation, Equation (1) and Equation (2) may be written 
as  
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The transfer function is given by 
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From Equation (6) and Equation (7), the transfer functions 
for angle of attack is given by  
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The above values are the stability derivatives [5] of 
longitudinal dynamics of FOXTROT aircraft as shown in 
“Table 1” below. 

TABLE I.  STABILITY DERIVATIVES OF FOXTROT AIRCRAFT 

Stability 

Derivatives 

Flight Condition(FC)  

FC-1 FC-2 

  1
0U ms   

70 265 

 uZ   -0.117 -0.088 

 wZ   -0.452 -0.547 

 qZ   
-0.76 -0.88 

 uM   0.0024 -0.008 

 wM   -0.006 -0.03 

 wM   -0.002 -0.001 

 qM   
-0.317 -0.487 

 
E

X   
1.83 0.69 

 
E

Z   
-2.03 -15.12 

 
E

M   
-1.46 -11.14 

The transfer function for both the flight conditions (Flight 
Condition-1 and Flight Codition-2) are obtained after 
substituting the values of the stability derivatives mentioned in 
“Table 1” above. Now the transfer functions are given by 

Flight Condition-1 

1 2 2

2.0302 102.8 3.604 182.5
( )

0.901 0.5633 1.7752 1.5798 1

s s
G s

s s s s

 
 

     
Flight Condition-2

2 2 2

15.11 0.003027 1.84 368.5
( )

1.2989 8.216 0.1217 0.1581 1

s s
G s

s s s s

 
 

   
 

III. CONVENTIONAL PI CONTROLLERS 

The transfer function for PI controller [C(s)] is given by 
C(s)=Kp+(Ki/s) and the values of Kp and Ki are determined by 
various types of conventional PI controllers, such as Zeigler 
Nichols, Tyreus Luyben and Extended Skogestad Internal 
Model Controller and are discussed as follows: 

A. Zeigler-Nichols (ZN) PI controller 

In this method, the PI controller [2] parameters Kp and Ti 
depends on the value of ultimate gain Ku and ultimate period 
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Pu for sustained oscillations. The value of PI controller 
parameters is shown in Table 2 below. 

TABLE II.  VALUES OF KP AND TI FOR ZN CONTROLLER 

PID 

Type pK  
iT  

PI 
3.2

uk
 2.2 uP  

B. Tyreus-Luyben(TL) PI Controller 

In this type of controller [3], the oscillations are minor and 
the controller is robust unlike Zeigler Nichols and the tuning 
parameters Kp, and Ti are illustrated in the Table 3 below. 

TABLE III.  VALUES OF KP AND TI FOR TL CONTROLLER 

PID 

Type pK  
iT  

PI 0.45 uk  

1.2

uP  

C. Extended Skogestad Internal Model (ESIMC) PI 

Controller (Interpolation Rule) 

In this type of controller [2], the values of Kp and Ki for 
proportional and integral controller are given by 

 max ,pK A X ,  

where, X B for 1  and  ' 1X B C     for 1   

 max ,iK A X ,  

where, X B for 1  and  ' 1X B C     for 1   

The values of A , B ,
'B  and C  for proportional and integral 

controllers are given in Table 4 below. 

TABLE IV.  THE VALUES OF A , B ,
'B  AND C  

  
Calculation of CK  Calculation of IK  

A   

 ''

0

2

ck



  

 

 '' 2

0

1
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B  
 

 

 

2

0

2''

1
1 4 c

ck

 
 



 

 
  



 

 
 

2
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0

1

ck
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0

2''

1 4 c

ck


 



 

  



 

 ''

0ck



  
 

C  

 
2''

1

2 ck  
 

 
3''

1

16 ck  
 

In Table 4 above, 

''

2

0

k
k


  

k The gain 

0

1

n




   

n Natural frequency of oscillation 

 Damping ratio 

c  The controller tuning parameter 

0(1.5 0.5 )(0.6)a     the delay angle  

2

0a   

'B is obtained by setting 1 0    in B . 

D. Result Analysis for Conventional Controllers 

The simulations for above three controllers are done by the 
help of Matlab 7.1. The step response of controller output „u‟ 
and the system output (angle of attack) „y‟ for three controllers 
for Flight Condition-1 and Flight Condition-2 with set-point 
and disturbances are shown in Figures 3 to 6, respectively. 

 
Fig. 3. Step response of „u‟ with set-point and disturbance for flight 

condition-1 

 
Fig. 4. Step response of „y‟ with set-point and disturbance for flight 

condition-1 

 
Fig. 5. Step response of „u‟ with set-point and disturbance for flight 

condition-2 
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Fig. 6. Step response of „y‟ with set-point and disturbance for flight 
condition-2 

IV. ADAPTIVE FUZZY LEARNING CONTROLLER (AFLC) 

An adaptive Fuzzy PI Controller [6] utilises a learning 
mechanism for controlling the angle of attack and adjusts the 
rule base such that the overall system behaves like a reference 
model. The fuzzy controller improves the stability of a time-
variant non-linear system by tuning controller parameters. 
Figure 7 below shows functional block diagram of the 
controller. 

 
Fig. 7. Functional Block Diagram of Fuzzy Learning Controller 

A. Fuzzy Rule Base 

It is nothing but a set of if-then rules according to which 
the Fuzzy Controller operates to control the angle of attack of 
an aircraft. The rule base for the present work is shown in 
Table 5 below. 

TABLE V.  RULE BASE FOR THE ANGLE OF ATTACK FUZZY MODEL 

Elevator 

Deflection 

 

Change in Error 

-5 -4 -3 -2 -1 0 1 2 3 4 5 

Error 

-5 5 5 5 5 5 5 4 3 2 1 0 

-4 5 5 5 5 5 4 3 2 1 0 -1 

-3 5 5 5 5 4 3 2 1 0 -1 -2 

-2 5 5 5 4 3 2 1 0 -1 -2 -3 

-1 5 5 4 3 2 1 0 -1 -2 -3 -4 

0 5 4 3 2 1 0 -1 -2 -3 -4 -5 

1 4 3 2 1 0 -1 -2 -3 -4 -5 -5 

2 3 2 1 0 -1 -2 -3 -4 -5 -5 -5 

3 2 1 0 -1 -2 -3 -4 -5 -5 -5 -5 

4 1 0 -1 -2 -3 -4 -5 -5 -5 -5 -5 

5 0 -1 -2 -3 -4 -5 -5 -5 -5 -5 -5 

B. Fuzzy Membership Functions 

The membership functions characterise the situations for 
application of the fuzzy rules. In this work the membership 
functions for input and output are taken into consideration. 
The membership functions input universe of discourse is 
assumed to be constant and are not tuned by adaptive 
controller whereas that for output universe of course are 
known. 

In this work the tuning parameters ge = 2/π, gc = 250 and 
gu = 8π/ 18 for an output universe of discourse [−1, 1] are 
triangular in shape with base widths of 0.4*gu and centres at 
zero are chosen. This choice represents that the fuzzy 
controller initially knows nothing about how to control the 
plant so it inputs u = 0 to the plant initially. Fuzzy controller 
input and output membership functions are depicted in 
following Figures 8 and 9, respectively. 

 
Fig. 8. Fuzzy controller input Membership Function 

  
Fig. 9. Fuzzy controller output Membership Function 
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C. The Learning Mechanism 

The rule base of the fuzzy controller is tuned by the 
learning mechanism to make the close loop system a reference 
model. The modification of rule base is done according to the 
output of controller and the reference model. The learning 
mechanism is divided into two parts. The first part is the fuzzy 
inverse model and the second part is the rule base modifier. 
The fuzzy inverse model maps with the change in input 
required to force the output to zero. In this paper, membership 
functions for the input universes of discourse are symmetrical 
triangular-shaped. 

D. Rule Base Modifier 

The rule base of the fuzzy controller can be changed by 
rule base modifier to force the error of the control action to 
zero. The input to the fuzzy controller is the error signal and 
the change in error signal. The rule base can be changed by 
shifting the centres of the membership functions as depicted in 
Figure 10 below. 

 
Fig. 10. Shifting of Centers of Membership Functions 

E. Simulation Results of the Adaptive Fuzzy Learning 

Controller (AFLC) 

The simulation is done by using Matlab 7.1. The 
simulation is done by taking two cases into consideration. 

1) Case-I: Simulation without Sensor Noise 

2) Case-II: Simulation with Sensor Noise 

1) Case-I: Simulation without Sensor Noise: In this case 

the reference signal is applied for a duration of 40 seconds out 

of which the first 25 seconds is for FC-1 with a speed of 

70m/dssec and the next 15 seconds for FC-2 with a speed of 

265m/sec. Initially, AFLC has no adaptation but as the flight 

proceeds the controller gets adapted with changing the centre 

of membership function. 
Figure 11-a depicts the angle of attack and desired angle of 

attack whereas Figure 11-b shows the elevator deflection i.e. 
input to the aircraft which is output from the fizzy controller. 
Similarly, Figure 11-c depicts the Fuzzy inverse model output 
in which the non-zero values indicates the adaptation. Again, 
Figure 11-d depicts the error between the actual and desired 
values whereas Figure 11-e depicts the change in error. Figure 
11-f shows the error between angle of attack and the reference 
model and Figure 11-g shows the corresponding change in 
error. 

 

 

 
Fig. 11. Responses without Sensor Noise 
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Fig. 11-b: Elevator deflection, output of fuzzy controller (input to the aircraft), deg. 
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Fig. 12. Responses with Sensor Noise 

2) Case-II: Simulation with Sensor Noise: In this case the 

pulse duration is also 40 seconds for the reference model. A 

random noise  0.01 2* 1
180

rand


  is added uniformly with the 

Angle of attack to verify the adaptive nature of the controller. 

Figure 12 depicts the results of the simulation of all the 

parameters of Figure 11 in presence of the noise and it is clear 

that controller is noise adaptive. 

F. Control Surface 

Figures 13 and 14 shows the control surfaces [5] of AFLC 
without and with sensor noise, respectively. It reveals from 
figure that the control surface is non-linear in nature. This 
non-linearity nature of control surface changes with change in 
system parameters and is indicated by the angle of attack error 
and change in angle of attack error. 

 
Fig. 13. Control Surface Without Sensor Noise 

 

Fig. 14. Control Surface With Sensor Noise 

G. Performance Indices 

The performance indices of the system are given by  

     2

0 0 0

1
, ,IAE e t dt MSE e t dt IATE t e t dt

T

  

    
 

where, the control error,
Ee     

The performance indices of Zeigler Nichols Controller, 
Tyreus Luyben Controller, Extended Skogestad Internal 
Model Controller and Adaptive Fuzzy Learning Controller are 
compared to establish the superiority of adaptive fuzzy 
controller over other three controllers. It was also established 
that AFLC gives better results as depicted in Table 6 below. 
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TABLE VI.  PERFORMANCE INDICES OF ZN, TL, ESIMC AND AFLC 

Controllers  
Performance Indices  

MSE IAE IATE 

ZN 0.1311 57.3971 63.0637 

TL 0.1256 53.4471 30.6712 

ESIMC 0.0973 27.3914 1.9471 

AFLC 0.0698 19.3787 1.1146 

V. CONCLUSION 

In this paper, the angle of attack of the aircraft is 
controlled using various techniques and the results are 
depicted in Figures 3, 4, 5, 6, 11 and 12. Also the performance 
indices of the system are compared as shown in Table 5 
above. It reveals that AFLC adapts the change in flight 
conditions from FC-1 to FC-2 and gives excellent results, 
improves the performance indices and reduces the errors. The 
performance indices MSE, IAE and IATE are very less as 
compared to ZN, TL and ESIMC controllers. The proposed 
controller not only tracks the desired angle of attack but also 
noise adaptation. In case of noisy input (Figure 12-b) the non- 
zero values of the controller output indicates that the 
controller continuously sends the output which nullifies the 
error to track the desired angle of attack. Therefore, AFLC can 
also be applied to other dynamic systems for its better 
performance and output. 
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 Abstract—This work studies the impact of redistribution on 

network performance compared with the use of a single routing 

protocol. A real network with real traffic parameters is 

simulated, in order to investigate a real deployment case, and 

then being able to extract precise results and practical 

conclusions. This work demonstrates that using one single 

routing protocol is more efficient in general cases for real 

topologies, especially when deploying sensitive applications 

requiring a certain QoS  level. 
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QoS; Opnet 

I. INTRODUCTION 

Routing is the cement to ensure the cohesion of the 
Internet. Without it, TCP/IP traffic would be limited to a single 
physical network. Routing is the way to determine the optimal 
path of data between the transmitter and receiver. The routing 
is based on an algorithm that is specific to the routing protocol 
[1]. The algorithm takes into account the most important 
factors, such as average transmission time, network load, total 
message length, etc. It allows traffic from a local network to 
reach its destination wherever it is found in the world, after 
having crossed several intermediate networks. Routing is a task 
performed in many networks, such as the telephony network, 
electronic data networks (such as the internet, and transport 
networks). Its performance is important in decentralised 
networks, where information is not distributed by a single 
source but exchanged between independent agents. 

The decisive role of routing and the complex 
interconnection of internet networks make the design of 
routing protocols a major challenge for network software 
developers. As a result, most routing studies involve protocol 
design; very few deal with the proper configuration of routing 
protocols. However, many day-to-day problems result rather 
from poor configuration of routers used than from the use of 
poorly designed algorithms. It is the role of the system 
administrator to ensure that the routing configuration is correct 
[2]. 

All routing protocols perform the same basic functions. 
They determine the best route to each destination and distribute 
routing information between systems in a network. The 
arrangements for carrying out these functions, in particular the 
procedures for selecting the best routes make it possible to 
distinguish between the various protocols [3]. But what 
happened exactly when the same network domain has to deal 
with different routing protocols? This is when the redistribution 
intervenes. 

This paper investigates the impact of redistribution on 
network performance. In fact, the debate on the contribution of 
redistribution of routing protocols in the 
improvement/degradation of network performance is still an 
active research area, and for different schemes, different results 
can be obtained. 

The main goal of this paper is to study, through experiment, 
the evolution of network performance while deploying the 
redistribution that consists of using more than one single 
routing protocol in one homogenous network. The study 
proposed here is based on a real fusion of two networks 
belonging to one enterprise, and communicating through an 
operator network. 

The   rest of the paper is organised as: Section 1 contains an 
introduction of routing problematic in large networks with real 
time applications. Section 2 contains a brief description of the 
routing protocols evaluated in this paper and the principle of 
the redistribution, Section 3 gives an idea about network 
planning and routing method choice, Section 4 contains related 
works, Section 5 presents problematic and contribution, 
Section 6 resumes simulation and results, and Section 7 
concludes the paper. 

II. ROUTING PROTOCOLS AND REDISTRIBUTION 

The routing algorithm used to calculate route, and the 
metrics qualifying the best route to privilege a path among 
others, distinguish many routing protocols. There are various 
numbers of static and dynamic routing protocols available but 
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the selection of appropriate routing protocol is most important 
for routing performance. The right choice of routing protocol is 
dependent on several parameters, related to network 
specifications and application requirements. 

Actually, the Enhanced Interior Gateway Routing Protocol 
(EIGRP) and Open Shortest Path First (OSPF) are considered 
as the pre-eminent routing protocols for real-time applications. 
EIGRP is a Cisco proprietary distance-vector protocol based on 
Diffusing Update Algorithm (DUAL). On the other hand, 
OSPF is a link-state interior gateway protocol based on 
Dijkstra algorithm (Shortest Path First Algorithm). 

EIGRP and OSPF are dynamic routing protocols used in 
practical networks to disseminate network topology to 
the adjacent routers. This work is based on the evaluation of 
combinations involving EIGRP and OSPF. A number of 
simulations have been done in order to compare different 
routing protocols. The obtained results showed that EIGRP and 
OSPF can be qualified as “better” routing protocols comparing 
with others. 

A. EIGRP 

Enhanced Interior Gateway Routing Protocol (EIGRP) is a 
routing protocol developed by Cisco based on their original 
IGRP protocol. EIGRP is an IP distance routing protocol with 
optimisation to minimise routing instability due to the topology 
changes, bandwidth utilisation, and router processor power.  
EIGRP uses a hybrid routing that relies on distance and link 
state vectors. The metrics used by EIGRP are thus mainly the 
bandwidth, the memory as well as the overhead of the 
processors. The EIGRP works quite differently from the IGRP. 
The EIGRP is an advanced distance vector routing protocol 
that acts as a link state protocol when updating neighbours and 
managing routing information [4]. Compared to simple 
distance vector protocols, it offers a number of advantages, 
especially for a rapid convergence time. 

B. OSPF 

OSPF (Open Shortest Path First) is a link state routing 
protocol that is used to distribute information within a single 
Autonomous System [5]. 

Its principle is that each router determines the state of its 
connections (links) with the neighbouring routers; it diffuses its 
information to all the routers belonging to the same zone. This 
information forms a database, which must be identical to all 
routers in the same zone. Knowing that a stand-alone system 
(AS) consists of several zones, all of these databases represent 
the topology of the AS. 

C. Redistribution of routing protocol  

Redistribution of routing protocols is defined as the use of a 
routing protocol to advertise roads that are learned by some 
other ways, such as by another routing protocol, static 
configuration, or directly connected roads. In fact, sometimes 
the use of multiprotocol routing becomes a necessity for a 
number of reasons, such as for company mergers, different 
services controlled by multiple network administrators, and 
multi-vendor environments. Running different routing 
protocols is often a part of designing a network. In any case, 

having a multi-protocol environment makes redistribution a 
necessity. 

Differences in the characteristics of the routing protocol, 
such as metrics, administrative distance, class capabilities and 
classless can effect redistribution. Attention must be paid to 
these differences for redistribution to be a success. The 
principle of route redistribution consists in collecting the 
information relating to the routes learned via a routing protocol 
and injecting them into another routing domain. When a 
company or a community has several remote sites or nomadic 
users, they must be connected to communicate for exchanging 
data, applications, voice (IP telephony), etc. In particular, it 
allows companies with remote sites to benefit from access to 
their network wherever its geographic localisation remain. 

Unfortunately, the redistribution of roads leads to several 
problems such as loss of metric, loss of administrative distance, 
redistribution loop and many others. This seems very logical. It 
is about two different algorithms unable to establish direct 
communication since they are speaking two different 
languages. The redistribution enables, in a certain manner, two 
different routing algorithms to exchange their routing data in 
order to cover the whole network. Despite this, redistribution 
still presents a number of problems. In fact, it can be described 
as a translator speaking a different language, destined to make 
two different routing protocols communicate, so it can be 
impossible for it to make a 100% correct translation in real 
time. This is the case of redistribution. 

III. NETWORK PLANNING AND ROUTING CHOICE 

From the point of view of enterprises, and in terms of data 
networks, the notion of sharing is simple: It is about optimising 
the use of resources by dividing them among different users. 
The optimisation referred to here is understood in at least two 
aspects: (1) the technical criterion, and (2) the economic 
criterion. This is referred to as technico-economic performance 
(or relevance). From the point of view of the operator, network 
conception must take into account the economic profitability, 
simplified changes and implementation deadlines. 

Actually, enterprises make use of an operator connection to 
access their distributed resources, without having an idea about 
its network background or the transmission technology used in 
the backbone of the operator. Enterprises are now more aware 
about the necessity to cohabite with the operator in order to 
make benefit of a high level of quality of service to serve better 
their sensitive data. In fact, this is due to the evolution of the 
information systems of the most of the enterprises 
independently of their productive activities. 

For this purpose, enterprises start to think about a way to 
communicate better with the operator, and then their branches. 
Among the choices that are available, there is the routing 
schema that must be adopted in order to accelerate or at least 
reduce latency and failures between their edge routers and the 
access router of the operator. This is why, practical studies 
must be done to evaluate and handle such connections or 
migrations. 
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IV. RELATED WORKS 

Several works have been done to study the impact of 
routing protocols on the quality of the transmission of sensitive 
applications. In [6-9], authors   prove by simulation of a 
communication using voice traffic that EIGRP shows better 
performance, especially for bandwidth management, rapid 
failure detection and for other performance metrics. 

In  [10], different combinations of multiple routing 
protocols have been configured (RIP_EIGRP, EIGRP_OSPF, 
OSPF_ISIS); they concluded that the best combination 
involves  EIGRP and OSPF protocols. Authors also concluded 
that combining  EIGRP and RIPv2 is  better suited for  small 
networks due to the absence of segmented areas. IS-IS is 
known as the most recommended protocol for ISP’s and large 
enterprises because of its scalability and fast convergence.  
However, combining  IS-IS  with OSPF,  shows better 
performance than configuring only one  of them for any given 
scenario with complex parameters, due to their similarities. In 
[11], a detailed simulation analysis of the robustness of using 
OSPF, EIGRP and IS-IS together (OSPF/IS-IS and EIGRP/IS-
IS) compared with being deployed separately is given. Better 
performance is noticed when combining EIGRP and IS-IS. 

Authors in [12], provide a comparative analysis of different 
routing protocols and their combination: EIGRP/OSPF, 
EIGRP/IS-IS, OSPF/IS-IS and EIGRP/IS-IS/OSPF. The study 
considered the case with real-time applications. Results 
obtained from simulations, show that the scenario with 
OSPF/IS-IS has manifest a minimal convergence time while 
scenario implementing the three protocols: (1) EIGRP, (2) IS-
IS, and (3) OSPF shows better performance for different 
metrics; Packet delay variation, packet End-to-End delay, 
Voice Jitter and link throughput. Therefore, authors conclude 
that the combination of those three protocols is more suitable, 
for the considered simulation. 

In [13], a comparative analysis of some routing protocols 
such as EIGRP, OSPF and their combination has been 
evaluated in the same network for real time applications. 
Unlike previous cited works, [13] shows that the 
implementation of EIGRP, enable better convergence time, 
high throughput and less packet rate loss than using OSPF 
alone or combined with EIGRP. 

The majority of cited works demonstrate the efficiency of 
the deployment of the redistribution. However, theatrically and 
practically it is not always the case, especially, when we cannot 
control the architecture of network topology [13], like the case 
covered in this work, where an examination of redistribution in 
a real case is proposed. The main goal is to prove its limitation, 
and its poor performance compared to using one single routing 
protocol. 

V. PROBLEMATIC AND CONTRIBUTION 

This paper is focused on the study of the case of an 
enterprise called “STIC” localised at Casablanca that just 
bought lately a new department localised at Tangier. STIC is 
willing to merge its two sites in order to make them 
communicate through a network connection provided by the 
operator. 

The problem encountered here is the routing schema to be 
adopted, to make the two sites exchanging data, with real time 
traffic, in better conditions. So, the question was about which 
routing scheme is more suitable to provide an acceptable level 
of QoS? This work proposes to study, the better way, to 
connect at the IP level, the three networks that are presented 
successively by the site 1 of STIC, the operator backbone and 
the new site 2 of STIC (Figure 1). The study suggests different 
assumptions about routing plan for the operator side. 

 

Fig. 1. The studied network topology  

VI. SIMULATION AND RESULTS 

For the evaluation of the simulated topology, OPNET 
modeller 14.5   (Optimised Network Engineering Tools) has 
been used as a simulation environment. 

OPNET is a high-level user interface that is built as of C 
and C++ source code with huge library of OPNET function 
[14]. 

It is built on top of discrete event system (DES) and it 
simulates the system behaviour by modelling each event in the 
system and processes it through user defined processes. 
OPNET is very powerful software to simulate heterogeneous 
network with various protocols. 

A. Network Topology 

Figure 2 presents network topology, it is composed from 
two sites containing routers belonging to the STIC enterprise, 
and the operator network based on [15]. 
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Fig. 2. Network topology 

B. Simulation parameters 

The proposed topology is based on the use of OSPF and 
EIGRP as routing protocol. All the possible combinations are 
compared and evaluated based on some quantitative metrics 
such as convergence duration, packet delay variation, end to 
end delay, jitter and throughput. These protocols are 
particularly chosen in order to get better performance for real 
time traffic such as video streaming and voice conferencing in 
the entire network. 

In this section, a comparative analysis of EIGRP over 
OSPF is conducted. There are four  network models, which are 
configured and ran as follows: first scenario with OSPF alone, 
second one with EIGRP alone, the third one with both, 
backbone OSPF  and subnet EIGRP and forth one with both, 
backbone EIGRP and subnet OSPF concurrently. One failure 
link has been configured to occur at 300 seconds and to recover 
at 600 seconds. 

The Table 1 below presents the various scenarios: 

TABLE I.  DIFFERENT COMBINATION OF EIGRP AND OSPF FOR 

DIFFERENT SCENARIOS 

Scenario name Backbone Sites 

Back EIGRP_Sites OSPF 

OSPF 

OSPF 

Back OSPF_Sites EIGRP EIGRP 

EIGRP 

EIGRP 

OSPF 

OSPF EIGRP 

For the traffic, we simulate voice traffic and use ftp 
application as background traffic, to evaluate the performance 
of a real time application, with the presence of another real 
traffic load configuration. 

C. Results 

Figures 3-8 present simulation results for different 
performance metrics: convergence time, end to end delay, 
delay variation, jitter, throughput, and packet loss rate. 

From the Figure 3 below, it can be seen that the 
convergence time of EIGRP is faster than OSPF and 
EIGRP_OSPF combination. Because when the change occurs 
through the network, EIGRP detects the topology change and 
sends query to the immediate neighbours to have a successor 
and propagate this update to all routers. On the opposite side, 
the network convergence time of OSPF is slower than EIGRP 
and EIGRP_OSPF networks. As the change occurred in the 
OSPF network, all routers within an area update the topology 
database by flooding LSA to the neighbours and routing table 
is recalculated. Therefore, network convergence time of OSPF 
is getting slower than others. 

As for EIGRP combined with OSPF, the convergence time 
is still important compared to EIGRP but slower than OSPF. 

 

Fig. 3. Convergence time in seconds 

End to end delay is defined as the time taken for a packet to 
be transmitted across a network from source to destination. 
Figure 4 shows that the use of one single routing protocol 
(EIGRP/OSPF) gives better results for end to end delay than 
having operators and sites configured with both routing 
protocols (redistribution). EIGRP still manifests better results. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

149 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 4. End to End Delay in seconds 

Packet delay variation is based on the difference in the end 
to end delay of selected packets; this metric has a significant 
impact on the quality of voice applications. From Figure 5, it 
can be noticed that delay variation of EIGRP network is 
smaller than delay variation observed for the three other 
networks. The highest delay variation is measured in the 
“Backbone EIGRP_Sites OSPF” network. 

 
Fig. 5. Delay Variation 

Jitter is simply the difference in packet delay; this factor 
should be as small as possible especially for voice application. 
Figure 6 presents the jitter metric for different scenarios. As 
shown, EIGRP has relatively the lowest jitter value in 
comparison with the three other scenarios, even compared with 
the case deploying redistribution. 

 
Fig. 6. Voice jitter 

Throughput represents the average number of bits 
successfully received or transmitted by the receiver per unit 
time. Figure 7 indicates that before link failure, all scenarios 
give the same performance for the throughput metric. 
However, at the moment of the failure and before the link is 
recovered, using OSPF in the backbone or also in the company 
site gives better performance than the rest of protocol 
combinations. 

 

Fig. 7. Throughput 

Packet loss occurs when one or more packets of data 
travelling across a network fail to reach their destination. 
Packet loss is typically caused by network congestion. It is 
measured as a percentage of packets lost with respect to 
packets sent. It is clear from the Figure 8 that the packet loss 
rate reaches the higher value in networks where there is 
redistribution. By comparing values of four scenarios, we can 
notice that the EIGRP scenario has the best performance 
represented by a small packet loss rate. 
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Fig. 8. Percentage of packet loss 

VII. CONCLUSION AND PERSPECTIVES 

This study shows clearly that deploying one single routing 
protocol give always better results compared with the 
deployment of redistribution; however the schema or the 
scenarios are used and simulated in this deployment. This 
conclusion has already proved theoretically, and due to the loss 
of metric when transiting from EIGRP to OSPF and vice versa. 
Best performance is obtained while using EIGRP as a single 
routing protocol for all the network components. 

In future work, a real experiment must be conducted to 
confirm simulation results and overpass the simulator limits. 
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Abstract—Since the software community has realised the 

importance of adopting coding standards during the 

development process for improved software quality, many coding 

standards have been proposed and used during the software 

development. The main objective of this paper is to explore the 

association between Java Programming Language (JPL) coding 

standard and fault density of classes in object-oriented software. 

For this purpose, a set of metrics that quantify the violations of 

coding standards has been proposed. An exploratory study was 

then conducted in which data were collected from six open source 

software systems. The study involved principal component 

analysis, bivariate correlation analysis, and univariate regression 

analysis. The principle component analysis has shown that many 

of the proposed metrics fall into the first two components which 

in turn reflects the importance and diversity of these metrics. 

Furthermore, associations between some metrics and fault 

density have been observed across all systems, and thus indicate 

that these metrics can be useful predictors for improved early 

estimation of faulty density of object-oriented classes.  

Keywords—Coding standard; Software faults; Software quality; 

Exploratory study 

I. INTRODUCTION 

Coding standards and programming styles form a set of 
pre-defined formal rules which are internally shared among 
software project team members, and enforced by software 
projects managers by applying static analysis during the source 
code writing [1]. The rules of these standards are typically 
based on expert’s opinions, and reflect different concerns that 
affect different aspects of source code writing with the aim of 
improving many quality attributes of the underlying software 
system [2]. 

The usage of coding standards and tools for enforcing their 
rules is becoming a popular trend in software development 
especially during the writing of code lists [3]. Coding 
standard’s rules can be targeted towards different software 
quality attributes and hence are believed to improve quality [2]. 
However, there is no empirical evidence on the relationship 
between coding standard’s rules violations at the class level of 
object-oriented software and the presence of faults and their 
density. 

This research paper mainly aims to find an answer to the 
following question: Does the violation of coding standard’s 
rules have a relationship with the existence of faults in 
software products? The paper focuses on the class-level of 
object-oriented software and adopts the Java Programming 

Language (JPL) coding standard [4] for the purpose of 
conducting the exploratory study. A set of metrics that quantify 
the violations of coding standards has been proposed. 

The rest of the paper is organised as: Section 2 reviews 
related work. Section 3 describes JPL coding standard. Section 
4 describes the coding standards’ violation-based metrics. 
Section 5 describes the conducted exploratory study and 
reports its findings. Finally, Section 6 provides concluding 
remarks. 

II. RELATED WORK 

Boogerd and Moonen [3] applied the MISRA-C:2004 [5] 
coding standard to measure the quality of source code of two 
commercial projects before and after bug fixes during the 
development of two embedded C applications. They propose 
simple metric called violations density which is the number of 
violations divided by the number of lines of code of the 
corresponding unit (project, module, and file). They considered 
89 coding rules belonging to different coding categories. As a 
result, they found that only 10 rules from the considered 89 
rules are significant predictors for fault locations. Those 10 
rules were found to be positively correlated with fault 
proneness. 

In another work, Boogred and Moonen [2] applied the 
MISRA-C:2004 [5] coding standard against all the revisions of 
two commercial software projects. To build a body of 
empirical knowledge to understand the relationship between 
coding standard’s violations and faults density, they used two 
metrics called violations density metric (the number of 
violations per version divided by the number of KLOC for that 
version) and fault density metric (the number of faults per 
version divided by the number of KLOC for that version) at the 
system level. Their study considered only 72 rules out of 141 
rules of MISRA-C:2004 standard. As a result of their study, 
they found that there is a positive correlation between 
violations density and faults density only for 12 rules. 

Basalaj and Beuken [6] used a coding standard’s violations 
metric as a measure of internal quality of software source code. 
Their study measured the number of coding guidelines 
violations in 18 closed source products written in C and C++ of 
two software production companies. Among the 900 rules of 
high-integrity C++ [7], MISRA-C:2004 [5], they found a 
positive correlation between coding rules’ violations and faults 
only for 12 rules out of the mentioned 900 rules. In addition to 
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faults they also found that the compliance to a coding standard 
has a positive impact on the portability of software products. 

In their study, Kawamoto and Mizuno [8] evaluated the 
relationship between the length of identifiers and the existence 
of software faults in a software module. To investigate such 
relation, they built a model to determine faulty-module using a 
machine learning technique from the number of occurrences of 
the identifiers. Their study tested two metrics Oc(L) which is 
the number of the occurrences of identifiers with length L in a 
module (they considered the length of the identifier as one of 
the characteristics of identifier’s naming rules) and TN which 
is the total number of identifiers found in a module against two 
open source projects. As a result for their experimentation, they 
showed that there is a certain relationship between the length of 
identifier and the existence of software faults and they also 
specified the best length the identifiers should have. 

There are server limitations with previous studies. Most of 
them have focused on the highest code granularity level which 
is the software system as a whole in terms of its releases. This 
makes it difficult to identify which portion of the software 
system needs to be reviewed or refactored. Moreover, even in 
those studies that have used the coding standards violations-
based metrics at the class level, the researchers used them in a 
limited way. For example, Elish and Offutt [9] conducted a 
controlled small-scale experiment that tries to determine to 
which extent the open source Java programmers adhere to a 
small set of coding practices. Similarly, Kawamoto and 
Mizuno [8] used as coding standards violations-based metrics, 
only one metric called the number of occurrences of identifiers 
with length L in a class which collect the violations for only 
one rule related to the naming conventions. Another limitation 
of previous studies is that the target set of systems under study 
was small which in turn restrict the generalisation of the 
obtained results. Although Basalaj and Beuken [6] used 18 
closed source products in their study. They used only one 
metric which is the number of coding standard’s violations per 
software product in terms of versions, which in turn makes the 
prediction models unsatisfactory. 

III. JPL CODING STANDARD 

Since the software community realises the importance of 
adopting coding standards during the software development 
process, many coding standards have been proposed and used 
during the software development. Some of these coding 
standards are general and applicable for several programming 
languages, while others are dedicated for specific language. 
Furthermore, some standards are well known and widely used 
by the software community like Sun Java coding standard 1999 
[10] presented by Sun Micro-Systems (the first owner of Java 
language), while others are self-imposed and developed by 
special software production companies. Some standards are 
targeted towards several software quality attributes, while 
others are targeted at certain quality attribute. Among the 
proposed and published coding standards, this research 
selected the Java Programming Language (JPL) coding 
standard [4] due to many reasons: (1) The primary purpose of 
JPL standard is reducing faults which is the addressed quality 
attribute by this study. (2) It is one of the most recent published 
standards. (3) It is published by a reliable and reputable 

institution. (4) It is supported by the available static analysers. 
(5) It is dedicated for Java programming language which is the 
underlying programming language of this study.   

JPL coding standard comprises a set of 53 rules expressing 
bad programming practices and bugs patterns that mostly have 
to be avoided during writing code lists. These rules are 
categorised into 11 categories reflecting the usage of Java 
language constructs. It is worth here to mention that the 
developers of this standard do not prioritise the rules. 
Furthermore, they recommend using these rules as guidelines 
and they mentioned that some rules have exceptions and should 
not be followed to the extreme.  

Although there has been developed a dedicated rule 
checker called semmle static analyser which implements the 
rules of JPL standard. This research experiments used 
FindBugs, PMD and CheckStyle rules checkers due to these 
reasons: (1) Those static analysers are well known and widely 
used by Java community. (2) Those static analysers are 
recommended by the authors of JPL standard as alternatives for 
semmle static analyser. (3) The semmle static analyser is a 
commercial tool. 

JPL standard’s rules are presented in Table 1 with their 
inspection possibility by the static analysers used in this study. 
Since the aim is to empirically study the relationship between 
coding standard’s rules violations and faults at the granular 
level of classes, this study ignores the JPL standard’s rules that 
are targeted towards higher levels such as packages or systems 
as a whole. Such ignored rules are marked with a single 
asterisk (*) symbol in Table 1. Some other rules are ignored 
due to the lack of support for such rules by the used static 
analysers. Those rules are marked with double asterisks (**) in 
Table 1. This means that among the 53 rules of the underlying 
standard, 43 rules are checked, which means almost 82% 
coverage of the JPL standard. 

IV. CODING STANDARD’S VIOLATIONS-BASED METRICS 

Coding standards violations-based metrics are suite of 
metrics computed using the data collected from the software 
source code artefacts by means of some tools called static 
analysers. Among the functionalities provided by such tools is 
coding rules violations detection. Those tools inspect the 
source code looking for the violations of coding standard’s 
rules. 

The coding standard’s violations-based metrics can be 
defined at the standard’s level, category’s level or at the rule’s 
level. These metrics can also be gathered at different 
granularity levels such as line’s level, method’s level, class’s 
level, package’s level or system’s level. In this research, we 
defined and gathered these metrics at the class level. 
Reviewing the research works that have been done in the 
literature, it was found that almost all previous research works 
used metrics based on the total number of violations and 
violations density. Those metrics used in the literature suffer 
from many limitations such as, the lack of distinguishing 
between violations diversity at the standard level, the lack of 
distinguishing between violations diversity at the category 
level, the lack of distinguishing between categories of 
violations and the lack of distinguishing between violations 
severity.
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TABLE I.  JPL STANDARD’S RULES WITH THEIR INSPECTION POSSIBILITY BY THE STATIC ANALYSERS 

JPL Category JPL Rule 

P
M

D
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h

e
c
k

S
ty

le
 

F
in

d
B

u
g
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Process 

“R01: compile with checks turned on.” *    

“R02: apply static analysis.” *    

“R03: document public elements.”    

“R04: write unit tests.” *    

Names 
“R05: use the standard naming conventions.” √ √ √ 

“R06: do not override field or class names.” √ √  

Packages, Classes and  

Interfaces 

“R07: make imports explicit.” √ √  

“R08: do not have cyclic package and class dependencies.” *    

“R09: obey the contract for equals().”  √ √ 

“R10: define both equals() and hashCode().” √ √ √ 

“R11: define equals when adding fields.”   √ 

“R12: define equals with parameter type Object.”  √ √ 

“R13: do not use finalisers.” √ √  

“R14: do not implement the Cloneable interface.” √ √  

“R15: do not call non-final methods in constructors.” √  √ 

“R16: select composition over inheritance.” **    

Fields 

“R17: make fields private.” √   

“R18: do not use static mutable fields.” √  √ 

“R19: declare immutable fields final.” √   

“R20: initialize fields before use.” √   

Methods 

“R21: use assertions.”   √ 

“R22: use annotations.” √  √ 

“R23: restrict method overloading.”**    

“R24: do not assign to parameters.” √ √ √ 

“R25: do not return null arrays or collections.” √  √ 

“R26: do not call System.exit.” √  √ 

Declarations and  

Statements 

“R27: have one concept per line.” √ √  

“R28: use braces in control structures.” √ √  

“R29: do not have empty blocks.” √ √ √ 

“R30: use breaks in switch statements.” √ √ √ 

“R31: end switch statements with default.” √ √ √ 

“R32: terminate if-else-if with else.” **    

Expressions 

“R33: restrict side effects in expressions.” √   

“R34: use named constants for non-trivial literals.” √ √  

“R35: make operator precedence explicit.”   √ 

“R36: do not use reference equality.” √ √ √ 

“R37: use only short-circuits logic operators.”   √ 

“R38: do not use octal values.” √   

“R39: do not use floating point equality. √  √ 

“R40: use one result type in conditional expressions.”  √  

“R41: do not use string concatenation operator in loops.”   √ 

Exceptions 
“R42: do not drop exceptions.”   √ 

“R43: do not abruptly exit a finally block.” √   

Types 

“R44: use generics.”   √ 

“R45: use interfaces as types when available.” √ √  

“R46: use primitive types.”   √ 

“R47: do not remove literals from collections.” **    

“R48: restrict numeric conversions.” √  √ 

Concurrency 

“R49: program against data races.”   √ 

“R50: program against deadlocks.”   √ 

“R51: do not rely on the scheduler for synchronization.” **    

“R52: wait and notify safely.” √  √ 

Complexity “R53: reduce code complexity.” √ √  

The results of the static analysers’ inspection are violations 
reports for the coding rules whose equivalent or correspondent 
tools’ rules are turned on. The violations report contains 
information about the coding rule’s being violated in the 
inspected module such as the module name, the violated rule, 
and the code line number in which the rule is violated. The 

violations report for each class is inserted into the violations 
database. At this point, the metrics values can be calculated and 
retrieved from the database by means of SQL queries. The 
following proposed metrics are derived according to the coding 
rules’ categorisation presented and adopted by the JPL coding 
standard. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

154 | P a g e  

www.ijacsa.thesai.org 

a) M1: The percentage of standard’s rules being 

violated per class (PSRV). 

b) M2: The percentage of standard’s rules being 

violated normalised by the class code size (PSRVD). 

c) M3: The percentage of category’s rules being 

violated in a class.  

 M3.1: The percentage of names category’s rules being 
violated in a class (PNCRV). 

 M3.2: The percentage of packages, classes and 
interfaces category’s rules being violated in a class 
(PPCICRV). 

 M3.3: The percentage of fields category’s rules being 
violated in a class (PFCRV). 

 M3.4: The percentage of methods category’s rules 
being violated in a class (PMCRV). 

 M3.5: The percentage of declarations and statements 
category’s rules being violated in a class (PDSCRV). 

 M3.6: The percentage of expressions category’s rules 
being violated in a class (PExpCRV). 

 M3.7: The percentage of exceptions category’s rules 
being violated in a class (PExcCRV). 

 M3.8: The percentage of types category’s rules being 
violated in a class (PTCRV). 

 M3.9: The percentage of concurrency category’s rules 
being violated in a class (PConCRV). 

 M3.10: The percentage of complexity category’s rules 
being violated in a class (PComCRV). 

d) M4: The percentage of category’s rules being 

violated in a class, normalised by the class code size. 

 M4.1: The percentage of names category’s rules being 
violated in a class normalised by the class code size 
(PNCRVD). 

 M4.2: The percentage of packages, classes and 
interfaces category’s rules being violated in a class 
normalised by the class code size (PPCICRVD). 

 M4.3: The percentage of fields category’s rules being 
violated in a class normalised by the class code size 
(PFCRVD). 

 M4.4: The percentage of methods category’s rules 
being violated in a class normalised by the class code 
size (PMCRVD). 

 M4.5: The percentage of declarations and statements 
category’s rules being violated in a class normalised by 
the class code size (PDSCRVD).  

 M4.6: The percentage of expressions category’s rules 
being violated in a class normalised by the class code 
size (PExpCRVD).  

 M4.7: The percentage of exceptions category’s rules 
being violated in a class normalised by the class code 
size (PExcCRVD).  

 M4.8: The percentage of types category’s rules being 
violated in a class normalised by the class code size 
(PTCRVD).    

 M4.9: The percentage of concurrency category’s rules 
being violated in a class normalised by the class code 
size (PConCRVD).    

 M4.10: The percentage of complexity category’s rules 
being violated in a class normalised by the class code 
size (PComCRVD).    

e) M5: The percentage of standard’s categories being 

violated in a class (PSCV). 

f) M6: The percentage of standard’s categories being 

violated in a class normalised by the class code size (PSCVD). 

V. EXPLORATORY STUDY 

This section describes the conducted exploratory study and 
reports its findings. 

A. Evaluated Systems 

The coding standards violations-based metrics were 
collected from six open source software systems: (1) Ant-1.7.0, 
(2) Apache-Camel-1.6.0, (3) Poi-3.0, (4) Synapse-1.2, (5) 
Velocity-1.6.1, and (6) Xalan-2.6.0. All systems are long-lived, 
of reasonable size in terms of the number of classes, and from 
different application domains. Working on long-lived systems 
prevents results from being biased by the potential data 
fluctuations experienced during short period of time [11]. 
Additionally, selecting a bigger set of systems from different 
domains makes the obtained findings more generalisable. 
Furthermore, investigating reasonable-size systems in terms of 
the number of classes increases the number of data points 
which is considered a good feature for statistical analysis [12]. 
Some descriptive statistics about the evaluated systems are 
reported in Table 2. As shown in the table, each system has 
different code size, different numbers of classes and faults, and 
percentages of faulty classes. 

TABLE II.  DESCRIPTIVE STATISTICS OF THE EVALUATED SYSTEMS 

System 

Name 

System 

Code Size 

(LOC) 

Fault 

Count 

Number of 

Classes 

Number 

(Percentage) of 

Faulty Classes 

Synapse-

1.2 
19554 145 256 86 (33.98%) 

Velocity-
1.6.1 

25241 190 229 78 (34.06%) 

Poi- 

3.0 
51402 500 439 281 (63.43%) 

Xalan-
2.6.0 

151485 625 885 411 (46.44%) 

Camel-

1.6.0 
56444 500 933 188 (20.15%) 

Ant- 
1.7.0 

87741 338 745 166 (22.28%) 
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B. Data Collection 

To calculate the coding standards violations-based metrics, 
three static analysis tools called (1) FindBugs 2.0.3, (2) PMD 
5.0.2, and (3) CheckStyle 5.6.1 were used. These tools are 
popular and widely used for inspecting Java source code. They 
are powerful, yet intuitive and easy to use. These tools can be 
used in three different ways: (1) as a command line, (2) an 
Eclipse plugin or (3) an Ant target element with almost any 
operating system platform. FindBugs and PMD provide an 
extra feature in which users can export the violations reports 
into an XML or Excel files for further processing. However, to 
the best of our knowledge, CheckStyle lacks such feature 
which in turn imposes manual processing for its generated 
reports. 

Furthermore, all of these three tools provide some sort of 
severity for their rules or checks. Unfortunately, some conflicts 
are found between the prioritisation of equivalent rules of these 
tools. These conflictions in severity of tools’ rules was the 
reason behind discarding rules’ severity to be one of this 
research objectives in which the JPL standard’s rules will be 
prioritised from the point of view of fault density. These tools 
also enable users to configure their inspection according to the 
adopted coding standard, bugs patterns or bad practices they 
looking for. 

Since the underlying coding standard of this study was JPL 
coding standard for Java programming language, the 
experiments’ settings enabled totally 176 rules from different 
categories of rules for each tool. From the totally enabled rules, 
the tools’ portions was 55, 73, 48 rules for FindBugs, PMD and 
CheckStyle, respectively. Another important point that 
deserves to be mentioned here is, although each tool has its 
own categorisation for its rules, this research ignored these 
categorisations and adopted the categorisation provided by the 
JPL coding standard. 

For the coding standards violations-based metrics to be 
collected, the analysis and report were focused on the tools 
being used from the Eclipse plugin. The plugin for each tool 
comes with its own perspective. Since both CheckStyle and 
PMD works only on source code (not byte code), the Java open 
source projects were imported into the eclipse to be analysed 
by CheckStyle and PMD. The generated violations reports by 
both tools were then inserted into the coding rules violations 
database using the developed tool for further analysis. 
Regarding FindBugs, instead of importing the source code 
from of the systems under study, the executable forms (.Jar) of 
the systems were imported into the Eclipse to be analysed by 
FindBugs because it works only on the Byte code (not source 
code). The generated violations report was then inserted into 
the coding rules violations database for the purpose of doing 
further analysis. Having all generated coding standard 
violations data in the database, the coding standards violations-
based metrics can be retrieved as SQL queries for each class of 
each open source project. At this point, the coding standards 
violations-based metrics data were then plugged into MS Excel 
sheets for further analysis. 

The faults data for each class of the systems under study 
was collected from the PROMISE software engineering 
repository [13]. Additionally, the class code size data extracted 

by the understand tool was used to calculate the faults density 
in each class of the target set of systems. The density data for 
each class was then combined with the coding standard 
violations-based metrics data and plugged into CSV file 
format. Each class in the CSV file represents a data point or 
observation. 

C. Results and Analysis 

The obtained results from this conducted exploratory study 
are reported and analysed next. 

1) Principal Component Analysis 
Principal component analysis (PCA) refers to the process 

by which principal components (PCs) are computed for the 
subsequent use of these components in understanding the data 
[14]. In other words, PCA is a standard technique to derive a 
small number of linear combinations (principal components) of 
a set of variables that retain as much of the information in the 
original variables as possible. If a group of variables in a data 
set are strongly correlated, these variables are likely to measure 
the same underlying dimension. The sum of the squares of the 
coefficients of the standardised variables in one linear 
combination is equal to one. In order to identify these 
variables, and interpret the PCs, the rotated components are 
considered. As the dimensions are independent, orthogonal 
rotation is used. There are various strategies to perform such 
rotation. This research used the Varimax rotation, which is the 
most frequently used strategy in literature [15]. 

The PCA results are presented in Table 3, which indicate 
that the dimensions captured by the coding standard violations-
based metrics can be classified into the below mentioned 
dimensions: standard’s rules and categories, naming rules, 
classes and interfaces rules, fields rules, methods rules, types 
rules, declarations and statements rules, expressions rules, 
exceptions rules, concurrency rules, and complexity rules. 
These dimensions reflect the standard rules’ categories which 
the metrics are derived from. 

The results in Table 3 show some overlapping among these 
dimensions. For example, some metrics were expected to fall 
into a certain dimension; however, they fall into other 
dimensions. The general observation is that metrics which were 
found to be significant are falling in the first two components 
in almost all case studies which in turn reflect the importance 
of these metrics. For instance, the metrics PSRV and PSCV in 
all case studies fall into the first or the second component. 
Additionally, it is clear from Table 3, that except for the first 
two components, each component corresponds to one 
dimension. For example, in Camel case study system, the PC3, 
PC4, PC5, PC6, PC7 and PC8 correspond to expression rules 
dimension, exceptions rules dimension, fields rules dimension, 
methods rules dimension, declarations and statements rules 
dimension, packages and classes rules dimension, types rules 
dimension, and complexity rules dimension, respectively. 

2) Bivariate Correlation Analysis 
To explore the relationship between each metric in the 

coding standard violations-based suite and the fault density, 
Spearman correlation analysis technique was performed. First, 
the Spearman correlation coefficient was calculated between 
each metric and the variable capturing the density of faults 
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which defined as the number of faults in a class divided by the 
class code size in terms of KLOC  (excluding  comments  and 
blank lines). For each system from the target set of systems 

under study, the correlation values were obtained from the data 
of all system’s classes. 

TABLE III.  PCA OF CODING STANDARD’S VIOLATIONS-BASED METRICS 

System PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 PC10 PC11 

Ant 

PSRV PSRVD PConCRV PPCICRV PMCRV PExcCRV PTCRV PDSCRV PComCRV PExpCRVD PFCRVD 

PNCRV PNCRVD PConCRVD PPCICRVD PMCRVD PExcCRVD PTCRVD PDSCRVD PComCRVD   

PFCRV PSCVD          

PExpCRV           

PSCV           

Velocity 

PSRV PSRVD PTCRV PMCRV PExcCRV PPCICRV PExpCRV PDSCRV    

PNCRV PNCRVD PTCRVD PMCRVD PExcCRVD PPCICRVD PExpCRVD PDSCRVD    

PFCRV PFCRVD          

PComCRV PComCRVD          

PSCV PSCVD          

Synapse 

PSRVD PSRV PFCRVD PExcCRV PMCRV PDSCRV PExpCRV PPCICRV PComCRV   

PNCRVD PNCRV PTCRV PExcCRVD PMCRVD PDSCRVD PExpCRVD PPCICRVD PComCRVD   

PSCVD PFCRV PTCRVD         

 PSCV          

Poi 

PSRVD PSRV PDSCRV PPCICRV PMCRV PExcCRV PExpCRV PComCRV PTCRV   

PNCRVD PNCRV PDSCRVD PPCICRVD PMCRVD PExcCRVD PExpCRVD PComCRVD PTCRVD   

PSCVD PFCRV          

 PFCRVD          

 PSCV          

Xalan 

PSRV PSRVD PExcCRV PConCRV PPCICRV PTCRV PDSCRVD PFCRV PMCRVD PNCRV  

PMCRV PExpCRVD PExcCRVD PConCRVD PPCICRVD PTCRVD PComCRVD PFCRVD  PNCRVD  

PDSCRV PSCVD          

PExpCRV           

PComCRV           

PSCV           

Camel 

PSRVD PSRV PExpCRV PExcCRV PFCRV PMCRV PDSCRV PPCICRV PTCRV PComCRV  

PNCRVD PNCRV PExpCRVD PExcCRVD PFCRVD PMCRVD PDSCRVD PPCICRVD PTCRVD PComCRVD  

PSCVD PSCV          

The results of correlation coefficients and p-values using 
Spearman’s technique are presented in Table 4. For each 
metric, the significance of correlation was tested at 0.05 level 
of significance. The values that are rendered in boldface 
highlights significant correlation coefficients at 0.05 level as 
shown in Table 4. It is clear to observe that PSRV, PNCRV, 
PExpCRV and PSCV were found to be significantly correlated 
with the fault density of classes across all the systems under 
study. Regarding the rest of metrics, the correlation analysis 
results show that PSCVD was found to be significantly 
correlated with fault density in all systems except Camel 
system. In addition, the correlation analysis results also show 
that PFCRV, PComCRV, PPCICRVD, PDSCRV, PDSCRVD, 
PNCRVD, PFCRVD, PPCICRV, PExcCRV, PExcCRVD, 
PTCRV, PTCRVD and PComCRVD were found to be 
significantly correlated with fault density in two, three or four 
systems from the target set of systems under study. 
Furthermore, the correlation analysis results show that 
PMCRV and PMCRVD were found to be significantly 
correlated with fault density only in Ant system. Figure 1 ranks 
the metrics based on the number of systems in which they are 
significantly correlated with fault density. 

The differences in the significance of correlation across the 
systems under study can be explained as: The class code size in 
terms of lines of code (LOC without comments and blank 
lines) is a dominant factor which has a great impact on the 
number of introduced violations for coding standard’s rules in 
addition to the diversity of such introduced violations. So the 
differences in size across system’s classes might have an 
impact on the values of coding standard violations-based 
metrics which in turn, affect the correlation significance 

between the metrics under study and the fault density of 
classes. 

 
Fig. 1. Metrics are ranked based on the number of systems in which they are 

significantly correlated with fault density. 
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TABLE IV.  SPEARMAN CORRELATION RESULTS 

Metric 

Synapse Velocity Poi Xalan Camel Ant 

Corr.  

Coef. 
p-value 

Corr.  

Coef. 
p-value 

Corr.  

Coef. 
p-value 

Corr. 

Coef. 
p-value 

Corr.  

Coef. 
p-value 

Corr.  

Coef. 
p-value 

PSRV 0.3355 0.0000 0.2024 0.0021 0.2371 0.0000 0.1275 0.0002 0.1620 0.0000 0.3976 0.0000 

PSRVD -0.1974 0.0015 -0.1563 0.0180 0.1406 0.0032 -0.1055 0.0018 0.0385 0.2402 -0.2126 0.0000 

PNCRV 0.1777 0.0044 0.1903 0.0038 0.1514 0.0015 0.1553 0.0000 0.1095 0.0008 0.3124 0.0000 

PNCRVD -0.1551 0.0130 0.0195 0.7693 0.0842 0.0779 0.0088 0.7958 0.0806 0.0137 -0.1407 0.0001 

PPCICRV 0.1563 0.0123 0.0341 0.6074 0.0660 0.1675 0.1022 0.0025 0.0354 0.2804 0.2141 0.0000 

PPCICRVD 0.1419 0.0232 0.0312 0.6384 0.0238 0.6196 0.0945 0.0051 0.0346 0.2912 0.1968 0.0000 

PFCRV 0.2988 0.0000 0.1062 0.1089 0.0412 0.3895 0.0298 0.3790 0.1268 0.0001 0.3075 0.0000 

PFCRVD 0.2486 0.0001 0.0649 0.3281 0.0616 0.1973 -0.0060 0.8593 0.1152 0.0004 0.0930 0.0113 

PMCRV 0.0869 0.1656 0.0510 0.4423 -0.0125 0.7932 0.0395 0.2427 0.0551 0.0924 0.2647 0.0000 

PMCRVD 0.0874 0.1631 0.0499 0.4519 -0.0129 0.7870 0.0365 0.2806 0.0548 0.0943 0.2533 0.0000 

PDSCRV 0.1047 0.0945 -0.0386 0.5615 0.2773 0.0000 0.1060 0.0017 0.0304 0.3539 0.1899 0.0000 

PDSCRVD 0.1013 0.1059 -0.0543 0.4134 0.2975 0.0000 0.0433 0.2007 0.0226 0.4899 0.1215 0.0009 

PExpCRV 0.2138 0.0006 0.1321 0.0458 0.2565 0.0000 0.0722 0.0328 0.1319 0.0001 0.3398 0.0000 

PExpCRVD 0.1776 0.0044 0.1062 0.1089 0.2929 0.0000 0.0487 0.1499 0.1203 0.0002 0.1741 0.0000 

PExcCRV 0.0391 0.5331 0.1248 0.0592 0.0286 0.5507 -0.0647 0.0557 0.0760 0.0202 0.1435 0.0001 

PExcCRVD 0.0396 0.5279 0.1250 0.0590 0.0287 0.5489 -0.0637 0.0596 0.0760 0.0202 0.1425 0.0001 

PTCRV 0.1785 0.0042 0.0872 0.1887 0.0260 0.5870 0.0475 0.1608 0.0015 0.9639 0.2285 0.0000 

PTCRVD 0.1794 0.0040 0.0883 0.1830 0.0239 0.6181 0.0327 0.3337 0.0015 0.9624 0.1836 0.0000 

PConCRV             0.0340 0.3151     -0.0195 0.5953 

PConCRVD             0.0340 0.3148     -0.0195 0.5953 

PComCRV 0.1434 0.0217 0.1795 0.0065 -0.0702 0.1417 0.0228 0.5012 0.1025 0.0017 0.2570 0.0000 

PComCRVD -0.0605 0.3346 0.1238 0.0615 -0.0818 0.0869 -0.0852 0.0117 0.0684 0.0367 -0.0233 0.5263 

PSCV 0.3221 0.0000 0.2081 0.0015 0.2579 0.0000 0.1339 0.0001 0.1677 0.0000 0.3822 0.0000 

PSCVD -0.2185 0.0004 -0.1403 0.0338 0.1277 0.0074 -0.0945 0.0052 0.0261 0.4260 -0.2396 0.0000 

TABLE V.  UNIVARIATE PREDICTION ACCURACY RESULTS 

Metric 
Synapse Velocity Poi Xalan Camel Ant 

MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE 

PSRV 12.401 23.009 17.340 29.420 13.344 23.008 10.655 19.307 19.309 43.206 4.462 9.512 

PSRVD 13.309 23.292 17.296 29.549 12.635 22.619 10.561 19.653 18.885 42.856 4.694 9.562 

PNCRV 12.576 22.974 17.175 29.571 13.329 22.995 10.579 19.560 19.273 43.192 4.521 9.510 

PNCRVD 12.763 23.063 17.300 29.558 13.150 22.886 10.500 19.357 19.111 43.227 4.764 9.596 

PPCICRV 12.458 22.958 17.269 29.423 13.329 22.850 10.469 19.513 19.151 43.190 4.665 9.540 

PPCICRVD 12.753 23.427 17.269 29.423 13.357 22.979 10.540 19.587 19.135 43.191 4.720 9.542 

PFCRV 12.342 22.995 17.182 29.335 13.176 22.947 10.612 19.394 19.213 43.231 4.643 9.545 

PFCRVD 11.278 22.690 17.183 29.452 13.353 23.021 10.565 19.516 18.895 43.204 4.707 9.533 

PMCRV 12.584 22.981 17.080 29.416 13.171 22.882 10.533 19.510 19.188 43.170 4.612 9.521 

PMCRVD 12.604 23.079 17.270 29.572 13.179 22.884 10.571 19.598 19.166 43.173 4.729 9.563 

PDSCRV 12.576 22.944 17.066 29.328 13.240 23.003 10.613 19.409 19.209 43.181 4.664 9.541 

PDSCRVD 12.573 22.994 17.269 29.658 12.560 22.847 10.554 19.591 19.129 43.182 4.705 9.536 

PExpCRV 12.554 22.965 17.385 29.423 13.319 23.002 10.493 19.378 19.266 43.197 4.538 9.520 

PExpCRVD 12.140 23.356 17.296 29.512 12.898 22.922 10.541 19.557 19.186 43.212 4.721 9.553 

PExcCRV 12.545 22.931 17.216 29.477 13.284 22.940 10.514 19.543 19.077 43.184 4.669 9.539 

PExcCRVD 12.580 22.946 17.177 29.472 13.331 23.029 10.547 19.571 19.077 43.184 4.726 9.584 

PTCRV 12.483 23.493 17.212 29.539 13.247 22.974 10.554 19.533 19.145 43.191 4.658 9.537 

PTCRVD 11.758 21.845 17.255 29.705 13.228 22.913 10.544 19.589 19.172 43.237 4.713 9.536 

PConCRV             10.548 19.565     4.716 9.539 

PConCRVD             10.564 19.583     4.716 9.539 

PComCRV 12.892 23.023 17.385 29.521 13.125 22.768 10.400 19.151 19.277 43.209 4.615 9.536 

PComCRVD 12.547 22.957 17.226 29.610 13.265 22.967 10.521 19.519 18.981 43.226 4.709 9.551 

PSCV 12.308 23.021 17.308 29.451 13.406 22.994 10.586 19.296 19.277 43.221 4.494 9.519 

PSCVD 13.321 23.237 17.342 29.541 12.581 22.676 10.569 19.756 18.930 42.829 4.677 9.562 

Some common results can be observed from the 
evaluated systems. For example, the positive correlation 
between PSRV, PNCRV, PExpCRV, and PSCV metrics and 
the class fault density suggest that the higher values for these 
metrics, the more the faults density of the class. Additionally, 
it is observed that PConCRV and PConCRVD reported null 
p-values and correlation coefficients in Synapse, Velocity, 
Poi and Camel systems because of the zero values of all 
observations for these two metrics. This implies that either 

the classes of these systems do not violate any rules of the 
concurrency category or the systems nature is irrelative to 
parallelism and concurrency. Regarding Ant and Xalan 
systems, the correlation analysis shows that PconCRV and 
PConCRVD were found to be insignificantly correlated with 
fault density. By inspecting the observations of these two 
systems, only two observations in Xalan and one observation 
in Ant were found to violate the concurrency category which 
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can be considered neglectable with contrast to 875 and 741 
observations of Xalan and Ant, respectively. 

3) Univariate Regression Analysis 
Univariate linear regression modelling [14] is a simple 

and useful technique for predicting a quantitative response. It 
is a straightforward technique for predicting a quantitative 
response Y (dependent variable) on the basis of a single 
predictor variable (independent variable) X. It is an approach 
for modelling the relationship between a scalar dependent 
variable Y and one explanatory variable denoted X by fitting 
a linear equation to the observed data. This research used 
univariate linear regression to model the relationship 
between each coding standards violations-based metric 
(independent variable) and the faults density (dependent 
variable). 

The predictive accuracy of the prediction models is 
evaluated using the mean absolute error (MAE) and the root 
mean squared error (RMSE). These two measures are based 
on what so called residual which is the difference between 
the predicted and the observed values. The results of the 
prediction accuracy were analysed in terms of these two 
measures. The lower values of these two measures are 
always better than the higher values. Additionally, the values 
of RMSE are always higher than MAE. Table 5 presents the 
results of the prediction accuracy for all linear regression 
models in all systems that were investigated by this study. It 
can be observed from Table 5 that the best accuracy results 
of the linear regression models were achieved in Ant system 
while the worst accuracy results were achieved in Camel 
system. It can be observed that all regression models, for 
each system, achieved very similar accuracy results.  

VI. CONCLUDING REMARKS 

This paper has reported an exploratory study that was 
conducted to investigate whether or not the violation of 
coding standard’s rules has a relationship with the fault 
density of classes in object-oriented software systems. The 
investigation scope was on the JPL coding standard. A set of 
24 metrics were proposed to quantify the violations of coding 
standards. Data were collected from six open source software 
systems written in Java. Several statistical analysis 
techniques were performed on the collected data including 
principal components analysis, bivariate correlation analysis, 
and univariate regression analysis. The principle component 
analysis has shown that many of the proposed coding 
standard violations-based metrics fall into the first two 
components which in turn reflects the importance and 
diversity of these metrics. In addition, associations between 

some metrics and fault density have been observed across all 
systems, and thus indicate that these metrics can be useful 
predictors for improved early estimation of faulty density of 
object-oriented classes. 

Future works include exploring the associations between 
coding standards and other software quality attributes, and 
also using the proposed metrics in addition to traditional 
product metrics to improve the accuracy of fault predictive 
models. 
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Abstract—The widespread of smart devices along with the 

exponential growth of virtual societies yield big digital image 

databases. These databases can be counter-productive if they are 

not coupled with efficient Content-Based Image Retrieval (CBIR) 

tools. The last decade has witnessed the introduction of 

promising CBIR systems and promoted applications in various 

fields. In this article, a survey on state of the art content based 

image retrieval including empirical and theoretical work is 

proposed. This work also includes publications that cover 

research aspects relevant to CBIR area. Namely, unsupervised 

and supervised learning and fusion techniques along with low-

level image visual descriptors have been reported. Moreover, 

challenges and applications that emerged to support CBIR 

research have been discussed in this work. 

Keywords—Image retrieval; Content-based image retrieval; 

Supervised learning; Unsupervised learning 

I. INTRODUCTION 

The importance of digital image databases depends on how 
friendly and accurately users can retrieve images of interest. 
Therefore, advanced search and retrieval tools have been 
perceived as an urgent need for various image retrieval 
applications. The earliest search engines have adopted text-
based image retrieval approaches. These solutions have shown 
drastic limitations because digital images to be mined are either 
not labelled or annotated using inaccurate keywords. In other 
words, text-based retrieval approaches necessitate manual 
annotation of the whole image collections. However, this 
tedious manual task is not feasible for large image databases. 

Content-Based Image Retrieval (CBIR) emerged as a 
promising substitute to surpass the challenges met by text-
based image retrieval solutions. In fact, digital images, which 
are mined using CBIR system, are represented using a set of 
visual features. As illustrated in Figure 1, typical CBIR system 
consists of an offline phase which aims at extracting and 
storing the visual feature vectors from the database images. On 
the other hand, the online phase allows the user to start the 
retrieval task by providing his query image. Finally, typical 
CBIR system returns a set of images visually relevant to the 
user query. However, its main drawback consists in the 
assumption that the visual similarity reflects the semantic 
resemblance. This assumption does not hold because of the 
semantic gap [1] between the higher level meaning and the 
low-level visual features. 

Despite the promising results achieved by large-scale 
applications, such as Yahoo! and Google TM, bridging the 
semantic gap remains a challenging task for CBIR researchers. 
Also, social network usage, along with the widespread of low 
cost smart devices, has re-boosted the research related to image 

retrieval. This represented a paradigm shift in the research aims 
of the new generation of CBIR researchers. Image 
representation, feature extraction and similarity computation 
also as a critical component of typical CBIR systems. More 
specifically, in order to design successful CBIR system, 
researchers investigated various contributions for these 
components [15, 16, 17]. Comprehensive surveys on CBIR 
systems have been proposed to report the progress reached by 
the research community [1, 3, 4, 5, 6, 7]. Other surveys have 
been elaborated on highly relevant topics to CBIR systems. 
Namely, researches on high-dimensional data indexing [11], 
relevance feedback [10], and medical application of CBIR [13, 
14] have been surveyed. 

 
Fig. 1. Overview of typical CBIR system. 

The continuous growth of associated research spanning 
several domains during the last decade and the increase in the 
number of researchers investigating CBIR are the main 
motivations of this survey. This article fully surveys, 
investigates and appraises state of the art research and future 
facet of CBIR systems. The rest of this article is organised as 
follows: Section 2 focuses on state of the art methods used to 
bridge down the „semantic gap‟. Low-level features proposed 
to capture high-level query semantic are outlined in Section 3. 
In Section 4, CBIR recent challenges and applications are 
addressed. Emerging research issues related to CBIR systems 
are introduced in Section 5. Finally, Section 6 concludes the 
survey. 

II. BRIDGING THE SEMANTIC GAP 

Researcher contributions to bridge the semantic gap can be 
categorised into different manner based on the adopted angle of 
view. In particular, if one takes into consideration the 
application domain, the state of the art techniques can be 
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perceived as those focusing on scenery image retrieval [18, 19, 
20], web images retrieval [21, 22], artwork image retrieval 
[23], etc. This article spotlights on the approaches used to 
develop high level semantic based CBIR. These approaches are 
grouped into: (i) Approaches based on supervised or 
unsupervised learning techniques to learn the association 
between low level descriptors and query semantics, and (ii) 
Fusion based image retrieval approaches. 

A. Supervised and Unsupervised Learning 

Over the last decade, researches have confirmed the 
limitations of single similarity measure to yield perceptually 
meaningful and robust image ranking. Learning based 
solutions have been proposed as promising an alternative to 
overcome this weakness. In particular, image 
categorization/classification has been designed as a pre-
processing phase to speed up image retrieval from the large 
collection [76, 77]. Equivalently, unsupervised learning has 
been adapted to speedup retrieval process and enhances 
visualization performance when the images are not labelled or 
annotated [13, 14]. More specifically, the clustering phase can 
be represented as early retrieval stage hat aims to handle 
unstructured image collections. On the other hand, 
classification techniques, along with the distance measurement, 
form the core of the retrieval process. 

Recently, remarkable contributions have been proposed for 
unsupervised learning and supervised learning techniques and 
their application in various domains. This work focuses on 
novel approaches and applications dealing with content based 
image retrieval and closely related topics. The earlier efforts 
were focused on similarity measures and feature extraction 
components. Clustering and fast classification components 
have been promoted as practical hacks to overcome the 
scalability problem due to the continuous exponential growth 
of digital image databases. Clustering can be defined as the 
process of partitioning patterns into homogeneous categories in 
an unsupervised manner. It consists in dividing a collection of 
unlabelled data instances into groups such that instances 
belonging to different groups are as dissimilar as possible, and 
instances assigned to the same group are as similar as possible. 
Clustering aims to improve retrieval and visualization 
capability of typical image retrieval systems. One should 
mention that the performance of such retrieval systems is still 
affected by traditional challenges such as cluster conformity to 
the ground truth partition and visualization accuracy. 

In [35], the authors suggested various taxonomies of 
clustering methods. Partitional clustering relies on hard or 
fuzzy objective function optimization. For hard clustering, 
binary membership value is assigned to each data instance 
whether it belongs or not to a cluster. Since clusters are rarely 
completely separated and are usually overlapping in real world 
applications, the use of crisp logic to describe the data is not 
appropriate to distinguish between instances laying on the 
overlapping boundaries. On the other hand, fuzzy logic allows 
the gradual evaluation of the membership of instances within a 
group/cluster. The Fuzzy C-Means (FCM) algorithm [36] is a 
popular fuzzy clustering algorithm. Multiple FCM based 
contributions have been reported along with different 
applications [37, 38]. However, these FCM based algorithms 
fail to discover the ground truth distribution of the data when it 

contains asymmetric clusters and may yield non-optimal 
results. Probabilistic modelling is another alternative to fuzzy 
clustering. More specifically, mixture modelling based 
approaches in [80] rely on the assumption that instances in a 
given cluster are inherited from one of the multiple 
distributions, and aim at estimating the parameters of these 
distributions. Recently, in [39], the authors proposed to let data 
instances, belonging to different clusters, to be issued from 
various density functions. Such clustering techniques can be 
roughly categorised into three paradigms: statistical modelling, 
relational and objective function based paradigm. 

Statistical modelling based clustering considers each 
cluster/category as a restrictively distributed pattern. Thus, the 
overall dataset is modelled as distribution mixture. The 
Expectation Maximization algorithm [40] is usually used to 
estimate the parameters of the mixture 
components/distributions corresponding to the cluster 
properties. The main appealing advantage of this mixture 
modelling approach is the information it provides on the data 
densities along with the final clustering partition [41]. Note that 
mixture components are not necessarily modelled as 
multivariate distribution. For instance, in [42], the authors 
intended to cluster image regions by characterizing each cluster 
using a 2-Dimensional HMM. However, if no probability 
measure is set-up to model a category/cluster, a mixture 
modelling can be achieved by grouping data instances and 
representing each cluster in a different similarity preserving 
space [43]. Typically, this approach represents the dataset for a 
more accurate classification rather than clustering it. In 
particular, applications such as remotely sensed image 
recognition, medical image classification, and automatic image 
annotation exploit this approach along with specified image 
collections with labelled training instances [71]. On the other 
hand, for relational approaches (pairwise distance based 
approaches) the mathematical representation of the data points 
is not critical [81]. This makes them widely applicable and 
appealing for various image based applications such as image 
retrieval which requires complex formulation of image 
signatures. However, the computation of the pairwise distances 
between data instances makes the relational methods timely 
expensive. In [44], the authors proposed a spectral clustering 
algorithm [78] to group similar images into homogeneous 
clusters and use the obtained partition information to enhance 
the retrieval process. More specifically, given the query image, 
clusters are learned in an unsupervised manner in order to 
enhance the retrieval accuracy. Objective function optimization 
is another traditional unsupervised learning technique. For 
instance, the popular K-means algorithm [72] minimizes the 
sum of the intra cluster distances. Notice that a major drawback 
of K-means is that the number of clusters has to be specified a 
priori. 

A natural alternative to overcome this limitation consists in 
gradually increasing the number of clusters until the average 
distance between an instance and its corresponding cluster 
centre reaches a predefined threshold. The competitive 
agglomeration algorithm is a more advanced alternative to 
finding the number of image clusters [45]. From an application 
point of view, researchers from the multimedia community 
dedicated more attention for Web image clustering. In fact, the 
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unsupervised learning (clustering) techniques are valuable 
when meta-data is collected/extracted in addition to visual 
descriptors [33, 34, 37]. Unsupervised learning usually serves 
to recognize new images and assign them to some predefined 
categories before proceeding with the retrieval phase. 
Similarly, classification techniques can be grouped into two 
main categories. The first one contains the generative 
modelling based approaches. The second category regroups the 
discriminative modelling approaches such as decision trees and 
SVM classifiers where the class boundaries and the posterior 
probabilities are learned. The generative modelling uses Bayes 
formula along with the densities of data instances within each 
class to estimate the posterior probabilities. The researchers in 
[46] adopted Bayesian classification to propose an image 
retrieval system. Similarly, researchers in [26] used Bayesian 
classification in their proposed image retrieval approach. Their 
system aimed to capture high-level concepts of natural scenes 
using low-level features. Images were then automatically 
classified into outdoor or indoor images. Similarly, in [134] 
Bayesian network was adopted for indoor/outdoor image 
classification. Besides, image classification using SVM as 
supervised learning technique has been proposed in [47]. 
Recently, advanced multimedia query processing systems 
using SVM based MIL framework has been proposed in [48, 
49]. MIL framework considers l training images as labelled 
bags  where the bag   includes a set of instances represents a 
region i extracted from a training image i, and   indicates a 
positive or negative example for a given class value. The 
mapping of these bags to a new feature space, where 
supervised learning technique can be trained to classify 
unlabelled instances, is the key component of MIL. An image 
classification system has been proposed in [50] as a key 
component of an image retrieval system. Such classification 
techniques along with new information theory based clustering 
have boosted the integration of clustering and classification 
components into typical image retrieval systems. Different 
supervised learning techniques, such as neural network, were 
also considered for high-level concept learning. Specifically, in 
[19], the authors used 11 concepts. Namely, they considered 
water, fur, cloud, ice, grass, rock, road, sand, tree, skin, and 
brick. A large training set including low-level region 
descriptors is then used as input for neural network classifier. 
This aims to learn the association between high-level semantic 
(concept labels) and low-level descriptors. The main limitation 
of this approach is its high computational cost and the 
relatively large data required for training. Besides these 
learning techniques, decision trees methods such as ID3, C4.5 
and CART are used to predict high-level categories [160]. In 
particular, the authors in [24] used CART algorithm to derive 
decision rules that associate image colour features to keywords 
such as Marine, Sunset, and Nocturne. In [161], a two-class 
(relevant and irrelevant) categorization model is solved using a 
C4.5 decision tree. Despite their robustness to noise and 
handling of missing data, decision trees exhibit a lack of 
modularity. 

B. Multimodal Fusion and Retrieval 

The last decade has witnessed the proposal of various 
image retrieval approaches [82, 83, 84, 95, 13] which mainly 
rely on image and text modalities. One should notice that 
solutions for multimedia and speech retrieval have also been 

proposed. This work focuses on image retrieval using text and 
image modalities only. In particular, it highlights the 
aggregation of these two modalities to enhance the retrieval 
accuracy. In other words, it considers this fusion as a typical 
technique that contributes considerably to the enhancement of 
the retrieval results. In fact, combining two query modalities 
can be counter-productive. In such scenario, query fusion aims 
at learning the optimal model to aggregate the different 
modalities. Recently, researchers have proposed some fusion 
techniques and applied them to image retrieval and image 
annotation systems [51]. In the following, a survey on multi-
modal fusion techniques related to image retrieval application 
is outlined. Traditional fusion approach is intended to learn 
optimal rules to fuse multiple classifier outputs (decisions). 
This process requires some ground truth data to validate the 
obtained rules [89, 90]. Unlike this late fusion approach, 
another fusion alternative relies on the re-training of individual 
classifiers in order to optimize the fusion rule. For instance, the 
authors in [74] formulate the multi-modal fusion as two fold 
problem. Statistical modelling of the modalities represents the 
first fold. The second one consists of learning the optimal 
combination in an unsupervised manner. This fusion learning 
approach proved to be more effective than naive fusion for 
image retrieval [52]. Moreover, the fusion learning is 
performed offline which makes its application computationally 
inexpensive. This boosted the usage of modality fusion in 
retrieval related applications. However, over-fitting remains a 
considerable challenge for fusion learning. Thus, bagging [75] 
has been used to re-sample the data and prevent/reduce over-
fitting. Despite these efforts, including fusion learning as the 
main component of image retrieval system represents a 
relatively new research area for pattern recognition and image 
processing researchers [86, 87, 88]. It is expected that it will 
boost research for various applications based on modalities and 
medias such as video, audio and text. In other words, future 
challenges are to fuse, in an efficient manner, as many 
information modalities as possible to overcome real world 
problems. 

Local and global are the main approaches for combining 
diverse learners. Global approach assigns an average 
confidence degree to each learner based on the training set. On 
the other hand, local approach dedicates a confidence degree to 
the subspaces of the training set. This assumes that more 
accurate classification performance can be achieved using 
optimal data-based weights. During the training stage, an 
unsupervised grouping of the input data instances into 
homogeneous clusters is mandatory for local fusion approach. 
For supervised learning, unlabelled instances get appointed to 
regions, and the expert learner corresponding to this regions 
yield the fusion decision. Dynamic data classification during 
the testing stage is outlined in [143, 144, 145]. The classifier 
accuracies are obtained using sample vicinity in the feature 
space local regions. The most accurate classifier is then used to 
classify test samples. The Context-Dependent Fusion (CDF) in 
[145] is a local fusion approach that first groups the training 
samples into homogeneous context clusters. These clustering 
and local expert model selection phases are sequentially 
independent components of CDF. The authors in [146] 
proposed a generic context-dependent fusion approach which 
categorizes the feature space and combines the outputs of the 
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individual expert models simultaneously. Simple linear 
aggregation is used to predict aggregation weights for the 
individual classifier models. However, these weights may fail 
to reflect the integration between the individual learners. The 
researchers in [147] used clustering and feature selection to 
determine the most accurate classifier.  

More specifically, the unsupervised clustering of the 
training samples aims to discover the fusion decision regions. 
Next, the highest-performance classifiers on each local region 
of the feature space are selected. The principal limitation of 
this work one classifier only is appointed for each region. In 
[148], another clustering and selection approach was proposed 
to partition the training samples into correctly and incorrectly 
classified samples. In fact, the feature space is partitioned by 
grouping the training samples. Then, the most accurate 
classifier in the test sample vicinity is appointed in order to 
provide the fusion decision. This makes this approach more 
computationally efficient than the approach in [147]. Recently, 
in [149, 150], a local fusion approach that partitions the data 
instances into homogeneous groups using their low-level 
features was proposed. Notice that the resulting clusters are 
used to aggregate the individual classifier decisions. In fact, 
aggregation weights are assigned to each individual classifier 
within each context. These weights reflect the relative accuracy 
of the classifiers within the different contexts. In order to 
address the sensitivity of this approach to noise and outliers, 
the researchers in [151] proposed a possibilistic approach that 
adapts the fusion technique to sub-regions of the feature space. 
The proposed clustering algorithm produces possibilistic 
memberships reflecting the typicality of data instances in order 
to reduce noise point impact. Then, expert learners are 
appointed to the resulting clusters. Notice that the aggregation 
weights are learned simultaneously for all classifiers. Finally, 
the aggregation weights corresponding to the closest 
cluster/context yield individual confidence values. Although 
this fusion approach proved to be effective for some 
applications, the proposed objective function remains prone to 
local minima. 

III. LOW-LEVEL FEATURES  

The various promising low-level feature has been proposed 
to encode image content for CBIR systems. In the following, 
low-level descriptors and their use to enhance the retrieval 
accuracy are surveyed. 

A. Colour Features 

The most popular and widely used low level descriptor in 
image CBIR system is the colour feature. Several colour spaces 
have been defined for colour feature representation [91]. As 
reported in [95, 92, 93, 94, 20], the closest colour spaces to 
human perception include RGB, LUV, HSV, HMMD, YCrCb, 
and LAB. Also, various colour descriptors/features, such as 
colour histogram, colour moments, colour-covariance matrix, 
and colour coherence vector have been proposed for CBIR 
systems [96, 97, 98]. Similarly, in [99], colour structure, 
dominant colour, colour layout and scalable colour have been 
proposed as standard MPEG-7 colour features. Despite these 
efforts to encode the colour properties of the image, the 
proposed features have shown limitations to express image 
high level semantic. In order to alleviate this concern, 

researchers proposed averaging colour of all pixels in a 
region/image as a colour feature [20, 98, 100]. However, this 
feature is affected by the image segmentation quality. In [100], 
the authors defined the dominant colour in HSV space as 
region perceptual colour. The dominant colour considers the 
largest bin of the colour histogram (10 * 4 * 4 bins) of the 
region in the HSV space. Then, the dominant colour feature 
corresponds to the average HSV value of all the pixels in the 
selected bin. One should notice that if applied to non-
homogeneous colour region due to inaccurate segmentation, 
taking the average colour does not yield representative colour 
feature. Thus, image pre-processing has been adopted as the 
main component of CBIR systems in order to remove noise 
from the images and enhance the segmentation quality 
[101,102]. 

B. Texture Features 

Texture features aim at encoding another important visual 
property of images. In particular, texture feature represents the 
best some real world image content such as clouds, skin, trees, 
fabric, etc. Hence, texture feature contributes efficiently to 
reducing the gap between image content and their high level 
semantic for CBIR systems. For instance, spectral features 
extracted using wavelet transform [103] or Gabor filtering 
[104] have been widely adopted by CBIR systems. Similarly, 
statistical features such as wold features [105] and Tamura 
texture features [106] have been proposed in order to represent 
image visual content better and improve CBIR accuracy. Later, 
MPEG-7 adopted some statistical measures proposed in [106], 
such as directionality, regularity and coarseness, to dene 
standard texture browsing descriptor [94, 98]. However, this 
statistic measure based features are not robust to scale and 
orientation variation [107]. 

Based on researcher contributions to propose accurate 
CBIR systems, wavelet and Gabor based texture features 
proved to match the best human vision and achieved the 
highest performance [98, 104, 108]. However, one should 
notice that these two texture features are sensitive to the shape 
of the image region [20, 104]. More specifically, they handle 
better the rectangular regions than arbitrarily shaped regions. 
Reshaping these non-rectangular regions by padding or 
applying some transforms emerged as an intuitive solution to 
overcome this drawback. Notice that region padding decreases 
the fidelity of the extracted texture feature to the image 
content. Another efficient extraction approach using iterative 
projection onto convex sets (POCS) has been proposed in [109] 
to extract texture features from non-regular regions. The Edge 
Histogram Descriptor (EHD) [98] proved to represent natural 
images efficiently. This edge feature encodes the spatial 
distribution of images edges. More specifically, it includes 
local edge histograms extracted from predefined sub-images 
and grouped into horizontal, vertical, diagonal, anti-diagonal 
and neutral edges. However, EHD is sensitive to scene and 
object distortions. Similarly, the researchers in [110] extracted 
the gradient vector from the sub-band images obtained using 
wavelet transform. 

C. Shape Feature 

Shape attributes such as consecutive boundary segments, 
circularity, aspect ratio, moment invariant, Fourier descriptors, 
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eccentricity and orientation have been widely exploited to 
represent an image in CBIR systems [20, 97, 111]. In [96], 
shape descriptors are extracted using area and second-order 
moments from gross image regions. For object-based image 
retrieval, MPEG- 7 [98] has included three shape descriptors. 
Namely, a descriptor based on curvature scale space (CSS), a 
region based feature extracted using Zernik moments, and a 3-
D shape descriptor based 3-D meshes of shape surface have 
been defined as MPEG-7 standard shape features. CSS 
descriptor is robust to scaling, translation and rotation 
variations. However, it shows some limitation to represent 
objects taken from the different point of view due to the 
resulting distortions. The authors in [112] addressed this 
limitation and proposed a variation of CSS descriptor that is 
robust to such affine transform. 

D. Spatial Location 

Spatial location represents another shape feature relevant to 
CBIR. In fact, if objects/regions exhibit similar texture and 
colour properties, then their respective spatial locations can 
serve as a more discriminative feature to represent these 
regions/objects [113, 114]. Minimum bounding box and the 
spatial centroid of regions represent the information used as a 
spatial location in [115]. However, such intrinsic spatial 
location does not reflect the semantic information in an 
effective manner compared to a relative spatial relationship. 
Thus, the authors in [116] used 2D-string, and its derivative 
structures formulate directional relationships such as 
„below/above‟ and „left/right‟, between objects. In [117], 
topological relationships have been included to enhance the 
performance of directional relationships. They outlined a 
spatial context modelling algorithm which relies on 6 pairwise 
spatial region relationships. Similarly, in [118], a promising 
approach using a composite region template (CRT) was 
introduced in order to capture semantic classes and the spatial 
arrangement of regions. 

IV. CBIR OFFSHOOTS: PROBLEMS AND APPLICATIONS OF 

THE NEW AGE 

In [53], an early age survey on CBIR has been reported. 
Researcher effort was outlined as novel contributions to 
information retrieval, computer vision and machine learning 
applications. Nowadays, CBIR represents relatively mature 
research field. Moreover, a considerable number of researches 
shows the emergence of non-typical challenges, yet of high 
relevance to CBIR systems. In the following, these novel 
research directions are outlined. 

A. Automatic Image Annotation 

The typical goal of content based image retrieval system is 
to find relevant images to a given query when meta data is 
missing or unavailable. However, the uploaded digital images 
on a daily basis to image databases are rarely coupled with 
relevant labels or keywords. This triggered researches on 
automatic image annotation approaches [25, 31, 53, 59, 60, 62, 
63]. Figure 2 shows the general architecture of a typical image 
annotation system. This system uses a set of labelled images 
for training. First, each image is segmented into regions and 
local features are extracted and used to describe each region. 
There are two main segmentation strategies; the first one 
partitions the image into a set of fixed sized blocks or grid 

[138, 139]. The second one partitions the image into a number 
of homogeneous regions that share common features [140, 141, 
142]. Ideally, each region corresponds to a different object in 
the image. After segmentation, each segmented block or region 
is represented by a feature vector. After segmenting all training 
images and extracting visual features from their regions, a 
machine learning algorithm is used to learn associations or 
joint probability distributions between these features and the 
keywords used to annotate the images. The testing part of the 
system takes, as input, an un-annotated image, segments it into 
homogeneous regions, extracts and encodes the visual content 
of each region by feature vectors. Then, it uses the learned 
associations or joint probability distributions to infer the set of 
keywords that best describe the visual features. These 
keywords are then used to annotate the image.  

  

Fig. 2. Overview of a typical automatic image annotation system 

Despite the effort made by researchers to propose accurate 
automatic image annotation approaches, the reported systems 
show noticeable limitations to label real world images 
accurately. For instance, the authors in [54] formulated 
automatic image annotation as a linguistic translation problem 
with hierarchical text modelling. The approach relies on the 
assumption that words describing an image represent nodes in 
a hierarchical concept tree Wordnet [55]. In [56], the 
researchers extended this approach and used the Wordnet 
ontology to remove uncorrelated words. In [79], the Latent 
Dirichlet Allocation (LDA) model was adopted to associate 
images to textual labels. As one can notice, these approaches 
encode images as regions, blobs or segments. Thus, images are 
perceived as bags of words, and joint blob-keyword 
probabilities are estimated in order to reduce the automatic 
annotation of images to a likelihood estimation problem. These 
approaches assume accurate segmentation of the images. 
Alternatively, Cross Media Relevance Models (CMRM) was 
proposed in [57, 58] to annotate images automatically. Also, in 
[59] the authors used the word to word correlations, and 
proposed coherent language models to enhance image 
annotation accuracy. The automatic image annotation solutions 
reported above handle visual features and text modalities 
separately before modelling their associations. The authors in 
[60] proposed simultaneous handling of the visual features and 
the textual keywords. The Probabilistic Latent Semantic 
analysis (PLSA) is then used to model the resulting uniform 
vectored data. A variation of this approach, namely the 
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nonlinear latent semantic analysis was proposed in [61] to 
annotate images automatically. Another approach consists in 
formulating automatic image annotation as a classification task 
where unlabelled images are assigned to a set of predefined 
concepts such as landscape, city and sunset [62]. The 
researchers in [63] solved the automatic image annotation 
problem using a saliency measure based on WordNet and a 
structure composition modelling. Automatic Linguistic 
Indexing of Pictures (ALIP) system, introduced in [64], adopts 
a 2-Dimensional multi-resolution Hidden Markov Models 
(HMM) to recognize the intra-scale and inter-scale spatial 
correlations of the visual properties characterizing given 
semantic classes. For this approach, single classes are first 
modelled independently. Then, based on the learned 
class/model, the likelihoods of the query image is calculated 
and the statistically salient keywords of the most likely classes 
are chosen for annotation. Similarly, Automatic Linguistic 
Indexing of Pictures - Real time (ALIPR) system was proposed 
in [65] as a novel variation of ALIP. ALIPR allows real-time 
estimation of statistical likelihoods due to its simpler modelling 
approach. As a pioneer real time automatic image annotation 
system, ALIPR triggered remarkable interest for real world 
applications [66]. The authors in [67] outlined concept/class 
learning using Gaussian mixture models and user feedback 
when image databases dynamically change over time. In [68], a 
soft annotation approach based on Bayes point machines to 
generate confidence function for the predefined semantic 
keywords. Also, a soft fusion of SVM classifiers was proposed 
in [64, 69] to overcome automatic annotation challenges. The 
authors in [49] used Multiple instance learning to automatically 
categorize images and associate image regions to semantically 
relevant keywords [70]. The amount and diversity of learning 
techniques and approaches used to annotate images show how 
challenging this problem is automatically. Moreover, the image 
segmentation techniques, which represent a critical component 
of the proposed system, exhibit considerable limitations to 
extract the objects and regions in the images accurately. Thus, 
associating image regions to semantic concepts get more acute. 
Recently, researchers aimed at bridging the retrieval annotation 
gap [63] by using keyword queries by default, regardless of 
label availability with the images. 

B. Multiple Query-Based CBIR 

For multiple query-based CBIR, a set of query images is 
provided by the user to represent his interest. The low-level 
features are extracted from each one of these query images. 
Like for typical CBIR system, the visual descriptor extraction 
is done offline. The key component of multiple query-based 
CBIR systems consists in the pair-wise distance computation 
between the query image set and the images in the database. 
More specifically, rather than computing the distance between 
the low-level feature vectors corresponding to the unique query 
image and image from the database, multiple query-based 
CBIR requires the distance/similarity estimation between a the 
low-level features representing the query set and a feature 
vector from the original database [152, 153, 154, 155]. The 
Multiple query set is intended to be more representative of the 
user retrieval interest. The authors in [152] presented a CBIR 
system based on multiple query set. The proposed approach 
relies on the multi-histogram intersection to measure the 
distance between the query image set and images in the 

database using texture and low-level colour features. The query 
image set includes images which represent the texture 
information, and others that reflect the colour information. The 
similarity of the query image set to images from the database is 
formulated as a weighted sum of the individual similarities 
obtained using texture and colour features separately. The 
authors in [163] introduced a CBIR system based on multiple 
query images. They formulate the user query using a set of 
relevant images, and another set of irrelevant images to the 
user interest. Namely, they used multiple positive sets and 
multiple negative sets to express the user‟s semantic. More 
specifically, the similarity of a query set to images from the 
dataset is obtained using the similarity of the dataset images 
with the means of the positive and negative query image sets. 
In [155], structure, colour and texture descriptors are used to 
calculate partial distances between images from the query set 
and database images. Then, relevance weights are associated 
with these partial distances along with weighted summation to 
yield individual distances. Finally, the overall distance between 
an image from the database and the query image set is 
introduced as the minimum individual distance between each 
query image and the given database image. One should notice 
that such approaches suffer from over-fitting. More 
specifically, the weights associated with the visual descriptors 
are affected by the dataset content. In other words, weight 
tuning/learning is required for each image collection. Thus, the 
relevance weights represent the visual properties of the 
database images rather than the semantic the user is interested 
in. 

In [156], the authors proposed an approach for optimal 
query image learning using Mahalanobis distance. Given query 
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The user expresses his interest using query images and their 
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corresponding goodness scores. One should mention that a 
large number of query images should be provided to learn 
accurate Mahalanobis matrix representing the user high level 
semantic. Moreover, the computation of the Mahalanobis 
matrix exhibits high time complexity with highly dimensional 
features. 

In [164], the researchers used the Euclidean distance, and 
assumed that the relationship between an image from the 
database and a query image set is an AND logical operation to 
ensure that the retrieved images are similar to all query images. 
This yields: 

 (  
      

    
 
 )      (  (  

    
 
))  (6) 

where,   (  
    

 
)   is the Euclidean distance between a 

database image   
 

 and the query image   
 .  As it can be seen, 

this approach does not assign feature weight and consider all 
features equally relevant. The authors in [158] introduced 
another multiple query based image retrieval approach using 
several visual descriptors. The system relies on logic OR 

distances between the distances from a given query image   
  to 

database image   
 
  using the different features. Besides, it uses 

a logic AND operator between the distances from a given 
database image and of the query images. This approach is 
formulated using the equation below: 
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)   represents the distance between the 

database image    
 
 and the query image   

  obtained using all 

features. One should notice that rather than assigning feature 
weights, this approach [158] considers one single feature only, 
and discards the others. On the other hand, the authors in [159] 
proposed to linearly combine distances to express the user 
interest based on the provided query image set and s set of 
goodness scores. The proposed approach is formulated as: 
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where,    expresses the goodness score of the query image 

  
  while  (  

    
 
) represents the distance between the database 

image    
 

 and   
 . Besides, t is a positive constant larger or 

equal to 1. The goodness scores           are provided by the 

user to express his interest. 

As it can be seen, some of the existing multiple query based 
CBIR approaches do not conduct features relevance weighting. 
Instead, they consider one of the provided query images as the 
most representative one, and ignore the other query images 
[164, 168]. Other approaches [166, 169] require user scoring of 
the query images to include it in the pair-wise similarity among 
images. One should notice an important limitation of some 
state-of-the-art multiple queries based CBIR approaches [162, 
163, 165] which are the considerable number of query images 
required to learn appropriate relevance weights. Furthermore, 
these relevance weighting relies on cross-validation using 
particular dataset, and requires a learning process per dataset. 
This makes the obtained relevance weights reflect the visual 

characteristics of the training set rather than the semantic user 
interest. 

C. Benchmarking 

The state-of-the-art proved that no standard benchmark 
image collection and/or performance measures had been 
universally used by researchers to evaluate the proposed CBIR 
systems. 

1) Performance Evaluation 
Usually the retrieval performance of CBIR systems is 

assessed using precision and recall. The precision represents 
the proportion of retrieved images that is relevant to the query. 
It assesses the capability of the system to find all relevant 
images. On the other hand, the recall represents the proportion 
of relevant images that are retrieved by the system. It assesses 
its capability to find relevant images only. The precision is 
computed as follows: 

           
                              

                         
            (9) 

Similarly, the recall is calculated as: 

        
                              

                        
                  (10) 

 
Researchers aim to achieve high Precision and Recall 

values. Therefore, rather than assessing the retrieval 
performance using Precision or Recall individually, the curve 
Recall Vs Precision has been widely used to evaluate retrieval 
systems [4]. However, unlike text-based retrieval systems, the 
retrieval performance for CBIR systems is not accurately 
reflected by such curve [119]. Thus, the rank (Ra) measure 
[120, 121] defined as the average rank of the retrieved images, 
emerged as a promising alternative to overcome this limitation. 
The smaller the obtained rank value is, the better the achieved 
performance is. Another performance measure that has been 
adopted to assess the retrieval performance is the Average 
Normalised Modified Retrieval Rank (ANMRR) [122]. It 
includes the order of the retrieved images. The ANMRR values 
are within the [0, 1] range. If the ANMRR value is close to 
zero, then the retrieval is highly accurate. 

2) Image Databases 
Corel image dataset [123] has been most widely used to 

empirically evaluate the performance of CBIR systems 
outlined in the surveyed papers. Many researchers believe that 
Corel image dataset, with its heterogeneous content and the 
available manual ground truth label represent an appropriate 
mean to assess CBIR system [130]. However, others perceive 
Corel image database unsuitable due to the quality of the 
associated ground truth labels which are often too high-level to 
be relevant for the retrieval assessment [131, 132]. Thus pre- 
processing the meta-data associated with Corel images may be 
a natural alternative to enhance its quality and exploit its high 
intra-class variance. Thus, in [133], the authors introduced a 
novel reference data set to evaluate CBIR systems. The 
proposed data set was collected using real human evaluations 
of retrieval results. The authors considered 20k evaluations of 
query result pairs for query by example approach, and 5k pairs 
for text-based query approach. The resulting data set is 
assumed to be independent of any specific image retrieval 
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algorithm. The authors claimed that this data set is sufficient to 
assess any CBIR related algorithms objectively. Alternatively, 
researchers used either different digital image collections such 
as Kodak consumer images [124], LA resource pictures [125] 
or their own collected images sets. One should mention that 
specific datasets have also used for particular applications of 
CBIR models. For instance, Brodatz textures [126] have been 
adopted to validate applications that rely on perceptual texture 
descriptor [127, 128, 129]. Also, the Internet represents another 
alternative data source for Web image retrieval applications 
[21, 25]. 

V. RESEARCH ISSUES 

A. Query Formulation 

Query formulation is a key component to reducing the 
semantic gap between images low-level content and user high 
level interest. The researchers in [134] introduced OQUEL 
query language as novel retrieval language. The simple or 
complex combination of keywords is supported by OQUEL. In 
[145], a natural query language is proposed to query digital 
image collections. The language vocabulary consists of 
elementary semantic indicators such as “tree”, “sea”, etc..., and 
a syntax that reflects natural patterns perceived by human such 
as “outdoor scenes” and “people” [135]. The authors in [136] 
used image regions to express the semantic content the user is 
looking for by retrieving images of interest in collections 
including objects and metadata. More specifically, the semantic 
content is encoded using texture features based on wavelet 
transform, and the multi-scale colour coherent descriptor. 
Despite these efforts, the researchers in [134] considered query 
language as ill-understood and require more focus. 

B. Image Benchmark and Performance Measures 

Subsets of Corel image collection, along with precision and 
recall, are usually used to assess the performance of CBIR 
systems. However, the researchers in [137] proved that using 
Corel image subset and these performance measures yield 
subjective results. In particular, they claim that the obtained 
results depend on the submitted queries. In their experiments, 
the authors submitted various query images and relied on 
different ground truth data. Moreover, they proved that a CBIR 
system could yield different retrieval results using the same 
image collection and performance measures. Thus, they 
concluded that such performance evaluation couldnot be 
objective without specifying and reporting the test images used 
to query the system. One can conclude that standard image 
collection with specified query images, and appropriate 
performance measures are urgently required for objective 
CBIR performance evaluation. 

VI. CONCLUSIONS 

During the past decade, Content-Based Image Retrieval 
(CBIR) related research has reserved more attention for digital 
image processing, visual descriptor extraction, and learning 
techniques. Advanced researches proved that visual descriptors 
are unable to capture higher level semantic the user is 
interested in. In other words, they made CBIR systems fail to 
bridge the gap human semantics and image low-level content. 
This work surveyed recent research contribution aiming to 

reduce the “semantic gap”. It also outlined the state-of-the-art 
low-level features adopted to bridge the “semantic gap”. 
Despite the considerable quantity and quality of work proposed 
in this area, no standard approach has been defined for image 
retrieval based on high level semantics. CBIR systems using 
unsupervised, supervised learning or fusion techniques were 
proposed to reduce the gap between low-level visual 
descriptors and the richness of high-level semantic. Moreover, 
it has been noticed that objective evaluation and comparison of 
CBIR systems cannot be achieved without standard image 
dataset availability and unified performance measures. In 
conclusion, mature content based image retrieval system able 
to capture high level semantics stands mainly in need of 
intelligent learning techniques, and appropriate visual 
descriptor extraction. 
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Abstract—Electronic Learning (E-Learning) in the education 

system has become the obvious choice of the community over the 

globe because of its numerous advantages. The main aim of the 

present study is to identify Critical Success Factors (CSFs) and 

validate them for successful implementation of the E-Leaning at 

Saudi Arabian Universities. This study developed a multi-

dimensional instrument for measuring the E-Learning CSFs in 

the higher educational institutions of Saudi Arabia. The study 

reviewed various CSFs from literature and identified most 

important E-Learning CSFs which are described and grouped in 

five dimensions such as Student, Instructor, Design and 

Contents, System and Technological, and Institutional 

Management Services. The 36 CSFs falling under these relevant 

dimensions were then validated their importance quantitatively 

through university Students, Instructors, and E-Learning staffs 

of some well-known universities in Saudi Arabia. A survey 

instrument was developed and tested on a sample of 257 

respondents of Saudi Arabia Universities. It was found that 

System and Technological dimension is the most significant as 

perceived by respondents.   Results of the study discovered that 

all obtained factors are highly reliable and thus would be useful 

to develop and implement E-Learning systems. 

Keywords—Critical Success Factors (CSFs); Content 

Reliability and Collected Mean; E-Learning, Kingdom of Saudi 

Arabia. Quantitative Analysis 

I. INTRODUCTION 

E-Learning has become a novel means of learning trend in 
current years. It can provide amusing resources than the 
traditional classroom to enhance ease of learning-learning. E-
Learning also overcomes the restrictions of time and space of 
traditional physical teaching. It allows users to study 
independently, with freedom with lesser or negligible 
interference [1]. However, if the E-Learning system is not 
followed correctly, it may not deliver the required quality 
education. Critical Success Factors (CSFs) play a vital role in 
enhancing the quality of the E-Learning organization. CSF 
came into a scenario in the literature when the comparison was 

made between some establishments, and the study was 
conducted to explore the components for success. The 
organization needs to hold CSFs well to have a successful 
implementation and also to measure CSFs as variables which 
are essential for the phase implementation [2]. CSFs are the 
variables that are required to measure in the phase of planning 
to ensure the process of execution. Hence, it is essential to 
verify, control, and measure to dictate the success of an entire 
system which results into achieving the quality standards of E-
Learning. The rapid growth of science leads to the new 
advancement of carrying learning content and enabling learner-
instructor communication. It is achieved globally using 
computer network acknowledged as E-Learning, educational 
revolution caused with the impact upon education all around 
the world [3]. It is very importance to study the critical success 
factors of E-Learning system, as well as to find the barriers of 
the E-Learning education system, and what enables the E-
Learning education system. The measure of successful 
implementation of E-Learning should incorporate different 
concepts and constructs to evaluate this success [1]. Any 
instrument that measures and identifies E-Learning CSFs from 
user or stakeholders‟ perception holds a significant importance 
for practitioners and researchers in the field. Educational 
institutions are also motivated to develop state-of-the-art E-
Learning systems that fulfil the expectations of Students and 
Instructors. 

The main objectives of the present study are to investigate 
important factors for the successful implementation of E-
Learning especially for Saudi Arabian Universities where 
researchers are involved practically in this filed. Kingdom of 
Saudi Arabia (KSA) is also embarking on E-Learning like 
other countries of the world because of the need of time and 
demand. It is the right time to investigate the critical success 
for Saudi E-Learning industry for its successful implantation. 

The paper organization is as: Section 2 discusses related 
literature. Section 3 presents a description of the research 
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methods and procedures used in generating the indicators of 
each E-Learning CSFs. In Section 4, the finding and results are 
discussed. Discussion and conclusions with future work are 
discussed in the last section of the paper. 

II. LITERATURE REVIEW 

A. E-Learning 

E-Learning is becoming very important and gradually 
popular approach in higher educational institutions over the 
teaching and learning world because of its ability of resource 
sharing, cost effectiveness, flexibility, and easy availability of 
the World Wide Web (WWW). Ease of using the E-Learning 
technology tools through web resources, means of choice for 
distance education and professional training has made the E-
Learning technology extremely popular. In addition, to provide 
comfortable resources as compared to the traditional physical 
classroom teaching-learning, E-Learning also breaks the 
boundaries of time and space that limits the of traditional 
teaching-learning. E-Learning also allows independent learning 
that is free from direct observation of traditional teaching [1]. 
[4], view E-learning as “In a knowledge and information 
society, E-Learning is built on the extensive use of advanced 
information and communication technologies to deliver 
instructions”. [5] refer E-Learning as, “the use of various 
technological tools that are web based, web distributed, or web 
capable for the purposes of education”. [6]  defined E-Learning 
as, “the use of Information and Communication Technology to 
enhance and support learning in tertiary education”. [7] refers, 
“E-Learning as the wide set of applications and processes, 
which uses available electronic media and tools to deliver 
vocational education and training”. Open and Distance 
Learning Quality Council of UK states “E-Learning to be an 
effective learning process created by combining digitally 
delivered content with learning support and services”. [8] 
considered E-Learning as, “an electronically mediated 
interaction”. Other terminologies, such as: online education, 
online learning, E-Education, M-Learning, and open and 
distance learning are used for the term E-Learning in different 
research studies.  [9] highlighted that; E-Learning in the 
education system has become the obvious choice of masses 
over the globe because of its numerous advantages. However, 
E-Learning system may not deliver the required quality 
education if not followed and utilized correctly. The Kingdom 
of Saudi Arabia (KSA) is the largest Arab country by land in 
Western Asia which occupies a major part of the Arabian 
Peninsula, with the Persian Gulf to the east, the Gulf of Aqaba 
and the Red Sea in the west.  In 1975, the Saudi Arabian 
government formed Ministry of Higher Education to supervise 
country‟s Higher Educational System. The Ministry set long-
term objectives and plans with huge resources to provide 
skilled manpower to look after the nation‟s increasing 
economy, both in government, and private sectors. The Saudi 
Ministry of Higher Education also accepted the high 
possibilities and need of E-Learning in public universities, 
where there is a scarcity of female staff members in the gender 
based institutions. A large number of students also interested 
and desire for studying part time to get better employment [10] 
[11]. 

B. E-Learning Critical Success Factors (CSFs) 

In the late 1970s, CSF appears in literature because of the 
problem about the indication of some establishments which 
seemed to be more fortunate and successful comparing with 
others. The research was conducted to study about the success 
components of some successful business (Ingram et al., 2000). 
CSF is considered as an important factor for fulfilling 
organizational mission and vision. It also can be said that due 
to lack of these factors, the organizational mission can be failed 
[12]. A number of CSF definitions were acquainted with 
several kinds of literature. [13] explained the CSF concept as, 
“… the limited number of areas in which results, if they are 
satisfactory, will ensure successful competitive performance 
for the organization. They are the few key areas where „things 
must go right‟ for the business to flourish”. In the year 1988, 
Freund presented CSFs as, “those things that must be done if a 
company is to be successful”. CSFs must be limited in 
numbers, and should be measurable and controllable. [14] 
proposed that CSFs should be treated as a model or framework 
for strategic planning in directing stakeholders to determine the 
elements which should be treated right in succeeding the 
targeted goals and objectives. [2], studied about CFS and 
considered the term as the variables which are essential for the 
success in the stage of implementation. So, in order to achieve 
a fruitful implementation, an organization has to handle CSFs 
very well. The previous definition proves that, CSFs are the 
features and variables which must be treated carefully 
throughout the planning phase to confirm the robust execution 
of a project. Consequently, CSFs should be verifiable, 
measurable, and controllable to ensure the success of the whole 
system. In short, to achieve the success of an organization, 
CSFs must be taken care of in a critical manner. Many 
researchers have tried to know the reasons for E-Learning 
success or failure. Therefore, many factors exist to determine 
the success of E-Learning. As [14] pointed out, many projects 
on E-Learning failed because of unawareness of their main 
objectives and goals, resulting many to question on the 
capabilities, quality and electronic form of education. 
According to [2], the complete recognition of the factors which 
are important and influence effectiveness of E-Learning 
systems will help and facilitate institutions towards added 
funding. It also reduces the waste of funding and efforts on 
non-productive factors. Finally, the research that leads to 
uncovering the E-Learning CSFs will be critical to 
understanding the crux of E-Learning effectiveness and 
success. 

III. METHODS AND PROCEDURE 

To achieve the objective of the study, i.e. investigation of 
CSF for the successful and effective E-Learning 
implementation at Saudi Arabian universities, a mixed method 
was used.  At the beginning of the study, recent literature was 
reviewed in detail and analysed to determine and conclude the 
items relevant to Critical Success Factors (CSFs) with different 
dimension through content analysis qualitative techniques. A 
total of 64 papers, published during 2005-2016, were selected 
from IEEE, Emerald Publishers, ScienceDirect, Taylor and 
Francis, Springer, and Google scholar databases. The 
methodology adopted for the present research were analysed 
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and synthesized using one of the popular qualitative techniques 
with content analysis. 

Later, to validate the extracted factors, a survey approach 
was used involving 247 staff members of different universities 
in Saudi Arabia. SPSS (Statistical Package for the Social 
Sciences) v22 Windows software program is used to analyse 
the responses of the survey. In the beginning, the initial design 
draft of the survey instrument was reviewed by four experience 
staff members with more than 5 years of experiences in 
teaching and managing E-Learning courses to establish the 
content validity of the instrument. The survey comprises of two 
main parts. First part contains demographic questions on the 
association of E-Learning, Gender, College of Teaching or 
Studying, E-Learning experience (number of years as an E-
Learning user), Designation, University name, Purpose and 
Frequency of using E-Learning teaching, and University. The 
second part is divided into five dimensions, namely: Student, 
Instructor, Design and Contents, System and Technological 
dimension, and Institutional Management Service with 36 
factors of CSFs. The survey consists of five-point scale items 
(1 for Not Important, 2 for Slightly Important, 3 for Moderately 
Important, 4 for Important, and 5 for Very Important) 

A. Content Validity Analysis 

Initially the survey instrument was sent and reviewed by 
four experienced instructors to check on the following issues: 

1) The importance of the Dimensions and Factors to the E-

Learning success 

2) The degree of the clarity, content, and difficulty of the 

items 
The experienced instructors have agreed that the items are 

applicable based on the current research objectives and the 
items are representative to check the importance of the factors 
for successful E-Learning and its effectiveness. 

Table 1 shows the experienced instructors‟ rating opinion 
on the content validity of each dimension. Only items from the 
survey which are rated by the experts as “Agree” and “Strongly 
Agree” are selected in calculating the Content Validity Index 
(CVI). As all four experts rated “Agree” or “Strongly Agree” 
on all the items in the survey, the overall content validity index 
is 1.00. 

B. Reliability Analysis 

Reliability is normally defined by measuring the internal 
uniformity of components with the uses of Cronbach‟s alpha 
(α), which is commonly used to measure the inner consistency. 
It presents integrity strength of a set of items in a group or 
dimension. The factor is carefully weighed as a degree of scale 
reliability. A high value of Cronbach‟s alpha (α) does not 
indicate the degree as uni-dimensional. To evaluate inner 
consistency, the value of alpha will provide evidence of the 
scale as uni-dimensional and additional examinations or 
research may be conducted on the point. Another method, 
known as exploratory factor analysis, is used to check the 
dimensionality. Basically, the Cronbach‟s alpha (α) is not 
representing a statistical value. The alpha is nothing but a 
coefficient of consistency or reliability. The alpha (α) which is 
presented in Eq. (1), is a function of test item number (N) and 
an average of inter-correlation. 

TABLE I.  EXPERIENCED INSTRUCTORS‟ RATING ON THE CONTENT 

VALIDITY OF EACH DIMENSION 
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Student‟s Dimension √ √ √ √ 1.00 

Instructor‟s Dimension √ √ √ √ 1.00 

Design & Contents‟ Dimension √ √ √ √ 1.00 

System and Technological 

Dimension 
√ √ √ √ 1.00 

Institutional Management 
Dimension 

√ √ √ √ 1.00 

   
   ̅

 ̅ (   )  ̅
  (1) 

Here, N is presenting the item number,   ̅ is presenting the 
average variance, and c  is indicating the average inter-item 
covariance of the test items. 

It is clearly seen from Eq. (1) that, if the number of items 
(N) is increased by some value, Cronbach‟s alpha (α) will 
increase. On the other hand, with the decreasing value of 
average inter-item correlation, Cronbach‟s alpha (α) will be 
decreased. Moreover, with the increment of the average value 
of inner-item correlation, the alpha value will be in increasing 
as well. 

High reliability exists in the instrument with the value of 
0.982 based on 36 items, which is transcending the level of 
minimum value (0.80). Table 2 shows the Cronbach‟s Alpha 
reliability coefficient for each of the five Dimensions: Student 
= 0.891, Instructor = 0.941, Design and Contents = 0.946, 
System and Technological = 0.928, and Institutional 
Management Service = 0.921. 

TABLE II.  RELIABILITY ANALYSIS CRITICAL SUCCESS FACTOR 

Dimensions 
No of 

Items 

Cronbach's 

Alpha 

Students‟ Dimension  7 0.891 

Instructors‟ Dimension 7 0.941 

Design & Contents Dimension 8 0.946 

System and Technology Dimension 8 0.928 

Institutional Management Service 6 0.921 

Total 36 0.982 
(Source: Calculation from Primary data using SPSS 22.0) 
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IV. REULTS AND DISCUSSIONS 

After reviewing the detailed literature, the study identified 
36 most important E-Learning CSFs which were grouped in 
five dimensions having the same theme such as: 1) Student, 2) 
Instructor, 3) Design and Contents, 4) System and 
Technological Factor, and 5) Institutional Management 
Service. Each dimension included several factors that can be 
explained as follows: 

A. Students’ Dimension 

“An E-Learning system is the student centred approach in 
which students are the main stakeholders and perceived 
beneficiaries from the system” [15]. Students recognise 
benefits using E-Learning systems. Without proper usages of 
the E-Learning, this system has no value. Students have 
become more active and advance while the demand for 
education awareness is increasing. For example, there are lots 
of new demand coming for formal education from non-
traditional female students with grown children, full-time 
students who work part-time during their off time, and 
enthusiastic part-time students who work full time. For 
satisfying and getting benefits from E-Learning, student‟s 
factor is considered as important. Various individualities of 
student have great prospective to influence E-Learning system. 
Table 3 shows the important factors that are falling under the 
student‟s dimension from different resources. 

TABLE III.  CRITICAL SUCCESS FACTOR (CSFS): STUDENT‟S DIMENSION 

Factors Resources / References 

Students‟ Attitude and towards 
E-Learning 

[16], [17], [18], [19],  [20], [21], [22],  
[23], [2] 

Students‟ Motivation [19],  [24], [25], [26], [27], [28] 

Computer Competency (ICT 

skills) 

[16], [18], [17], [18], [19], [24],  [25], 

[26],  [22], [29], [2], [30], [3] 

Computer Anxiety [18], [20], [21] 

Interaction with other Students [16], [20], [31], [29], [29], [32], [2], [30] 

Commitment [20],  [25], [26], [33] 

Learners General and Internet 

Self-efficacy 

[34], [35], [36], [20], [21], [37],  [28], 

[3] 

Quantitative analysis has been conducted on the data 
collected through questionnaire survey for Students‟ 
Dimension and is tabulated in Table 4. From the results 
obtained, it may be concluded that, the majority of the 
respondents who confirms the importance of factors 
responsible for successful implementation of E-Learning has 
the mean range value (3.04 to 3.61). The further conclusion can 
also be drawn from the Table 4 that, the highest mean value 
(3.61) is found for “Students' Motivation” which holds the 
place of a most significant factor for the successful 
implementation of E-Learning. Contrarily, “Interaction with 
other students” has the least mean value (3.04), thus become 
less significant for the successful implementation of E-
Learning. The average mean value (3.32) is obtained for all 
factors in Student‟s Dimension. 

TABLE IV.  CRITICAL SUCCESS FACTOR (CSFS): STUDENT‟S DIMENSION 

Factors Mean N 
Std. 

Deviation 

Attitude towards E-Learning 3.35 257 1.353 

Students‟ Motivation 3.61 257 1.316 

Computer Competency (ICT Skills) 3.29 257 1.043 

Computer Anxiety 3.07 257 1.104 

Interaction with other Students 3.04 257 1.241 

Commitment towards Online Studies 3.53 257 1.173 

General Internet Self-Efficacy 3.32 257 1.118 

Average mean  3.32 -- -- 

(Source: Calculation from Primary data using SPSS 22.0) 

B. Instructors’ Dimension 

It is also an important dimension to assist towards student 
satisfaction of E-Learning. The effective and successful 
implementation of learning management systems is really 
based on the Instructors‟ attitude towards E-Learning 
execution. Mostly, student satisfactions and taking of online E-
Education are influenced by teacher‟s teaching style, his 
approach towards conducting lectures in a friendly manner, and 
providing quality and useful content. Characteristics of the 
Instructors are important determinants that affect and influence 
the productivity and usefulness of learning management 
systems. Table 5 shows the factors with resources of this 
dimension. 

TABLE V.  CRITICAL SUCCESS FACTOR (CSFS): INSTRUCTORS‟ 
DIMENSION 

Factors Resources / References 

Instructors‟ Attitude 

towards E-Learning  

[16], [38], [18], [19], [36],  [25], [21], [25], 

[26], [23] 

Instructors‟ ICT Skills 
[16], [38], [17],[19], [24], [20], [31], [25],  
[26], [22], [2],  

Cultural Awareness [39], [17], [40], [41] 

Easy Language 
Communication  

[20], [27], [23] 
[42],  

Interaction with 

Students 
[17], [20],[43],   [25], [44], [26], [45],  [22],  

Appropriate Timely 

Feedback 

[18], [20], [25], [21], [45] 

[22] 

Self-Efficacy [38], [34], [20], [22] 
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Quantitative analysis has been conducted on the data 
collected through questionnaire survey for Instructors‟ 
Dimension and is tabulated in Table 6. From the results 
obtained, it may be concluded that, the majority of the 
respondents who confirms the importance of factors 
responsible for successful implementation of E-Learning has 
the mean range value (3.29 to 3.70). The further conclusion can 
also be drawn from the Table 6 that, the highest mean value 
(3.70) is found for “Appropriate Timely Feedback” which 
holds the place of a most significant factor for the successful 
implementation of E-Learning. Contrarily, “Cultural 
Awareness” has the least mean value (3.29), thus become less 
significant for the successful implementation of E-Learning. 
The average mean value (3.55) is obtained for all factors in 
Student‟s Dimension. 

TABLE VI.  CRITICAL SUCCESS FACTORS (CSFS): INSTRUCTORS‟ 
DIMENSION 

Factors Mean N 
Std. 

Deviation 

Instructors‟ Attitude towards E-Learning 3.64 257 1.342 

Instructors‟ ICT skills 3.60 257 1.205 

Cultural Awareness 3.29 257 1.105 

Easy Language Communication 3.61 257 1.126 

Interaction with Students 3.58 257 1.144 

Appropriate Timely Feedback 3.70 257 1.224 

Self-Efficacy 3.45 257 1.114 

Average  3.55 -- -- 
(Source: Calculation from Primary data using SPSS 22.0) 

C. Design and Content’s Dimension 

Design and Content are the third dimensions which also 
considered as important and have a huge effect on the E-
Learning success. Well designed and understandable courses 
and contents, learning materials and activity, and curriculum, 
facilitate meaningful educational experiences. User friendly 
interface and clear contents of online E-Learning course will 
affect student‟s pleasure and satisfaction. Table 7 shows the 
factors with resources of this dimension. 

TABLE VII.  CRITICAL SUCCESS FACTOR (CSFS): DESIGN AND CONTENT‟S 

DIMENSION 

Factors Resources / References 

Interactive Learning Activity 
[46] , [16], [34], [20], [22], [32], [47], 

[47] 

Appropriate Course Design [16], [20], [23], [48] 

Use of Multimedia Instruction [38], [34], [45],  

User –Friendly Organized [46], [18], [20], [25], [49], [50], [47]  

Course Flexibility [22], [50], [51] 

Understandable Content [20], , [25],[26],  [22], [50], [50] 

Sufficient Updated Content  [25], [26], [40], [47] 

Perceived Ease of Use [18], [49], [21], [32], [47] 

Quantitative analysis has been conducted on the data 
collected through questionnaire survey for Design and 
Contents‟ Dimension and is tabulated in Table 8. From the 
results obtained, it may be concluded that, the majority of the 
respondents who confirms the importance of factors 
responsible for successful implementation of E-Learning has 
the mean range value (3.32 to 3.71). The further conclusion can 
also be drawn from the Table 8 that, the highest mean value 
(3.71) is found for “User –Friendly Organized” which holds 
the place of a most significant factor for the successful 
implementation of E-Learning. Contrarily, “Course Flexibility” 
has the least mean value (3.32), thus become less significant 
for the successful implementation of E-Learning. The average 
mean value (3.55) is obtained for all factors in Student‟s 
Dimension. 

TABLE VIII.  CRITICAL SUCCESS FACTOR (CSFS): DESIGN AND CONTENTS‟ 
DIMENSION 

Factors Mean N 
Std. 

Deviation 

Interactive Learning Activity 3.55 257 1.369 

Appropriate Course Design 3.68 257 1.317 

Use of Multimedia Instruction 3.52 257 1.094 

User –Friendly Organized 3.71 257 1.184 

Course Flexibility 3.32 257 1.121 

Understandable Content 3.65 257 1.157 

Sufficiently Updated Content 3.42 257 1.200 

Perceived Ease of Use 3.53 257 1.163 

Average 3.55 -- -- 

(Source: Calculation from Primary data using SPSS 22.0) 

D. System and Technological Dimension 

System and Technology play a significant role in providing 
learning outcomes, as the students cooperate more in the E-
Learning environs through Internet Technology [52]. In an E-
Learning environment, students also use other tools, such as: 
video or audio conferencing and text messaging or chat, more 
than the traditional conversation or face-to-face instruction. To 
acquire successful implementation of E-Learning system and 
obtain students‟ satisfaction with the system, there should be a 
great quality in technological attributes. Table 9 shows the 
factors with resources of this dimension. 

TABLE IX.  CRITICAL SUCCESS FACTOR (CSFS): SYSTEM AND 

TECHNOLOGICAL DIMENSION 

Factors Resources / References 

Appropriate System [46],  [44], [45],[23] 

Ease of Access [16], [48], [48] 

Technical Support for 

Users 
[22], [21],  [27], [45], [2], [51], [53],  [47], 

Good Internet Speed 
[16], [17], [18], [19], [21], [45], [29], [33] 
[22], [48],[3] 

Efficient Technology 

Infrastructure 

[16], [18],  [31], [43] [29], [48], [54],  [26], [23], 

[51], [48], [30], [42], [41], [55],  , [3] 

Ease of Use [20], [25], [29], [22], [47], [50], [47], [56] 

Reliability 
[20], [25], [22], [56],  [26], [45], [29], [23],[33], 

[51], [50], [47] 

Network Security [31], [25],  [26], [51], [50], [3] 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

176 | P a g e  

www.ijacsa.thesai.org 

Quantitative analysis has been conducted on the data 
collected through questionnaire survey for System and 
Technological Dimension and is tabulated in Table 10. From 
the results obtained, it may be concluded that, the majority of 
the respondents who confirms the importance of factors 
responsible for successful implementation of E-Learning has 
the mean range value (3.31 to 3.93). The further conclusion can 
also be drawn from the Table 10 that, the highest mean value 
(3.93) is found for “Good Internet Speed” which holds the 
place of a most significant factor for the successful 
implementation of E-Learning. Contrarily, “Network Security” 
has the least mean value (3.31), thus become less significant 
for the successful implementation of E-Learning. The average 
mean value (3.63) is obtained for all factors in Student‟s 
Dimension. 

TABLE X.  CRITICAL SUCCESS FACTOR (CSFS): SYSTEM AND 

TECHNOLOGICAL DIMENSION 

Factors Mean N 
Std. 

Deviation 

Appropriate System 3.57 257 1.324 

Ease of Access 3.61 257 1.298 

Technical Support for Users 3.78 257 1.125 

Good Internet Speed 3.93 257 1.188 

Efficient Technology Infrastructure 3.70 257 1.124 

Ease of Use 3.59 257 1.136 

Reliability 3.54 257 1.139 

Network Security 3.31 257 1.309 

Average  3.63   
(Source: Calculation from Primary data using SPSS 22.0) 

E. Institutional Management Service Dimension 

Institutional Management Service dimension addresses 
organizational support for successful E-Learning. Following 
are the important factors related to Institutional Management 
Service. Table 11 shows the factors with resources of this 
dimension. 

TABLE XI.  CRITICAL SUCCESS FACTOR (CSFS): DESIGN AND 

CONTENT‟S DIMENSION 

Factors Resources / References 

Infrastructure Readiness [39], [35], [43], [25], [45], [23], [2],  

Financial Readiness [20], [43], [25], [26], [51], [40],  

Training for User [39], [23], [2], [51], [53], [40] 

Support for Faculty [19], [24], [2] 

Ethical & Legal Issues [20] 

Proper feedback [35], [25], [26], [23] 

Quantitative analysis has been conducted on the data 
collected through questionnaire survey for Institutional 
Management Dimension and is tabulated in Table 12. From the 
results obtained, it may be concluded that, the majority of the 
respondents who confirms the importance of factors 

responsible for successful implementation of E-Learning has 
the mean range value (3.37 to 3.74). The further conclusion can 
also be drawn from the Table 12 that, the highest mean value 
(3.74) is found for “Training for User” which holds the place of 
a most significant factor for the successful implementation of 
E-Learning. Contrarily, “Ethical and Legal Issues” has the least 
mean value (3.37), thus become less significant for the 
successful implementation of E-Learning. The average mean 
value (3.58) is obtained for all factors in Student‟s Dimension. 

TABLE XII.  CRITICAL SUCCESS FACTOR (CSFS): INSTITUTIONAL 

MANAGEMENT DIMENSION 

Factors Mean N 
Std. 

Deviation 

Infrastructure Readiness 3.51 257 1.355 

Financial Readiness 3.64 257 1.379 

Training for User 3.74 257 1.161 

Support for faculty 3.73 257 1.160 

Ethical and Legal Issues 3.37 257 1.132 

Proper feedback 3.46 257 1.186 

Average 3.58 -- -- 

V. CONCLUSION 

Authors have developed a multi-dimensional instrument for 
measuring the E-Learning CSFs in the higher educational 
institutions of Saudi Arabia. 36 CSFs which are the most 
significant in effective and successful E-Learning 
implementation in Saudi Higher Educational Institutes were 
derived from literature. Present research identifies E-Learning 
variables and their effect on the use of E-Learning and its 
successful implementation. The findings from the content 
validity analysis and reliability analysis of the instrument 
indicate the high validity and reliability of the system. Thus, 
researchers may suggest taking care of these factors during the 
implementation of E-Learning systems. Data collected from 
this study and previous researches reflect differences in 
Cronbach‟s alpha values. This may be because of the 
respondent‟s background, curricula, culture, facilities, or the 
items used in the instrument. This study considers all five 
dimensions of E-Learning, which are Student, Instructor, 
Design and Contents, System and Technological Dimension, 
and Institutional Management Service. It was found that 
System and Technological Dimension having mean 3.63 is the 
most significant while Students‟ Dimension having mean 3.32 
is least significant as perceived by respondents. Moreover, 
Good Internet Speed Factor having mean 3.93 is most 
significant among all thirty-six factors while Interaction with 
other Students is least significant with mean value as 3.04.  
This study reviewed the most important CSFs for E-Learning 
acquired from the extensive literature survey and developed a 
survey instrument for the effectiveness of E-Learning system. 
It can be concluded that, Student, Instructor, Design and 
Contents, System and Technological dimensions, and 
Institutional Management Service are the most important 
success factor dimensions to influences the usages of E-
Learning systems. Thus institutions may be recommended that, 
they should provide more attention to the identified factors of 
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E-Learning to ensure successful implementation of an E-
Learning system. The questionnaire used in this study focuses 
on the perceived effect of each factor dimension based on 
overall E-Learning effectiveness. It is further, recommended to 
make use of the present developed instrument in various 
contexts for the purpose of developing, implementing, and 
assessing E-Learning systems in a meaningful way. Another 
prospective could be the implementation of an E-Learning 
model, and investigating its learning effectiveness. 
Furthermore, the factors incorporating all the five dimensions 
can be prioritized to find more effective factors. Assessment of 
critical success factors contributes significantly to effective E-
Learning process. However, the influence of such CSF may 
vary from region to region depending on the social, economic, 
and geographical conditions of a country. In this research, 
assessment and prioritization have been established in the 
KSA. 
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Abstract—Companies are investing more in analytics to 

obtain a competitive edge in the market and decision makers are 

required better identification among their data to be able to 

interpret complex patterns more easily. Alluring thousands of 

new customers is worthless if an equal number is leaving. 

Business Intelligence (BI) systems are unable to find hidden 

churn patterns for the huge customer base. In this paper, a 

decision support system has been proposed, which can predict 

the churning behaviour of a customer efficiently. We have 

proposed a procedure to develop an analytical system using data 

mining as well as machine learning techniques C5, CHAID, 

QUEST, and ANN for the churn analysis and prediction for the 

telecommunication industry. Prediction performance can be 

significantly improved by using a large volume and several 

features from both Business Support Systems (BSS) and 

Operations Support Systems (OSS). Extensive experiments are 

performed; marginal increases in predictive performance can be 

seen by using a larger volume and multiple attributes from both 

Telco BSS and OSS data. From the results, it is observed that 

using a combination of techniques can help to figure out a better 

and precise churn prediction model. 

Keywords—Telco; Churn Prediction; Business Intelligence; 

Business Support Systems; Operations Support Systems; E-Churn 

Model (Ensembling Churn Model) 

I. INTRODUCTION 

Churn is dealing with the risk of a customer moving from 
one company to another.  Churn prediction is used to 
recognize customers who are most probable to churn.  Churn 
prediction and analysis can help a company to develop a 
sustainable strategy for customer retention programs. By 
getting awareness of the percentage of churners, we can easily 
come up with detailed analysis, causes of the churn and 
customer retention programs. Pakistan opened its Global 
System for Mobile (GSM) communications telecom services 
in October 1994 and there are five telecom service providers: 
Mobilink, Telenor, Ufone, Warid and Zong operating with 
over 121 million subscribers (http://www.pta.gov.pk, Pakistan 
telecommunication authority, PTA). Figure 1 shows the rate of 
increase in subscriber growth in the telecom sector. It shows 
that the largest transition is between 2004 and 2007. After 
2007, linear growth can be seen. 

 
Fig. 1. Subscriber growth (millions) in Pakistan 

Some facts about the telecom sector in Pakistan (PTA) are: 
First, subscriber growth rate has reduced to 5%, which was 
more than doubled each year till 2006. Second, inflation has 
moved up to 15% from 7% in 2007 and moved to double digit 
in 2013. Third, interest rates are constantly increasing and 
currently standing at 14%. Fourth, exchange rate against USD 
has gone up by more than 58% since 2006. Fifth, there is 
extremely low average revenue per User ARPU (< USD 2) 
against the world average of USD 17. 

Pakistan telecom sector’s main focus is on prepaid 
customers with very little or no legal binding. The prepaid 
churn rates are usually higher than postpaid churn. Over the 
last five years, the average lifetime of the prepaid customer 
has halved to only 17 months.  Churn prediction is especially 
very difficult in Pakistan, because of many reasons such as: 
prepaid base with no contractual bond; limited or inaccurate 
subscriber information (like name, gender, age, location, etc.); 
extreme competition between all operators; mostly unlettered 
subscribers, based in rural areas; customers with very low 
buying power; and Mobile Number Portability (MNP) law 
from Pakistan Telecom Authority (PTA) removed the number 
binding as well. The same number can be used for other 
operators, IT fraud, and fake sales. Because of above-
mentioned reasons, there is a dire need of special churn model 
with optimized coverage in developing countries like Pakistan.  

Churn is still the biggest issue of the competitive telecom 
market of Pakistan as none of the company surveys achieved 
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75% coverage of the churn. In Pakistan, more than 40 million 
subscribers go unpredicted. The traditional methods used for 
churn prediction are easy to work with and to generate good 
results, but these are still not sufficient. There is a lack of 
biographical and microenvironmental variables in the existing 
models, which are developed on the basis of the customer 
revenue and usage only. 

According to an experimental demonstration, with the 
integration of both BSS and OSS data, Telco big data can 
considerably enhance the performance of churn prediction. 
BSS data covers the major components of IT, which helps the 
operators to run the business operations. Four different 
processes can be handled by BSS data, namely, product 
management, order management, revenue management and 
customer management. On the other hand, OSS can provide 
support in network management tasks, e.g. as network 
inventory, service provisioning, network configuration and 
fault management. Although BSS data have been utilized in 
churn prediction very well; even in our research, it is giving a 
total of 72% precision. But, it is worthwhile collecting, storing 
and mining OSS data, which takes around 97% size of the 
entire Telco data assets this could even increase the precision 
to 0.96%. Figure 2 presents an overview of the architecture of 
Telco big data platform [1]. 

 
Fig. 2. The overview of platform 

In this article, churn prediction mechanism is developed 
that can increase the recall of the prediction models and is also 
able to find a reason of the churn. The primary contribution is 
devising a new mechanism of an ensemble that can help to 
increase the recall factor and answer following questions: how 
are different algorithms cross compared to each other 
independent of the nature of datasets, and how well different 
models can be ensemble to effectively predict churn? The rest 
of paper is arranged as follows: Section 2 describes related 
work. Section 3 presents our proposed Ensembling-Churn (E-
Churn) Model. Data collection and manipulation are described 
in Section 4. Section 5 provides formal verification of the 
model. Section 6 consists of results and discussion. Finally, 
Section 7 concludes the research and offers future directions. 

II. RELATED WORK  

In the telecom industry, the service provider has to realize 
the customer-centric business strategy. A churner joins 
another company in search of better rates, services, joining 
benefits, and very low joining fees. These trends also attract 

other subscribers to switch to another company. According to 
the Database Marketing Institute, annual churn rates of 
Telecom industry varies from 10 to 67 per cent [2]. In [3], 
authors indicated reactive and proactive approaches, one can 
take to manage churn. A customer can ask the company to 
cancel its service relationship with him in a reactive approach. 
In this approach, the operator doesn’t have any predictive 
analysis team and has negligible efficiency. While in a latter 
approach, the company tries to analyze the behaviour of 
different customers to identify the churns and proactively 
counter them with some lucrative services to retain them. 
Churn prediction is only about the proactive approach. The 
key here is to build as accurate churn prediction model as 
possible [4]. Following are the efforts made to reduce the 
churn figure by developing an effective churn prediction 
approach [5-14, 15-17]. The limiting factor in existing 
approaches is that it makes use of only one of the data mining 
techniques, i.e. classification or clustering. 

Some of the studies have used more than one techniques 
based on cluster analysis and classification [2]. Support Vector 
Machine (SVM) is used to develop the churn model of a 
newspaper subscription. It is complex for implementation but 
it is a benchmark for random forecast [1, 18, 19, 20, and 21]. 
Both types of classifiers: single and ensemble have been used 
for churn dataset classification [22] and it was found that self-
organizing map, Principal Component Analysis, and 
Heterogeneous Boosting outperform other classification 
methods. A study based on the text of customers for the 
consideration of their positive and negative influences is 
presented for churn analysis on a macro level but not on an 
individual level [23]. A churn model is also available to solve 
unbalanced, scatter and high dimensional problem in telecom 
datasets [24]. The C4.5 decision tree algorithm is applied on 
the dataset by achieving 80.42% precision. Rough Set Theory 
based on Genetic algorithms produced efficient decision rules 
as compared to other rule generation mechanisms named 
Exhaustive Algorithm, Covering Algorithm and the LEM2 
algorithm for churn and non-churn classification [25]. A churn 
prediction model based on AUC parameter selection technique 
is proposed which has shown good performance in the case of 
noisy nonlinear business customer’s dataset [26]. 

Some of the studies used a binomial logic regression to 
build the prediction model [27]. Hybrid approaches tend to be 
very flexible as in these approaches we can combine both 
classification and clustering techniques. Usually, the 
clustering is used to develop the model and after the model 
creation one can classify and predict future behaviour. There 
is no single hybrid approach instead multiple hybrid 
approaches are used to find more accurate results [28]. 
Available work in literature is based on a single data mining 
techniques; classification or clustering for the prediction of 
customer churn and mining of retention data of customer [9, 
22], however, some studies have been conducted which apply 
more than one technology [2, 30]. 

III. E-CHURN MODEL 

A new ensembling model has been proposed which can 
increase the churn prediction that can eventually increase the 
overall recall of the diverse type of data. Figure 3 explains the 
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abstract level process model. First, the existing ensembling 
techniques are used in which the top two or more accurate 
algorithms will be selected. Then the result of the multiple 
models will be compared based on the presumption that one 
technique could be better at predicting as compared to another. 
If the two models predict someone as churn it will be marked 
as a churner. If the model differs, propensity will be checked. 
If the propensity of any model is greater than 70–80%, it will 
be marked then as churner, else as non-churner. An algorithm 

for the explanation of ensemble process is discussed below. 
We combined the accuracy of these models and predicted all 
those that were marked as True either by any of these 
algorithms in the modelling process. The merging models 
work on these logics: Create two or more models and test 
them. When the models agree, use that prediction. When the 
models don’t agree, use the model prediction with the highest 
confidence. The best fit is opted on the basis of the highest 
precision and recall factor. 

 

Fig. 3. Flow chart of the proposed technique 

Algorithm
Combiner algorithm for ensembling Churn prediction 

Require: DCHURN 

1: lstChurn 
2: BUC // Top n algorithms 

3: Initialize: N = total number of churn prediction techniques with same base (e.g., Decision tree) 

4: Dtesting, Dtraining 
5: selecting based and derived variables 

6: for i= 1 to N do 

7: Ensemble(i, Dtesting, Dtraining) 
8: BUC  Calculate Precision and Recall for ith churn prediction technique 

9: end for 

10: BUC Select Top n techniques from BUC 
11: for i=0 to DCHURN.count do 

12: Calculate propensity for DCHURN[i] using each selected churn technique in BUC 

13: if propensity > 80 % then 
14: lstChurn.add(DCHURN[i]) 

15: end if 

16: end for 
17: Manage-Disagreement(lstChurn,DCHURN[i]) 

18: for i=1 to lstChurn.count do 

19: if lstChurn[i].ARPU > 2 then 
20: lstChurn.delete(lstChurn[i]) 

21: end if 

22: end for 
23: return lstChurn 

IV. DATA COLLECTION AND MANIPULATION 

The analysis is done on the raw call detail records (CDRs) 
and customer demographics data of six months. The raw 
CDRs were parsed through massive ETL work and data was 
loaded in the operational data model. Data was divided into 
testing and training. 31 actual and 83 derived variables were 

obtained from this raw data. SPSS was used as a mining tool. 
The list of attributes used for this experimentation is: 
Customer identification code, Charged SMS, Charged calls, 
Charged minutes, Charged revenue, Free calls, Free minutes, 
Free SMS, Total incoming minutes, Total outgoing minutes, 
Onnet calls, Onnet minutes, Onnet revenue, Recharge total 
load and, Revenue SMS. 
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A. Data Preparation 

Data preparation is a significant and time-taking phase of 
data that covers constructing the final dataset from the initial 
raw data by performing data preparation tasks for several 
times, not in any prescribed order. Transformation and 
elimination of data for modelling tools as well as table, record, 
and attribute selection are some of these tasks. IBM Modeller 
uses data prepared from ETL process using the 

telecommunication data warehouse. After fetching the raw 
data from the data warehouse, the first step is to run the data 
audit and see the maximum, minimum and average value of 
each attribute. We paid special attention to identifying if any 
record is having lots of null value or if the record is 
completely null. The data audit report is stored in an excel 
sheet and has the format as shown in Table 1. 

TABLE I. DATA PREPARATION 

F
ie

ld
 

M
ea

su
re

m
en

t 

M
in

 

M
ax

 

M
ea

n
 

S
td

. 
D

ev
 

S
k

ew
n

es
s 

U
n

iq
u
e 

 

V
al

id
 

O
u

tl
ie

r 

E
x

tr
em

e 

MSISDN Continuous 3002000992 3645916333 3145565507 55906475.59 3.453 -- 2913060 61470 48183 

TOTAL_CLAS

S_PI 
Continuous 0 21007 216.18 382.583 4.036 -- 2913060 50719 18901 

TOTAL_MINS
_PI 
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Fig. 4. Data Pre-processing

B. Data Pre-processing 

Since the data preparation phase usually includes loosely 
controlled data and can have out-of-range values, missing 
values and impossible data combinations, i.e. data which has 
not been carefully screened. Analyzing such data can produce 
misleading results. Inconsistent and redundant data (due to 
missing values and impossible data combinations) even makes 
data mining phase more difficult. Data pre-processing, shown 
in Figure 4, involves a number of steps which can take a 
considerable amount of time. The data is filtered in a form 
which can produce more accurate results. First, correlation 

analysis with target variables is conducted. Second, feature 
elimination then outliers detection in data is done. Smoothing 
is performed and in the end, sparseness is removed. 

C. Correlation with Target Variables 

Filtering out target variable is an important step. The 
correlation analysis is used to find the level of dependence of 
target variable over some independent attributes. The target 
variable is churn, with two values T or F. The system will 
decide the list of the important attributes to be included in the 
further analysis. The Pearson test was used for categorical 
target variable; churn. 
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D. Feature Elimination 

A number of techniques are used to eliminate the scattered 
features in the data. We used standard deviation, variance and 
principal component analysis in this phase. First, the standard 
deviation is used to find out variation or dispersion from the 
average value of the data. Second, values are discarded with a 
standard deviation greater than 2. Third, the variance is used 
to find out how far the data spreads away from the mean 
value. The attribute is discarded if its variance is zero. 

E. Smoothing 

We have removed the short term fluctuations by moving 
computed averages for this purpose. 

F. Sparseness 

Replacing missing  null values by averages of other values 

removes missing  null values.  t balances out the odd effect of 

missing  null values and has a smooth transitional pattern. 

G. Outliers Detection 

Identify and remove the outliers in the data, as any 
abnormal value can affect the model. In SPSS Modeller, a 
node called Anomaly Node is used to check every record and 
identify anomalies. The Anomaly Detection procedure 

examines infrequent deviations cases from their cluster 
groups. The procedure is designed for explanatory data 
analysis step to rapidly identify unusual cases for data auditing 
purposes before carrying out any inferential data analysis. 
This node performs the operation by identifying records which 
are having outliers or extreme values and will affect the 
overall accuracy of the model. The algorithm is for generic 
anomaly detection. The definition of an anomalous case is not 
specific to any particular application. 

H. Modelling 

We train our models by using different algorithms as 
shown in Figure 5. The distribution of data for churn consists 
of 95.73% non-churners while only 4.27% with churning 
behaviour. The dataset is divided into Training and Testing 
data sets. The models were trained with the 70% of the 
dataset, which has the selected inputs and the target attribute. 
Later the trained model is used for testing on the other 30% of 
the dataset to see how much accurately the trained model can 
predict the Target Variable. The target variable churn has two 
outcomes, T and F, we used some input variables to predict it 
and later check the accuracy of the predicted churn variable 
with the actual variable. 

 

Fig. 5. Modelling

I. Balancing Dataset 

A large data file cannot be used as a sample; thus the 
balance node can be used to make the distribution of a 
categorical field more equal. Balancing is carried out by 
discarding records based on the conditions specified, i.e. 
records for which no condition holds are always passed 
through. In normal churn, we have 6% True while 94% false 
records; we reduced the true records as to balance the dataset 
for a fair representation. 

V. FORMAL VERIFICATION 

For the formal verification, we have used PIPE+, a tool 
which supports High-Level Petri Nets (HLPN) [31]. 
Transition conditions are defined in terms of logic formulas 
[32]. For the formal verification of the combiner algorithm, 

first an HLPN is developed, and then logical formulas are 
applied to verify it. The Table 2 explains the places that are 
used for the verification of the algorithm. It explains every 
place in detail that what will place a hold and a part of a state 
and the Petri net structure. It also presents the mappings of 
places to data types. 

It provides the static semantics information that does not 
change throughout the system. After identifying all the places 
needed for the verification, the formulas are applied on the 
transitions. This maps the transitions to predicate logic 
formulas. The Figure 6 shows the formulas applied on each 
transition. The PIPE+ generates a Promela formula 
specification script as a result of model checking as shown in 
Figure 7. 
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TABLE II. PLACES AND THEIR DATA TYPES OF THE HIGH-LEVEL PETRI NET 

Total Algorithms Place holds all the algorithms for churn analysis. ℙ(Algo_ID) 

N Algorithms Place holds all the algorithms with the same base. ℙ  (Algo_ID) 

Data Churn dataset i.e. Caller Detail Record (CDR). ℙ (Cust_ID) 

Training Data Place holds only the training data i.e. 70% of the whole dataset. ℙ  (Train_ID x CUST_ID) 

Testing Data  Place holds only the testing data i.e. 30% of the whole dataset. ℙ  (TestingID x CUST_ID) 

BUC 
Place holds the percentages of precision and, after ensembling the 

algorithm, training data and testing data. 
ℙ (Algo_ID x Train_ID x TestingID x 
PxR) 

TBUC Place holds the top algorithms which precisions are maximum. ℙ  (Algo_ID x P x R) 

Propensity 
Place holds the propensity for the dataset of each algorithm in 
BUC. 

ℙ  (Algo_ID x CUST_ID x Propensity) 

List Churn  
Place holds the list of all the subscribers who are most likely to 

churn. 
ℙ  (Cust_ID) 

Final Churn List 
Place holds a list of subscribers who are most likely to churn and 

have ARPU less than 2. 
ℙ  (Cust_ID) 

 
Fig. 6. Formulas applied on the transitions
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Fig. 7. Modelling checking in PIPE+

VI. RESULTS AND DISCUSSION 

Data selection, experimentation, ensembling, and final 
results are step by step processes. We proposed a 360-degree 
view on the problem that will cover dimensional model, data 
cleansing, data preparation and churn prediction with different 
prediction algorithms, ensembling results of different 
algorithms. Deeply analyzed the accuracy of each modelling 
algorithm and studied how their accuracies may be improved. 
Later these algorithms are compared and the best algorithm is 
declared for prepaid subscriber base. We used decision tree 
based algorithms for prediction due to their rule-based nature 
which makes them easy to understand and implement. They 
provide “reasoning”, which branch is causing churn based on 
their proven results in other Telco data sets. Algorithms used 
are C5, Logistics Regression, Decision List, C & R-tree, 
QUEST and, CHAID. 

A. Results before Ensembling 

The results for C5 Model are explained here and shown in 
Figure 8. For True cases approach, the model was able to 
correctly predict 81% of the churners, which means it, predict 
that these subscribers will churn out and testing data 
confirmed these figures.  

Model incorrectly predicted 19% of churners, who were 
not actually churners, but it marked them as churners. For 

False cases approach, the model was able to correctly predict 
71% of the non-churners correctly, which means Model 
predicts that these subscribers will not churn out and testing 
data confirmed these figures. Model incorrectly predicted 29% 
of non-churners, who were actually churners, but model 
marked them as non-churners. Overall model accuracy is 
determined to be 72.19%, which is quite good, especially in 
telecom. The results for CHAID as shown in Figure 9 are: For 
True cases approach, the model was able to correctly predict 
77% of the churners correctly. Model incorrectly predicted 
23% of churners. Similarly, for False cases approach, the 
model was able to correctly predict 69% of the non-churners 
correctly. Model incorrectly predicted 31% of non-churners. 
Overall model accuracy is determined to be 69.71%. The CRT 
results in Figure 10 shows that for True cases approach, the 
model was able to correctly predict 82% of the churners 
correctly and incorrectly predicted 18% of churners. Whereas, 
for False cases approach, the model was able to predict 60% 
of the non-churners correctly and incorrectly predicted 40% of 
non-churners. Overall model accuracy is determined to be 
60.99%. The QUEST results as shown in Figure 11 are: For 
True cases approach; the model predicted 84% of the churners 
correctly and incorrectly predicted 16% of churners. For False 
cases approach, the model predicted 55% of the non-churners 
correctly and incorrectly predicted 45% of non-churners. 
Overall model accuracy is determined to be 53.99%. 
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Fig. 8. C5 Results 

 
Fig. 9. CHAID Results

 
Fig. 10. CRT Results

 

Fig. 11. QUEST Results

B. Ensembling 

We selected the top two algorithms C5 and QUEST. The 
C5 returned an accuracy of 81% and QUEST returned an 
accuracy of 84% for the True case. During the modelling 
process, the accuracy of these models along with all those 
predicted customers who were marked as True was combined 
by either of the two algorithms. These two algorithms can 
predict up to the accuracy of 93% for Churn TT (Actual and 
Predicting). Therefore, we can use a C5 and QUEST for 
scoring churn in future. Below is the interpretation of 
ensembling different algorithm to increase the True cases. 

By Ensembling C5 and CHAID, for the True case, the 
model predicted 80% of the churners correctly and for False 
cases approach, the model was able to correctly predict 72% 
of the non-churners. Through Ensembling three algorithms 

C5, QUEST, and CHAID for the True case, the model 
correctly predicted 81% of the churners whereas for the False 
case, the model predicted 67% of the non-churners correctly. 
By Ensembling C5, CHAID, QUEST, and CRT, for the True 
case, correctly prediction accuracy is 82% of the churners. 
However, for False cases, the accuracy of correctly predicted 
non-churners is 68%. Through Ensembling C5 with QUEST, 
for the True case, the model was able to correctly predict 
93.4% of the churners. Whereas for the False case, the model 
was able to correctly predict 47% of the non-churners. Other 
Ensembling combinations can be seen in Table 3 similarly, 
other Ensembling combination can be created. By using the 
combination of C5 and QUEST we can cover nearly full of the 
churner base, as it can predict up to 93.4% churners correctly. 
Normally, algorithms accuracy can go up to 80%, which 
means that 20% of the churners always remained unattended 
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by the telecom companies. Overall accuracy dramatically 
increases by ensembling the output of different algorithms as 

shown in Table 3. 

TABLE III. COMBINE MODELS 

Models 
Overall Accuracy 
       (Testing %) 

Recall % Precision % 

C5 + CHAID 72.93 80.623 72.693 

C5 + CHAID+ CRT 71.51 72.433 71.969 

C5 + CHAID+QUEST+CRT 68.84 81.378 68.321 

C5+QUEST+CRT 70.29 81.686 69.924 

C5+QUEST 52.5 93.319 47.106 

C5 + CHAID+QUEST 68.51 84.433 67.969 

Since it is a combination of different models, one need not 
tune the model every three months; apparently, the results will 
remain effective for many months. The algorithm accuracy for 
true cases can be further improved once we have the contact 
history data from campaigns against these churners. This data 
will eventually increase the TT (Actual & Predicting) results 
because the campaign will tend to increase the subscriber 
usage, wrongly predicted churners will always have a different 
kind of behaviour to the campaigns as compared to actual 
churners. 

VII. CONCLUSION AND FUTURE WORK 

This research makes use of multiple churn prediction 
models to find the suitable way to predict all the churners and 
also identify the most probable reason of churn, by using 
many different algorithms; we can save the model 
development and training time and effort so they can be 
targeted effectively to reduce the churn rate. Through 
research, it is observed that by combining C5 and QUEST 
algorithms, we can cover nearly full of the churner base, as it 
can predict up to 93.4% churners correctly of the BSS data. 
Further by using a combination of OSS and BSS data the 
prediction of churners was increased (0.96 precision) and 
higher than the previous churn prediction system deployed in 
which uses only BSS data (0.68 precision). Moreover, Telco 
companies can use their data for useful visualizations. With 
the help of CDRs, useful measures can be derived to create a 
more powerful and holistic representation of a single user’s 
multiple transactions from calls to mobile data usage. This 
work can be used as a basis to create a more conclusive 
picture of consumer behaviour that can be extended to other 
industries like Retail or Banking, due to increase in payments 
transactions via mobile phones. 
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Abstract—Purpose of this paper is to use Facebook dataset for 

predicting Exchanges in Electronic business. For this purpose, 

first a dataset is collected from Facebook users and this dataset is 

divided into two training and test datasets. First, an 

advertisement post is sent for training data users and feedback 

from each user is recorded. Then, a learning machine is designed 

and trained based on these feedbacks and users' profiles. In 

order to design this learning machine, genetic programming is 

used. Next, test dataset is used to test the learning machine. The 

efficiency of the proposed method is evaluated in terms of 

Precision, Accuracy, Recall and F-Measure. Experiment results 

showed that the proposed method outperforms basic algorithm 

(based on J48) and random selection method in selecting 

objective users for sending advertisements. The proposed method 

has obtained Accuracy=74% and 73% earning ration in 

classifying users. 

Keywords—Electronic business; Social networks; prediction; 

machine learning; genetic programming; Facebook network 

I. INTRODUCTION 

Electronic business [1] means production, marketing, sale 
and delivery of goods using electronic tools. Although 
electronic business is still in its infancy, it has played an 
important role in our daily life, such that it cannot be easily 
avoided. Since succeeding in electronic business requires 
having information and analysing marketing environment 
correctly, it is clear that a major part of this information should 
be obtained in cyberspace. Additionally, correct information 
analysis requires knowledge of cyberspace. Since a major part 
of communications in electronic business is established 
through available tools including social networks, analysing 
information obtained from these tools can help the electronic 
business succeed significantly. The social network in social 
sciences investigates relations among humans, human groups 
and organizations. These networks consist of organizational 
groups which are connected through one or multiple 
dependencies [2-5]. 

One of the novel methods for predicting the behaviour of 
statistical society is to use social networks [6, 7]. The main 
problem in this paper is that how can information of social 
networks be used for predictions and improving electronic 
businesses? In order to answer this question, a learning 
machine based on genetic programming is proposed to be used 
in social networks for predicting exchanges in electronic trade. 

The approach proposed in this paper might be an important 
step towards improving electronic business trade. 

This template, modified in MS Word 2007 and saved as a 
“Word 97-2003 Document” for the PC, provides authors with 
most of the formatting specifications needed for preparing 
electronic versions of their papers. All standard paper 
components have been specified for three reasons: (1) ease of 
use when formatting individual papers, (2) automatic 
compliance to electronic requirements that facilitates the 
concurrent or later production of electronic products, and (3) 
conformity of style throughout a conference proceeding. 
Margins, column widths, line spacing, and type styles are built-
in; examples of the type styles are provided throughout this 
document and are identified in italic type, within parentheses, 
following the example. Some components, such as multi-
levelled equations, graphics, and tables are not prescribed, 
although the various table text styles are provided. The 
formatter will need to create these components, incorporating 
the applicable criteria that follow. 

II. RELATED WORK 

Studies conducted in the context of electronic business can 
be categorized into four general classes: 

A. Approaches based on Brand 

In general, these approaches focus on the contribution of 
consumer, sale objectives, Brand loyalty. Pentina et al. [8] have 
studied the impact of relations among consumers with 
Facebook and Twitter brands. De Vries et al. [9] have 
investigated impacts of transmitted messages on brands' pages 
including clarity, interaction, information content, amusing 
issues and location of the message. Labrecque [10] has studied 
whether interactions and social relations of a brand, makes the 
user offer information and be loyal to that brand?  

B. Approaches based on Modeling Information Broadcasting 

Researches done in this group is mostly model information 
broadcasting (including financial information) in social 
network level. Tsur and Rappoport [11] have predicted 
activities and performances in social networks using contents 
and topologies. Bonchi et al. [12] have extracted and searched 
business plans through learning population structure and 
network dynamic. Saito et al. [13] have proposed a 



IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

190 | P a g e  

www.ijacsa.thesai.org 

probabilistic model based on information broadcasting for 
prediction. 

C. Generic Approaches 

Studied in this groups are based on not identifying network 
structure which is a more difficult level of finding behavioural 
patterns of users. Rodriguez et al. [14] have designed a generic 
model for tracking users' path. These researchers have 
improved their model through concave optimization [15]. 
Duong et al. [16] have resolved this problem using two 
approaches: The first learns graphical model potentials for a 
given network structure, compensating for missing edges 
through induced correlations among node states. The second 
learns the missing connections directly. 

D. Approaches based on Users' Behavior 

In an analysis of social networks, studying users’ behaviour 
based on various hypotheses about the user, has attributed a lot 
of information. Zhang et al. [17] have identified strong users 
using their friends' comments. Anagnostopoulos et al. [18] 
have also identified users with high influence among 
information broadcast by users through social networks. 

III. GENETIC PROGRAMMING 

Genetic programming (GP) is an evolutionary computation 
(EC) technique that automatically solves problems without 
having to tell the computer explicitly how to do it. At the most 
abstract level GP is a systematic, domain-independent method 
for getting computers to automatically solve problems starting 
from a high-level statement of what needs to be done. 
Algorithmically, GP comprises the steps shown in Algorithm 
1. The main genetic operations involved in GP (line 5 of 
Algorithm 1) are the following [19, 20]: 

 Crossover: the creation of one or two offspring 
programs by recombining randomly chosen parts from 
two selected programs. 

 Mutation: the creation of one new offspring program 
by randomly altering a randomly chosen part of one 
selected program. 

Algorithm 1 Abstract GP algorithm 

1: Randomly create an initial population of programs from the available 

primitives (see Sect. 2.2). 
2: repeat 

3: Execute each program and ascertain its fitness. 

4: Select one or two program(s) from the population with a probability based 
on fitness to participate in genetic operations (see Sect. 2.3). 

5: Create new individual program(s) by applying genetic operations with 

specified probabilities (see Sect. 2.4). 
6: until an acceptable solution is found or some other stopping condition is 

met (for example, reaching a maximum number of generations). 
7: return the best-so-far individual. 

IV. THE PROPOSED METHOD 

The main purpose of the proposed method is to design a 
learning machine with prediction ability to find potential users 
in social networks for business objectives. For this purpose, 
first, a dataset including profile information and its links in 
social networks is collected. Then this dataset is used to send 
advertisement links to users and their feedbacks are 
investigated. Users are marked based on opening the link or not 

opening the link. Thus, a general dataset is employed to train a 
predictor learning machine based on genetic programming. 
Objective variable in genetic programming training is output 
vector label of "yes" or "no" which indicated whether the link 
is opened or not. Additionally, data in this dataset is mapped to 
a numerical space to establish feature vector. After training the 
learning machine, this machine is used to select target users for 
commercial operations in social networks. 

Flowchart of the proposed method is shown in Figure 1. 
The general framework of the proposed method is comprised 
of two main steps: 

1) Designing Learning Machine for Prediction Process 

2) Evaluating performance of the designed machine for 

selecting potential target users in electronic business 
In the first step, a learning machine is trained whose input 

data is the dataset collected from social networks and its output 
is "yes" or "no" label. The aim of this machine is to create a 
regression function which maps input data to output labels 
well. 

In the second step, test data is used to test the designed 
machine. In order to test and validate the performance of this 
machine, target users for advertisement are selected randomly 
and using the designed machine. Finally, quality of selected 
users in these two methods is compared. It should be noted that 
opening or not opening an advertisement link shows 
performance quality. In the following, steps of the proposed 
method are described. 

 
Fig. 1. Flowchart of the proposed method 
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A. Collecting Dataset 

Dataset of this research is adopted from Facebook which is 
collected by Stanford University [21]. The focus of this 
network is on users' data. This social network creates an API 
programming through which users' information can be received 
as a web service. Main indices extracted from this dataset are 
shown in Table 1. 

In this network, main elements are users. Except for 
features like name, age and etc., users are specified through 
their operations in groups and different events of the social 
network. Figure 2 shows a general scheme of users' activities 
on this network. 

TABLE I.  THE MAIN INDICES IN THE NETWORK GRAPH 

value indices 

6039 Members  

88324 Total number of vertices 

0.009 Density 

0.6055 Clustering coefficient 

1612010 Number of Triangles 
 

7.5 Average friends number 

8 Diameter  

In a dataset of Stanford University for Facebook, not only 
users' profile information is available, but also network level 
information is available. For instance, family relations of a 
person with other people are also shown. Figure 3 shows 
friendship circle and relation of a specific user (node vi) with 
another user of the network (node ui). 

As can be seen in Figure 3, a user is in many different 
circles where some of these loops may overlap. This important 
data in this dataset is a clear characteristic which helps the 
learning machine to find users with common relations using 
this friendship circles with higher accuracy. 

Each user's data can be considered as a unit record which 
can be represented by an adjective vector and statistically 
independent. This dataset has various variables which are both 
numerical and classified. Each record is in fact a node in the 
graph of the social network, which specifies a specific user 
with a unit index. 

This dataset has four files which are described as follows: 

 Edges file: edges of each node in the network. In 
Facebook, edges are non-directional.  

 Circles file: including circles of a series of nodes.  

 Feat file: including features of each node.  

 Feat Names file: name of each feature is in this file. 
Features of users are initialized as 1 and the features 
which are not initialized for each user are specified 
with 0. 

 
Fig. 2. General scheme of users' activities in social network 

 

Fig. 3. Facebook Graph with Labels of a user 

B. Dataset Splitting 

As can be seen in Flowchart of Figure 1, used dataset (6039 
records) is divided into two datasets. In the first dataset, called 
training dataset, 3000 records, and in the second dataset, 3039 
records are selected randomly. As mentioned before, a training 
dataset is used to build the learning machine. 

C. Recording Users’ Feedback 

In this step, a message containing an advertisement is sent 
to evaluate feedback from users about the advertisement link 
for users of the training dataset. At this step, 990 users have 
offered a positive answer which indicated that they had read 
the advertisement link and others have not responded. Thus, in 
the next step, training dataset for building the learning machine 
is a training dataset including 990 positive answers and 2100 
negative answers. 

D. Designing The Learning Machine 

In the proposed method, genetic programming is employed 
to create the learning machine for selecting potential users. 
Inspired from the standard algorithm proposed for genetic 
programming in section 3, a modified version of the algorithm 
is employed in the proposed method. Since the output of the 
learning machine in the proposed method is either 0 or 1, a 
binary version of genetic programming is used. Features 
considered for each user in the social network is an n-
dimensional feature vector as in Equation (1). 

  (          ) (1) 
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 Each vector belongs to a class 0 or 1 which determines 
whether the user has opened the link or not. Therefore, there 
would be two different output classes c1 and c2:  

  (     ) (2) 

And dataset would be:  

        (          )                  (3) 

where, userno is the number of people who have 
participated in the test. The purpose of distance learning 
algorithm is to find a set of metric functions F as below: 

  (      ) (4) 

Such that:  

  ( )  {
                   
                              

          
  *   + 

(5) 

 
According to the definition of characteristic functions of 

each class, f functions are binary, this metric function f, maps 
each n-member input vector X to a unit vector in 2D space. 
Thus, cosine distance between these unit vectors is zero. In 
other words, desired metric function should have the following 
characteristic: 

 

 (                 )   (   )    (   ) 

               ( (   )  (   ))    

(6) 

 
Cosine function obtained from metric function being zero 

for two characteristic vectors (                 (   )  
  (   ) ) means that characteristic functions f can be good 

classifiers for the problem. However, finding these functions is 
the main challenge of the problem. 

Since function f is binary, the general framework of the 
functions in Equation (5) is defined as below: 

  ( )  ∑∏(                   )         

        

     
←                    

   

←    (           )      

       [   (  )    (  )] 

   *           + 

(7) 

 
In fact, function f is the association of polymers in which 

each polymer is obtained through connecting monomers 
operand1 and operand2 with the logic operator and. In other 
words, 

(8)   ( )                                  

(9)         
                                   

(10)           (                     ) 

In which indicated and operation and indicates or operation. 
Thus, function f can be changed into a tree recursively. If there 
is no repetitive monomer in the function of monomer l is 
common among several polymers, these polymers combine and 
create a tree as in Figure 4. 

a. First sample b. Second sample 

   (              ) 
   (             ) 

   (     ) 
   (      ) 

 

 

Fig. 4. Converting an algebraic term into a binary tree in genetic 

programming 

E. Evaluating Performance of the Learning Machine 

Finally, output function obtained from learning machine is 
used to identify potential target users who respond to 
advertisement links positively. The random selection algorithm 
is also used to evaluate the performance of the learning 
machine. In this step, total test dataset, 3037 users, are 
classified by the learning machine. In the next section, detailed 
results of the test are described. 

V. EVALUATION RESULTS 

In this section, the proposed method is evaluated and the 
results obtained from random selection and algorithm based on 
J48 [22] are compared. Moreover, all implementations and 
evaluations are performed in MATLAB on a PC with the Intel-
i5 processor and 4GB RAM.  

In addition, to train and test the proposed method, K-fold 
(K=10) method is employed. In this type of test, data are 
classified into K subsets. From these K subsets, a subset is used 
for test and K-1 subsets are used for training. This procedure is 
repeated K-times and all data are once used for test and once 
for training. Finally, an average of these K times test is selected 
as the final estimation. In the K-fold method, the ratio of each 
class in each subset and in the main set is the same. 

A. Evaluation Measures 

One of the common tools used for evaluating classification 
algorithms is to employ disturbance matrix. As can be seen in 
Table 2, disturbance matrix includes results of predictions of 
classifier algorithm in 4 different classes including True 
Positive, False Negative, False Positive and True Negative. 

TABLE II.  CATEGORIES OF CLASSIFICATION 

Classified 

O
b
se

rv
ed

 

 True False 

True TP FN 

False FP TN 

 
𝜶 

𝜷 

𝜸 𝝋 

𝜺 𝝎 

  

𝜶 𝜸 

𝜷 𝜺 
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Considering the confusion matrix, following measures can 
be defined and evaluated: 

 True Positive are those who were properly identified 
by the algorithm as interested in our product. The cost 
of advertising is unreservedly covered by the income. 

 True Negative are those who were properly classified 
as not interested in our product. There is neither cost, 
nor income. 

 False Positive is the group of recipients who were 
identified as interested in our product while, in reality, 
they were not. This group creates a cost because we 
have lost money invested in sending an advertisement. 
However, as we will see, it is not the worst 
classification.  

 False Negative is the most expensive misclassification 
as we have lost those who would buy our product. 
Although, we have saved the money not invested into 
the campaign, those economies are incomparably small 
to our loss. 

 Precision is the fraction of retrieved instances that are 
relevant: 

(11) 
  

     
 

 Accuracy is the proportion of true results (both true 
positives and true negatives) among the total number of 
cases examined: 

(12)      

           
 

 Recall is the fraction of relevant instances that are 
retrieved:  

(13)   

     
 

 F-Measure combines precision and recall (harmonic 
mean): 

(14)                   

                

 
    

          
 

We will take an assumption that each positive response 
gives us z units of revenue while a cost of sending one 
advertisement is estimated as 0,01z. With these assumptions 
and referring to classification categories, we can evaluate 
revenues, costs and profits of classification for each of four 
previously defined groups of customers. A summary is 
presented in Table 3. 

TABLE III.  COST - REVENUE - PROFIT SUMMARY 

 Revenue Cost Profit 

TP z 0,01z 0,99z 

TN 0 0 0 

FP 0 0,01z -0,01z 

FN 0 z -z 

B. First Experiment: Effect of features selection on 

convergence speed of the proposed method 

First, the learning machine was trained using all available 
features. Then, features which have more important role in 
training this learning machine were extracted through several 
tests and were used to train the machine. Choosing less and 
more important features increases training speed of the 
machine using genetic programming. Among features set, 30 
important features were selected among which some features 
are listed in Table 4. 

TABLE IV.  SOME IMPORTANT FEATURES OF SOCIAL NETWORKS USERS 

Feature Description 

Changes Date Date of last changes 

Creation Date Date in which the profile is created 

Branch Market branch 

Birth decade Age according to decade classification 

Title Level of Education 

Profile visibility 
Number of people who can visit the 
profile 

Number of links Number of linked groups 

Number of 

invitations 

Total number of times being invited and 

having invited 

In addition, Figure 5 shows convergence diagram of 
genetic programming in different iterations for cases of not 
selecting important features and selecting important features. 
As can be seen in the results, when features are reduced, 
genetic programming algorithm converges faster in reducing 
classification error compared to the case where all features are 
included. 

 
Fig. 5. Comparing convergence speed of genetic programming for using/not 

using features selection 

C. Second Experiment: Calculating Profit 

After training and testing the proposed learning machine, 
obtained results in terms of TP, FP, TN and FN are presented 
for test and training datasets in Table 5. 

For clarity of evaluations, cost and revenue measures are 
referred (Table 3). Profit gained from test and training of the 
learning machine is given in Table 6. As mentioned before, 
maximum loss which occurs in classifying the learning 
machine is related to the false negative class that is the learning 
machine has not selected a user as a potential man in the 
classification process. Thus false negative should be decreased 
and true positive should be increased. 

https://en.wikipedia.org/wiki/True_positive
https://en.wikipedia.org/wiki/True_positive
https://en.wikipedia.org/wiki/True_negative
https://en.wikipedia.org/wiki/Harmonic_mean
https://en.wikipedia.org/wiki/Harmonic_mean
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D. Third Experiment: Evaluating Performance of positive 

feedbacks using Lift diagram 

After extracting important features and creating the 
proposed learning machine, Lift diagram, Figure 6 is used to 
evaluate the output of the learning machine in terms of positive 
feedbacks from test dataset users. In this diagram, the rate of 
positive answers received from users is compared to two cases 
of a random selection of users and selecting the users by the 
proposed learning machine. In this diagram, the rate of positive 
answers for random selection of users is considered as the 
base-line. Experiment results show that as a number of selected 
users in the test dataset increase, Lift rate decreases. Maximum 
Lift rate is obtained when 30% of users are selected to send 
them the advertisement. In this case, the proposed learning 
machine has performed 2 times better. That is, the proposed 
learning machine could have selected appropriate users to send 
them the advertisement. 

E. Fourth Experiment: Evaluating Common Classification 

Measures 

In this experiment, the performance of the proposed 
method in terms of Precision, Accuracy, F-measure and Recall 
in test stage is evaluated. Figure 7 shows results obtained from 
this test. Evaluation results showed that Precision, accuracy, 
recall and F-measure are 0.66, 0.72, 0.80 and 0.74, 
respectively. 

Moreover, the performance of the proposed in test and 
training stage is compared in terms of accuracy and profit, 
where the results are given in Table 7 and Table 8, respectively 
and the results are compared with [22]. Comparison results 
show that the proposed method with 80% accuracy in training 
stage and 74% accuracy in the test stage, perform better than 
the method proposed in [22]. This shows the acceptable 
performance of the proposed method in selecting potential 
users to send them the advertisement. Table 8 has also 
compared profit to revenue ratio of the proposed method with 
that of [22] Comparison results show that the proposed method 
outperforms the other method.

TABLE V.  CLASSIFICATION RESULTS FOR TRAINING AND TEST DATASETS 

Dataset  TP FP TN FN Sum  

Training 990 1410 450 150 3000 

Test 1010 1250 520 259 3039 

TABLE VI.  PROFIT OBTAINED FROM TEST AND TRAINING DATASETS BY USING THE PROPOSED METHOD 

 
revenue 

  
Profit 

Dataset  TP TN FN Sum  

Training 990z 9.90z 0.45z 145z 155.35z 834.65z 

Test 1010z 10.10z 0.52z 259z 269.62z 740.38z 

 

Fig. 6. LIFT diagram of the proposed learning machine compared to random selection method 
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Metrics 

Fig. 7. Evaluating the proposed method in terms of common classification measures 

TABLE VII.  COMPARING PERFORMANCE OF THE PROPOSED METHOD WITH J48 [22] IN TERMS OF ACCURACY 

Training (Accuracy)) Test (Accuracy)  

80% 74% Proposed Method 

70% 65% J48 [22] 

TABLE VIII.  COMPARING PROFIT TO REVENUE RATIO OF THE PROPOSED METHOD WITH J48 [22] 

Training 

(Accuracy) 

Test 

(Accuracy) 
 

84% 73% Proposed Method 

44% 35% J48 [22] 

VI. CONCLUSION 

In this paper, a learning method based on genetic 
programming is proposed for business predictions in social 
networks. The main purpose of this method is to select users of 
the social network who give appropriate feedbacks to the 
advertisements, they receive. For this purpose, a dataset of 
users' information from Facebook was collected and studied. 
This dataset was divided into two test and training datasets. 
First, a learning machine was trained through sending an 
advertisement to existing users and receiving their feedbacks. 
The main purpose of designing the proposed learning machine 
is to train it to learn how to select users who may give positive 
answers with higher probability. 

After designing and training the proposed learning 
machine, its performance was evaluated using the test dataset. 
Experiment results showed that proposed method classifies 
users with 74% accuracy. Additionally, LIFT test was used to 
compare the performance of the proposed learning machine 
with random selection method, and the results showed that for 
selection of           users, the proposed learning 
machine outperforms random selection method in selecting 
potential target users. Moreover, for selecting     , both 
methods perform the same. In the future work, we try to 

improve the performance of the proposed method by 
combining meta learning algorithms such as decorate, bagging, 
and boosting with genetic algorithm. 
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Abstract—Internet of Thing (IoT) has been attracting the 

interest of researchers in recent years. Traditionally, only handful 

types of devices had the capability to be connected to 

internet/intranet, but due to the latest developments in RFID, 

NFC, smart sensors and communication protocols billions of 

heterogeneous devices are being connected each year. From 

smart phones uploading the data regarding location and fitness 

to smart grids uploading the data regarding energy consumption 

and distribution, these devices are generating a huge amount of 

data each passing moment. This research paper proposes a data 

management framework to securely manage the huge amount of 

data that is being generated by IoT enabled devices. The 

proposed framework is divided into nine layers. The framework 

incorporates layers such as data collection layer, fog computing 

layer, integrity management layer, security layer, data 

aggregation layer, data analysis layer, data storage layer, 

application layer and archiving layer. The security layer has been 

proposed as a background layer because all layers shall ensure 

the privacy and security of the data. These layers will help in 

managing the data from the point where it is generated by an IoT 

enabled device until the point where the data is archived at the 

data center. 

Keywords—IoT; Data Management; Cloud Computing; Big 

Data; Smart Devices; Interoperability; Privacy; Trust 

I. INTRODUCTION 

Internet of Things is one of the concepts, which tends to 
build a new future of computing by taking every smart object 
into a globally connected network capable of sensing, 
communicating, information sharing and performing smart 
analytics for different applications [1][7]. This is the result of 
rising technological evolution of computing devices and its 
use in different sectors like healthcare, automotive, education 
and sports. The excessive use of smart objects in human life 
has pushed the researchers towards the design and 
development of tools and techniques that can connect these 
smart devices to a global network. Emphasis has been to 
enhance the efficiency of these smart devices to generate less, 
but meaningful data that can be efficiently transported and 
analysed on a cloud before being stored. Last decade is a 
witness of the development of different network protocols, 
computing devices and storage devices that have helped in the 
rapid deployment of IoT enabled devices. [1][5][7][8][13]. 

Furthermore, it has been observed that this wave of smart 
devices is serving in different areas such as education, 

medical, military, research, sports and industries [5][15][17]. 
One of the application switches that IoT has made possible is a 
smart home concept. Smart home offers services like access 
control, home monitoring, safety and central control of 
numerous home appliances to its owner [4][11][15]. The basic 
idea of smart homes is to connect home appliances to network 
and employ the use of some standard protocols for 
communications. Smart sensors and cameras are utilised for 
this purpose [5] [15]. Another application that can be 
witnessed is smart agriculture where IoT exploits smart 
sensors and RFIDs to change the shape of traditional decision 
making regarding crops. IoT has enabled the farmers to be 
aware of information related to different field parameters like 
humidity, moisture, temperature and wind speed. This makes it 
possible for farmers to take timely and more accurate 
decisions for enhancing crop productivity and quality. 

One more key application area is supply chain 
management where Internet of Thing term was coined for the 
very first time in 1991 [1][7]. IoT can provide supply chain 
system with real time insight of every process and transaction. 
The use of smart sensors and RFIDs will not only enable 
effective tracking of shipments as well as it will make it easy 
to control and manage mobile assets. It would also help in 
generating more business opportunities by producing 
analytical results on gathered information to sell goods based 
on this specific information. 

It seems that these applications are just beginning of a big 
industry in computing. Moreover, this rapid development in 
applications shows that in the near future there will be a stable 
and steady stream of innovative applications and services in 
Internet of Things [2][3][25]. 

Internet of Things calls for to think beyond traditional 
computing. It demands small, smart and compact devices that 
could replace traditional computing capabilities. RFIDs, 
Wireless Sensor Networks, smart readers, mobile phones, 
laptops and portable devices are the major technologies that 
would work as basic computing units for such global network. 
RFIDs are one of the key players in IoT enabling technologies 
[17][25]. RFID brings into play microchips attached to any 
desired object for automatic identification, tracking and 
wireless information transmission [1]. RFIDs are used in 
applications of the supply chain, retail and ports for 
monitoring.
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TABLE I. COMPARISON OF IOTS 

Moreover, Wireless Sensor Network has turned out to be 
another pivot enabler for IoT. WSN uses small and intelligent 
computing nodes for creating a network for sensing and 
transmitting information from a given application field to end 
user’s destination [25][45][51][52].  In order to monitor and 
accomplish real-time data, thousands of nodes are deployed 
for a specific set of applications. WSNs offer solutions to a 
wide range of applications such as industrial power control, 
environmental monitoring, medical Instrumentation and 
homeland security. Together with RFIDs, WSN is expected to 
get hold of highest share in key enabling technologies of IoT. 

Another widely used class of technology in IoT vision 
2020 is wearable computing devices that would take the 
personal computing to new directions. It is expected that in 
everyday use, wearable computing devices will frequently be 
used in the areas of health, education, reservation, sports, 
entertainment, management and controlling of resources. 

Use of these devices in healthcare applications where these 
devices are utilised to monitor blood pressure, heart rate, and 
predict different diseases by using computer vision and 
artificial intelligence [28][29][47]. In connection with all these 
above discussed IoT technologies, Table 1 shows a 
comparison of different types of IoT devices based on their 
attributes such as computational power, communication range, 
data rate, storage, battery life and data security. The table also 
demonstrates that IoT devices hold the highest degree of 
heterogeneity and this heterogeneity is not only in device 
hardware, but also in their data rates, types of data generated 
and communication capabilities. Although, there are numerous 
questions that visionaries and researchers have to work out for 
making such applications more efficient and reliable. 

Today, all these technologies work very efficiently for a 
specific set of applications, but they neither collaborate, nor 
share resources for distributed problem solving.    However, 
in the sense of enabling technologies, there are multiple 

IoT 
Computational 

Power 

Communication 

Range 
Data rate 

Storage 

capacity 
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Security 
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LAN IEEE 802.3 
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Laptops: 

-Dell Inspiration i7559 

-Lenovo G70 core i7 

2.6GHz 

300000 D 

MIPS@3.0GHz 

150 m 
300000 D 

MIPS 

8GB 

8.1 64 bits 

Wifi 

Bluetooth 

4-8 

-4-9 hrs 
High  

Wearables: 

-Samsung Gear s3 

1Ghz 100 m 
30 to 45 

mbps 
4GB 4G LTE 

380 mAh 

Li-ion 
Average 

Smartphones: 

-Infinite Note 3 pro 

-samsung galaxy J2 

1.3Ghz 

1.3Ghz 

 

130 m 

upto 50 

mbps 

16GB 

1GB 

4G 

LTE,bluetooth,wifi 

3G,bluetooth,wifi 

4500 mAh 

2000 mAh 
Average 

Cameras: 

-Sony DSLR-A900 

-Canon EOS 6D 

5.0 fps 

4.5 fps 

1.524m/s 

1.3716m/s 

 

4 to 640 

kbps 
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Wifi 
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IEEE 802.15 
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dependent 
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challenging areas such as device identification, interaction 
mechanism, standardization issues and inter devices 
collaboration for these heterogeneous devices 
[3][11][17][21][36][52]. 

The vision of Internet of Things seems to let small devices 
generate consistent data. This data will then help the decision 
makers to take a decision based on the enormous amount of 
data collected from different heterogeneous devices over a 
period of time [2][43].  Nevertheless, this also means IoT 
enabled devices will be producing data at a very high rate, 
which would need a huge amount of storage space. Other than 
the data there are multiple other challenges posed by these 
devices. IoT devices pose highest levels of heterogeneity 
problems with respect to device nature, manufacturers, 
communication standards, and deployed application. Second, 
the data generated is of multiple types and semantically 
different contexts. Processing and managing such data of 
different contexts in order to solve a set of problems for IoT 
applications is another leading challenge. Third, devices in the 
internet of things will be utilizing multiple encoding decoding 
mechanisms. Therefore, it will be challenging task for data 
management process to handle this change in encoding 
decoding methods. Fourth, archiving such huge amount of 
data for future use of IoT applications is also a foremost 
challenge to address primarily. 

The heterogeneous nature of IoT devices sets various 
added challenges for data management, such as data 
abstraction, classification, compression, access control, 
archiving, interoperability, privacy and protection 
[10][45][54]. The ensuing need is for mature data acquisition 
and processing systems. Further, we need efficient data 
management frameworks for semantic-based data extraction 
from IoT devices and processing them accordingly. It is also 
important to note that no mature data management solutions to 
address above mentioned IoT centric challenges exist today. 
Even though, data management techniques for individual 
computing paradigms are performing well. But, we need to 
integrate them to formulate solutions for the data management 
requirements of Internet of Things network [8][12][14][20]. 
The rest of the paper is organised as follows: 

Section II explores key challenges in IoTs. Section III 
discusses related work. Section IV presents proposed data 
management framework, while Section V articulates the 
conclusions. 

II. KEY CHALLENGES 

Rapid growth in IoT applications also gives birth to issues 
and challenges that still need to be addressed. A lot of work 
has already been done in this regard, but still needs sufficient 
research to mitigate challenges faced. In this connection, 
following are the key challenges confronted in IoT data 
management [3][4][5][11][21][36]. 

Figure 1 shows a diagrammatical representation of 
identified challenges. The figure gives a brief overview of the 
services provided by IoT and the data management related 
issues present. The outer layer represents different IoT 
services such as smart home, healthcare, industrial automation 
and city traffic management. On the other hand, inner layer 

represents current challenges identified in IoT services. These 
challenges mainly involve data integrity, data heterogeneity, 
knowledge management and data analysis tools. The detail of 
the challenges is given as follows: 

 
Fig. 1. IoT Services and Data Management Challenges 

A. Standardization: Industrial IoT applications still lack the 

global standards that IoT enabled devices needs to follow. 

These standards are very crucial and will play a 

fundamental role for interoperability and scalability of IoT 

on a global scale [5][7][11][13]. Researchers, practitioners 

and organizations are still working to set standards for IoT. 

Key organizations working for setting standards include 

IEEE, ANSI, European Committee for Electro-Technical 

Standardization, and China Electronics Standardization 

Institute. After setting globally recognised standards 

industries can implement industrial applications reliably 

and successfully [7]. Moreover, these standards will also 

make it easy to convince industrialists to use IoT enabled 

technologies. However, this is not an easy task to 

standardise billions of heterogeneous devices being 

manufactured in different parts of the world. These IoT 

enabled devices shall use standard protocols and 

encryption techniques in order to make interoperability 

possible.   

B. Data storage and management: One of the major research 

concerns for the next few years could be how to store data 

produced by objects more than the human population. In 

order to cater to this challenge in IoT applications, we need 

to employ mechanisms and frameworks to gather, store 

and manage data generated in IoT processes. In addition to 

this, we need analysis tools which may help analyse the 

produced data for better industrial decisions and enhancing 

the performance and production of different applications 

[6][16][35]. 
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C. Confidentiality and privacy: As IoT works on sensing, 

tracking and connecting everyday life objects used by 

humans, this adds more concerns regarding privacy and 

information leakage [3][4][8][10][21][22]. This also 

produces a large amount of personal user information and 

hence creates the need for providing confidentiality and 

privacy. This requires following secure mechanisms for 

data collection and data access. Mechanisms should also 

employ that when and at what extent of data should be 

collected.  

D. Integrity: One of the significant issues in any data centric 

environment is data integrity [26][27][29][30]. Sensing 

devices must gather and share only data essential to 

perform a required operation and assure that data is not 

kept or shared indefinitely. Data collection and sharing 

mechanisms must employ scale of integrity meaningfully 

with some standard procedures and rules. Data integrity is 

an important factor in almost any data and computation 

related context with the proliferation.  

E. Energy constraints: For smooth and nonstop IoT 

operations, devices will need an uninterrupted power 

supply. These devices are not rich enough in terms of 

memory, processing power and energy. So, these energy 

constrained devices must be deployed with light weight 

mechanisms for device discovery, communication and 

invocation [39][40][41]. 

F. Device mobility and heterogeneity: Mobility of smart 

devices is one of the key factors in the rise of IoT. But 

managing this tremendous amount of mobile devices 

becomes an imperative challenge as well [42][43][45][46].  

Internet of Things employs the use of these devices with a 

higher rate of mobility and heterogeneity, so it must utilise 

systems that support these device attributes. 

G. Device security and backup: Mobile devices of IoT 

infrastructure must be secured against attacks because 

these nodes may be easiest victims of the attack and can 

effortlessly provide a gateway to an adversary to get into 

the system for malicious activity. This provides an attacker 

with the facility to disrupt whole IoT operations 

considerably [51][52]. 

H. Availability: Availability of IoT services must be ensured 

due to their critical application nature. Unavailability of 

these services will not only decrease overall performance, 

but it can also provide the attackers with the facility to 

launch different types of attacks against critical 

applications such as smart city, smart home and smart 

industries [27]. 

I. Internal adversaries: The significance of internal IoT 

adversary attack is superior to the external attacker 

because the internal adversary is part of IoT services and 

has good knowledge of different IoT components. It is 

relatively easy for an internal adversary to compromise 

some system parts or physically damage devices to disrupt 

services and in the long run, this can threaten the whole 

operation. Independent multi-layer security mechanisms 

should be utilised so that if the adversary is able to 

compromise some part of the infrastructure, then it should 

not affect the rest of the security methods. 

In contrast with all disscussed challenges, Figure 2 
presents the different IoT data management challenges, which 
are represented horizontally whereas; vertical lines represents 
the number of data management models found in the 
literature. While going through the literature it was observed 
that there was less research on most of the data management 
challenges such as data aggregation, data analysis and data 
storage. On the other hand, there was even less research on 
areas such as data privacy, knowledge creation, context 
management and data heterogeneity. Figure 2 shows this 
relation of data management models and their work towards 
different challenges. 

 
Fig. 2. Current Contribution Towards Identified IoT Data Management 

Challenges 

III. RELATED WORK 

The core reason for the huge amount of data generated by 
Internet of Things enabled devices is the increasing number of 
internet-enabled devices used for different purposes by 
individuals, businesses and governments. These devices are 
used for the purpose of data analysis, information 
management, knowledge creation and knowledge 
management. This helps in effective policy and 
decision-making. Consequently, this large amount of data 
engendered by the IoT devices requires more and more 
computational power to process. Further, data generated by 
IoT devices in different application domains are time critical. 
Therefore, processing such data in a timely manner is very 
demanding on Internet of Things, But at the same time, 
considering device capabilities and context is also equally 
important for Complex Event Processing (CEP). In this 
section, we briefly discuss the most important research 
outcomes for IoT data management as follow: 
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TABLE II. COMPARISON OF CURRENT IOT DATA MANAGEMENT FRAMEWORKS 

Farzad et al. in [20], propose a framework to develop and 
deploy IoT applications in the cloud. The designed framework 
benefits from the current modules of Aneka and additionally 
pays attention towards novel features needed for IoT 
applications. For communication between data sources and 
Aneka platform, a lightweight protocol MQTT is utilised. The 
proposed framework has three major elements, i.e. application 
manager, cloud manager and data source manager. The 
application manager is partitioned into components like, 
Application Composer, Application Monitor, Scheduler and 
Load Balancer. These components provide the user with 
application side functionalities such as creation, scheduling 
and monitoring of applications. 

Further, cloud manager handles aspects related to cloud 
storage. This component performs duties like allocating cloud 
resources, scaling resource as per need and monitoring the 
distributed resources to monitor resources and overall 
performance. Moreover, the data source manager is bridging 
component between framework and data sources. In order to 
deal structured and unstructured data, the framework uses 
structured and unstructured data source manager separately. 
The components of data source manager are able to filter 
specific data sent from sources to be delivered to end user’s 
application. For network delay reduction, these data source 
managers must be utilised in close proximity to the data 
resources. The authors also deployed a test bed with five 
virtual machines on Amazon AWS for performance 
assessment of the proposed framework. 

Internet of things is an infrastructure, which will be fed by 
numerous heterogeneous devices in the form of data. This data 
needs to be in a format compatible with the storage system. 
However, data generated by IoT enabled devices has 
redundancy, anomalies and different level of abstractions. 
Consequently, the data generated is structured, semi-structured 
and unstructured. As a solution to these problems, Mishra et 
al. in [02] propose Cognitive Oriented IoT Big-data 
Framework (COIB-framework). 

The proposed framework encompasses different 
components such as physical devices, logical IoT segments, 
IoT big data aggregators, IoT big data classifiers, HBase 
storage, IoT big data analysis and cognitive decisions. 
Initially, raw data is produced from physical devices which act 
as a data source for the whole operation. Because data at this 
stage is redundant, inconsistent and anomalised, therefore IoT 
big data    aggregators are utilised to perform data fusion on 
this data. This step removes inconsistencies and anomalies 
from data to produce standard data semantics. Then, IoT big 
data classifiers generate clusters from this data based on their 
different attributes. Afterwards, classified data is stored by 
using HBase storage system. Now, the data can be analysed by 
employing cognitive and computational intelligence (CI) 
tools. This stage is called IoT big data analysis. As a result of 
the whole process, effective decisions and plans are 
formulated for different application sets. Authors [02] have 
also mentioned the use of data centres for large scale 
application implementation of their model where data centres 

Framework/ 
Model 

Data 
Aggregation 

Data 
Analytics 

Context 
Management 

Heterogeneity 
Data 
Integrity 

Interoperability Privacy 
Knowledge 
Creation 

COIB-Framewor
k [2] 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

Service-oriented 
data 
management 
framework [6] 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

A Policy-Based 
Coordination 
Architecture 
[19] 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

A Data-Centric 
Framework [20] 

 
 

 
 

 
 

 
 

 
 

   

A Large-Scale 
Object-Based 
Active 
Storage [33] 

 
 

 
 

  
 

 
   

An Intelligent 
Storage 
Management 
System [34] 

 
 

 
 

      

An architecture 
based on 
Internet of 
Things to 
support 
mobility [43] 

 
 

   
 

 

 
 

 
 

 
 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

202 | P a g e  

www.ijacsa.thesai.org 

will perform operations of aggregation, classification and 
storage operations on collected raw data. 

In order to meet increasing needs of the urban population, 
the idea of IoT is very swiftly shifting the paradigms of urban 
human life. This requires making cities smart enough to 
enable all the operations such as education, traffic, energy 
management and health care can be smartly managed. This 
will result in having easy and timely access to real time 
information. This information will help in taking critical 
decisions necessary to provide better services to people. Gubbi 
et al. in [18] proposed a noise mapping architecture for both 
fixed (Wireless Sensor Network) and mobile infrastructures 
(smart phones, vehicles with smart devices/sensors and other 
handheld devices) in smart cities. The proposed architecture 
consists of the three tiers i.e. bottom tiers (consisting of sensor 
nodes mounted on street lights, buildings, traffic signals, etc.), 
middle tier (made up of relay nodes capable of collecting, 
buffering and transmitting information received from bottom 
tiers towards next tier) and top tier (acting as a gateway for 
sending information received from the middle tier to the 
cloud). Authors have utilised low-density data mode and 
high-density modes as the two modes for network 
architecture. Furthermore, cloud-computing platforms such as 
Microsoft Azure and Manjrasoft Aneka are utilised for 
interaction and real time analytics on data from IoT enabled 
devices. Data collected from fixed or mobile infrastructure is 
stored on cloud storage along with timestamps for received 
data. The paper also presents a noise mapping case study for 
the progression of city services. 

To solve problems such as latency, remote policy updates, 
mobility and global system view, Jorge in [19] proposed a 
Distributed Complex Event Processing (CEP) architecture to 
process data from different devices bearing in mind the type 
and location of the sending device. To solve latency problem, 
data should be processed near the device or in the device. To 
serve this purpose, the authors defined the rules and the 
coordination policies, which employ that where and at what 
time the data is to be analysed. The proposed architecture is 
named as GiTo. In this architecture to make timely decisions, 
device attributes (such as location, battery life and location) 
are also well thought-out and Distributed CEP engine keeps an 
eye on policies and critical events observed on devices. 

GiTo engine architecture has eight major components. 
These architectural components are Context Manager 
(responsible for maintaining device current context), CEP 
Engine, Connection Manager (manages connections between 
devices), Handover Manager (For keeping network connection 
state and active communication), Registry Manager (preserves 
cluster information for device), Database Manager (for 
exploiting system knowledge base) and HAL (for resolving 
platform compatibility issues in devices). 

Roman et al. in [21], are more focused towards activities 
of data association, inference and knowledge discovery 
process in IoT big data management. Authors also provide 
précised future directions for IoT knowledge discovery. 

In one more work, a cognitive IoT framework has been 
presented to enhance the capabilities of semantic derivations 
from collected data, knowledge management, discovery, and 
decision making process [22]. 

In connection with the existing works done in IoT data 
management area, Table 2 illustrates current IoT data 
management frameworks along with their contribution 
towards different challenges present in IoT. Further, the table 
also shows which challenges still need more considerable 
attention. It is also clear that no current data management 
framework reflects a conceptual solution to all the identified 
challenges unaccompanied. 

IV. PROPOSED DATA MANAGEMENT FRAMEWORK 

In this section, our proposed data management framework 
has been discussed.  Data management activity is divided into 
multiple stages. Breaking down the data management activity 
into different layers leads to easiness, completeness and 
scalable functionality. The proposed framework contributes 
with wider context towards collection, management and 
analysis requirements of the internet of things.  The proposed 
framework is organised into nine layers. The framework 
incorporates layers such as data collection layer, fog 
computing layer, integrity management layer, security layer, 
data aggregation layer, data analysis layer, data storage layer, 
application layer and archiving layer. Every layer of 
framework stack contributes for next layer of data 
management process. Proposed framework layers are 
explained in the followings section (Figure 3): 

1) Data Collection Layer: the First layer in proposed 

framework is data collection layer. This layer works as a 

pass-through layer that gathers data coming from different 

sources and directs it to upper layers for processing 

[7][15][18]. Data collection layer primarily deals with 

numerous heterogeneous devices which are used to sense and 

generated data in different environments. Major devices 

involved in this layer can be sensors, smart devices, RFIDs, 

wearables, barcode readers and surveillance devices. These 

devices act as distinct data feeds for data collection layer. 

Further, this collected data can be in different forms and 

formats. Depending on the application nature, data collection 

can be centralised or distributed. This layer carries data for 

next layer up i.e. Fog computing layer. 
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Fig. 3. Data Management Framework 

2) Fog Computing Layer: Futuristic and time critical 

applications essentially demand the analysis of data be 

performed nearby its point of generation rather sending the 

data to cloud every time for analysis and decision making [55, 

56, 57, 58]. Consequently, this calls for shifting data 

management functionalities closer to data generating devices. 

By keeping this need of data management in mind, the 

fog-computing layer has been anticipated in the proposed 

model. This layer provides devices with facilities to process, 

analyse and partially store data on / nearby edge nodes. In our 

proposed model, fog computing layer is mainly associated 

with data collection, data aggregation and data storage layer. 

However, in order to accommodate data management 

functionalities at edge nodes, devices must have upright and 

dominant computational power, memory, battery life and all 

other required resources. Moreover, only time critical data is 

aggregated and analysed on devices otherwise it is sent to the 

cloud for the long-term analysis and storage. 

3) Integrity Management Layer: This layer is responsible 

for the integrity of whole data management process [27]. 

Major components of this layer are raw data storage and 

mobility manger. 
Moreover, for addressing gaining concerns of device 

mobility in IoT, mobility manager is mostly attentive towards 
features associated with device mobility. Mobility manager 
also takes into account the impact of device mobility on the 
context of data sent by the device. In addition, mobility 
manger must employ schemes to support service mobility, 

session mobility and personal mobility. This module should 
also manage data handoff between devices. Raw data storage 
module manages storage of raw, enormous and continuous 
stream of data prior to any data management operation 
performed on this received data. This module must be 
equipped with techniques and tools to store huge influx of data 
by maintaining data repositories. This also involves 
maintaining metadata and indexes for the stored data. 

In order to take benefits of data management process 
integrity management layer should essentially take care of 
issues concerning authenticity, integrity and availability. This 
will not only diminish data management overhead but also 
influence the quality of analysis and decisions taken based on 
this provided data. 

4) Data Aggregation Layer: One of the core intentions of 

this layer is data size reduction for improved storage, 

organization and transmission of data [2]. For this reason, data 

aggregation layer is concentrated towards real time 

summarization and merging of the data. The key modules of 

this layer are filtering, heterogeneity, interoperability, 

aggregation, context, and transformation manager. 
Data received from integrity management layer is raw, 

redundant and very huge. It must be pre-processed before 
offered to advance layers of the data management process for 
further processing. Filtering is a fundamental stage of data 
reconstruction and event processing. Filtering helps to make 
raw data relatively more meaningful and reducing noise from 
data. Filtering manager sets filtering conditions for received 
data and pre-processes data. These filters may be temporary, 
permanent or based on the frequency of necessity. Further, 
these filters can be set according to user requirements and 
choice for the applications. 

Another component of data aggregation layer is 
heterogeneity manager. Heterogeneity of IoT devices lays new 
challenges to their management due to the absence of unifying 
approaches. In this regard, heterogeneity manager is 
responsible for handling device heterogeneity, data 
heterogeneity and semantic heterogeneity. Simultaneously, this 
heterogeneity also forces shift for the necessity of 
transforming data coming in various types and varied 
sampling intervals into single or multiple predefined data 
types for efficiency and ease of further processing. 
Transformation manager is also responsible for transparently 
transforming data received into the user’s application view 
format. The leading activities involved at this stage are data 
splitting, merging and sorting. 

While IoT connects various heterogeneous devices, their 
interoperability is very crucial for seamless communication 
between devices and services. In this regard, standards for 
device representation, searching and access must be defined. 
This also needs one/multiple common communication 
languages for information exchange between devices from 
different vendors. Interoperability manger has to handle 
technical interoperability, semantic interoperability, syntactic 
interoperability and cross-domain interoperability. 

Furthermore, IoT demands the context–aware data 
gathering and management. In this connection, context 
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manger looks for the most suited devices that could generate 
most relevant data for user application. Context manger 
maintains context information for device or group of devices 
gathering real time data for some specific context. In this way, 
context specification support of data can help developing new 
value added services for users. Consequently, contextual data 
can be delivered to the user very easily and effectively. This 
component also works for context representation and 
modelling. Context manager should also be able to identify 
new contexts drawn from previous data. 

After performing above specified processes in data 
aggregation layer, aggregation manager further processes and 
aggregates data into the form appropriate for further analytics. 
Aiming at this purpose, a set of data aggregation tools for data 
validation, processing and aggregation in the specified format 
are utilised. Aggregation manager also chooses data that 
encounter specific principles and standards. 

5) Security Layer: Retaining automated security in   IoT 

still remains in the spotlight due to the significance of security 

needs. In our proposed framework, security layer guarantees 

security provision to all layers involved in data management 

process. In this way, the security layer is linked with all layers 

in the model and intended to meet security requirements at 

each individual layer. According to the functionality of 

different layers in the model, this layer provides respective 

security tools for securing that layer’s operations. Main 

components of security layer are trust manager, authentication 

manager, identity manger, device physical security, encryption 

techniques, privacy manager and access control manager 

[50][53]. 
Integrity management layer is supported with security 

modules such as identity, authentication and trust manager. 
Validating data sources is one of the crucial tasks for IoT data 
management. In this regard, Identity manger will be 
responsible for the identification of the data sources. Every 
device involved is assigned an ID and Identity manager treats 
data conferring to its identity. Moreover, this identity 
information is interrelated with the authentication process 
incorporated by authentication manager whereas trust manager 
maintains trust level for all devices engendering data. This 
trust level of devices is based on their data correctness, 
completeness and timeliness. Trust manager periodically 
re-computes and updates trust levels of devices by taking into 
account their current data activity. 

At the application layer, access control manager and 
privacy manger are employed for fulfilling security 
requirements at this layer. Privacy manger is mostly directed 
towards defining application privacy policies [50][53]. It also 
provides protection mechanisms to end users form exposure to 
privacy risks whereas access control manager works for 
controlled data access of devices and users. The main 
responsibilities involve data ownership, secure data sharing, 
distributed data access and data access permissions. 

In order to provide security at data storage layer and 
archiving layer, various encryption techniques and tools are 
exploited. From the perspective of time, encryption 
mechanisms used in archiving layer can be computationally 

expensive because of non-time sensitivity. Whereas, in order 
to meet run time data retrieval and storage in IoT applications, 
encryption techniques at data storage layer should not be 
computationally expensive but at the same time these 
techniques should ensure data security at this layer. 

6) Data Analysis Layer: This layer augments significance 

to the data gathered by analysing it to engender smart 

decisions and analysis [2][6]. This layer will also fulfill user 

requirements regarding on demand user analysis and run 

extraction tools for desired information. This would provide 

users with actionable information according to the situation 

for making timely effective decisions and collaborate with 

other users and applications. Further, this layer must provision 

analytical data support for all types of IoT environments such 

as off line, dynamic and real time environments. 
Data analysis layer is divided into three modules, i.e. 

decision manager, trend manager and AI manager. The first 
module of data analysis layer is decision manager who is 
responsible for driving decisions from the current data 
received from lower layers. If a user has to make some 
decisions related to a problem area, this module will consider 
current and historical data relevant to this problem and 
generate some decisions which seem to be most appropriate 
for the problem. Furthermore, decision manager will 
periodically make some strategic decisions based on acquired 
data and share these decisions timely to respective 
organizations and users. This module will also comfort users 
in contextual decision making, resulting in quicker attainment 
of organizational objects. Moreover, decision manger can be 
helpful in applications such as stock exchange, agriculture, 
weather forecasting and real state whereas trend manager 
helps understanding current trends and user interests in 
different application areas. Trend manager can also find latest 
national and international trends related to youth, politics, 
sports and social interest. This also benefits finding data trends 
for the user that which type of data is more utilised by the 
user. This will facilitate organizations to understand user 
requirements and current interest better and create products 
according to this trend analysis. Additionally, this will 
improve market profit and competitive intelligence. 

The artificial intelligence manger in data analysis layer 
plays a very fundamental role. AI manager employs machine 
learning, neural network and deep learning tools to analyse 
data.AI manger will providree IoT with the continuous 
learning of new analytical models and algorithms on available 
data. Further, AI manager works for creating automated 
intelligent systems to fulfill analysis and management 
requirements of IoT data. However, the correctness and speed 
of AI manager must be improved for IoT to perform according 
to real time IoT applications’ needs. 

7) Data Storage Layer: Due to continuous generation of 

huge amount of data in different varieties and quantities, the 

necessity for standardised and efficient mechanisms for data 

storage is more imperative than ever. Data storage layer is 

responsible for real time data storage as data is produced 

[6][33]. This layer also resolves data storage location 

problems by taking into account nature of data and application 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

205 | P a g e  

www.ijacsa.thesai.org 

requirements. Another aspect that needs consideration at this 

layer is data storage format for different types of data provided 

by lower layers. Furthermore, this layer also upholds indexing, 

catalogues and semantic metadata of stored data for timely 

retrieval. The major components of this layer are a cloud, 

cache, database, and file manager. 
Cloud manager will look after data storage aspects 

regarding cloud storage. This storage can be used mostly by 
the organizations wishing to use cloud storage as a service 
besides managing their own storage infrastructure. This will 
provide flexibility and scalability of data storage to such 
organizations. For timely and fast provisioning of contents to 
IoT applications, the cache manager is directed towards cache 
organization and maintenance. For dissimilar types of data, the 
cache manager will be responsible for defining policies for 
caching heterogeneous data. These policies may be general, 
time-based and location-based. Cache manager will also 
classify cached data into a number of categories according to 
user’s application requirements and maintain this information. 

8) Application Layer: Application layer will be focused 

towards providing services to end users and governs data flow. 

Application layer also performs the duty of load balancing. 

Further, this layer is responsible for maintaining the quality of 

service in terms of data for the end user [6][9][15][17]. This 

layer also looks at the availability of data for application 

domains. The main modules of this layer are load, quality, 

dashboard, access control, and availability manager. 
The support, manageability and continuous supply of high 

data traffic demand for load balancing mean to acquire data 
from sources. Load balancing manager plays very important 
role in scalability, reliability and enhanced performance of IoT 
data management lifecycle. This module will employ routing 
policies and algorithms for distributing data requests at 
sources such that data acquiring load is distributed across 
available sources. Furthermore, after a fixed or arbitrary 
interval this component will search for over-utilised and 
under-utilised resources for effective load distribution. 
Consequently, load balancing increases device life time and 
availability for energy constrained devices in IoT. 

In order to accommodate consistent and continuous data 
generation process, availability of IoT devices is very 
imperative. Data availability makes possible smooth, timely 
and uninterrupted data management lifecycle. Availability 
manager looks for the availability of the devices and if some 
of the data sensing devices for a particular application are 
down, availability manger explores some other devices which 
can send data instead of unavailable sources. Availability 
manager not only enlists availability of devices but it also tries 
to increase their availability by taking into account their 
resources. These two modules of application layer can 
coordinate such that availability manager keeps track of 
available devices and their resources in terms of available 
computing power, memory and energy. Then, this information 
is shared with load balancing manager to distribute data load. 
Subsequently, this coordination results in reduced service 
delay, minimum down time and long term availability of data 
sources. 

The quality of data is also critical for social and 
commercial impacts on different application domains of IoT. 
In this regard, IoT data should preserve properties such as 
completeness, correctness and quality of information.  
Quality manager practices tools and techniques to encounter 
data quality for applications. The quality manager selects 
quality metrics. Further, testing of devices, platforms and 
corresponding technologies is also performed by this module. 
In addition, dashboard manager helps users to manage their 
application dashboards to interact, monitor and visualise their 
preferred contents and services. It also facilitates users by 
providing real time custom dashboards of user’s choice. In 
proposed framework, the dashboard may coordinate with data 
aggregation layer for on demand data aggregation for users. 

9) Archiving Layer: Another important aspect of IoT data 

management is to archive such huge amount of data generated 

by the devices. Archiving layer will be responsible for 

managing growing archiving needs of IoT data with scalable 

infrastructure. This layer maintains indexes for effective and 

timely data search. This layer will employ mechanisms so that 

data is not overwritten and altered. Archiving layer is further 

divided into two modules, i.e. temporary archiving and 

permanent archiving. 
Proposed framework caches most frequently accessed IoT 

data in data storage layer. However, data with relatively less 
access frequency will be archived provisionally by the 
temporary archiving module. This module will manage data 
for short term data retention. Further, this module will define 
and manage policies to select low priority and aging data from 
temporary archives so that it can be sent to the permanent 
archiving module. This also involves making decisions 
concerning preservation requirements for various types of 
available data. Whereas, the permanent archiving module is 
focused towards preserving the data for the indefinitely long 
time that is occasionally requested and remains unused in the 
day to day operations. This module employs redundancy and 
cryptographic techniques for security, durability and cost 
effectiveness. Furthermore, this module also controls access to 
these archived contents. 

V. CONCLUSIONS AND FUTURE DIRECTIONS 

Growing technological evolution of computing devices, 
IoT has become a vital part of modern computing world 
especially for the large-scale computing infrastructures. 
Internet of Things has many applications in different areas. 
However, current solutions for the data management in IoTs 
addresses only the partial aspects of the cloud centric IoT 
environment with special focus on sensor networks, which is 
only a subset of the global IoT space. Although, mobile 
devices such as smart phones, surveillance devices and other 
smart handheld/wearable devices are generating data at much 
higher rate, but their data management concerns are still a 
point of concern. Solutions to manage and utilise the massive 
amount of data that is being generated by these objects are yet 
to mature. Industry wide global standards, unified 
communication protocols, highly enhanced security aspects 
and middleware problems are left for future work. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

206 | P a g e  

www.ijacsa.thesai.org 

REFERENCES 

[1] Gubbi, Jayavardhana, et al. "Internet of Things (IoT): A vision, 
architectural elements, and future directions." Future Generation 
Computer Systems 29.7 (2013): 1645-1660. 

[2] Mishra, Nilamadhab, Chung-Chih Lin, and Hsien-Tsung Chang. "A 
cognitive adopted framework for IoT big-data management and 
knowledge discovery prospective." International Journal of Distributed 
Sensor Networks 2015 (2015): 6. 

[3] Weber, Rolf H. "Internet of Things–New security and privacy 
challenges." Computer Law & Security Review 26.1 (2010): 23-30. 

[4] Elmaghraby, Adel S., and Michael M. Losavio. "Cyber security 
challenges in Smart Cities: Safety, security and privacy." Journal of 
advanced research 5.4 (2014): 491-497. 

[5] Miorandi, Daniele, et al. "Internet of things: Vision, applications and 
research challenges." Ad Hoc Networks 10.7 (2012): 1497-1516. 

[6] Fan, Tongrang, and Yanzhao Chen. "A scheme of data management in 
the Internet of Things." 2010 2nd IEEE InternationalConference on 
Network Infrastructure and Digital Content. IEEE, 2010. 

[7] Da Xu, Li, Wu He, and Shancang Li. "Internet of things in industries: A 
survey." IEEE Transactions on Industrial Informatics 10.4 (2014): 
2233-2243. 

[8] Kumar, J. Sathish, and Dhiren R. Patel. "A survey on internet of things: 
Security and privacy issues." International Journal of Computer 
Applications 90.11 (2014). 

[9] Tan, Lu, and Neng Wang. "Future internet: The internet of things." 2010 
3rd International Conference on Advanced Computer Theory and 
Engineering (ICACTE). Vol. 5. IEEE, 2010. 

[10] Henze, Martin, et al. "User-driven privacy enforcement for cloud-based 
services in the internet of things." Future Internet of Things and Cloud 
(FiCloud), 2014 International Conference on. IEEE, 2014. 

[11] Bandyopadhyay, Debasis, and Jaydip Sen. "Internet of things: 
Applications and challenges in technology and standardization." 
Wireless Personal Communications 58.1 (2011): 49-69. 

[12] Kitchin, Rob. "The real-time city? Big data and smart urbanism." 
GeoJournal 79.1 (2014): 1-14. 

[13] Atzori, Luigi, Antonio Iera, and Giacomo Morabito. "The internet of 
things: A survey." Computer networks 54.15 (2010): 2787-2805. 

[14] Botta, Alessio, et al. "Integration of cloud computing and internet of 
things: a survey." Future Generation Computer Systems 56 (2016): 
684-700. 

[15] Gaikwad, Pranay P., Jyotsna P. Gabhane, and Snehal S. Golait. "A 
survey based on smart homes system using Internet-of-things." 
Computation of Power, Energy Information and Commuincation 
(ICCPEIC), 2015 International Conference on. IEEE, 2015. 

[16] Bohli, Jens-Matthias, et al. "SMARTIE project: Secure IoT data 
management for smart cities." Recent Advances in Internet of Things 
(RIoT), 2015 International Conference on. IEEE, 2015. 

[17] Al-Fuqaha, Ala, et al. "Internet of things: A survey on enabling 
technologies, protocols, and applications." IEEE Communications 
Surveys & Tutorials 17.4 (2015): 2347-2376. 

[18] Jin, Jiong, et al. "An information framework for creating a smart city 
through internet of things." IEEE Internet of Things Journal 1.2 (2014): 
112-121. 

[19] Fonseca, Jorge, Carlos Ferraz, and Kiev Gama. "A policy-based 
coordination architecture for distributed complex event processing in the 
internet of things: doctoral symposium." Proceedings of the 10th ACM 
International Conference on Distributed and Event-based Systems. 
ACM, 2016. 

[20] Khodadadi, Farzad, Rodrigo N. Calheiros, and Rajkumar Buyya. "A 
data-centric framework for development and deployment of internet of 
things applications in clouds." Intelligent Sensors, Sensor Networks and 
Information Processing (ISSNIP), 2015 IEEE Tenth International 
Conference on. IEEE, 2015. 

[21] Roman, Rodrigo, Jianying Zhou, and Javier Lopez. "On the features and 
challenges of security and privacy in distributed internet of things." 
Computer Networks 57.10 (2013): 2266-2279. 

[22] Sicari, Sabrina, et al. "Security, privacy and trust in Internet of Things: 
The road ahead." Computer Networks 76 (2015): 146-164. 

[23] Vasilomanolakis, Emmanouil, et al. "On the Security and Privacy of 
Internet of Things Architectures and Systems." 2015 International 
Workshop on Secure Internet of Things (SIoT). IEEE, 2015. 

[24] Abomhara, Mohamed, and Geir M. Køien. "Security and privacy in the 
Internet of Things: Current status and open issues." Privacy and Security 
in Mobile Systems (PRISMS), 2014 International Conference on. IEEE, 
2014. 

[25] Chen, Chien-Ming, et al. "RCDA: recoverable concealed data 
aggregation for data integrity in wireless sensor networks." IEEE 
Transactions on parallel and distributed systems 23.4 (2012): 727-734.  

[26] Luo, Wenjun, and Guojing Bai. "Ensuring the data integrity in cloud 
data storage." 2011 IEEE International Conference on Cloud Computing 
and Intelligence Systems. IEEE, 2011. 

[27] Bowers, Kevin D., Ari Juels, and Alina Oprea. "HAIL: a 
high-availability and integrity layer for cloud storage." Proceedings of 
the 16th ACM conference on Computer and communications security. 
ACM, 2009. 

[28] Di Pietro, Roberto, and Luigi V. Mancini. "Security and privacy issues 
of handheld and wearable wireless devices." Communications of the 
ACM 46.9 (2003): 74-79.  

[29] Falk, Jennica, and Staffan Björk. "Privacy and information integrity in 
wearable computing and ubiquitous computing." CHI'00 extended 
abstracts on Human factors in computing systems. ACM, 2000. 

[30] [30]  Frikken, Keith B., and Joseph A. Dougherty IV. "An efficient 
integrity-preserving scheme for hierarchical sensor aggregation." 
Proceedings of the first ACM conference on Wireless network security. 
ACM, 2008. 

[31] Chen, Fei, and Alex X. Liu. "Privacy-and integrity-preserving range 
queries in sensor networks." IEEE/ACM Transactions on Networking 
20.6 (2012): 1774-1787. 

[32] Yang, Jiachen, et al. "Multimedia cloud transmission and storage system 
based on internet of things." Multimedia Tools and Applications (2015): 
1-16. 

[33] Xu, Quanqing, et al. "A large-scale object-based active storage platform 
for data analytics in the internet of things." Advanced Multimedia and 
Ubiquitous Engineering. Springer Berlin Heidelberg, 2016. 405-413. 

[34] Kang, Jun, Siqing Yin, and Wenjun Meng. "An Intelligent Storage 
Management System Based on Cloud Computing and Internet of 
Things." Proceedings of International Conference on Computer Science 
and Information Technology. Springer India, 2014. 

[35] Fan, Tongrang, and Yanzhao Chen. "A scheme of data management in 
the Internet of Things." 2010 2nd IEEE InternationalConference on 
Network Infrastructure and Digital Content. IEEE, 2010. 

[36] Barnaghi, Payam, Amit Sheth, and Cory Henson. "From Data to 
Actionable Knowledge: Big Data Challenges in the Web of Things 
[Guest Editors' Introduction]." IEEE Intelligent Systems 28.6 (2013): 
6-11. 

[37] Jara, Antonio J., et al. "Yoapy: A data aggregation and pre-processing 
module for enabling continuous healthcare monitoring in the internet of 
things." International Workshop on Ambient Assisted Living. Springer 
Berlin Heidelberg, 2012. 

[38] Korteweg, Peter, et al. "Data aggregation in sensor networks: Balancing 
communication and delay costs." International Colloquium on Structural 
Information and Communication Complexity. Springer Berlin 
Heidelberg, 2007. 

[39] Looga, Vilen. "Energy-awareness in large-scale internet of things 
networks." Proceedings of the 2014 workshop on PhD forum. ACM, 
2014. 

[40] Jammes, Francois. "Internet of Things in Energy Efficiency: The 
Internet of Things (Ubiquity symposium)." Ubiquity 2016.February 
(2016): 2. 

[41] Chatzigiannakis, Ioannis, Dimitrios Amaxilatis, and Spyros Livathinos. 
"A collective awareness platform for energy efficient smart buildings." 
Proceedings of the 19th Panhellenic Conference on Informatics. ACM, 
2015. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

207 | P a g e  

www.ijacsa.thesai.org 

[42] Zorzi, Michele, et al. "From today's intranet of things to a future internet 
of things: a wireless-and mobility-related view." IEEE Wireless 
Communications 17.6 (2010): 44-51.  

[43] Valera, Antonio J. Jara, Miguel A. Zamora, and Antonio FG Skarmeta. 
"An architecture based on internet of things to support mobility and 
security in medical environments." 2010 7th IEEE Consumer 
Communications and Networking Conference. IEEE, 2010. 

[44] Shon, Taeshik, et al. "Toward advanced mobile cloud computing for the 
internet of things: current issues and future direction." Mobile Networks 
and Applications 19.3 (2014): 404-413. 

[45] Mantri, Dnyaneshwar S., Neeli Rashmi Prasad, and Ramjee Prasad. 
"Mobility and Heterogeneity Aware Cluster-Based Data Aggregation for 
Wireless Sensor Network." Wireless Personal Communications 86.2 
(2016): 975-993. 

[46] Hsiao, Yuan-Kai, and Yen-Wen Lin. "A Mobility Management Scheme 
for Internet of Things." Mobile, Ubiquitous, and Intelligent Computing. 
Springer Berlin Heidelberg, 2014. 569-575. 

[47] Li, Fagen, Yanan Han, and Chunhua Jin. "Practical access control for 
sensor networks in the context of the Internet of Things." Computer 
Communications (2016). 

[48] Mahalle, Parikshit N., et al. "A fuzzy approach to trust based access 
control in internet of things." Wireless Communications, Vehicular 
Technology, Information Theory and Aerospace & Electronic Systems 
(VITAE), 2013 3rd International Conference on. IEEE, 2013. 

[49] Liu, Jing, Yang Xiao, and CL Philip Chen. "Authentication and Access 
Control in the Internet of Things." ICDCS Workshops. 2012. 

[50] Mahalle, Parikshit N., et al. "Identity authentication and capability based 
access control (iacac) for the internet of things." Journal of Cyber 
Security and Mobility 1.4 (2013): 309-348. 

[51] Becher, Alexander, Zinaida Benenson, and Maximillian Dornseif. 
"Tampering with motes: Real-world physical attacks on wireless sensor 
networks." International Conference on Security in Pervasive 
Computing. Springer Berlin Heidelberg, 2006. 

[52] Ghosal, Amrita, and Subir Halder. "Intrusion detection in wireless 
sensor networks: issues, challenges and approaches." Wireless Networks 
and Security. Springer Berlin Heidelberg, 2013. 329-367. 

[53] Babar, Sachin, et al. "Proposed embedded security framework for 
internet of things (iot)." Wireless Communication, Vehicular 
Technology, Information Theory and Aerospace & Electronic Systems 
Technology (Wireless VITAE), 2011 2nd International Conference on. 
IEEE, 2011. 

[54] Busold, Christoph, et al. "Smart and Secure Cross-Device Apps for the 
Internet of Advanced Things." International Conference on Financial 
Cryptography and Data Security. Springer Berlin Heidelberg, 2015. 

[55] Bonomi, Flavio, et al. "Fog computing and its role in the internet of 
things." Proceedings of the first edition of the MCC workshop on Mobile 
cloud computing. ACM, 2012. 

[56] Dastjerdi, Amir Vahid, and Rajkumar Buyya. "Fog Computing: Helping 
the Internet of Things Realize Its Potential." Computer 49.8 (2016): 
112-116. 

[57] Bonomi, Flavio, et al. "Fog computing and its role in the internet of 
things." Proceedings of the first edition of the MCC workshop on Mobile 
cloud computing. ACM, 20126. 

[58] Qaisar, Saad, and Nida Riaz. Fog Networking: An Enabler for Next 
Generation Internet of Things. International Conference on 
Computational Science and Its Applications. Springer International 
Publishing, 2016.

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

208 | P a g e  

www.ijacsa.thesai.org 

Sustainable Green SLA (GSLA) Validation using 

Bayesian Network Model

Iqbal Ahmed 

Graduate School of Science and Engineering 

Saga University, Saga, Japan 

Hiroshi Okumura 

Graduate School of Science and Engineering 

Saga University, Japan 

Kohei Arai 

Graduate School of Science and Engineering 

Saga University, Japan 

Osamu Fukuda 

Graduate School of Science and Engineering 

Saga University, Japan 

 

 
Abstract—Currently, most of the IT (Information 

Technology) and ICT (Information and Communication 

Technology) industries/companies provides their various 

services/product at a different level of customers/users through 

newly developed sustainable GSLA (Green Service Level 

Agreement). In addition, all these industries also designed new 

green services at their scope by using global sustainable GSLA 

informational model. The recent development of sustainable 

GSLA under 3Es (Ecology, Economy and Ethics) are assisting 

these IT and ICT based industries to practice sustainability by 

providing green services to their customers/users and thus 

respecting green computing paradigm. However, the evaluation 

of newly developed sustainable GSLA model is not validating yet. 

This research attempts to evaluate and validate the sustainable 

GSLA model by using Bayesian Network Model (BNM). The 

validation of using BNM is done with the feedback of 44 different 

IT and ICT based companies from Japan, India and Bangladesh. 

The average accuracy of using BNM for validating sustainable 

GSLA model is 68% while considering all sample data sets. 

Moreover, while the proposed BNM have higher confidence with 

entropy calculation, then the accuracy is almost 100% for most 

of the companies’ feedback. The proposed idea of using BNM for 

evaluating and validating sustainable GSLA model would 

definitely help the ICT engineer to design and develop future 

green services in their industries. Additionally, the evaluation 

also validates the proposed information sustainable GSLA model 

from previous research.  

Keywords— GSLA; Sustainability; GSLA informational model; 

Bayesian Network 

I. INTRODUCTION  

Green SLA(GSLA) is a formal agreement between service 
providers/vendors and users/customers incorporating all 
traditional/basic commitments (Basic SLAs) [1] as well as 
incorporating Ecological, Economical, and Ethical (3Es) 
aspects of sustainability [2]. The growth rate of SLA in recent 
time is increasing as well as the need of sustainable GSLA for 
achieving sustainability in IT industry [3]. However, the IT 
and ICT sectors mostly concern about energy or power 
consumption, recycling and productivity issues under green 
computing domain whereas practicing a viable sustainable 
GSLA is still far away from reality in the industry. Therefore, 
the introduction of sustainable GSLA informational model [4], 
helps ICT engineer to find out all missing green parameters 

and their management complexity by covering three pillars 
(3Es) of sustainability. This research reveals the inclusion of 
using Bayesian Network Model (BNM) for validating the 
sustainable GSLA model and thereby, assisting ICT engineer 
to practice real sustainability in their product/service 
deployment. The proposed BNM includes 09 green parameters 
from ecological pillars, 04 parameters from economic pillars, 
07 parameters from ethical pillars and product life cycle of 
sustainable GSLA informational model [2, 3, 4]. 

The following section introduces research background 
followed by proposed BNM for evaluating and validating 
sustainable GSLA model. Then the analytical results and 
discussion are followed by some conclusion and future work 

plans. 

II. RESEARCH BACKGROUND 

The validation and proper design of sustainable GSLA 
model allow IT and ICT industries to practice sustainability in 
their scope under 3Es. Figure 1 below shows how 
sustainability is related to ecological, economical and ethical 
parameters. The trade-off between these 3Es could define 
sustainability. 

 

Fig. 1. 3Es of Sustainability Achievement 

Presently, the revolution of ICTs and IT in daily average 
life has also resulted in the increase of Green House 
Gas(GHG), due to a continual increase in global “carbon 
footprint” [5]. In, 2007, the ICT sector produced as much as 
GHG as the aero industry and is projected to grow rapidly [5, 
6]. Therefore, it is now timely to introduce more sustainable 
product/services, green IT services (Gartner 2015) for the 
future world [7]. Indeed, the dimensions of green informatics 
and green computing contributions are going on by many 
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researchers [8]. On the other side, to understand the 
contribution of green computing and green informatics, it is 
worth to develop a new sustainable GSLA for the 
customers/users. There were many empirical works been done 
on GSLA. S. Klingert et al. [9] introduced the concept of 
GSLAs and their work focused on identifying hardware and 
software techniques for reducing energy consumption, 
integrating green energy. Z.S. Andreopoulou [8] proposed a 
model, - ICT for Green and Sustainability whereas SMART 
2020 report [6] gives the idea of GHG emission from the ICT 
sector. G.V. Laszewski et al. [10] invented a framework 
towards the inclusion of Green IT metrics for grid and cloud 
computing. Md. E. Haque et al. [11] and [12] offer a new class 
of green services in response to practice sustainability in the 
IT field. R. R. Harmon et al.  and others [12, 13, 14, 15, 16, 
17, 18] discovered that sustainable IT services require the 
integration of green computing practice such as power 
management, virtualization, cooling technology, recycling, 
electronic waste disposal and optimization of IT infrastructure. 
In [19, 20, 21], the authors discussed the most significant 
aspects of sustainable GSLA, -IT ethics issues. Their main 
research is to develop the ethics program in the ICT industry. 
Most of these existing GSLA work is mainly based on the 
green service information, their operations, metrics 
information, theoretical framework development and IT ethics 
issues for grid and cloud computing industry. The details 
analytical basic SLAs and existing green SLA (GSLA) work 
have been done by [3]. Additionally, sustainable GSLA 
informational model has been developed based on all missing 
parameters of three pillars of sustainability (3Es) by [3, 4]. 
The new green IT services have been designed based on the 
information model [2, 4] too. However, there is no 
work/research have been done on the evaluation or validation 
of sustainable GSLA model until now. 

This research includes all parameters of sustainable GSLA 
model using the Bayesian network and thereby, analysis the 
output of BNM and validate the informational model for IT 
and ICT industries. The BNM takes into the consideration of 
50 different IT and ICT based companies’ feedback from 
Japan, India and Bangladesh. The findings of BNM would 
definitely assist the ICT engineer to develop a viable 
sustainable GSLA for their company in future. The analytical 
accuracy of BNM also helps us to validate the proposed 
sustainable GSLA information model [4]. The findings of 
practicing sustainability around these 50 different companies 
are also analysed with JMP analytical tool by SAS 
Corporation, USA. The main aim of using BNM for 
sustainability achievement by using questionnaires from all 
these companies was completely unbiased. The next section 
will introduce the details of BNM for validating sustainability 
model and then followed by analytical results and discussion. 

III. VALIDATION OF  SUSTAINABLE GSLA MODEL USING 

BAYESIAN NETWORK 

Create a BNM to evaluate/implement the general global 
informational model of sustainable GSLA parameters in 
different industries in the society, which varies according to 
industry size and business type. BNM model helps to evaluate 
the proposed GSLA model with high confidence. Moreover, 
Bayesian network model helped to visualize the changes of 
posterior probability as the evidence/sample increases and 
thus assists to improve the accurate evaluation of GSLA with 
other methods. Figure 2 shows the proposed BNM tree 
structure for validating sustainable GSLA model. 

The model takes into account 09 parameters under 
ecological pillars, 04 parameters from economic pillars and 07 
parameters from ethical parameters to achieve sustainability. 
In total, 50 different industries are taken into consideration in 
this evaluation according to 20 parameters under 3Es. It is 
evident from their data that, still all of these industries are far 
away from the establishment of sustainable GSLA in their 
scope. However, all this prior information could be used in the 
designed BNM to get posterior information. Therefore, the 
BNM model actually shows the accurate importance of 
parameters to work out for achieving sustainability. 

Table 1 represents all the parameters under three pillars of 
sustainability (3Es) in the proposed tree structure of the 
Bayesian network (Figure 2). 

TABLE I. ALL PARAMETERS FOR DESIGNING BAYESIAN NETWORK 

MODEL 

Ecological Economic Ethical 

P1-Recycling 
P2-eWastage 

P3-Energy Consumption 

P4-Carbon Emission 
P5-Earth Pollution 

P6-Comfort Pollution 
P7-Obsolescence 

Indication 

P8-Radio Wave 
Information 

P9-Toxic Material 

Information 

P1-Energy Cost 
P2-Carbon Taxation 

P3-Cooling Cost 

P4-Civil Engineering 
Cost 

P1-Satisfaction level 
P2-Gender Balance 

P3-Salary Balance 

P4-Product Security 
P5-Product reliability 

P6-Patent/IPR 
P7-Product Performance 

A. Flow graph of using Bayesian Network Model (BNM) for 

sustainable GSLA: 

Figure 3 represents the stepwise GSLA model evaluation 
using BNM with the help of Bayonet 6 software Tool, 
developed by AIST, Tosu, Japan. The output of the BNM is 
also analysed using JMP software, developed by SAS 
cooperation, USA. 
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Fig. 2. The proposed Bayesian network tree structure for sustainable GSLA model 

 

Fig. 3. The overall evaluation method using BNM

1) Questionnaires Generation and Dispatch: 
The proposed sustainable GSLA informational model [4] 

is usually designed theoretically through rigorous literature 
review and their analysis. The evaluation of this informational 
model could be done by designing questionnaires regarding 
that model. Therefore, initially questionnaires created and then 
dispatched these questions to various IT and ICT industries in 

Japan and around other countries. In total, 55 questions asked 
under three pillars (Ecology, Economy and Ethics). The 
feedback of all these questions are collected in hard copy 
format from 50 various industries in Japan, India and 
Bangladesh. Most of these industries are chosen in the field of 
ICT and varies in different sizes (small, medium and large size 
companies).  
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2) Data Collection and Pre-processing: 
The feedbacks of all questionnaires are collected in regular 

Microsoft-Excel program and processed for using Bayonet 
Tool as the tool accept only .csv format files. In total, 44 
industries return back their feedbacks regarding the 
sustainability practice in the scope of GSLA according to our 
questionnaires. All these feedbacks are completely unbiased 
and were asked to the responsible person of the companies, 
though most of these companies still have a lack of green 
expert CEO or management in some perspectives. 

3) Modelling using Bayonet Tool: 
The feedback from various industries is then analysed 

using Bayesian Network Model (BNM). The learning of BNM 
includes 44 individual data and rest 1 data used for test 
purpose. The 1 leave out approach improves the accuracy of 
the model and therefore 44 individual sets of learning and 
testing data sets used to validate the proposed Bayesian 
structure. The learning is based on Greedy search algorithm 
and the information criteria AIC is used by Bayonet 6 
software tool (Figure 4). 

 

Fig. 4. Screen shots of Bayonet 6 Software Tool

IV. RESULTS AND DISCUSSIONS 

The feedback of all 44 companies analysed to validate 
sustainable GSLA model using JMP analytical tool (SAS 
Corporation, USA) and Bayonet Tool (AIST, Japan). Among 
the 50 companies, 06 companies feedback could not be 
accepted due to the lack of proper information according to 
designed questionnaires. In general, most of the industries 
concerned about three pillars of sustainability (Ecology, 

Economy and Ethics). According to the next distribution 
figure, almost 23 companies concerned about sustainability 
practice. However, the next Figure 5 also demonstrates that 
most of these companies are mainly concerned with ecology 
and economy than their ethical point of view. Interestingly, 
most companies are mainly concerned about the economic 
aspects (profit) in their scope. Later, the research reveals some 
other interesting facts about all three sustainability pillars. 

 

Fig. 5. Distribution of Sustainability practice and their main three pillars according to all companies

Figure 6 illustrates that among the 09 parameters for 
ecological aspects of GSLA, the most ignored 03 parameters 
are:  Obsolescence Indication (P7), Radio Wave Information 
(P8) and Toxic Material Information (P9) [4]. Most of the ICT 
based companies are ignoring these 03 parameters of GSLA 

model, whereas they are pretending to concerned about 
ecology for sustainability practice in their product or service 
development. 
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Fig. 6. The mostly ignored ecological parameters from the companies 

Figure 7 shows the average concerned three pillars of 
sustainability for all companies’ feedback. The concerned 
ecology is almost 68%, the economy is 72% and ethical 
concern is 61% for achieving sustainable GSLA model in their 
current product or service deployment. 

 
Fig. 7. Averagely concerned ecology, economy and ethics vs. Sustainability 

In the economic aspects of sustainability, the most 
interesting point is that, very few companies are currently 
concerned about carbon taxation (P2) [4], though most of the 
companies showed that they are very much concerned about 
the economic parameters of sustainability but they did not 
focus on the carbon tax (Figure 8). This is due to lack of 
proper authority/law or governess according to their country’s 
perspective. 

 
Fig. 8. Comparison between economic parameters of sustainable GSLA 

ICT product life cycle is another main aspect in the 
proposed designed GSLA informational model [3, 4] and 
considers the BNM structure as an individual parameter 
(Figure 2). The feedback regarding ICT product life cycle and 
sustainability in the next figure demonstrates its importance 
and validates the model to some extent (Figure 9a). According 
to different companies’ feedback, most of the companies 
consider their product/service reliability and security as the 
product/service performance (Figure 9b). While considering 
the product performance, these industries misunderstood ICT 
product life cycle in their scope too [3]. Only 34% of the ICT 
based industries considering Product Life Cycle, while 
practicing sustainability in their service/product deployment. 

 
(a). 
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(b). 

Fig. 9. (a). Product Life cycle vs. sustainability (b). Comparison between 

Product life cycle vs their performance in accordance with product reliability 

and security

 

Fig. 10. Comparison between ethical parameters of sustainable GSLA 

Figure 10 compared the most significant ethical pillars of 
sustainable GSLA model [3]. The user satisfaction(P1), 
gender(P2) and salary balance information(P3) [4] are mostly 
ignored and companies did not respect these parameters 
whereas they are mostly concern about IPR/Patent(P6), 
product reliability(P7) and security information(P4) [4]. The 
most interesting facts show the distribution that almost 27 
companies argue that they are concerned about ethics but not 
considering all important ethical parameters of proposed 
GSLA model. The above distribution shows the fact here. 

A. Bayesian Network Model (BNM) result analysis: 

BNM finally helps to evaluate the general global 
informational sustainable GSLA model by analysing all 
feedback from different ICT based companies. This model 
helps to visualize the proposed GSLA model with higher 
confidence. Moreover, the validation of the model is done by 

leaving 1 data set out approach; therefore, in total 44 test data 
sample sets are created. All these test samples helped to 
visualize the posterior probability as the number of 
evidence/sample increases in future. The average accuracy of 
proposed BNM for sustainable GSLA model is almost 68% 
while considering all 44 test data sets. When the average log-
likelihood is <0.5 the accuracy is almost 100% for 28 (16+12) 
test samples. However, when the likelihood is >1.5, the 
estimation accuracy is very low for only 03 test samples. 
Figure 11 illustrates the average accuracy of proposed BNM 
with average log-likelihood. 

In addition, the research discovered that, the test sample 
data might not be enough to justify the proposed Bayesian 
model. Therefore, the entropy of proposed BNM model’s 
outputs was calculated to achieve reliable discrimination and 
use it for discrimination-suspension rule [22, 23]. Entropy 
means or interprets as the risk of incorrect discrimination and 
if entropy exceeds some predefined discrimination threshold, 
then the discrimination could be suspended. The following 
equation used to calculate the entropy between two states of 
sustainability achievement in the designed model. 

 
Fig. 11. The proposed BNM average accuracy for evaluating sustainable 

GSLA model 

         ∑        
 
                                                       (1) 

 

where,     results of posterior probability for the 
Sustainability achievement (yes/1) or not (no/0). The higher 
entropy value means the designed network model is 
ambiguous and less entropy indicates the more confident 
model. According to the next Figure 12, while the model has 
higher confidence (less entropy value <0.18), it is 100% 
accurate for 15 company’s data sets. Additionally, when the 
entropy value is <0.23, the accuracy of the model is lies within 
75-80% for 16 other company’s data sets. Therefore, the 
overall validation of our proposed sustainable GSLA model 
could be achieved almost 100% accurately according to 
discrimination-suspension rule for proposed BNM. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

214 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 12. The accuracy of proposed BNM with higher confidence 

V. CONCLUSION AND FUTURE WORKS 

GSLA research did questionnaires generation and their 
feedback analysis by using Bayesian Network Model (BNM) 
for IT and ICT based industries in Japan, India and 
Bangladesh. The analysis is mainly carried out to validate the 
sustainable GSLA informational model to achieve 
sustainability in product/service design/deployment. The 
validation of sustainable GSLA model is done by using 44 
company’s feedback analysis and the average accuracy for 
using BNM is almost 68%. The BNM model with the higher 
confidence shown 100% accurate estimation of sustainability 
practice for 15 companies and more than 75% for 16 other 
companies.  

The validation of sustainable GSLA model would 
definitely boost up the current IT and ICT based industry to 
develop new sustainable GSLA for their services. Moreover, 
the analysis and validation results also assist the ICT engineer 
in incorporating the missing parameters for sustainability 
under 3Es (Ecology, Economy and Ethics). However, the 
research still believes that incorporating or managing all 
parameters under 3Es of sustainability is a challenging task. 
Designing a sustainable GSLA with subjective, qualitative 
parameters with ethical issues need proper standardization and 
or laws and directives according to different countries. 
Additionally, it is worth to mention here that, the definition of 
sustainable GSLA is still in its early stages and need proper 
Green ICT solutions and Green expert for realization in the 
industry. The standardization of green parameters is one of the 
main issues as mentioned by ITU-T report (2012). The 
research believes that, the validation of proposed sustainable 
GSLA model using BNM provides a new dimension in this 
arena and helps to define future strategy in the business world. 
In future, the author would like to work on standardization of 
few green, ethical parameters and their monitoring aspects for 
the IT and ICT based industry. 
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Abstract—Recently, researchers have proposed semi-fragile 

watermarking techniques with the additional capability of image 

recovery. However, these approaches have certain limitations 

with respect to capacity, imperceptibility, and robustness. In this 

paper, we are proposing two independent watermarks, one for 

image recovery and the other for authentication. The first 

watermark (image digest), a highly compressed version of the 

original image itself, is used to recover the distorted image. 

Unlike the traditional quantisation matrix, genetic programming 

based matrices are used for compression purposes. These 

matrices are based on the local characteristics of the original 

image. Furthermore, a second watermark, which is a pseudo-

random binary matrix, is generated to authenticate the host 

image precisely. Experimental results show that the semi-fragility 

of the watermarks makes the proposed scheme tolerant of JPEG 

lossy compression and it locates the tampered regions accurately. 

Keywords—Watermarking; Genetic Programming (GP); 

Authentication; Quantisation; and Recovery 

I. INTRODUCTION 

The internet has brought substantial benefits, one of which 
is the distribution of multimedia content; images, video, audio, 
text, graphics etc. However, achievements regarding effective 
development, distribution and storage of multimedia content 
have also brought concerns about copyright protection, 
protection from tampering and authentication. One of the 
prospective solutions to these problems is to watermark the 
multimedia content [1]. The three different watermarking 
approaches: (1) fragile, (2) semi-fragile, and (3) robust are 
applied for securing the digital content. 

In a watermarking system, there is an intrinsic relationship 
between three of its contradicting attributes: (1) robustness, (2) 
imperceptibility, and (3) capacity. Imperceptibility means that 
the watermarked data should be perceptually equivalent to the 
original data. On the other hand, robustness means that the 
watermark should be undetectable, unless that damages the 
usefulness of the original data [2]. Capacity refers to the 
maximum length of the message that can be hidden in the host 
image. Similarly, the security attribute of a watermarking 
system has gained appreciable importance. The field of 
watermarking has great potential in authentication-based 
applications. The basic requirements of authenticating digital 
content are: imperceptibility, fragility, security, and efficient 
computation. A watermarking technique is proposed in [3], 
where two watermarks are embedded in LL3, HL2 and LH2 
sub-bands of the wavelet transform. This scheme accurately 
authenticates images but at the cost of imperceptibility. In our 

current work, we increase the imperceptibility of the 
watermark using the Genetic Programming (GP) based 
exploitation of the Human Visual System (HVS). Intelligent 
approaches have been used for enhancing imperceptibility and 
robustness properties of robust watermarking approaches [4, 
5]. However, in authentication related applications, they have 
rarely been exploited. 

Besides authentication and copyright protection of the 
digital content, the researchers are proposing the techniques 
that can recover the image as well. These techniques are quite 
useful for medical images, sequences as medical data are more 
sensitive and they need to be recovered after manipulation. For 
example, the rehashing model is proposed in [6] to authenticate 
and recover both the altered colour and gray-scale images. In 
addition, this model is able to reduce the failure rate of tamper 
detection.  Wavelet based dual watermarking techniques have 
been applied to authenticate and recover the image [7]. The 
authors are using two watermarks: (1) a semi-fragile 
watermark for authentication, and (2) a robust watermark for 
recovery purposes. Both watermarks are embedded in the 
wavelet domain and are able to identify the tampering up to 
    of the original image. By using a quick response (QR) 
code, a subsampling-based image authentication and recovery 
has been proposed in [8]. QR is the trademark and is always 
scanned to acquire the data. The properties of QR have been 
used to detect the tampered regions and recover the altered 
images. A self-recovery watermarking method has been 
proposed for authentication and error concealment [9].  This 
method can be used for images and videos. The scheme is 
based on watermarking and half-toning techniques. A 
quantisation index modulation (QIM) watermarking algorithm 
is modified to increase and improve the capacity and an inverse 
half-toning method is used to improve the quality of the 
recovered area(s).  A DCT based effective self-embedding 
algorithm has been designed for authentication and localisation 
along with recovery in [10]. In this algorithm, for each      
block, two authentication bits and ten recovery bits are 
generated from the five most significant bits. Authentication 
bits are embedded in the block itself while recovery bits are 
embedded in the corresponding mapped block. This scheme is 
also effective for high probability tamper detection because the 
authenticity blocks are based on two levels of hierarchical 
tamper detection mechanisms. 

The rest of the paper is summarised as: Section 2 explains 
the proposed method and GP module for digest generation.  
The watermarks generation and embedding are explained in 
Section 3. In Section 4, we analyse both of the watermarks for 
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authentication, tamper proofing and recovery of the altered 
image. Experimental results are presented in Section 5. In 
Section 6, the paper concludes and provides some future 
directions.  

II. PROPOSED METHOD 

We use both the Discrete Cosine Transform (DCT) and 
Integer Wavelet Transform (IWT) domains to generate and 
embed the watermarks in an image. Parameterised Integer 
Wavelet Transform has been employed using the lifting 
scheme, which is the fast approach of Discrete Wavelet 
Transform (DWT) [11]. We use two watermarks; one is called 
image digest, while the other is a binary watermark. These two 
watermarks are embedded in different sub-bands of the IWT. 
We compress the original image to generate the image digest 
using the DCT transform like JPEG compression. However, 
while generating the image digest, instead of using the standard 
quantisation matrix [12], we use the Genetic Programming 
(GP) to develop quantisation matrices according to the local 
characteristics of the host image. GP automatically decides the 
64 quanta for an 8×8 DCT block according to the distortion 
criteria.  We use Peak Signal to Noise Ratio (PSNR) as a 
distortion measure of the watermarked image.  

            [
    

 
  

∑ ( (   )   (   ))
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            and      ; R and S represent the size 
of the image. The image is decomposed up to three levels and 
the first watermark i.e. image digest is embedded in the LH2, 
and HL2 sub-bands. The second watermark, i.e. the binary 
watermark, is embedded in the LL3 sub-band. Our current 
work is an extension of the technique proposed in [3]. The 
extension is brought about by enhancing the imperceptibility of 
the watermark using GP. The Proposed approach develops 
Genetic Quantisation Matrices (GQMs) as per the 
watermarking application. The system learns from observation, 
continuously improves its performance, and hence provides 
more efficient and accurate results. A test phase is used to 
evaluate the generalisation of the developed GQMs [4].  

A. Scaling Image Digest using GP 

Watson perceptual models have been used for the JPEG 
compression [12, 13]. Watson‟s perceptual model, although 
good enough to give us imperceptible alterations, is not an 
optimum one. This is because some effects like the spatial 
masking in the frequency domain are ignored and many of the 
constants are set empirically. Additionally, the quantisation 
matrix used in [3, 4] for scaling image digest is just based on 
the frequency sensitivity attribute of HVS. It does not exploit 
the luminance sensitivity or contrast masking attributes of 
HVS. To overcome this problem, we develop the quantisation 
matrices using GP. The strengths of the quanta of the GQMs 
are set according to local frequency content in an image. Thus, 
instead of using a fixed quantisation matrix, we use an adaptive 
quantisation matrix. The quanta of the GQMs and the 
imperceptibility of the watermark are inversely proportional 
and consequently demand a delicate balance as per 
watermarking application.  

B. GP Module 

GP is a machine learning technique based on natural 
selection and genetics. A data structure, such as a tree is used 
to represent an individual solution. GP is based on the 
stochastic method, in which randomness plays an important 
role in searching and learning [14]. Initially, the random 
population for such solutions is created and then every solution 
is evaluated using a fitness function according to the 
application. The best individuals are retained and the rest are 
deleted and replaced by the offspring of the best individuals. 
The retained offspring make a new generation. Some offspring 
may have a higher score than their parents in the previous 
generation. The process is repeated until the termination 
criterion is satisfied. Figure 1 shows the block diagram for 
developing GQMs. 

GP Module
Watermark Embedding 

Module

Quanta of GQM

Local Area 
characteristics 

GQM

PSN

R

 
Fig. 1. Basic architecture of developing GQM 

Suitable functions, terminals and fitness criteria are defined 
that represent the possible solutions in the form of a complex 
numerical function. Different functions of the proposed GP 
module are as follows: 

1) GP Function Set: A GP function set is the collection of 

mathematical functions available in a GP module. In our 

simulations, we are using four basic binary functions (+, -, *, 

/) along with a log and an exponent.  

2) Fitness Function: Too grade each individual of the 

population; a fitness function has to be used. The performance 

of individuals in the GP population is assessed by the 

imperceptibility (PSNR) as a fitness function. Each individual 

of the GP population is scored using                 , 

where „o‟ is the original image and „w‟ is the watermarked 

image. This function provides the feedback to the GP module 

representing the fitness of the individual. A higher individual 

fitness score indicates a higher performance. 

3) Population initialisation: Like other evolutionary 

algorithms, in GP the individuals in the initial population are 

randomly generated. Most common methods for initialisation 

of the population are the               method and 

                      method. In both methods, the 

generated initial individual does not exceed the pre-defined 

maximum tree depth [15]. We are using the ramped half-and-

half method for creating the initial population.  

4) Termination criteria: The simulation is terminated 

when one of the following is encountered. The fitness score 

exceeds i.e. fitness > 50 or the fitness score repeats. A number 

of generations reach the pre-defined maximum number of 

generations. 
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5) GP operators: In the proposed scheme, crossover, 

mutation and replication GP operators are used for producing 

the new generation. Crossover creates the offspring by 

exchanging the genetic material of two individual parents. It 

tries to mimic recombination and reproduction. Crossover 

helps in converging on an optimal/near optimal solution. In 

mutation, the genome is changed in a minor way for the next 

generation. In replication, the individual is copied to the next 

generation. In the GP run, we have used a variable ratio of 

these operators with a high ratio of crossover.  All of the 

necessary settings of the GP module are given in Table 1. 

TABLE I. GP PARAMETERS SETTING 

Objectives To evolve optimum result 

Function Set +, -, *, /, log, exponent 

Operands Wat_St (Watson‟s standard 
matrix), DCT_AC (AC component 

of DCT matrix), constants 

Fitness  PSNR 
Expected offspring rank89 

Selection Generational 

Population and Generations 120 and 50 respectively 
Initial population Ramped half-and-half 

Termination criteria The fitness score exceeds or 

repeats OR 
Number of generations reaches the 

pre-defined maximum number of 

generations 
Sampling Tournament 

Survival mechanism Keep the best 

GP operators  Crossover, mutation, replication 

III. WATERMARKS GENERATION AND EMBEDDING 

Two watermarks, the image digest (  ) and the binary 
watermark (  )  are generated and embedded in the wavelet 
sub-bands. We will discuss the generation of these watermarks 
individually in Section 3.1 and Section 3.2. Before embedding 
these watermarks, we generate    and   . 

A. Generation of    (Recovery Watermark) 

The original image of size     is decomposed up to level 
one. The approximation (   ) sub-band is selected for the 
image digest i.e.   . The full-frame DCT is applied on     to 
get the DCT transformed image. The DCT coefficients are then 
quantised using the GQMs. A vector form is generated from 
the DCT values through zigzag scanning. First         
coefficients are selected. A key-based scaling is applied to the 
sequence/vector    and is further scaled-down for reducing the 
strength of the watermark. Equation 2 is used to scale-down the 
sequence. 

       ( )   ( )       (     ( )) 

where   is the strength factor depending upon the image 
quality and   is the shift parameter ranging from            . 
The DC component is discarded because of its high energy. 
The embedding area for     is     and    , which is 
the        sizes so          should be quadrupled as given in 
Equation 3.  

  

                                            


B. Generation of     (Authentication Watermark) 

Let   be the binary image of size       and        is the 
Pseudo Random binary matrix of the same size generated by 
using the secret key, then the second watermark,    is 
generated in Equation 4. 

           

         is the exclusive OR operator. 

1) Embedding Process: After completion of both the 

watermarks generation, we embed these watermarks in 

different sub-bands. The embedding process is shown in 

Figure 2. The original image is decomposed up to level three. 

The sub-bands selection for watermark embedding is based on 

the application. If the approximation of the wavelet-

transformed image is used for embedding, then the robustness 

will be enhanced with the cost of tamper localisation. On the 

other hand, if the watermark is embedded in the details of the 

wavelet-transformed image, then the accuracy in localising the 

tampered regions will be increased, but at the cost of 

robustness. Before embedding, random permutation keeps the 

watermark bits safe [16]. 
The    ,     and    , are selected for embedding both 

the watermarks. We simply replace the     and     sub-
bands by the first watermark   . Before embedding the first 
watermark, we scramble it by using the secret key to enhancing 
its security. The block diagram for the embedding process of 
the proposed scheme is given in Figure 2. 

The second watermark     is embedded in the     sub-

bands by using the following procedure [17].  

 et “ S   (a ” denote the least significant five bits of  „a‟ 
and “ S   (a  b ” represent the substitution of“ ” for the five 
least significant bits of „ ‟. We select two choices  “     ” 
and “     ” representing “ ” and “0” respectively. These are 
the best choices selected from the distance diagram based on 
the quality of the watermarked image. Modifying the 
coefficients by using other choices, as given in Figure 3, may 
cause a severe effect on the imperceptibility. The distance 
diagram is shown in Figure 3.  

The second watermark,     is embedded in the     sub-

bands by using the following procedure [17].  

 et “ S   (a ” denote the least significant five bits of  „a‟ 
and “ S   (a  b ” represent the substitution of“ ” for the five 
least significant bits of „ ‟. We select two choices  “     ” 
and “     ” representing “ ” and “0” respectively. These are 
the best choices selected from the distance diagram based on 
the quality of the watermarked image. Modifying the 
coefficients by using other choices, as given in Figure 2, may 
cause a severe effect on the imperceptibility. The distance 
diagram is shown in Figure 2.  
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By keeping the performance of imperceptibility and 
robustness in mind the following formulae are used to embed 
the second watermark in    : 

When   (   )    then equation 5 is adopted. 

  (   )

 {
    ( (   )             )        ( (   ))        

    ( (   )      )                                                        




       (   ) is the wavelet coefficient in the     sub-band 
before embedding, and   (   ) is the wavelet coefficient in the 
    sub-band after embedding 

When,   (   )    then equation 6 is adopted. 

  (   )

 {
    ( (   )             )        ( (   ))        

    ( (   )      )                                                         
 

By simply replacing the two choices, the amplitude of the 
coefficients changes from -   to   , while applying the above 
conditional substitutions; it may change from -   to    [17]. 
After embedding both the watermarks, applying the inverse 
wavelet transform (Inverse integer wavelet transform) gets the 
watermarked image. 

 
Fig. 2. Embedding Process 

IV. WATERMARKS EXTRACTION AND ANALYSIS 

A. Authentication Process 

On the authentication side, the integrity of both the 
watermarks    and    is verified. For integrity verification, 
the authentication watermark is generated in the same way as 
discussed in Section 3.2. Now, we extract the authentication 
watermark from the watermarked image and compare it with 
the generated one. If they match then the image is authentic 
otherwise, it has been tampered with. The authentication 
process is shown in Figure 4. Decompose the watermarked 
image and select the sub-bands, where the watermarks were 
embedded, i.e.    ,     and    . From     and    , 
extraction of    is the reverse of the embedding process. 

00000

11100 00100

11000 01000

10100

10000

01100

131

 

Fig. 3. Distance Diagram 

The data are inversely scrambled using the same key and 
the average is taken from the four copies of the selected data to 
get the S       number of coefficients. These coefficients are 
then replaced in their correct positions by means of anti-zigzag 
scanning. All the missing elements are set to zero and the DC 
component is replaced by 128. The resultant values are 
weighed by using the same GQMs. The GQMs are generated 
in the same way by using the same best-evolved GP 
expression. The inverse DCT is applied to obtain the 
approximation of the original image of size          .  

Let         ( ) denote the 5th least significant bit of a 
then: 

  (   )  {
                         ( 

 (   ))   

                         ( 
 (   ))   

 

      (           ) 

As in the embedding phase, the watermark has been pre-
processed. Thus, on the verification side, the extracted bits are 
again processed by using the same sequence. This is done by 
using equation 8. 

  
 (   )    (   )        

            is the same pseudo random matrix as used in 
Section 3.2. 

B. Tamper Proofing 

Differentiate the original binary watermark and extracted 
binary watermark using Equation 9. 

           |     
 | 

 lack pixel i.e. “0” corresponds to the correctness in  
           image while white pixel  i.e. “ ”  corresponds to 
the error pixel. Therefore, we can accurately locate the 
tampered areas and differentiate the malicious and accidental 
attacks. Dense and sparse pixels are defined as: an error pixel 
in            image is dense pixel if one of its eight neighbour 
pixels is also an error pixel; otherwise, it is a sparse pixel. 
These erroneous pixels can be detected by using the following 
parameters. 
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           (  )
                                                     
            (  )
                                                      
           (  )         

   
  

  
 

  
  

   
 

    
                                                       
            
                                                             
      
     
                                                      

The above parameters depict that if the            image 
has sparse pixels then the watermarked image has been 
attacked accidently i.e. JPEG Compression, file format change 
etc. Otherwise, in the case of dense pixels, the image has been 
attacked maliciously i.e. cut/copy-paste.   

C. Image Recovery 

The image can be recovered in two ways: the first is to 
recover the tampered areas and the second is to recover the 
whole image, whether the watermarked image has been 
tampered with or not. Our proposed scheme employs the 
second approach in which we embed the compressed version 
of the host document itself and such an approach is usually 
referred to as a self-recovery technique [18]. The original 
image is decomposed and then its low level is highly 
compressed like a JPEG compression, using GP based 

quantisation matrices. On the authentication/verification side, 
the reverse procedure of a digest generation process is applied 
to get the recovered image. As we will see in the experimental 
results, we can recover the image after manipulations, either 
malicious (cut/copy-paste) or accidental (Lossy Compression). 
The degradation of the recovered image increases while 
increasing the strength of the manipulation/compression. In the 
case of lossy compression, the recovered image is acceptable 
up to a 70% compression factor for which the detail is shown 
in the figure later below.   

V. EXPERIMENTAL RESULTS 

We tested our scheme on a LENA image in bmp format of 
size        . MATLAB environment was used for our 
experiments. GP-Lab was used to carry out the GP simulations 
[19, 20]. PSNR values of the watermarked images were up to 
44db, which is quite good as compared to [3]. Figure 5 shows 
the original image of Lena and the watermarked image with 
PSNR = 43.7db. As we were embedding two watermarks, the 
imperceptibility increased. We used the printed name of the 
first two authors as a binary watermark. The proposed 
approach effectively authenticated the data. Due to the second 
(binary) watermark, it localized the manipulation accurately. 
Figure 6 shows the authenticity of our scheme. The 
watermarked image was tampered with invisibly on the hairs of 
Lena. As the system is semi-fragile, it survived the JPEG lossy 
compression to some extent. Figure 7 shows the recovered 
images after JPEG compression using different quality factors. 
When the quality factor was 70 or above, the difference image 
contained the sparse pixels and below 70, the number of dense 
pixels increased which shows that the image was tampered 
with maliciously. The recovered image and the difference 
images were not affected while using the quality factor = 100.  

 

Fig. 4. Extraction Process 
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                                   (a)                                                   (b)                                                      (c)                                               (d)    

Fig. 5. (a) Original image (b) Watermarked image (c) Recovered image (d) Extracted binary watermark 

     
                            (a)                                           (b)                                           (c)                                  (d)                                        (e)           

Fig. 6. (a) Original image (b) Watermarked image (c) Tampered with maliciously on hairs; invisible tampering (d) Tamper detection on extracted binary 

watermark (e) Difference in original and extracted binary watermarks 

     
                           (a)                                         (b)                                       (c)                                            (d)                                       (e)       

     

     
                           (f)                                        (g)                                          (h)                                          (i)                                           (j)           

Fig. 7. The first row contains the recovered images (a ~ e) and the second row shows the differences in extracted binary watermarks after applying JPEG 

compression of the quality factors (f ~ j), 100, 90, 80, 70 and 60, respectively.

Figure 8 shows the number of dense and sparse pixels 
for     ,           and         images. These images 
have different textures, especially the        image which is 
a highly textured image compared to the other two images.  

 
Fig. 8. Erroneous (Dense and Sparse) pixels versus compression factors 
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Table 2 shows the comparison of PSNR for our GQMs and 
fixed quantisation matrix (FQM). The performance of GQMs 
used in our proposed approach is better compared to the FQM 
used in other related research. The Lena image is used as a test 
image. Other approaches are using FQM. 

TABLE II. PSNR OF THE PROPOSED APPROACH 

Features Proposed Scheme 

PSNR 41db~43db 

Type of Quantisation matrix Application Dependent 

Table 3 shows the performance comparison between the 
proposed method with previous methods [6-10]. The 
comparison is made with respect to imperceptibility (PSNR), 

robustness, recovery, recovery after compression and recovery 
after malicious manipulations. We use gray-scale test images 
(    ) for comparison in our experimental results. In the 
proposed approach, the genetic/dynamic quantisation table has 
been used for compressing the original image to generate an 
image digest. The compression of the image is based on local 
features of the image and the result, in terms of 
imperceptibility, varies accordingly. The performance given in 
Table 2 is based on the images having normal textured regions. 
Increase in the textures in the input images will increase the 
performance of our algorithm as we are using genetic 
quantisation for compressing the image based on local features 
of the image.  

TABLE III. PERFORMANCE COMPARISON OF OUR PROPOSED APPROACH WITH [6 – 10]. 

Parameters Ref [6] Ref [7] Ref [8] Ref [9] Ref [10] Proposed Scheme 
Supporting 

Results 

Average PSNR 38dB 38dB-41dB 

40dB but if Quanta is 

12 then PSNR is 

below 37dB 

41db~43db 
37dB-
38dB 

41db~43db Table 1 

Recovery 
Yes (Self-
Embedding) 

Yes (Self-
Embedding) 

Yes (Self-recovery) 
using FQM 

Yes (Self-

recovery) 

using FQM 

Yes 

Yes (Self-

Embedding using 

GQM) 

Section 7 

Robustness/Fragi

lity 
Semi-Fragile Semi-Fragile Semi-Fragile 

Sub-Sampling 

based 
Fragile Semi-Fragile Section 3 

Recovery after 

Compression 
NO YES 

YES (After 
compression, the 

restored image is 

highly degraded) 

NO NO 
Can Recover after 

70% QF 

Section 8 

(Para 1) 

Recovery after 

Malicious 

Manipulations 

Even after 5% 

tampering, the 

region is 

visible 

Can recover 

after 5% - 25% 

Tampering 

Can recover after 

malicious 

manipulations 

Can recover 

after 

malicious 

manipulations 

Can 

recover 

but 

visible for 

grayscale 

images 

Can Recover and 

determine the 

strength of 

tampering by 

using sparse and 

dense error pixels 

Section 6 

An exemplary numerical expression in prefix form, 
developed by GP, is given as: 

fitness='plus(cos(mylog(mylog(times(DCT_AC,Wat_st)))),t
imes(kozadivide(Wat_st,Wat_st),plus(plus(times(DCT_AC,
DCT_AC),mylog(0.84729)),kozadivide(DCT_AC,plus(0.993
72,DCT_AC)))))' 

VI. CONCLUSION AND FUTURE DIRECTIONS 

The proposed authentication strategy using GP has 
successfully improved the imperceptibility of the watermark. 
As compared to the approach proposed in [3], the PSNR is 
improved from 40db to 44db. Our scheme is able to maintain 
security and accurate authenticity without sacrificing 
imperceptibility. The scheme is secure by using two secret 
keys: one is used in pre-processing the binary watermark and 
the other one is used in scrambling before embedding the 
image digest. Our scheme tolerates the JPEG lossy 
compression with a quality factor as low as 70%. The 
recovered image is still readable/recognisable while using the 
quality factor = 60. If the GP evolved expressions are not made 
public, the security of the proposed system would be further 
enhanced as it would be extremely difficult for an attacker to 
know the exact watermarking strength for each selected 
coefficient.  

The proposed approach can be used for colour image 
authentication as well. All of the RGB (Red, Green and Blue) 
channels can be used for generating image digest, but this may 
affect the visual perception of the watermark. If one of the 
RGB channels is considered for image digest and correlated to 
the considered channel with others before embedding, then this 
could be an interesting future work.  
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Abstract—Digital images are widely communicated over the 

internet. The security of digital images is an essential and 

challenging task on shared communication channel. Various 

techniques are used to secure the digital image, such as 

encryption, steganography and watermarking. These are the 

methods for the security of digital images to achieve security 

goals, i.e. confidentiality, integrity and availability (CIA). 

Individually, these procedures are not quite sufficient for the 

security of digital images. This paper presents a blended security 

technique using encryption, steganography and watermarking. It 

comprises of three key components: (1) the original image has 

been encrypted using large secret key by rotating pixel bits to 

right through XOR operation, (2) for steganography, encrypted 

image has been altered by least significant bits (LSBs) of the 

cover image and obtained stego image, then (3) stego image has 

been watermarked in the time domain and frequency domain to 

ensure the ownership. The proposed approach is efficient, 

simpler and secured; it provides significant security against 

threats and attacks. 

Keywords—Image security; Encryption; Steganography; 

Watermarking 

I. INTRODUCTION 

Nowadays multimedia data has been moved expeditiously 
and broadly to the destinations through the internet into various 
forms such as image, audio, video and text. In digital 
communication over the internet, everything is visible and 
accessible to every user. Therefore, security of information is a 
necessary and important task. There are three goals of network 
or information security such as confidentiality, integrity and 
availability (CIA). Confidentiality means that information is 
secure and not available to the unauthorised person. Integrity 
refers to the accuracy of information and availability means 
that information is in time access to authorised person. 
Network security is not sufficient for reliable communication 
of information like text, audio, video and digital images.  

There are many techniques to secure images including 
encryption, watermarking, digital watermarking, reversible 
watermarking, cryptography, steganography etc. In this paper a 
review on encryption, steganography and watermarking is 
presented. In this research study we proposed a hybrid security 

approach that is a fusion of encryption, steganography and 
watermarking. A brief introduction of each technique has been 
discussed in the following sections. 

A. Encryption 

In encryption, the plain text is converted into cipher text 
using a secret key. The image can also be converted to 
encrypted form using the secret key as in Figure 1. The 
encrypted image is then sent at unsecured medium towards the 
destination. At receiving end, the encrypted image is decrypted 
using the same key of sender side. Following are the basic 
notations of the cryptography: 

 P refers to the plain text, Original message. 

 C refers to the cipher text. Output produced by 
encryption technique. Humans are unable to read this.  

 E refers to the function of encryption, i.e. CPE )(  

 D refers to the function of decryption, i.e. PCD )(  

 
Fig. 1. (a) Original image of mohammad abdul wasay (b) Encrypted image 

(c) Decrypted image 

B. Steganography 

Invisible communication has been possible through the 
steganography. In steganography, the original image is 
concealed in the cover image to masquerade the intruder/ 
hacker and the resulted image is called stego image as shown 
in Figure 2. The secret key may be used in this process at 
sender side subsequently same key also used at the destination 
to obtain an original image from stego image. Steganography 
and cryptography are different from each other. As 
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cryptography concentrates on retaining a message’s contents 
secrete, the steganography concentrates on the secrecy of the 
existence of a message.  

 
Fig. 2. Process of steganography 

C. Watermarking 

In watermarking, the signature is embedded in a digital 
image which may be visible or hidden for ownership of the 
image.  There are various applications of watermarking such as 
content archiving, temper detection, protection of copyright, 
meta-data insertion and monitoring of broadcast. Figure 3 
demonstrates the two types of visible watermarking i.e. (a) text 
watermarking and (b) image watermarking. Hidden 
watermarking has been shown in Figure 4. 

 
Fig. 3. Visible watermarking. (a) Text watermarking (b) Image 

Watermarking 

II. LITERATURE REVIEW 

Chen and Lai [1] presented security system for encryption 
of images using cellular automata CA by substitution of image 
pixels recursively. The proposed procedure performs confusion 
diffusion properties because of CA’s flexibility. The 
encryption model produces lossless images using the same 
large secret key at both sender and receiver sides by replacing 
pixel values. The authors used two images colour and gray-
scale in simulation to show strong performance. The proposed 
CA system uses hybrid two dimensional von Neumann cellular 
automata for a key stream of random sequence and recursive 
substitution. They also discussed the benefits of suggested 
system as the keys; secret, type selection, CA, and iteration 
keys are of variable lengths, the second benefit is that to cover 
replacement and cropping attack due to 2-D CA size with 

respect to size of image, and third one advantage is its 
economy in computational uses of resources for encryption and 
decryption as it uses only simple logical and integer arithmetic 
operations. And the new system is better than RC-4, AES, and 
3-DES. 

 

Fig. 4. Hidden Watermarking [10] 

In [2] Al-Husainy discussed a new approach for image 
security by using two simpler and efficient methods of 
confusion and diffusion, both are Boolean operations, the first 
is XOR operation which is performed on bits of digital image 
pixels and the former is to rotate pixel bits right circularly. The 
procedure is applied many times so the plain image becomes 
cipher image due to increasing demands of high speed 
networks. The results are also analysed using key space, key 
sensitivity and statistically. This method is very simple because 
of XOR and circular rotate right operations and strong due to 
the big size of the secret key. The model is quite perfect and 
sufficient for a wide variety of image processing applications.  

A novel approach to digital image security using 
cryptosystem with steganography presented by Azam [3], in 
which encryption is based on gray-scale substitution boxes (s-
boxes) of RTSs and phase embedding method. RTSs depend 
upon secret image pixel size fuzzily and of variable size. The 
spatial and frequency domains of the source image are used to 
generate two random masks. The secret image is embedded in 
host image performing steganocrypto systems using two 
different RTSs on host image to produce a random mask. At 
the receiving end, host image is required to decrypt the secret 
image so host image is also diffused with another RTS and 
embed with the secret image. The author claims that this s-box 
cryptosystem plus steganocrypto system is the state-of-the-art 
cryptosystem and can be used for colour images and hiding of 
data after little alteration. 

Koppu and Viswanatham [4] proposed a chaotic 
cryptosystem for image security depending upon a Hybrid 
Chaotic Magic Transform HCMT, which performs image 
privacy along with image encryption and decryption. Lanczos 
algorithm is also used to produce a pseudorandom number in 
the form of eigenvalues and eigenvector in low time 
complexity. Pixels are also mixed randomly using hybrid CMT 
technique with GEM shifting. So the proposed method is better 
to face attacks like differential, brute-force, chosen plaintext, 
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known cipher plaintext, key sensitivity, information entropy, 
security key space, and also numerous noise attacks. The 
suggested method is more suitable for the security of 3D 
medical images and applications which recover the rain 
images. 

Pushpad et al. [5] reviewed different image security 
algorithms based on the generation of random numbers to 
encrypt/decrypt images, watermarking, reversible integer 
wavelet transform, random matrix, histogram, compression, 
shuffling of pixels, reversible watermarking and 
steganography, digital watermarking in frequency and time 
domain. But they proposed a combined procedure of 
encryption of image and reversible watermarking. First of all 
image is encrypted then the watermark is embedded to increase 
efficiency and confidentiality. The watermark is embedded in 
the frequency domain to increase capacity although it could be 
embedded in both time and frequency domains. 

Verma and Jain [6] described a less complex algorithm to 
encrypt images using Dual Tree Complex Wavelet Transform 
which divide the image into approximation and detail parts. 
The first is encrypted with the help of pixel chaotic shuffle 
technique and other is protected using Arnold Transform. 
According to authors’ claim the image is highly secured even if 
its first is removed without extracting algorithm then the 
complete image cannot be achieved. The simulation results 
also showed that the decrypted image at receiving end is 
entirely same as original while having entropy differences and 
mean errors.  

Wang et al. [7] suggested DWT, discrete wavelet 
transforms along with multi-chaos for encryption as these are 
applicable in body area network. According to proposed 
algorithm, the two dimensional discrete wavelet transform is 
used for spatial reconstruction of decomposed image then for 
space encryption multi-chaos matrices are used. The algorithm 
is excellent against attacks. The benefits of the proposed 
algorithm are; it hides the size of the image to increase safety, 
have key space large which makes the intruders troublesome. 
Chaotic methods are used to produce random keys. The 
encryption is done using pixel values and locations. Multi-
chaos performs pixel gray change and DWT is used for 
encryption using pixel scrambling.  

Garg and Kamalinder [8] presented image security system 
based on steganography and encryption using AES; a hybrid 
approach especially for cloud computing as it is emerging 
online storage for users with little responsibility and easiness 
due to not managing computer hardware. For steganography, 
the cover image is used based on colour illumination based 
estimation (CIBE), and bits of encrypted images are changed 
with least significant bits LSBs of each pixel of the cover 
image to hide it. One bit difference of original image does not 
affect its quality and it seems like the original image. In [9], 
Sedighi and Fridrich focused on four embedding algorithms 
used in steganography for embedding source image with cover 
image by following three rules. The authors say that the rules 
have a strong impact in steganography and provide awareness 
to researchers about saturated pixels that these are although 
rare but their impact on steganalysis is not negligible. Three 
rules discussed in this paper are; initially changes are allowed 

then corrected dynamically, the change in values at boundary 
allowed as single sided and last one is that no change is 
allowed in values of the boundary at all. After experiments, the 
authors found that rule three is the best. 

A lossless compression watermarking technique was 
presented by Badshah et al. [10] to secure sensitive images like 
medical images for example ultrasound, X-ray, CT scan, ECG, 
MRI images because the physicians have to take a decision 
depending on these medical reports for treatment. This LZW 
technique recovers alteration in images if changed due to noisy 
channel or intruder. The authors proved in their research that 
the watermark bits are reduced so that total image size is 
decreased and based on secret key and ROI (region of 
interest)to secure the medical image in tele-radiology. The 
authors also notified that if the watermark bits are too much 
reduced i.e. 0 and 1 then image quality will also be degraded so 
watermark bits are minimised at optimal limits. At receiving 
end, the secret keys of the watermark are compared to ensure 
ROI, it is authentic then the image is used for the medical 
analysis otherwise image is recovered lossless and temper 
localization is needed. 

III. IMAGE SECURITY TECHNIQUES 

There are various security techniques are available for the 
security of digital image. Table 1 represents the numerous 
security techniques which are found in the literature for the 
security of digital image.  

TABLE I.  VARIOUS IMAGE SECURITY TECHNIQUES 

Author(s) Suggested Technique(s) Concluding Remarks 

Chen and Lai 

[1] 

Cellular automata using 
recursive substitution and 

random sequence to 

perform confusion 
diffusion for image 

security 

The secret key with 

variable length, 
safeguard against 

cropping and 

replacement attack. 

Al-Husainy 
[2] 

Confusion diffusion 

performing XOR operation 
to right rotate pixel bits to 

encrypt image 

Simpler and strong 
because of XOR and long 

key, and is ideal and 

adequate for image 
processing system. 

Azam [3] 

Steganography using gray-
scale substitution boxes 

using fuzzy logic and phase 

embedding technique. 

Used two random masks 

in frequency and spatial 
domains, the 

cryptosystem is state of 

the art and suitable for 
colour images. 

Pushpad et al. 

[5] 

Combined procedure of 

image encryption and 
reversible watermarking 

embedding in frequency 

domain 

Increases confidentiality 

and efficiency. 

Verma and 

Jain [6] 

Image encryption using 

less complicated technique 

Dual Tree Complex 
Wavelet Transform 

The image is too highly 

secured for transmission. 

Garg and Kaur 

[8] 

Hybrid approach using 

steganography with colour 
illumination based 

estimation and encryption 

with the help of AES  

Encrypted images bits 

altered with least 
significant bits which not 

affects the quality and 

seems like original. 

Badshah [10] 
Watermarking technique 

using lossless compression 

Recovers the altered 
image due to noisy 

channel or intruder. 
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IV. PROPOSED METHOD 

A blended image security technique is proposed to ensure 
the confidentiality, integrity, and availability for digital image 
transmission over unsecured shared medium. First of all the 
original image is encrypted with the large key using confusion 
diffusion method with exclusive OR operation on pixel bits to 
shift or rotate to encounter replacement and cropping attacks. 
Next, bits of the encrypted image are changed with least 
significant bits of the cover image to perform steganography so 
the image quality is not affected. At last watermarking 
technique is applied to ensure ownership, in time and 
frequency domain against recovery if altered because of a 
hacker or noisy channel. 

A. Algorithm ofProposed Approach 

The proposed algorithm is the fusion of three security 
methods such as encryption, steganography and watermarking. 

Algorithm 

1. Take the original image, encrypt it using large secret 
key by rotating pixel bits to the right using XOR 
operation. 

2. Then the encrypted image is altered with least 
significant bits of the cover image to perform 
steganography. 

3. Then stego image is watermarked in time and frequency 
domain to preserve ownership. 

4. The watermarked stego image is then sent towards 
destination through unsecured shared channel may be 
like a wireless medium. 

5. On receiving end de-watermarking is applied to confirm 
ownership. 

6. Then the encrypted image is recovered from stego 
image after applying de-steganography. 

7. At last step encrypted image is decrypted using the 
large secret key as applied at the sender. 

8. The original image is recovered after performing three 
security phases. 

B. Flowchart of Proposed Approach 

Each and every step of proposed method is visualised 
graphically in Figure 5. It represents the flow chart of the 
proposed method. 

C. Results Evaluation 

Results have been evaluated by measuring the image 
quality of original image and stego image. Commonly two 
measures are used such as Peak Signal Noise Ratio (PSNR) 
and Mean Squared Error (MSE). Equation 1 and equation 2 
represents the formula of MSE and PSNR respectively. 

 Mean Squared Error 

CR

crIcrI
MSE

CR





 2

, )],(2),(1[
             (1) 

R and C represent the rows and columns respectively in the 
query images.  

 Peak Signal Noise Ratio (PSNR) 

MSE

V
PSNR

2

10log10                           (2) 

V is the maximum value in the data type of query image. 

Table 2 shows the PSNR result of the cover image. PSNR 
is applied to measure the quality of two images i.e. original 
image and stego image.  A decibel (dB) is a measurement unit 
of PSNR. 

TABLE II.  RESULT OF PSNR  

Original Image PSNR (dB) 

MohmmadAbdurRafay 

in Figure 6 
55.4993 

PSNR > 36 dB, it means a human cannot differentiate 
between the original image and stego image. Furthermore, 
histogram analysis also used to assess the efficiency of 
proposed technique. Figure 6 shows the original image and 
stego image with their corresponding histograms. The 
histograms of the original image and stego image are almost 
same and both histograms of the images don’t have any 
significant difference. Figure 6(a) shows the original image, 
Figure 6(b) shows the stego image, and Figure 6(c) and Figure 
6(d) illustrate the histograms of the original image and 
histogram of the stego image respectively. Furthermore, the 
proposed method is also compared with the exiting method [5] 
and found more efficient and secured. 
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Fig. 5. Flowchart of the proposed method 

V. CONCLUSION AND FUTURE WORK 

Information security is greatly essential over the unsecured 
shared medium. In this paper, we have proposed a blended 
security technique for the security of digital image. It is a 
fusion of three security methods i.e. encryption, steganography 
and watermarking. Proposed method mainly embraced three 
phases. In the first phase encryption was performed using XOR 
to the right rotate pixel bits. Next in the second phase of 
steganography, bits of the encrypted image were altered with 
LSBs of the cover image. Lastly in the third phase, 
watermarking was done in the time and frequency domain. 

Experimental results obtained by proposed method were 
promising; PSNR 55.4993 dB was achieved and it proved that 
proposed method was very much efficient and secured. In 
future work, secret key will also be applied in steganography. 

 
Fig. 6. (a) Original image (b) Stego image (c) Histogram of the original 

image (d) Histogram of the stego image. 
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Abstract—Many studies have focused recently on building, 

evaluating and comparing Arabic root extracting algorithm. The 

main challenges facing root extraction algorithms are the absence 

of standard data set for testing, comparing and enhancing 

different Arabic root extraction algorithms. In addition, the 

absence of complete lists of roots prefixes suffixes and patterns. 

In this paper, we describe the development of a new corpus 

driven from traditional Arabic dictionaries “mu’jams”. The goal 

is to use the corpus, as a new gold standard data set for testing, 

comparing and enhancing different Arabic root extraction 

algorithms. This data set covers all types of words and all roots. 

It contains each word and its root as a pair to avoid the 

consultation of a human expert needed to verify the correct roots 

of words used in the testing or comparing process. We describe 

the individual phases of the corpus construction, i.e. 

normalisation, reading derivation words and roots as a pair, and 

reading each root and its definition part. We have automatically 

extracted (12000) roots, (430) prefixes, (320) suffixes, (4320) 

patterns, and (720,000) word-root pair. Konja’s and Garside 

Arabic root extraction algorithm was tested on this corpus; the 

accuracy was (63%), then we test it after supplying it with our 

lists of roots prefixes suffixes and patterns, the accuracy of it 

became 84%. 

Keywords—Arabic root extraction algorithm; corpus; pattern; 

prefix; suffix; root 

I. INTRODUCTION 

Most researchers working in the field of Arabic root 
extraction algorithms opt to construct their own manually 
collected data set to run their experiments. Most of the time, 
the data sets are either small or incomprehensive. Therefore, 
their experimental findings may neither be convincing nor 
clear as for how to scale up the results [1]. 

The literature abounds with discussions about the design of 
Arabic stemming algorithms; yet little effort has gone into the 
investigation of the nature of the data set at the core of all these 
systems. 

Al-Kabi and Al-Mustafa in [2], Ghwanmeh et el in [3], Al-
Kabi et al in [4], Taghva et al in [5], Alshalabi in [6], Al-

Shalabi and Evens in [7], Yaseen and Hmeidi in [8], Hmeidi et 
al in [9] and most new Arabic root extraction algorithms in the 
literature have tested their proposed root extraction algorithm   
on a different data set and compared their finding with other 
existing work.  However, the data set that they used did not 
cover all types of words. In addition, the consultation by an 
Arabic language expert was needed to verify the accuracy of 
each finding manually.  

Most of these algorithms manually constructed their own 
lists of prefixes, suffixes, and patterns as no standard lists were 
available. Thus, there was a huge variation between one 
algorithm and another. As the larger, the lists are the more 
accurate the result is. 

Many research projects have studied Arabic root extraction 
algorithms and their effectiveness. Most of these studies claim 
an accuracy exceeding 75%. It has been found that the 
accuracy of these algorithms has been decreased after testing 
these algorithms on deferent data set other than what the 
researcher has used. 

For example, in [3] Ghwanmeh et el claimed 95% accuracy 
for his algorithm. Testing the same algorithm in [4] on a 
different data set the authors claimed an accuracy of 67.40% 
for Ghwanmeh et el algorithm. Moreover, in [10] the authors 
conducted another test on Ghwanmeh et el algorithm using 
different data set. The author claimed an accuracy of 39%. This 
is due to a variation in size and type of the data set used to test 
Ghwanmeh et el stemmers [4]. 

As mentioned earlier, the lack of a standard data set was the 
main problem faced these algorithms. Each algorithm uses its 
own data set. These data sets are differed in size and type of 
words and are not available for authors to use. 

Arabic root extraction algorithms need a standard data set 
to test their accuracy in comparison with other algorithms; this 
data set should be large enough to cover all types of words and 
cover all roots.  This data set should contain the word and its 
root as a pair.  In addition, Arabic root extraction algorithms 
need complete lists of roots, prefixes, suffixes, and patterns to 
enhance their accuracy. 
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The quality and coverage of the data set will determine the 
quality and coverage of each Arabic root extraction algorithm, 
and any limitations found in the data set will make their way 
through to the algorithm. 

Arabic root extraction is an important step toward 
conducting effective research on most of the Arabic natural 
language processing (ANLP) applications. 

Arabic root extraction algorithms are used in information 
retrieval systems, indexers, text mining, text classifiers, data 
compression, spelling checkers, text summarisation and 
machine translation. The algorithms extract stems or roots of 
different words, so that words derived from the same stem or 
root are grouped together. 

In Latin-based languages, the stem and the root are the 
same; however, this is not the case for the Arabic language. 
Stemming is the first step toward finding the root. The stem is 
simply defined as a word without a prefix or/and suffix [11]. 
Some further processing to a stem through the removal of some 
infixes might be required to obtain an Arabic root. 

For example, the stem from the word  "ِْٛاٌمبظ" is "َلبظ", 
where the root is "َ[11]  "لع. 

The lack of a gold standard dataset to be used to carry 
benchmark tests of different Arabic root extraction algorithms 
lead us to develop and build an automated corpus (Gold 
standard dataset). The purpose of this corpus is to be used to 
test, compare and enhance different Arabic root extraction 
algorithms.  

 The standard gold data set: 

 Should be large enough to contain all types of words 
and roots. There exist about 12000 roots. 

 The data set should contain the word and its root to 
avoid the interference of a human expert normally 
needed to verify the correct roots of each word used in 
the testing or comparison process. 

Our aim in this paper is to build a corpus pairing each word 
to its root and contain a standard list of roots, prefixes, suffixes, 
and patterns. The suggested corpus will help researchers to 
enhance, test and compare the present root-extraction 
algorithms and any future algorithms. 

The structure of this paper is as follows. In Section 2, 
previous approaches and their drawbacks have been discussed. 
Section 3 describes proposed methodology, including details of 
each process. Section 4 explains the experimental 
implementation of our approach and the evaluation process. 
Section 5 concludes the main points of the paper and gives 
some future directions. 

II. PREVIOUS WORKS 

Khoja and Garside in [12] build corpus for the purpose of 
Arabic root extraction , which contains (7) diacritic characters, 
(38) punctuation characters, (5) definite articles, (168) stop 
words, (11) prefixes, (28) suffixes, (3,822) trilateral roots, 
(926) quadrilateral roots and (46) trilateral root patterns. 

The corpus exists freely and publicly for researchers to 
download.  The main issue here is that Khoja‟s corpus is 
limited in its contents, manually tagged and missing roots 
derivatives.  

Buckwalter in [13] build corpus for purpose of Arabic 
morphological analyser, which contains (299) prefixes, (618) 
suffixes, (4,749) roots including both trilateral and 
quadrilateral roots, (82,185) stems, (38,600) lemmas, (1,648) 
prefix-stem combinations, (1,285) stem-suffix combinations 
and (598) prefix-suffix combinations.  

Al-Shawakfa et al in [10]  builds a corpus for the purpose 
of evaluating and comparing Arabic root extraction algorithms. 
This corpus was built based upon the set of trilateral Arabic 
roots that were introduced by Buckwalter in [13].  

The developed corpus was mainly built of 3823 trilateral 
roots. By using these roots as a base, a corpus was obtained of 
approximately 27.6 million unique words of size 1. 63GB. 
Furthermore, all combinations of 73 trilateral patterns, 10 
suffixes, and eight prefixes were applied to the roots to create 
different forms of Arabic words. All generated words were 
syntactically correct; but not necessary semantically correct. 

Al-Shawakfa corpus did not require a manual root 
verification upon completing the testing process. 

The disadvantages of Al-Shawakfa corpus are:  

 In many cases, many words are not semantically 
correct.  

 Although the fact that the corpus has contained large 
data set, it has only covered 3823 roots out of 12000.  

 Two types of words are missing:  

1) Words with (changing the vowel letters with deferent 

vowel letters  "الاللاة ".For example, the root "لٛي", "ٚ" letter is 

changing to "ا" in   "لبي" word. 

2) Words with (changing the place of  a letter " الاثعاي ") 

type. For example, the root "ٗٚخ", "ٚ" letter is changing to "ا" in   

 has changed in the new word "ا"   word, and the place of"خبٖ"

too. 
Sawlha and Atwell [14] constructed a broad-coverage 

lexical resource to improve the accuracy of morphological 
analysers and part-of-speech taggers of Arabic text. Twenty-
three lexicons have been collected from different web 
resources freely available. 

The lexicons‟ texts contain 14,369,570 words, 2,184,315 
vowelised word types and 569,412 non-vowelised word types. 
According to Sawalha and Atwell's study, a tokenising module 
for the program must specify the root entries and their 
definition parts. Then, a bag of words is extracted from the 
definition text. The bag stores pairs of word-root where each 
word appearing on the definition part is associated to the root 
of that part. 

Many words appearing in the definition part are not 
relevant to the root associated with that definition. Such words 
are found inside the bag of words- root. A normalisation 
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analysis that verifies the word-root pairs is done by applying 
linguistic knowledge that governs the derivation process of 
words from their roots. These conditions are simply described 
as the following: 

Condition 1 (check consonants): If all consonant letters 
constructing the root appear in the analysed word, then check 
condition 2. 

Condition 2 (consonants order): If all root letters appear in 
the same order as the word‟s letters, then word-root 
combination might be correct. [14] 

Since the Arabic language is a sophisticated language, these 
two conditions are not enough to be sure that this word is 
derived from this root. Sawalha and Atwell algorithm was 
implemented. The algorithm has retained successes in some 
cases and fails in many cases.  

Sawalha and Atwll research is a step forward towards 
creating a new corpus derived from Arabic lexicons to be used 
as a standard data set containing all the roots, a large number of 
derivatives and pairing each root with its derivatives. Our 
finding shows that there are many words are related to 
unexpected roots. 

Table 1 shows an example of words that are wrongly 
related to the roots. In addition, the algorithm doesn‟t declare 
how many pairs of words roots were founded. It is clear; this 
work needs more rules to enhance the results. 

TABLE I. EXAMPLE OF WORDS THAT ARE WRONGLY RELATED TO THE 

ROOTS BY SAWALHA AND ATWELL CORPUS 

Root by Sawalha and 

Atwell 

Root Word  No  

 1 ٚاٌكَّجَّبثخ   قجت أٌت

ت   قٙت أٚة ْٙ  2 ٚاٌكَّ

 3 ٔفكٗ ٔفف أـؿ

 4 إٌبـ ٔٛـ أٚأ

 5 إٌَّجبد   ٔجذ أثت

 6 الأقّبء قّب أ٠ب

 7 ٚرؤٍَِٕب أًِ أ٠ب

 8 ِٕبؾ   ٔفٟ أِب

 9 ثٛة   ثٛة ثؤٞ

ت   زدت زدح  10 زبخ 

 11 اٌؿ   أٌؿ أٚأ

 12 أٍَ٘ٗ أً٘ أٚي

ْٕهبؼ   ٔهؽ أنؽ  ّ  13 اٌ

 14 أغٍت غٍت أثت

III. METHOD 

All Arabic roots and its derivations can be found in 
(“mu‟jams”,”ُاٌّعبخ”) dictionaries. Most of the Arabic 
dictionaries were studied carefully in this paper.  

Traditional Arabic lexicons are not available in 
computerised lexicographic databases. Moreover, they have 
different arrangement methodologies than modern English 
dictionaries [14]. Existing Arabic dictionaries suffer from 

many issues. The main one was that they were built to be used 
manually.  Dictionaries in Arabic contain the roots as a title 
followed by root definition part, which may contain one or 
more paragraphs for each root; these paragraphs describe the 
meaning of the root and contain possible word‟s derivation 
from the root. The definition part may extend to many pages. 
Each dictionary has its own deferent definition part. New and 
deferent information can be read for each root when reading 
different dictionaries. Figure 1 shows a sample of text taken 
from Al-Mesbah-Almonir dictionary (“ِعدُ اٌّصجبذ ا١ٌّٕؽ”), with 
roots ("أثع, اثع, أثؽ") and its definition parts. Figure 2 shows a 
sample of text taken from Asas Al-Blaghah dictionary (“ ُِعد
 .and its definition parts ("أثع, اثع, أثؽ") with roots ,(”أقبـ اٌجلاؼخ
We can notice the deferent information given each time. 

 

Fig. 1. Sample text of Al-Mesbah-Almonir dictionary. 

The definition part is written as an article which defines 
most of the derived words of a certain root and contains many 
other words. These words are neither the root nor its 
derivatives.  They exist mainly for explaining the meaning of 
the root. In Figure 1 the roots are written between two brackets; 
the derived words are written between two parentheses with 
red colour. This is a modified version of the original 
dictionary; the original version did not distinguish between the 
roots and its derivation. 

 The problem of the modified version is that many 
parentheses contain words other than the root derivation words. 
In addition, not all the root derivation words are written 
between two parentheses. 

Unfortunately, most of the existing Arabic dictionaries do 
not distinguish between the roots and its derivation. In Figure 2 
the roots are written on separate lines followed by their 
definitions. Again, in many other places in the dictionary you 

َ  الأة  ]أ ة ة[  ْٔعبَ َ اةُّ ٚالْأ َٚ ب رؤو ٍٗ  اٌعَّ َّّ  ِ  ـ  ُْ ٠َؿْؼَعْٗ  إٌَّب ٌَ ٞ ؽْعَٝ اٌَّػ  َّ : اٌ

 ـ ٚ ٌ ٍَّٕب خ   َٙ ٌْفبَو ا ) الْأةَ  ٠ٚ مبَي  ) ا  ـ لبٌٛ  ٓ  ـبَؼ  اة   ( ٚلبيَ اث َٚ ً  )  أةَ ٌ ٍعَّ خ  ( اٌؽَّ

ة   غْجخ   أثَبَثخَ  ٚ أثَبَثب  ٚ أثَ ب  ) (  ٠َئ  ؽح  اٌؽَّ َّ ًَ ) اٌثَّ ٘ ٕب ل ١  ْٓ  ِ بة  ٚ ٌ ٍػَّ٘ ١َّؤَ  َٙ فزَرْ  ا غا رَ
ٌْ ( ث ب

ب َٙ ْٕ  ِ ١ٌَْبث ف   خ  ٚا َٙ ٌْفبَو  َٝ ا ً  ( لأََّٔٗ  ٠ عَعُّ ؾا الْأةَ   ٘  ًَ أصَْ ع  زبء  ٚاٌكَّفَؽ  ـَد  الأةَ  ظا  ٌٍه  

ْ  الاقْز عْعاَظَ ٚ ) ثَّب عَبـب  ـ١َ مبَي   الإ   ِ   ً َّ لْذ  أّب ٠ كْزعَْ َٛ ٌْ ٠ع  ا ؿَح  ٚاٌزَّهْع  ّْ ْٙ    ( ثىَكْؽ  اٌ

)  ْ ْ   اث ب ؾْٔٗ   ـ عْلا َٛ ٗ  ـَ خْ َٚ  ْٓ  ِ ٔ ٗ  ؾائ عحَ   ب ٚٔٛ  َٙ لْز  َٚ ب ٚ َٙ أ  َٚ ْٜ أَ ٙخ  أَ ١َّخ   ( اٌفبو   ٍ ٚأصَْ

. ٗ  ـٛؾٔٗ  ـ عَّبي  خْ َٚ  ِٓ 

ُّٝ ـب غاَ  الأثََع  ]أ ة ظ[  بٔ َِّ ظ  لبي اٌؽُّ ً  اٌَّػٞ ١ٌَْفَ ثّسعٚ  ؽ  اٌط٠ٛ ْ٘ ؽ  ٠ٚ مَبي  اٌعَّ ْ٘ : اٌعَّ

 (  ٗ  ّ عٗ   )  أثََعا  لٍذَ لا أ وٍَ   ّْ نَ ٚخَ ؽ  ّْ ؽ  ع  َٝ آض  ذَ اٌ  ّْ ْْ رىٍَََّ ً   آثبَظ  ( ـبلأثََع  ِٓ ٌَع   ( ِث

ْٟ ظَؽَةَ ٚلزًََ )  أثََعَ قجتَ  ٚأقْجبَة  ٚ )  ْٓ ثبَثَ  ِ ظا  ) (  ٠ؤَثْ ع  ( ٚ )  ٠ؤَثْ ع  ( اٌهَّٝء    أ ثٛ 

 ( َٛ  ٙ مَ ـَ ً  ٚ )  آث ع  ( َٔفَؽ ٚرٛزَّ ٔف   أثَعدَ  ( عٍََٝ ـبَع  زٛل  َٔفَؽدْ ِٓ الإ   ٛ ( اٌ

 ( َٝ  ٙ اثع  ـَ َٚ  ـ اٌطف١ؿ  اٌػٜ أَ ٌْفَؽَ ؿَ ا ص   ٚ ٘ ٕبَ   ْٓ  ِ زْمَ ٚلا ٠َىَبظ   ( ٚ َٛ ن  اٌ ٠ عْؼ 

رٗ  ث ؤََّٔٗ  ) ل١َْع   اثع   ٠َفٛ  َٚ ب  الأَ َٙ َٕع  ّْ ب ٠َ َّ ٌ ت وَ َٓ اٌطَّب  ِ َّٝ ٚاٌطَلَاوَ  ع   ّ ب اٌ َٙ َٕع  ّْ ( لأََّٔٗ  ٠َ

قُّ ِعٕب٘ب )  ٌْفبَظ  اٌَّز ٝ ٠َع  ًَ ٌلأ اث ع  اٌم١َْع  ٚل ١ َٚ ٛظ . أَ ٗ  لأََّٔٗ اٌّمْص  ظ ٛز   ٚ  ( ٌج عْع  

ًَ ) أثََؽْد   ]أ ة ؼ[ ْٟ ظؽَة ٚلَزً ٌمَّسْزٗ  )ٚ أثْؽا  : إٌَّطْ ٗ   ( ِٓ ثَبثَ  رؤَثْ ١ؽا  ) (  أثََّؽر

 َٚ جبٌََؽخَ  ٚرىَْث ١ؽ  )   ِ ؼ(  َٚ  الْأثَٛ   (  ٗ ْ  ؼَق ٛي  ِب ٠ ئَثَّؽ ث  ؾَا  ٚ ثبَؼ  (  زبَة   الإ  ْ  و  ؾَا  ٚ  )

ٌَّزٝ )  ٍَخ  ا ب ٚل ١ً ) ٠ ئَثَّؽإٌَّطْ َٙ ٍْع  َ  ٚ )  الإثَبؼ  ( ثطَ ١ب صْعؼ  وَبٌم ١بَ ٚاٌص   َِ ( أ٠عب  

ً  لجَ ً أْ ) رؤَثََّؽَ  ْٔهَكَّ  ٠ ئَثَّؽ( إٌط ُّٝ ـٝ وزبة إٌطٍخ اغا ا كْزبَٔ  د  ُ  اٌك   ( لبي أثٛ زبر

 ( َٓ ١ َٛ ز   ٘ َٚ   ً َّٕطْ ًَ نمَّك اٌ ؼ  ل ١ ْٕفَط   ٠ ئَثَّؽ  اٌىَبـٛ  ٗ  ـَز  ٠ط ( ثبٌػَّوَؽ  ـ١َ ئرَٝ ثهَّبؼ 

١ؽ  ؼ   ٍْم ١ر  ـ١طَ  َٛ اٌزَّ  ٘ ٌ هَ  ْٔثٝ ٚغ ٠ص الأ  بؼ  َّ َٝ نَ بي اٌ  ٠ص  اٌف سَّ بؼ  َّ ٓ  نَ ١ َٛ غَس   ٘ ٘ب ٚ جبؼ 

ثْؽَح  ٚ )  ٌْدَّع  )  الْإ  ١بَغ  أ٠َْعب  ٚا ٌْط  ط١َْػ  ٚا  ّ ٌْ َٝ ا  ٘ َٚ  
ٚـخ  عْؽ  َِ عْؼح   ا ثَؽ  (  ً  ق  ( ِث

. عؼَ   ٚق 
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will find other words are written on a separate line, and these 
words are not roots. In other places in the dictionary, the roots 
are written at the beginning of the paragraphs. These 
dictionaries are written without any computerised 
lexicographic representations. Manual work was carried out to 
distinguish the roots from other entries. 

 

Fig. 2. Sample of text taken from Asas Al-Blaghah dictionary 

Our study takes the following traditional Arabic lexicons:- 

“Kitab Al-'Ayn” by Al-Khalil Al-Farahidi in [15], “Lisan 
Al-Arab“ by Ibn Manzur in [16], “Tag Al-„Arus Min Gawahir 
Al-Qamus” by Al-Zabidi in [17], “Asas Al-Balaghah” by Abu- 
Al-Qasim Maḥmud Bin „Amr Bin Aḥmad Al-Zamahshari in 
[18], “Al-Mugrib Fi Tartib Al-Mu„Rib” by Abu Al-Fatḥ Naṣir 
Ad-Din Al-Mutrazi in [19], “Mukhtar As-Sihah” by Abu Bakr 
Al-Razi in [20], “Al-Musbah Al-Munir Fi Garib Al-Sharh Al-
Kabir” by Aḥmad Bin Muḥammad „Ali Al-Fayyumi in [21], 
“Al-Muḥiṭ Fi Al- Luga” by Abu Al-Qasem Al-Ṣaḥib Bin 
„Abbad in [22], “Al-Ṣiḥaḥ Fi Al-Luga” by Abu Naṣr ‟Isma„il 
Bin Ḥammad Al-Gawhari Al-Farabi in [23], and finally 
“Kalemat Al-Quraan Al-kaream” by mohammed kheder in 
[24]. 

A. Manual Annotations 

Traditionally, lexicons are constructed in many ways. 
Roots and lexical entries are presented without using any 
computerised lexicographic representations, and the roots of 
many of them are not distinguishable from other entries.  

In this study, the root has been distinguished manually from 
other entries. Each root has been placed between two stars 
symbol “*”. Figure 3 shows a sample text of Asas Al-Balaghah 
dictionary after putting each root between two stars. The 
process has covered all existing traditional dictionaries to 
enable the researchers from reading each root and its definition 
part automatically. 

 

Fig. 3. Sample text of  Asas Al-Balaghah dictionary after distinguishing the 

roots 

B. Normalisation 

Text normalisation is defined as a process that consists of a 
series of steps that should be followed to wrangle, clean and 
standardise textual data to a form which could be consumed by 
other NLP and analytics systems and applications as input [13].  

The process steps of the proposed text normalisation are as 
follows: 

1) Remove kasheeda symbol ("_"). 

2) Remove punctuations. 

3) Remove diacritics. 

4) Remove non-letters. 

5) Replace hamza‟s forms ة, ا , إ ,آ  , ء with أ  . 

6) Duplicating any letter that has the (Shaddah  " َّ ") 

symbol.  

C. Extract All Information 

In this section, we try to read all information in 
dictionaries. 

 أبب

ٓ  الأعؽاثٟ:  اغٍت الأِؽ ـٟ اثبٔٗ، ٚضػٖ ثؽثبٔٗ، أٞ أٌٚٗ، ٚأٔهع اث

 لع ٘ؽِزٕٟ لجً اثبْ اٌٙؽَ ... ٟٚ٘ اغا لٍذ وٍٟ لبٌذ ٔعُ

 صس١سخ اٌّععح ِٓ وً قمُ ... ٌٛ أوٍذ ـ١ٍ١ٓ ٌُ رطم اٌجهُ

َ صؽِذ ٌُٚ أصؽِىُ ٚوصبؼ ٚأةَّ ٌٍّك١ؽ اغا ر١ٙ ؤ ٌٗ ٚردٙؿ. لبي الأعهٝ:

ٚٔمٛي: ـلاْ ؼاع ٌٗ اٌست، ٚغبع ٌٗ الأة،  ... أش لع غٜٛ وهسب  ٚأة ١ٌػ٘جب

 أٞ ؾوب ؾؼعٗ ٚاركع ِؽعبٖ.

 أبد

لا أـعٍٗ أثع ا٢ثبظ، ٚأثع الأث١ع، ٚأثع ا٢ثع٠ٓ. ٚٔمٛي: ؼؾله الله عّؽا  غ٠ًٛ 

ا٢ثبظ، ثع١ع ا٢ِبظ، ٚأثعد اٌعٚاة ٚرؤثعد: رٛزهذ، ٟٚ٘ أٚاثع ِٚزؤثعاد. 

لأٚاثع ٟٚ٘ ٔفؽ اٌٛزٛل. ٚلع رؤثع إٌّؿي: قىٕزٗ الأٚاثع. ٚرؤثع ٚـؽـ ل١ع ا

ِٚٓ اٌّدبؾ: ـلاْ ٌِٛع ثؤٚاثع  اٌمٛاغع. ـلاْ: رٛزم. ٚغ١ٛؼ أٚاثع ضلاؾ

 اٌىلاَ ٟٚ٘ ؼؽائجٗ، ٚثؤٚاثع اٌهعؽ ٟٚ٘ اٌزٟ لا رهبوً خٛظح. لبي اٌفؽؾظق:

 ٌٓ رعؼوٛا وؽِٟ ثٍئَ أث١ىُ ... ٚأٚاثعٞ ثزٕسً الأنعبؼ

ٟ  أٚاثع الأنعبؼ إٌبثؽخ: ٚلبي ٚخئزٕب  ٔجئذ ؾؼعخ ٚاٌكفب٘خ وبقّٙب ... ٠ٙعٞ اٌ

 ثآثعح ِب ٔعؽـٙب.

 أبر

نبح ِؤثٛؼح: أوٍذ الإثؽح ـٟ عٍفٙب. ٚعٓ ِبٌه ثٓ ظ٠ٕبؼ ِثً اٌّئِٓ وّثً 

اٌهبح اٌّؤثٛؼح. ٠ٚمبي: أنع ِٓ ٚضؿ الإثؽ. ٚأثؽ إٌطً ٚأثؽٖ. ٚرؤثؽ إٌطً: 

ِٚٓ اٌّدبؾ: اثؽح اٌمؽْ  ك الأثبؼ، قسك اٌدجبؼ.لجً الإثبؼ. ٚرمٛي: اغا ؼـ

 ٌطؽـٗ. لبي اثٓ اٌؽلبع:

 رؿخٟ أؼٓ وؤْ اثؽح ؼٚلٗ ... لٍُ أصبة ِٓ اٌعٚاح ِعاظ٘ب

ٚاثؽح اٌّؽـك ٌطؽـٗ، ٚاثؽح اٌعمؽة ٚإٌسٍخ ٌهٛوزٙب. ٚرمٛي: لا ثع  ِع 

اٌؽغت ِٓ قلاء إٌطً، ِٚع اٌعكً ِٓ اثؽ إٌسً. ٚلع أثؽرٗ اٌعمؽة 

ـٟ إٌبـ وّب لبٌٛا: ظثذ ث١ُٕٙ  ِآثؽ. ِٕٚٗ: أٗ ٌػٚ ِآثؽ ٌدّعب ٚاثّئجؽ٘

ٚغٌه ِٓ لٛي أربن ألٌٛٗ ...  اٌعمبؼة اغا ِهذ ث١ُٕٙ إٌّبئُ. ٚلبي إٌبثؽخ:

ٚأثؽٟٔ ـلاْ اغا اؼزبثه ٚآغان. ٚرمٛي: ضجئذ  ِٚٓ ظـ أععاء ا١ٌه اٌّآثؽا

 ُِٕٙ اٌّطبثؽ، ـّهذ ث١ُٕٙ اٌّآثؽ.

 *أبب*

ٓ  الأعؽاثٟ:اغٍت الأِؽ ـٟ اثبٔٗ، ٚضػٖ ثؽثبٔٗ، أٞ   أٌٚٗ، ٚأٔهع اث

 لع ٘ؽِزٕٟ لجً اثبْ اٌٙؽَ ... ٟٚ٘ اغا لٍذ وٍٟ لبٌذ ٔعُ

 صس١سخ اٌّععح ِٓ وً قمُ ... ٌٛ أوٍذ ـ١ٍ١ٓ ٌُ رطم اٌجهُ

صؽِذ ٌُٚ أصؽِىُ  ٚأةَّ ٌٍّك١ؽ اغا ر١ٙ ؤ ٌٗ ٚردٙؿ. لبي الأعهٝ:

اٌست، ٚٔمٛي: ـلاْ ؼاع ٌٗ  ٚوصبؼَ ... أش لع غٜٛ وهسب  ٚأة ١ٌػ٘جب

 ٚغبع ٌٗ الأة، أٞ ؾوب ؾؼعٗ ٚاركع ِؽعبٖ.

 *أبد*

لا أـعٍٗ أثع ا٢ثبظ، ٚأثع الأث١ع، ٚأثع ا٢ثع٠ٓ. ٚٔمٛي: ؼؾله الله عّؽا  غ٠ًٛ 

ا٢ثبظ، ثع١ع ا٢ِبظ، ٚأثعد اٌعٚاة ٚرؤثعد: رٛزهذ، ٟٚ٘ أٚاثع ِٚزؤثعاد. 

اثع. ٚرؤثع ٚـؽـ ل١ع الأٚاثع ٟٚ٘ ٔفؽ اٌٛزٛل. ٚلع رؤثع إٌّؿي: قىٕزٗ الأٚ

ِٚٓ اٌّدبؾ: ـلاْ ٌِٛع ثؤٚاثع  اٌمٛاغع. ـلاْ: رٛزم. ٚغ١ٛؼ أٚاثع ضلاؾ

 اٌىلاَ ٟٚ٘ ؼؽائجٗ، ٚثؤٚاثع اٌهعؽ ٟٚ٘ اٌزٟ لا رهبوً خٛظح. لبي اٌفؽؾظق:

 ٌٓ رعؼوٛا وؽِٟ ثٍئَ أث١ىُ ... ٚأٚاثعٞ ثزٕسً الأنعبؼ

ٟ  أٚ إٌبثؽخ: ٚلبي  اثع الأنعبؼٔجئذ ؾؼعخ ٚاٌكفب٘خ وبقّٙب ... ٠ٙعٞ اٌ

 ٚخئزٕب ثآثعح ِب ٔعؽـٙب.

 *أبر*

نبح ِؤثٛؼح: أوٍذ الإثؽح ـٟ عٍفٙب. ٚعٓ ِبٌه ثٓ ظ٠ٕبؼ ِثً اٌّئِٓ وّثً 

اٌهبح اٌّؤثٛؼح. ٠ٚمبي: أنع ِٓ ٚضؿ الإثؽ. ٚأثؽ إٌطً ٚأثؽٖ. ٚرؤثؽ إٌطً: 

ِٚٓ اٌّدبؾ: اثؽح اٌمؽْ  لجً الإثبؼ. ٚرمٛي: اغا ؼـك الأثبؼ، قسك اٌدجبؼ.

 ٗ. لبي اثٓ اٌؽلبع:ٌطؽـ

 رؿخٟ أؼٓ وؤْ اثؽح ؼٚلٗ ... لٍُ أصبة ِٓ اٌعٚاح ِعاظ٘ب

ٚاثؽح اٌّؽـك ٌطؽـٗ، ٚاثؽح اٌعمؽة ٚإٌسٍخ ٌهٛوزٙب. ٚرمٛي: لا ثع  ِع 

اٌؽغت ِٓ قلاء إٌطً، ِٚع اٌعكً ِٓ اثؽ إٌسً. ٚلع أثؽرٗ اٌعمؽة 

ٌٛا: ظثذ ث١ُٕٙ ـٟ إٌبـ وّب لب ِآثؽ. ِٕٚٗ: أٗ ٌػٚ ِآثؽ ٌدّعثّئجؽ٘ب ٚا

ٚغٌه ِٓ لٛي أربن ألٌٛٗ ...  اٌعمبؼة اغا ِهذ ث١ُٕٙ إٌّبئُ. ٚلبي إٌبثؽخ:

ٚأثؽٟٔ ـلاْ اغا اؼزبثه ٚآغان. ٚرمٛي: ضجئذ  ِٚٓ ظـ أععاء ا١ٌه اٌّآثؽا

 ُِٕٙ اٌّطبثؽ، ـّهذ ث١ُٕٙ اٌّآثؽ.
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1) Extract Roots and Their Definitions Part 
A separate database was created and saved for each studied 

dictionary. The created database consists of the distinguished 
root and their definition part. Table 2 shows a sample of the 
created database for some roots and their definitions parts 
taken from Asas Al-Balaghah dictionary. 

TABLE II. SAMPLE OF THE DATABASE FOR ROOTS AND THEIR 

DEFINITIONS FOR ASAS AL-BALAGHAH DICTIONARY 

Full Text Root 

ٓ  الأعؽاثٟ لع ٘ؽِزٕٟ   اغٍت الأِؽ ـٟ اثبٔٗ ٚضػٖ ثؽثبٔٗ أٞ أٌٚٗ ٚأٔهع اث
لجً اثبْ اٌٙؽَ  ٟٚ٘ اغا لٍذ وٍٟ لبٌذ ٔعُ صس١سخ اٌّععح ِٓ وً قمُ  ٌٛ أوٍذ 
ـ١ٍ١ٓ ٌُ رطم اٌجهُ ٚأة ٌٍّك١ؽ اغا ر١ٙ ؤ ٌٗ ٚردٙؿ لبي الأعهٝ صؽِذ ٌُٚ 

ٔمٛي ـلاْ ؼاع ٌٗ اٌست ٚغبع أصؽِىُ ٚوصبؼَ  أش لع غٜٛ وهسب  ٚأة ١ٌػ٘جب ٚ
 ٌٗ الأة أٞ ؾوب ؾؼعٗ ٚاركع ِؽعبٖ

 أثت

لا أـعٍٗ أثع ا٢ثبظ ٚأثع الأث١ع ٚأثع ا٢ثع٠ٓ ٚٔمٛي ؼؾله الله عّؽا  غ٠ًٛ ا٢ثبظ  
ثع١ع ا٢ِبظ ٚأثعد اٌعٚاة ٚرؤثعد رٛزهذ ٟٚ٘ أٚاثع ِٚزؤثعاد ٚـؽـ ل١ع الأٚاثع 
ٟٚ٘ ٔفؽ اٌٛزٛل ٚلع رؤثع إٌّؿي قىٕزٗ الأٚاثع ٚرؤثع ـلاْ رٛزم ٚغ١ٛؼ أٚاثع 

ٌِٛع ثؤٚاثع اٌىلاَ ٟٚ٘ ؼؽائجٗ ٚثؤٚاثع اٌهعؽ ضلاؾ اٌمٛاغع ِٚٓ اٌّدبؾ ـلاْ 
ٟٚ٘ اٌزٟ لا رهبوً خٛظح لبي اٌفؽؾظلٍٓ رعؼوٛا وؽِٟ ثٍئَ أث١ىُ  ٚأٚاثعٞ ثزٕسً 
ٟ  أٚاثع الأنعبؼ ٚخئزٕب  الأنعبؼ ٚلبي إٌبثؽخ ٔجئذ ؾؼعخ ٚاٌكفب٘خ وبقّٙب  ٠ٙعٞ اٌ
 ثآثعح ِب ٔعؽـٙب

 أثع

ِبٌه ثٓ ظ٠ٕبؼ ِثً اٌّئِٓ وّثً نبح ِؤثٛؼح أوٍذ الإثؽح ـٟ عٍفٙب ٚعٓ  
اٌهبح اٌّؤثٛؼح ٠ٚمبي أنع ِٓ ٚضؿ الإثؽ ٚأثؽ إٌطً ٚأثؽٖ ٚرؤثؽ إٌطً لجً الإثبؼ 
ٚرمٛي اغا ؼـك الأثبؼ قسك اٌدجبؼ ِٚٓ اٌّدبؾ اثؽح اٌمؽْ ٌطؽـٗ لبي اثٓ اٌؽلبع 
ح رؿخٟ أؼٓ وؤْ اثؽح ؼٚلٗ  لٍُ أصبة ِٓ اٌعٚاح ِعاظ٘ب ٚاثؽح اٌّؽـك ٌطؽـٗ ٚاثؽ

اٌعمؽة ٚإٌسٍخ ٌهٛوزٙب ٚرمٛي لا ثع  ِع اٌؽغت ِٓ قلاء إٌطً ِٚع اٌعكً ِٓ 
اثؽ إٌسً ٚلع أثؽرٗ اٌعمؽة ثّئجؽ٘ب ٚاٌدّع ِآثؽ ِٕٚٗ أٗ ٌػٚ ِآثؽ  ـٟ إٌبـ وّب 
لبٌٛا ظثذ ث١ُٕٙ اٌعمبؼة اغا ِهذ ث١ُٕٙ إٌّبئُ ٚلبي إٌبثؽخ ٚغٌه ِٓ لٛي أربن 

ّآثؽا ٚأثؽٟٔ ـلاْ اغا اؼزبثه ٚآغان ٚرمٛي ضجئذ ألٌٛٗ  ِٚٓ ظـ أععاء ا١ٌه اٌ
 ُِٕٙ اٌّطبثؽ ـّهذ ث١ُٕٙ اٌّآثؽ

 أثؽ

2) Extract Derivation Words and Roots As Piar 
Using the All the derivation words of each root are 

extracted from the definition parts using the following 
algorithm: 

(Condition 1), examine consonants in the root: 

If all consonants letters constructing the root appeared in 
the analysed word, then continue, else the word is rejected, 
consonants letters are all the letters except vowels. For 
example, in the root "وزت" the word that doesn‟t contain "ن" , 
  , "وزجٛا"  letters is rejected. For example, the word "ة"  or "د"
is accepted and the word   "ربثٛا" is rejected , so the pair( , "وزجٛا"
 .is rejected ("ربثٛا " , "وزت") is accepted, and the pair ("وزت"

(Condition 2), examine consonants order:  

If all root‟s letters appear in the same order as the word‟s 
letters, then continue, else the word is rejected. 

For example, in the root "وزت" if any of the words contain 
 letters in deferent order than it appears in the "ة"  or "د" , "ن"
root, the word will be rejected. This implies that the pair ( ذ" ى"ث

"وزت"  ) is rejected.  

 (Condition 3), examine consonants in the word: 

If the word contains at least one of these letters,” 'ذ' ,'ج' ,'س', 
 and these ” 'غ', 'ق','ع' ,'غ' ,'ظ' ,'ض' ,'و' ,'ل' ,'ؾ' ,'ؼ' ,'غ' ,'ظ' ,'ش'
letters are not in the root then the word is rejected. For 
example, in the root "زؽج" the word "ظزؽج"  is rejected.  The 
word contains the letter "ظ" which doesn‟t exist in root letters, 
so the pair (" ظزؽج " , " زؽج") is rejected. 

 (Condition 3.1), examine replacing letter by another in the 
word"الإثعاي": 

There are exceptions for condition 3 for   "غ, ظ"  letters, if  
  may be omitted from "ظ" ,letter in the word "ؾ" comes after "ظ"
the root, for example, the word "اؾظ٘ؽ" is accepted for  "ؾ٘ؽ" 
root, so the pair ("اؾظ٘ؽ" , "ؾ٘ؽ") is accepted,  in some cases  "ظ"
 is converted to  "د"for simplifying purpose. 

if  "غ" comes after "ض, و, غ , ظ" in the word, "غ"may be 
omitted from the root, for example, the word "اصطجؽ" is 
accepted for  "صجؽ" root, so the pair (" اصطجؽ " , " صجؽ") is 
accepted,   in some cases  "غ" is converted to   "د" for 
simplifying purpose. 

(Condition 4), examine vowels in the root: 

If the root contains vowel‟s letters “ ٚ , ٞ ا , ”,  or Hamza "أ" 
it‟s not necessary to accept the root that contains  an exact 
letter. Words that contains vowel letters is accepted for the 
same root following the rule of Ebdal “اثعاي” in Arabic. For 
example, in the root "لٛي"we accept the word ي""لب , so the pair 
 .is accepted ("لبي" , " لٛي")

(Condition 5), examine vowels order: 

If all root‟s vowel letters appear in the same order as the 
word‟s  vowel letters, then the word is accepted. For example, 
in the root "لٛي" and word "لبي" the vowels are in same order, 
which is after "ق" letter and before "ي" letter, so the pair ( , "لبي"
 .is accepted (" لٛي"

If some or all of the vowel‟s letter in the root are appearing 
in deferent order, the word is a candidate but not sure true. Like 
the word “ٚعع” is not derived from the root “ٚعع”. In this case 
the word is wrongly related to the root, but in other cases is 
not, like the word “ث١ػ” and the root “ٟثؽ”. These candidate 
words are examined in all other dictionaries, if the root is the 
same, we change it to be true. So initially these pairs are 
rejected until we compare it with other dictionaries. 

(Condition 6), examine the existence of vowels: 

If some or all of vowel‟s letters in the root are not 
appearing in the word, the word is considered as a candidate 
but not sure true. For example, the word “ًل” and the root 
 In this example, the word is truly related to the root, but .”لٛي“
like the word "ْأ" it is not derived from the root "ٓأ٠". These 
candidate words are examined in all other dictionaries, if the 
root is the same, the root will be changed to a candidate root. 
Initially these pairs are rejected until it has been compared with 
other dictionaries. 

 (Condition 7), examine root for duplication letter 

If the root has a duplication letter like the root "ثدح", the 
word that has one or two "ج" letter will be accepted, like "ثدذ" 
word and "ثددذ", so these pairs are accepted,("ثدح", "ثدذ") and 
 .("ثدح", "ثددذ")

Furthermore, for this type of root the word that repeats the 
full root letters after the first full root letters will be accepted, 
for example, the word  "ثدجدذ" for the root "ثدح" , so the pair 
 .is accepted ("ثدح", "ثدجدذ")

(Condition 8), examine these rules: 
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Our work is opposite to the   root extraction algorithms 
work, they start from the derivation words to find the root. In 
our work, the root is known initially and then the derivation 
words have to be found. When the root is known, finding the 
derivation words is much easier than finding the root. We have 
used  the rules that were discovered by root extraction 
algorithm in [25]. These rules are mention below: 

Prefix letters: 

 These letters can be added only in the prefix part. They are 
:{ ة   Prefix part: is the part of the word, one or more .{ي ،ـ، ؾ، 
letters before the first letter of the root word. So if we found 
these letters in place other than prefix part, and these letters are 
not a root‟s letter this word will be rejected. In root extraction 
algorithm finding, the prefix part is a challenge, but in our 
work, we can determine the prefix part as the root is known. 
For example, the word "اٌكجبثخ" founded in the definition part of 
 ,letters are consonant in the word "ـ , ة , ة" root,  so "قجت"
the part before "ـ" letter in the word is the prefix, which is 
 can be in prefix part, so "ي"This word is accepted because  ."اي"
the pair ("اٌكجبثخ, قجت") is accepted. And "اٌكجبثخ" also founded in 
the definition part of  "أٌت" root, so "ا , ة , ة" letters are 
consonant in the word, but "ـ" is not in prefix place, its after 
 .is rejected ("اٌكجبثخ, أٌت") so the pair ,"ا"

Suffix letters:  

These letters can be added only in the suffix part. Suffix 
part: Is the part of the word, one or more letters after the last 
letter of the original root word. So if we found these letters in 
place other than suffix part and these letters are not root‟s 
letters the word is rejected. In this paper the Suffixes are 
limited to single letter suffix: {ٖ}.  

 For example, the word "ٌٗٚأ" founded in definition part of 
 "ي" letters are consonant, the part after "أ , ٚ , ي" root, so "أٚي"
letter in the word is the suffix part, which is "ٖ".  This word is 
accepted as “ ٖ”  was founded in the suffix part, so the pair 
 .is accepted ("أٌٚٗ, أٚي")

 Another example is the word "ٞٛ٘أ" founded in the 
definition part of "ٞٚأ" root, so "ٞ , ٚ , أ" letters are consonant, 
"ٖ" is not a root letter, and has not been found  in the suffix 
part, it is before "ٞ" and not after, so the pair ("ٞٚأ٘ٛٞ, أ") is 
rejected. 

Prefix-Suffix letters: 

 These letters can be found only on both sides of the word, 
i.e. in the suffix part or in the prefix part. They are :{َ, ن , ْ}. 

If these letters have been spotted in place other than prefix 
part or suffix part in the word, and these letters are not a root‟s 
letters this word is rejected. For example, the word "أٔجط" and 
the root "أثط", this word is rejected because " ْ" is not in 
prefix or suffix places, it‟s neither before "أ" nor after "ض", so 
the pair (" أٔجط, أثط") is rejected.  

All roots and their derivation words are stored in a 
database. Table 3 shows a sample from the database for “ Asas 
Al-Balaghah” dictionary after picking the derivation words. 

The database contains the roots, their derivation words, and 
the definition part for each root; derivation words were 
distinguished by putting each derivation word between 
brackets. 

TABLE III. SAMPLE OF THE DATABASE FOR “ ASAS AL-BALAGAH” AFTER 

PICKING THE DERIVATION WORDS. 

Root 
Derivatives 

Words 
Definition Part 

 زهع

زهع زهٛظا   
ٚاززهعٚا ٚرسهعٚا 
ٚرسبنعٚا ٚزهعرُٙ 
أزهعُ٘ ٚأزهعُ٘ زهعا  
زهع ِسهٛظ ٚاززهعد 
ٚاززهع ٚاززهع زبنع 
 ٚاٌسبنعْٚ زبنع رسهع

ٌمَٛ ]زهٛظا[ ٚ اخزّعٛا ٚضفٛا ]زهع[ ا 
ـٟ اٌزعبْٚ ]ٚاززهعٚا[ ]ٚرسهعٚا[ ]ٚرسبنعٚا[ 
عٍٝ الأِؽ اخزّعٛا ع١ٍٗ ِزعب١ٔٚٓ ]ٚزهعرُٙ[ 
]أزهعُ٘[ ]ٚأزهعُ٘[ زهعا  ٚعٕعٖ ]زهع[ ِٓ 
إٌبـ ٚؼخً ]ِسهٛظ[ ِسفٛظ ِدزّع ع١ٍٗ 
ِطعَٚ ]ٚاززهعد[ ٌفلاْ ـٟ وػا أععظد ٌٗ 

اخزٙع ٚثػي ٚقعٗ ]ٚاززهع[ ٌٕب ـٟ اٌع١بـخ اغا 
]ٚاززهع[ ٌٍع١بـخ اززفً ٌٙب ٚـلاْ زبـع ]زبنع[ 
ِدزٙع ـٟ ضعِزٗ ٚظ١بـزٗ ٚقع١ٗ لبي 
]ٚاٌسبنعْٚ[ عٍٝ لؽٜ الأظ١بؾ ٚاغا وبْ ٌلإثً 
ِٓ ٠مَٛ ثسٍٙب لا ٠فزؽ عٕٗ لبٌٛا ٌٙب زبٌت ]زبنع[ 
ٟ  اٌَّٙٛ.  ِٚٓ اٌّدبؾ ثذ ـٟ ١ٌٍخ ]رسهع[ عٍ

3) Extract Prefixes, Suffixes and Patterns 
Since the root and its derivation words are known, prefix, 

suffix and the pattern can be extracted from each word.   "ؾ" 
will replace the first root letter, "ع"  will replace  second root 
letter, and  "ي"  will replace the third root letter in the word. If 
the root is more than three letter length, "ي" will replace all the 
rest of the letters.  

For example in Table 3 the trilateral root is "زهع" and the 
derivation words are: 

, ٚرسبنعٚا, ٚزهعرُٙ, أزهعُ٘ ٚأزهعُ٘ زهع, زهٛظا , ٚاززهعٚا ,ٚرسهعٚا“
,زهعا , زهع, ِسهٛظ, ٚاززهعد, ٚاززهع, ٚاززهع ,زبنع ٚاٌسبنعْٚ, زبنع, 
 .رسهع "

,"ذ"  will replace  "ؾ"   "ع"   will replace  "ل", and "ي"  will 
replace  "ظ" in all derivation words for  "زهع" root. Now the 
patterns are:- 

ـعٛلا , ٚاـزعٍٛا ,ٚرفعٍٛا, ٚرفبعٍٛا, ٚـعٍزُٙ, أـعٍُٙ ٚأـعٍُٙ ,ـعلا , ـعً,  ـعً,“
 .ِفعٛي, ٚاـزعٍذ, ٚاـزعً, ٚاـزعً ,ـبعً ٚاٌفبعٍْٛ, ـبعً, رفعً "

And for quadratic root like "ؾ"  ,"ظزؽج" replace  "ظ", "ع"   
replace "ي" ,"ذ" replace "ؼ", and "ي" replace "ج" in the 
derivation words for  "ظزؽج"   root. So the derivation words 
like("ُ٘ٛاٌزعزؽج, ِزعزؽخْٛ, ظزؽخ")  the patterns will be ( ,ًٍاٌزفع"
 .(ِزفعٍٍْٛ, ـعٍٍُٛ٘"

The part of the pattern before "ؾ" is considered as prefix 
and the part of the pattern after last "ي" is considered as a 
suffix, so "ًـع" has no prefix or suffix, “ٍْٛٚاٌفبع” has "ٚاي"  
prefix and   "ْٚ" suffix. All prefixes suffixes and patterns in all 
dictionaries were collected saved in a separate database, Table 
4 shows a sample of the database for prefixes suffixes and 
patterns. 
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TABLE IV. SAMPLE OF THE DATABASE FOR PREFIXES SUFFIXES AND 

PATTERNS 

No  Word Pattern Prefix Suffix 

 اد ٚاٌّذ ٚاٌّزفعلاد ٚاٌّزصعلبد 1

 ٠ٓ ِذ ِزفع١ٍٓ ِزصعل١ٓ 2

 ُٚٔٙ أد أرفعٍُٛٔٙ أرسعثُٛٔٙ 3

 ٔبُ٘ ـؤ ـؤـعٍٕبُ٘ ـؤضؽخٕبُ٘ 4

 ٚا ٚركذ ٚركزفعٍٛا ٚركزطؽخٛا 5

 ْٚ ٚركذ ٚركزفعٍْٛ ٚركزطؽخْٛ 6

 اد ٚاي ٚاٌفبعلاد ٚاٌطبنعبد 7

 ُ٘ قٕكذ قٕكزفعٍُٙ قٕكزعؼخُٙ 8

Now our corpus contains (12000) roots, (430) prefixes, 
(4320) patterns, (720,000) word-root pair. 

IV. EXPERIMENT AND EVALUATION 

In this section a comparison between our corpus, Khoja and 
Garside corpus, Buckwalter corpus, and Al-Shawakfa et al 
corpus was conducted. The result of the comparison is shown 
in Table 5. 

TABLE V. COMPARISON BETWEEN OUR CORPUS, KHOJA AND GARSIDE 

CORPUS, BUCKWALTER CORPUS, AND AL-SHAWAKFA ET AL CORPUS 

Corpus 
No of 

root 

No of 

prefixes 

No of 

suffixes 

No of 

patterns 

No of word 

root pair 

Khoja 
and 

Garside 
corpus 

4748 11 28 46 0 

Buckwalt
er corpus 

4,749 299 618 3531 0 

Al-

Shawakfa 

et al 
corpus 

3823 8 10 73 276000000 

Our 

corpus 
12000 430 320 4320 720000 

The Table 5 shows that Khaja and Buckwalt corpuses have 
not paired each word with its root. As mention earlier, Khojas 
corpus has limited number of suffixes, prefixes and patterns. It 
has been shown that Shawakfa corpus has more suffixes, 
Prefixes and pattern in comparison with Khoja‟s corpus. Our 
corpus has the longest lists of roots, prefixes, suffixes and 
patterns. Al-Shawakfa et al corpus have the longest list of the 
word-root pair, but as mention in previous work section many 
words are semantically incorrect. 

Khoja and Garside reported 96% accuracy of her stemmer 
using newspaper text on the assumption it was evaluated on the 
developed corpus. However, details of the evaluation 
methodology are not available, the text used in evaluation and 
accuracy metrics[26]. 

Khoja and Garside algorithm was tested in many studies; it 
was tested in [10] study, the test reveals an accuracy of 34%, 
and tested in [3] study, the test reveals an accuracy of  74%. 
This is due to differences in size and type of the data sets that 
are used[4]. The main challenges or problems that faced 

authors wanted to test or compare these algorithms are the 
manual verification for a result, and the absence of a corpus 
that has the word and its root as a pair. 

 
Fig. 4. Khoja and Garside algorithm‟s accuracy before and after supplying 

Al-Shawakfa  et al corpus‟s lists 

Khojas algorithm was tested using Al-Shawakfa corpus. An 
accuracy of 34% was obtained initially. The accuracy of the 
test has increased to 55% after providing Khoja‟s algorithm 
with Al-Shawakfa corpus lists, see Figure 4.  

Khoja and Garside algorithm was tested on the newly 
developed corpus to compute the accuracy of their algorithm. 
Khoja and Garside Algorithm achieved about (63%) average 
accuracy. This is due to many factors: 

Restricting the result for just (4748) roots, (3,822) trilateral 
roots, (926) quadrilateral roots. It has ignored (7252) roots,  for 
example, the word "ٗٔاثب" is stemmed is to the wrong root "ٓث١", 
because the root "أثت"is missing. 

Missing a very large number of prefixes, suffix, and 
patterns, for example, the word "زٛقت" is not stemmed, 
because it is missing the pattern "ًـٛع". 

 
Fig. 5. Khoja and Garside algorithm‟s accuracy before and after supplying 

our corpus‟s lists 

Another test was conducted on Khoja and Garside 
algorithm after supplying the newly developed corpus with our 
lists of roots, prefixes, suffixes, and patterns. Khoja and 
Garside algorithm has achieved (84%) average accuracy. 
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Figure 5 shows Khoja and Garside algorithm accuracy average 
rate before and after supplying the newly developed corpus‟s 
lists . 

V. CONCLUSION AND FUTURE WORK 

In this work, a new corpus has been developed based on 
traditional manual Arabic dictionaries “mu‟jams”. The 
developed corpus was built mainly for testing, comparing and 
enhancing Arabic root extraction algorithms; we automatically 
extracted from these dictionaries (12000) roots, (430) prefixes, 
(320) suffixes, (4320) patterns, (720,000) word-root pair.  

The developed corpus covers all types of words and all 
roots. It contains each word paired with its root.  The 
developed corpus will save a lot of time and effort compared 
with the manual corpus previously used for testing purposes.  

There is no need for the manual verification usually done 
by consulting Arabic language experts.  Arabic root extraction 
algorithms can test and compare their finding using the newly 
automated corpus.  

 Khoja and Garside Arabic root extraction algorithm was 
tested using the developed corpus. The test has given results 
with (63%) accuracy.  

The test was carried out after supplying it with our lists of 
roots prefixes, suffixes, and patterns the accuracy of it becomes 
84%.  

We plan to enhance the accuracy of Khoja and Garside 
algorithm and solve problems such as affix ambiguity, Ebdal 
and Eqlab, stop words, foreign words and the problem with one 
solution. 

REFERENCES 

[1] B. Hammo, F. Al-Shargi, S. Yagi and N. Obeid, "Developing tools for 
Arabic corpus for researchers," Paper presented at the Second Workshop 
on Arabic Corpus Linguistics (WACL-2), 2013. 

[2] M. N. Al-kabi and R. AL-Mustafa, "Arabic root based stemmer," 
Proceedings of the International Arab Conference on Information 
Technology, 2006. 

[3] S. Ghwanmeh, S. Rabab'Ah, R. Al-Shalabi and G. Kanaan, "Enhanced 
algorithm for extracting the root of Arabic words," Sixth International 
Conference on Computer Graphics, Imaging and Visualization, pp. 388-
391, 2009. 

[4] M. N. Al-Kabi, S. A. Kazakzeh, B. M. Abu Ata, S. A. Al-Rababah and I. 
M. Alsmadi, "A novel root based Arabic stemmer," Journal of King 
Saud University-Computer and Information Sciences, pp. 94-103, 2015. 

[5] K. Taghva, R. Elkhoury and J. Coombs, "Arabic stemming without a 
root dictionary," In Information Technology: Coding and Computing, 

International Conference, IEEE, pp. 152-157, 2005.  

[6] R. Alshalabi, "Pattern-based stemmer for finding Arabic roots," 
Information Technology Journal, pp. 38-43., 2005. 

[7] R. Al-shalabi and M. Evens, "A computational morphology system for 
Arabic," In Proceedings of the Workshop on Computational Approaches 
to Semitic Languages. Association for Computational Linguistics., pp. 
66-72, 1998. 

[8] Q. Yaseen and I. Hmeidi, "Extracting the roots of Arabic words without 
removing affixes," Journal of Information Science, pp. 376-385, 2014. 

[9] I. I. Hmeidi, R. F. Al-Shalabi, A. T. Al-Taani, H. Najadat and S. A. Al-
Hazaimeh, "A novel approach to the extraction of roots from Arabic 
words using bigrams," Journal Of The American Society For 
Information Science And Technology, vol. 61, no. 3, pp. 583-59, 2010. 

[10] E. Al-shawakfa, A. Al-Badarneh, S. Shatnawi, K. Al-Rabab‟ah and B. 
Bani-Ismail, "A comparison study of some Arabic root finding," Journal 
Of The American Society For Information Science And Technology, 
vol. 61, no. 5, pp. 1015-1024, 2010. 

[11] S. Al hakeem, G. Shakah, B. Abu Saleh and N. Thalji, "Developing an 
effective light stemmer for Arabic language information retrieval," 
International Journal of Computer and Information Technology, vol. 5, 
no. 1, pp. 55-59, 2016.  

[12] S. Khoja and R. Garside, "Stemming Arabic text," Lancaster, UK, 
Computing Department, Lancaster University, 1999. 

[13] T. Buckwalter, "Buckwalter Arabic morphological analyzer," 2002.  

[14] M. Sawalha and E. Atwell, "Constructing and Using Broad-coverage 
Lexical Resource for Enhancing Morphological Analysis of Arabic," In 
Proceedings of the Seventh conference on International Language 
Resources and Evaluation (LREC'10), European Language Resources 
Association (ELRA), pp. 282-287, 2010. 

[15] A. Al_Farahidi, Kitab al-‟Ayn. No publication date or place. 

[16] M. Ibn Manzur, “Lisan Al-Arab.” No publication date or place. 

[17] A.-M. Al-Zabidi, Tag Al-„Arus Min Gawahir Al-Qamus. No publication 
date or place. 

[18] A.-A.-Q. Al-Zamahshari, Asas Al-Balagah. No publication date or 
place. 

[19] A. A.-F. Al-Mutrazi, Al-Mugrib Fi Tartib Al-Mu„Rib. No publication 
date or place. 

[20] A. B. Al-Razi, Mukhtar Al-Sihah. No publication date or place.  

[21] A. Al-Fayyumi, Al-Musbah Al-Munir Fi Garib Al-Sharh Al-Kabir. No 
publication date or place. 

[22] A. A.-Q. Al-Sahib Bin „Abbad, Al-Muhit Fi Al- Luga. No publication 
date or place. 

[23] A. N. Al-Farabi, Al-Sihah Fi Al-Luga. No publication date or place. 

[24] M. Kheder, Kalemat Al-Quraan Al-kaream, 2012.  

[25] R. Sonbol, N. Ghneim and M. S. Desouki, "Arabic morphological 
analysis: a new approach," In Information and Communication 
Technologies: From Theory to Applications, 3rd International 
Conference, IEEE, pp. 1-6, 2008.  

[26] M. Sawalha and S. Salem, "Open-source resources and standards for 
Arabic word structure analysis: fine grained morphological analysis of 
Arabic text corpora," University of Leeds, 2011. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

237 | P a g e  

www.ijacsa.thesai.org 

Fault Attacks Resistant Architecture for KECCAK 

Hash Function

Fatma Kahri, Hassen Mestiri, Belgacem Bouallegue, Mohsen Machhout 

Electronics and Micro-Electronics Laboratory (E.µ.E.L), Faculty of Sciences of Monastir,  

University of Monastir, Tunisia

 

 
Abstract—The KECCAK cryptographic algorithms widely 

used in embedded circuits to ensure a high level of security to any 

systems which require hashing as the integrity checking and 

random number generation. One of the most efficient 

cryptanalysis techniques against KECCAK implementation is the 

fault injection attacks. Until now, only a few fault detection 

schemes for KECCAK have been presented. In this paper, in 

order to provide a high level of security against fault attacks, an 

efficient error detection scheme based on scrambling technique 

has been proposed. To evaluate the robust of the proposed 

detection scheme against faults attacks, we perform fault 

injection simulations and we show that the fault coverage is 

about 99,996%. We have described the proposed detection 

scheme and through the Field-Programmable Gate Array 

analysis, results show that the proposed scheme can be easily 

implemented with low complexity and can efficiently protect 

KECCAK against fault attacks. Moreover, the Field-

Programmable Gate Array implementation results show that the 

proposed KECCAK fault detection scheme realises a 

compromise between implementation cost and KECCAK 

robustness against fault attacks. 

Keywords—Cryptographic; KECCAK SHA-3; Fault detection; 

Embedded systems; FPGA implementation 

I. INTRODUCTION 

In August 2015, the cryptographic hash algorithm SHA-3 
was finalised by the National Institute of Standard and 
Technology (NIST), when the KECCAK algorithm was 
adopted. Currently, the KECCAK algorithm replaced the 
Secure Hash Algorithm (SHA-2) which has been in use since 
2009 [1-2]. 

Currently, various hardware implementation architectures 
and optimisations of KECCAK algorithm have been proposed 
for different applications and their performances have been 
evaluated by using ASIC and FPGA [3-7]. 

Improving the performance of the KECCAK circuits is a 
critical problem when the circuits are used in embedded 
systems. Cryptographic algorithm KECCAK is currently used 
in a very large variety of scenarios as the financial transactions, 
which has high security requirements. Moreover, the necessity 
to secure the KECCAK algorithm against various attacks as 
fault injection attacks [8-9] 

KECCAK hash function is used for data integrity in 
conjunction with digital signature schemes. Also, for several 
reasons a message is typically hashed first. Then, the hash-
value, as a representative of the message, is signed in place of 
the original message [10-11]. 

Yet, the malicious injected and the natural faults decrease 
the KECCAK robustness in may cause secure data leakage in 
non-secure implementation. The injected faults are caused by 
ambient environment, power consumption, computation time 
or electromagnetic radiation; the cryptographic systems are 
sensitive to these errors. We noted that the random errors are 
presenting false results which make these systems unreliable. 
Also we can inject faults temporarily in the cryptographic 
system in reason to retrieve the secret key or state. Many error 
detection schemes have been implemented to make a robust 
hardware design and to secure cryptographic systems against 
faults injection attacks [12-21]. 

In [12] Bayat-Sarmadi et al. proposed a new fault detection 
scheme for the KECCAK hash function. This is based on 
rotated by a random number before each round operation, and 
shifted back after KECCAK operations without changing the 
results. Then, they implement another copy of the hardware 
KECCAK algorithm to perform a comparison between the two 
copies results. Moreover, they perform fault attacks 
simulations and they show that the detection capability of close 
to 100% is derived. 

Luo et al. presented in [20] a new detection scheme based 
on parity checking in reason to protect the operations 
KECCAK. This scheme consists of comparing the parity inputs 
with the parity outputs of each operation. The simulation 
security results show that the scheme leads to high security 
against fault attacks. 

In this paper, we proposed a new fault detection scheme for 
obtaining an efficient KECCAK implementation with a high 
level of security against faults attacks. This scheme based on 
the scrambling technique to secure KECCAK algorithm. 

The paper is organised as: Section 2 describes the 
background knowledge. In Section 3 we present the KECCAK 
design. Section 4 presents the KECCAK fault detection 
scheme. Section 5 deals with the detection capability 
evaluation of the proposed architecture. In Section 6, the FPGA 
implementation results and performances are discussed and 
compared. Finally, in Section 7, we conclude the paper. 

II. PRELIMINARIES 

A. Algorithm KECCAK 

The KECCAC algorithm is based on the sponge 
construction. The KECCAK hash function is the permutation f. 
This is applied to a fixed length state of b, with b = r + c; c is a 
capacity, r is a bit rate. The higher security and speed level 
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correspond to higher values of c and r respectively. The hash 
procedure is as follow: first, to get a fixed size message, the 
input message is padded. Then, five internals steps are applied 
for each round. Finally, the squeezing phase occurs. The 
sponge function is composed of two phases: Absorbing and 
squeezing phases. Figure 1 shows the Sponge Function. 

 
Fig. 1. Sponge Function 

The state is composed of an array of 5×5 lanes. w is a 

length of lane, when w {1, 2, 4, 8, 16, 32, 64}, and (b = 25w). 
The sponge construction is applied to KECCAK-f, so we 
applied the padding to the message input for obtaining the 
KECCAK-f [r,c]. With c is capacity and r is bitrate. All the 
operations on the indices are done modulo 5. A signify the 
complete permutation state array, and A[x,y] show a particular 
lane in that state. The intermediate variables are B[x,y], C[x] 
and D[x]. RC[i] present the round constants. While the 
constants R[x,y] are the rotation offsets. The binary cyclic shift 
operation is indicated by Rot (w,r). The bit is shifted by 
position i to position i + r (modulo the lane size). The constants 
R[x,y] are the cyclic shift offsets and are specified in Table 1. 

TABLE I.  CONSTANTS R[X,Y] OF KECCAK ALGORITHM 

 X=3 X=4 X=0 X=1 X=2 

Y=2 25 39 3 10 43 

Y=1 55 20 36 44 6 

Y=0 28 27 0 1 62 

Y=4 56 14 18 2 61 

Y=3 21 8 41 45 15 

Table 2 shows the constants rounds RC[i]. These values are 
specified in hexadecimal notation for lane size 64. The hash 
function KECCAK-f consists of 24 rounds, there are identical. 

The process for each round has had five steps: Theta (),     

Rho (ρ), Pi (π), Chi (χ) and Iota (). They feature simple logical 
operations and permutations of the state bits. Should be noted 

that the initial state is all zero and in each round, the introduced 
data is mixed with the current state. 

TABLE II.  VALUE OF RC[I] CONSTANT 

RC[0]   0x0000000000000001 RC[12]   0x000000008000808B 

RC[1]   0x0000000000008082 RC[13]   0x800000000000008B 

RC[2]   0x800000000000808A RC[14]   0x8000000000008089 

RC[3]   0x8000000080008000 RC[15]   0x8000000000008002 

RC[4]   0x000000000000808B RC[16]   0x800000000000808B 

RC[5]   0x0000000080000001 RC[17]   0x8000000000000080 

RC[6]   0x8000000080008081 RC[18]   0x000000000000800A 

RC[7]   0x8000000000008081 RC[19]   0x800000008000000A 

RC[8]   0x000000000000008A RC[20]   0x8000000080008081 

RC[9]   0x0000000000000088 RC[21]   0x8000000000008080 

RC[10]   0x0000000000008082 RC[22]   0x0000000080000001 

RC[11]   0x000000080000000A RC[23]   0x8000000800008008 

 step: 

C[x]=A[x,0] A[x,1] A[x,2] A[x,3] A[x,4]

D[x]=C[x-1] rot(C[x+1],1)

A[x,y]=A[x,y] D[x]

   





      (1) 

 and  steps: 

B[y,2 x+3 y]=rot(A[x,y],r[x,y])                                      (2) 

 step: 

A[x,y]=B[x,y] ((notB[x+1,y]) and B[x+2,y])          

(3) 

1 Step: 

A[0,0]=A[0,0] RC                                                         (4) 

B. Fault Injection Attacks 

Among the techniques that can break the cryptographic 
algorithms, we find the fault injection attacks. This technique is 
to inject one or several faults during the hash process and to 
use the erroneous output to extract the secret information. 

III. KECCAK IMPLEMENTATION 

A. Implementation details of KECCAK 

Figure 2 shows the block diagram of proposed KECCAK 
architecture. This architecture takes 1600-bit for the inputs 
data. Then it performs the padding operation and the hash 
process. The output data is 512-bit. 

The architecture of KECCAK consists of four modules: (1) 
the Input/Output Interface, (2) the Control Unit, (3) the Padder 
Unit, and (4) the KECCAK Round. 
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Fig. 2. Block Diagram KECCAK 

 Input/Output Interface is the input blocks. The input 
data is 1600-bit length while the output is 512-bit wide. 
So the Input/output interface has to buffer the 
information data. 

 Control Unit is used to ensuring the synchronisation 
between all modules. 

 Padder Unit implements the padding operation and the 
inversions per byte procedure and has an output of 
1600-bit which is the sponge function of KECCAK. 
Then a 2-to-1 multiplexer drives the output data from 
padder to the primary KECCAK components. 

 KECCAK Round is the main component of proposed 
design. It requires 25 clock cycles to produce the 512-
bit message digests where each clock cycle requires the 
previous round, as well as the constant value RC at the 
start of the each round. 

The KECCAK round is composed of five components 
(Figure 3): 

 Theta component : this operation is performed in three 
steps: the first step, it takes the input message bits and 

computes the addition modulo 2 between the lanes at 
each matrix column. The results are five xored columns. 
The second step, those columns are left rotated by one 
bit and xored again with the results of previous 
operations. Finally step, the results of the second step 

are driven to a finally XOR stage with the component  
input lanes. 

 Rho component ρ: this operation performs rotations left 
each lane where the rotation number per lane is 
obtained from the remainder of the division between the 
fixed values and the length of the lanes. 

 Pi component π: the Pi component is a simple operation 
was used instead of logic operations to modify the 
position between the lanes according to the 
specifications. In addition, logic operations (AND, 
XOR and NOT) between the lanes are used by the 
component. These functions are applied to entire rows 
of lanes for each row. 

 Chi component : there are five rows of five lanes, the 
Chi component implement 25 NOT, 25 AND and 25 
XOR of 64-bit logic gates. 
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 IOTA component : the final component realises an 
addition modulo 2 between the round constant value 
and the first lane (1599-1536). 

 
Fig. 3. The Structure of KACCAK Round 

B. FPGA Implementation of KECCAK Architecture 

In this subsection, we present the hardware FPGA 
implementation of the proposed KECCAK architecture. The 
hardware description was performed via the VHDL language, 
simulated by ModelSim simulator and synthesised using ISE 
XILINX 14.1. The FPGA platform used is the Virtex-5. 

Table 3 illustrated the occupied slices number; throughput 
(Gigabits per second), frequency (MegaHertz) and the 
efficiency (Gigabits per second per slices). 

The data throughput and efficiency are calculated by 
equation 5 and equation 6 respectively. 

bit frequency
Throughput

clock cycles


                                              (5) 

Throughput
Efficiency

Area
                                                      (6) 

Table 3 shows that the proposed KECCAK architecture 
necessitates 1356 slices for 296.5 MHz working frequency and 
11.86 Gbps throughput. 

TABLE III.  FPGA KECCAK IMPLEMENTATION: COMPARISON 

Design 
Area 

(Slice) 
Frequency 

(MHz) 
Throughput 

(Gbps) 
Efficiency 

(Mbps/slices) 

[22] 1414 271 12.3 8.68 

[23] 2640 122 5.2 - 

Proposed 1356 296.5 11,86 8.95 

In addition, Table 3 presents a comparison between the 
proposed KECCAK designs and other previous works. 
Compared to [22] and [23], the proposed architecture has the 
lowest area and the highest working frequency. From hardware 
performances viewpoint, the proposed architecture requires 
1356 slices for 296.5 MHz working frequency while the 
KECCAK design in [23] requires 2640 slices with 122 MHz 
working frequency. Although the design in [22] increases the 
throughput compared to our work, the proposed design is more 
efficient from area and frequency viewpoint. Therefore, our 
design realises a trade-off between the implementation 
hardware performances. 

IV. PROPOSED FAULT DETECTION SCHEME FOR THE 

KECCAK 

In this section, we present the proposed scheme to protect 
the hardware KECCAK implantation against the fault injection 
attacks. 

Duplicated the KECCAK hardware design means that the 
hash process data is duplicated. Therefore, two KECCAK 
round execute simultaneously. It is simple to scramble the 
KECCAK slices between two KECCAK rounds by using the 
hardware duplication technique. 

We applied the scrambling technique at the end of each 
KECCAK operation. In other words, we applied this technique 
at the end of Theta, Rho, Pi, Chi and Iota. 

Then, if a fault is injected into one data hash path, it causes 
faulty data process on the other data hash path. 

The advantage of the proposed architecture is that this 
method avoids the fault injection attacks and does not modify 
the exact KECCAK Round process in the absence of attacks. 

In this work, in order to increase the robustness against the 
fault attacks, we applied the scrambling at the bit level which 
means that each bit of the first data hash path is scrambling 
with the corresponding bit in the second data hash path 

The proposed methodology is presented in Figure 4. 

The slice KECCAK half (in data path 1) are scrambled with 
the KECCAK slice (in data path 2). The bit level scrambling 
technique causes a robust KECCAK design. In addition, in 
terms of hardware implementation, it is effortless to implement 
this technique. Also, it does not augment the implementation 
complexity level. 
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Fig. 4. Technique of scrambling in KECCAK operation

V. FAULT DETECTION ANALYSIS 

Many experiences of faults injection attacks were 
performed using the VHDL language to verify the robustness 
of the KECCAK architecture against the fault injection attacks. 
We considered two types of faults: 

 Single-bit faults mean that one bit in the data hash path 
is changed. 

 Multiple-bit faults mean that more than one bit in the 
data hash path is changed. 

 The single-bit and the multiple-bit faults are injected into 
all KECCAK operations where the erroneous bits number for 
the multiple-bit faults varies from 1 to 16. For this purpose, we 
developed a simulation fault model as shown in Figure 5. 

The KECCAK detection scheme is tested using 17 tests 
different by fault multiplicity where each fault pattern is 
composed of 1000000 faulty vectors. The vector's length is 64 
bits. The simulation faults attacks results are shown in Figure 
6. 

 

Fig. 5. Simulation model for fault attacks

 

KECCAK DATA PATH 1 

0,0 0,1 0,2 0,3 0,4  0,0 0,1 0,2 0,3 0,4 

1,0 1,1 1,2 1,3 1,4  1,0 1,1 1,2 1,3 1,4 

2,0 2,1 2,2 2,3 2,4  2,0 2,1 2,2 2,3 2,4 

3,0 3,1 3,2 3,3 3,4  3,0 3,1 3,2 3,3 3,4 

4,0 4,1 4,2 4,3 4,4  4,0 4,1 4,2 4,3 4,4 

           

0,0 0,1 0,2 0,3 0,4  0,0 0,1 0,2 0,3 0,4 

1,0 1,1 1,2 1,3 1,4  1,0 1,1 1,2 1,3 1,4 

2,0 2,1 2,2 2,3 2,4  2,0 2,1 2,2 2,3 2,4 

3,0 3,1 3,2 3,3 3,4  3,0 3,1 3,2 3,3 3,4 

4,0 4,1 4,2 4,3 4,4  4,0 4,1 4,2 4,3 4,4 
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Fig. 6. Detection capability against fault attacks

As shown in Figure 6, the undetectable faults percentage 
decreases considerably when the fault multiplicity augmented. 
In the random faulty bit case, the percentage of the 
undetectable faults is about 0.004% which means that the 
detection capability percentage achieves 99.996%. 
Consequently, the proposed KECCAK detection scheme 
guarantees a high security level against fault attacks. 

VI. FPGA IMPLEMENTATION 

In this section, we present the hardware FPGA 
implementation of the original KECCAK and the protected 
KECCAK designs. The hardware description was performed 
via the VHDL language the proposed architectures are 
simulated by ModelSim simulator and synthesised using ISE 
XILINX 14.1. The FPGA platform used is the Virtex-5. 

Table 4 illustrated the occupied slices number; throughput 
(Gigabits per second), frequency (MegaHertz), the frequency 
and throughput degradations and the area overhead, for the 
protected and the unprotected KECCAK implementation. 

TABLE IV.  KECCAK FPGA HARDWARE IMPLEMENTATION: RESULTS 

AND COMPARISON 

Design 
Area (Slice) 
(Overhead) 

Frequency (MHz) 
(Degradation) 

Throu. (Gbps) 
(Degradation) 

Original 

KECCAK 
1356 296.5 11,86 

Protected 
KECCAK 

2260 
(66.66%) 

291.3 
(1.75%) 

11,65 
(1.77%) 

As seen in Table 4, the original KECCAK hash function 
requires 1356 occupied slices for 296.5 MHz maximal 
frequency. However, the proposed protected KECCAK 
requires 66.66% more occupied slices and the maximal 
frequency decreased by 1.75% than the original KECCAK. 
Also, the proposed secured design causes 1.77% throughput 

degradation. Thus, our proposed KECCAK design realises a 
compromise between implementation cost and KECCAK 
robustness against fault attacks. 

VII. CONCLUSION 

In this work, to improve the KECCAK safety, we proposed 
a new KECCAK fault detection scheme based on scrambling 
technique. We discuss the robustness of the proposed 
KECCAK architecture against fault attacks. We implemented 
the architectures: the original and the protected KECCAK on 
FPGA Virtex-5. Compared to the original implementation, the 
proposed KECCAK achieves 99.996% fault coverage and 
causes a very little frequency and throughput degradations. In 
the future works, we will try to protect the KECCAK 
architecture against the power attacks. 
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Abstract—The use of the combination of photovoltaic energy 

source and the wind energy source as a hybrid configuration has 

become an alternative solution to produce power energy to fed 

industrial and domestic applications. In order to fully exploit the 

energy provided by both sources and ensure a very high 

efficiency it is necessary to oblige the hybrid power system to 

produce the maximum possible power. Indeed, in the 

applications based on renewable energy, power converters are 

used as an essential element that can help the global energy 

system to extract maximum power. This paper focuses on 

developing and optimising of a new architecture for hybrid 

photovoltaic generator (PVG) / wind turbine generator (WTG) 

power energy. To obtain the maximum power, two kinds of 

MPPT procedures have been used: the first is based on MPPT 

(P&O) sliding mode control (MPPTSMC) for the photovoltaic 

generator (PVG), and the second is a control based on MPPT 

current control (MPPTCC) approach and that for the wind 

turbine generator (WTG). In addition, the proposed hybrid 

power system can work very well under changes of climatic 

conditions, such as irradiation and wind speed. On the other 

hand, in order to maintain dc-link at a desired and stable value, 

during these variations, we have integrated a boost converter 

controlled by a sliding mode controller (SMC). A simulation 

model for the hybrid power system has been carried out using 

PSIM tools. 

Keywords—(PVG)/(WTG) Hybrid system; (MPPTSMC); 

(MPPTCC); Wind turbine generator (WTG); Photovoltaic 

generator (PVG) 

I. INTRODUCTION 

The electricity demand is rapidly growing all over the 
world. Indeed, photovoltaic and wind power sources produce a 
large amount of energy and are able to cover this need. A 
system of energy production based on a photovoltaic generator 
(PVG)/wind turbine generator (WTG) hybrid system can be 
used in two famous applications namely: standalone 
application [1], [2], [3] and grid-connected applications [4], 
[5]. In  addition,  a  hybrid  power  system  may  also include  
power converters, a storage system  and a control  unit for  load  
management.  Nevertheless,  to  satisfy  load  request,  the  
system  should  present  a  good  exploitation  and  a  high  
general efficiency . For that, it is necessary to extract the 
maximum of power from these two energy sources.  MPPT is a 
necessary part in (PVG)/(WTG) hybrid system configuration.  

Various  techniques  of  maximum  power  tracking (MPPT) 
have  been  considered  in  renewable  power applications.  For 
the photovoltaic generator (PVG), the perturbation and 
observation (P&O) method allow MPP tracking even in 
changing environmental conditions [6], [7]. For the wind 
turbine generator applications, various methods have been 
developed in [8], [9]. Sliding mode control is used, in many 
research studies, to track the maximum power point (MPP) in 
photovoltaic applications [10], [11] [12], [13].The  main  
advantage  of  the  sliding  mode  technique  is  the  simplicity  
of  implementation,  robustness,  and  the  great  performance. 
In this work two types of MPPT procedure have been used: the 
first is based on MPPT (P&O) sliding mode control 
(MPPTSMC) for the photovoltaic generator (PVG), the second 
is based on MPPT current control (MPPTCC) approach for the 
wind turbine generator (WTG). In this research, the renewable 
hybrid source of energy is used to supply continuous power to 
the standalone application. So, in order to achieve a constant 
dc-link voltage, a robust sliding mode control (SMC) controller 
is applied to a dc-dc boost converter interposed between the 
two sources and the used load.  

A number of researches have discussed the control of 
different configurations architecture for hybrid (PVG/WTG) 
system energy [1], [2], [3],[4], [5]. While the present paper is 
the first one, to the best of the authors’ knowledge, whose 
propose a new architecture based on two dc-dc buck converters 
coupled in parallel, cascaded with a dc-dc boost converter. 

This paper is organised as follows: In Section 2, the global 
hybrid energy system is described. In Section 3, the dc-dc 
power stage is analysed. The Modeling of the battery bank is 
presented in Section 4. The theoretical study of control 
strategies is discussed in Section 5. The simulation results 
under PSIM software tools are interpreted in Section 6. The 
conclusion is addressed in the last of this work. 

II. GLOBAL (PVG)/(WTG) HYBRID SYSTEM 

The proposed  hybrid system consists of a wind turbine 
generator (WTG), a permanent magnet synchronous  generator 
(PMSG), a three phase uncontrolled rectifier converter, a 
photovoltaic generator (PVG), two dc-dc buck power 
converters, a dc-dc boost power converter, a common battery 
bank storage  and a load connected, as shown in Figure 1. 
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Fig. 1. The global (PVG)/(WTG) hybrid system. 

A. Modelling of the photovoltaic generator(PVG) 

A photovoltaic cell can be described by the equivalent 
circuit diagram in Figure 2, constituted by a source of current 
Iph, depending on the photovoltaic irradiance in parallel with a 
diode and a shunt resistor Rsh, the all in series with a resistance 
Rs. The simplified equivalent electric system of a photovoltaic 
cell designated by the coming equations [14], [15]: 
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Fig. 2. The equivalent electric circuit of a photovoltaic cell 

Where q is the charge of the electron, A is diode ideality 
factor, k is Boltzmann’s constant, and T is the cell’s operating 
temperature in kelvin. IS is the cell dark saturation current. ISC 

is the short-circuit current, KI is the temperature coefficient of 
the cell’s short circuit (Amperes/ K), TRef is the cell reference 
temperature in kelvin, S is the solar irradiance in W/m

2
 and Sr 

represents the reference solar irradiance (W/m
2
),Sr= 

1000(W/m
2
). VOC is the open-circuit voltage at reference 

temperature TRef. IRS is the cell’s reverse saturation current in 
ampere at TRef, and the solar radiation 1000(W/m

2
). Egap is the 

band-gap energy of the semiconductor used in the cell. 

The characteristics Ppv(Vpv), Ipv(Vpv) under different 
irradiance levels is shown in Figure 3 and the characteristic 
Ppv(Vpv), Ipv(Vpv) under different temperature is shown in 
Figure 4. As illustrated in the figures, the temperature have a 
commanding influence on the open circuit voltage VOC, and 
photovoltaic irradiance has an impact on the short-circuit 
current. 

 
(a) 

 
(b) 

Fig. 3. Photovoltaic generator characteristics under different level of 

irradiance and at (25°C): (a) Ipv=f(Vpv), (b) Ppv=f(Vpv) 
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(a) 

 
(b) 

Fig. 4. Photovoltaic generator characteristics under different level of                                   

temperature and at 1000(W/m2): (a) Ipv=f(Vpv), (b) Ppv=f(Vpv) 

B. Modelling of the wind turbine  generator (WTG) system 

In general, a wind turbine generator (WTG) system consists 
of a wind turbine with blades which takes the energy of the air 
mass in motion,  a synchronous machine with permanent 
magnets for the electromechanical conversion, a three phase 
uncontrolled rectifier, which makes the (AC/DC) electric 
conversion. 

a) Modelling of the wind turbine (WT) 

A wind turbine (WT) is a machine that converts wind 
energy into mechanical energy. The power developed by a 
(WT) is demonstrated [16] by: 

2 31
( , )

2
turbine p VP C R V                                                     (7) 

Where R  is the radius of the (WT), VV  is the wind speed, 

 is the air density, 
pC ( , )   is the power coefficient,   is the 

tip speed ratio and   is the pitch angle. In this work   is fixed 

to zero.  The tip speed ratio is defined by: 

turbine

V

R

V


                                                                      (8) 

Where turbine  is the angular velocity of the rotor of the 

(WT). The curve of the output power of the wind turbine (WT) 
versus to different level of wind speed is shown in Figure 5. 

 
Fig. 5. Output power of the (WT) versus to different level of wind speed 

b) Modelling of the permanent magnetic synchronous 

generator (PMSG)  

These types of generators are the most used, in the category 
of small wind turbine generator (SWTG) for its low cost and 
simplicity. The mathematical model of the (PMSG) is given 
[17] by: 

q

q S q q e d d e m

di
v R i L L i

dt
                               (9)

d

d S d d e q q

di
v R i L L i

dt
                            (10) 

Where SR is the stator winding resistance; dL and qL  are 

stator inductances in direct and quadrature axis, respectively; 

di and qi are the currents in direct and quadrature axis, 

respectively; e is the electrical angular speed of the generator; 

m is the amplitude of the flux linkage. The expression for the 

electromagnetic torque can be described as: 

 
3

2
em d q q d q m

P
T L L i i i

          
                                   (11) 

Where P is the number of poles pairs. The relation between 

electrical angular speed e  and mechanical angular speed 

turbine  is expressed by: 

2
e turbine

P
                                          (12) 

c) Modelling of the three phase uncontrolled rectifier  

Figure 6 shows the PMSG with a three phase diode 

rectifier. SR  is the stator resistance, SL  is the stator 

inductance of PMSG. The instantaneous voltage (phase a) of 
(PMSG) are given by [18]: 

sin( )an mV V t                                                                  (13) 
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Where, mV  is the peak value of phase voltage. The dc 

voltage and current output depend on the generator voltage and 
current as follows: 

3 3 3 6
dc m m effV V P   

 
                                         (14) 

6
dc aI I


                                                                         (15) 

Where m eff is the amplitude of the flux linkages (Wb).  

dcV  and dcI  are average output voltage and current of the 

rectifier, and aI  is the output current of the generator (phase a). 

 

Fig. 6. (PMSG) with three phase diode rectifier 

III. (DC-DC) POWER STAGE 

(DC-DC) the power converter is an electronic circuit that 
converts a source of dc current from one voltage level to 
another. In this paper, two dc-dc buck converters and a dc-dc 
boost converter are used in order to achieve a high efficiency 
of the hybrid system. This section describes the mathematical 
model and the design of these power converters [19]. 

A. (DC-DC) Buck converter 

(DC-DC) a buck converter, illustrated in Figure 7 is used in 
our work as an intermediate between the photovoltaic 
generator (PVG), wind turbine generator (WTG) and the load 
to extract the maximum power from these two sources.  We 
can easily deduce the average output voltage and current in the 
load as [19]: 

(1 )

o buck in

o buck L

V V

I I

 


  

                                                              (16) 

With 0 1buck    

 

Fig. 7. Basic schema of (dc-dc) buck converter 

B. (DC-DC) boost converter 

In this power converter illustrated in Figure 8, the average 
output voltage is greater than the input voltage. The average 
output voltage and current in the load are given by [19]: 

1
( )
1

(1 )

o in

boost

o boost L

V V

I I


 



  



                                                         (17) 

With 0 1boost            

 

Fig. 8. Basic schema of (dc-dc) boost converter 

IV. MODELING OF THE BATTERY BANK 

Different types of battery models are presented in the 
literature [20]. In this wok the linear model is used as the 
battery model. This model consists of an ideal battery with 

open-circuit voltage, 0E and an equivalent series resistance, 

SR . battV  represents the terminal voltage of the battery. This 

terminal voltage can be obtained from the open circuit tests as 
well as from load tests conducted on a fully charged battery. 
Figure 9 illustrated the linear model of the battery. 

 
Fig. 9. Basic schema of the battery linear model 

V. CONTROL STRATEGIES OF THE (PVG)/(WTG) HYBRID 

SYSTEM  

A. Maximum power tracking strategies the (PVG)/(WTG) 

hybrid system 

1) MPPT (P&O) Technique: 
Perturb and Observe (P&O) is one of the MPPT techniques. 

This method uses the (voltage/current) to compute maximum 
power. As its name indicates, this method works by perturbing 
and observing the impact of the system regulation on the 
output power of the renewable energy sources [21]. Figure 10 
shows (P&O) algorithm flowchart. 
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Fig. 10. (P&O) algorithm flowchart 

2) Maximum tracking control strategy for the (WTG): 
The aim of the MPPT technique is to set the power 

coefficient pC to its maximal value. p p maxC C , corresponding 

to the opt  [22-23]: 

opt

opt VV
R


                                                      

(18) We deduce the maximum value of the power of the 
(WTG) as: 

3

max opt turbineP K                                      (19)

 The optimal torque allowing the (MPPT) is given by: 

2

_em ref opt turbineT K                                                            (20) 

Where 

2 3

max0.5 ( )opt p

opt

R
K R C 


                                              (21) 

The dc-dc buck converter is used to track the maximum 
power of the PMSG at any wind speed. In this work the (P&O) 

algorithm is used to generate a reference current refI , which is 

compared to the measured battery current battI . After that, the 

error between refI , and battI is passed through a PI controller. 

The output of the PI controller is added to the measured 

voltage of the combination of the two sources hybridV  and 

divided by the measured output voltage of the uncontrolled 

rectifier dcV to generate the duty cycle. The duty cycle 

generated is used to produce the right PWM pulse for the 
switch of the dc-dc buck converter. Finally, the PMSG will 
work under the desired condition. In the other hand, when the 
wind reaches a certain speed, the available wind power can 
exceed the nominal power of the (WTG), which can impair the 
correct operation of the PMSG and the dc-dc buck converter. 
To limit the power value, the author in [9] has used a technique 
which consists of imposing a limit value of power and was 

compared it to the measured power on the battery side to set 
the reference value of power. In our work, we imposed a limit 
current which corresponds to the limiting power, in our case 
550(W). This value was compared with the value of the current 
generated by the (P&O) algorithm to impose the final reference 
current value that was used in our control strategy. 

The (MPPTCC) diagram of the wind turbine generator 
(WTG) system is shown in Figure 11. 

 

Fig. 11. The MPPT strategy control of the wind turbine generator (WTG) 

3) The Proposed MPPT Sliding Mode 

Control(MPPTSMC) approach: 
The aim of this section is to develop a novel approach to 

extract the maximum power from the photovoltaic generator 
using a sliding mode control (SMC). 

Sliding mode control (SMC) is a nonlinear control solution 
and a variable structure control (VSC). It is a technique that 
maintains the system trajectory along a particular surface, 
which is commonly called a sliding surface. The design of the 
control can be realised in three main steps very dependent on 
each other [24]: 

 The choice of the surface. 

 The establishment of the existence of convergence 
conditions. 

 Determining of the control law. 

In this section, we are interested in the synthesis of a 

sliding mode control using a reference voltage refV  provided 

by an MPPT (P&O) algorithm to extract the maximum power 
from the photovoltaic generator. The sliding surface assures 
that the sliding movement is reached and regulates the output 
voltage of the dc-dc buck converter at desired value

desiredV 24V . 

After determined refV , the (SMC) algorithm calculate the 

difference between the obtained photovoltaic voltage PVV  and 

the refV and then, via the buck converter force the photovoltaic 

generator to operate at the reference voltage refV  and therefore 

at the maximum power zone [25]. 

( , , )hybrid PV refS V U V V K                                           (22) 

, (0) 0hybrid desiredV V


                                                     (23) 

Where desiredV  desired output voltage of the dc-dc buck 

(24V). K is a positive constant and hybridV  is the voltage value 

of the combination of the two sources. 
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The control law for this case is described by: 

( , , ) 01

( , , ) 00

hybrid

hybrid

S V U
U

S V U

 
 

 
                                    (24) 

Indeed, if S 0 then the operating point is to the right of 

the reference voltage refV , the command must move it to the 

left. This is possible, if U 1 . On the other hand, if S 0 then 

the operating point is on the left of the reference voltage refV , 

the command must move it to the right. This is possible if 

U 0 .The (MPPTSMC) diagram of the photovoltaic 

generator (PVG) system is shown in Figure 12. 

 
Fig. 12. The MPPT strategy control of the photvoltaic generator (PVG) 

4) Boost output votage sliding mode control: 
We propose in this section, a control strategy of the output 

voltage of the hybrid system. Indeed, in the most industrial 
applications supplied by a renewable energy source, such as 
water pumping, the load must be powered by a constant 
voltage. In our work, we intercalated a dc-dc boost converter, 
in cascade with the output of the combination of the two 
sources, controlled by a sliding mode controller (SMC) to 
reach the desired output voltage. 

The control law for this case is described by: 

1

1

1

01

00

S
U

S


 


                                                        (25) 

Where 1S is the sliding surface. 

The following values were considered, 
1 Hybridx I and

2 boostx V . The goal here is to reach the reference voltage 

value, boost _ refV : 

2 _boost refx V                                                                         (26) 

Based on the theory of sliding mode proposed in [26], we 
can define the sliding mode surface as follows: 

1 1 0LrefS x I                                                                    (27) 

To impose 1S 0 , we will use the control signal 1U  

proposed in [26]: 

1 1

1
(1 ( ))

2
U sign S                                                               (28) 

The (SMC) diagram of the (dc-dc) boost converter is 
shown in Figure 13. 

 

Fig. 13. The (SMC) of the  (dc-dc) boost converter 

VI. SIMULATION RESULTS AND DISCUSSION 

In order to validate the proposed strategies of power control 
and show its effectiveness, a simulation of the global system 
described in Figure 14 was carried out using PSIM software 
[27]. The (PVG) consist of four photovoltaic modules of 
Kaneka k60 of 60(W) [28] are connected in parallel, and a 
combined block is formed with dc-dc buck power converter. In 
the other hand, the AIR X 400W small (WTG) [29] coupled 
with (PMSG), a three phase uncontrolled rectifier and the dc-
dc buck converter. Technical parameters of the (PVG) and the 
(WTG) are shown in Table1, Table 2 respectively. 

TABLE I.  KANEKA K60 VALUES USED WITH THE PSIM SOFTWARE TOOL 

(AT STANDARD TEST CONDITIONS: 1000W/M2 & 25°C) 

Parameters Values 

Maximum Power Pmax 60W (+10/-5%) 

Cells per Module 108 

Voltage at Pmax 67 V 

Current at Pmax 0.91 A 

Open Circuit Voltage (Voc) 94 V 

Short-Circuit Current (Isc) 1.19 A 

Shunt Resistance Rsh 4 ohm 

Series Resistance Rs 0.16 ohm 

TABLE II.  TECHNICAL SPECIFICATIONS OF THE AIR X WIND TURBINE 

USED WITH THE PSIM SOFTWARE TOOL 

Parameters Values 

Rotor Diameter 46 in (1.15 m) 

Weight 13 lb (5.85 kg) 

Start Up Wind Speed 15.6 mph (7.5 m/s) 

Voltage 24 VDC 

Rated Power 386 watts at 28 mph (12.5 m/s) 

Base rotational speed 1700 rpm 

Initial  rotational speed 500 rpm 

Moment of inertia 0.001m Kg.m2 
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Fig. 14. Simulation bloc of the (PVG) / (WTG) hybrid system

1) Simulation results of the photovoltaic generator (PVG) 

system 
The photovoltaic irradiation level starts from (800W/m

2
), 

then increases to (1000W/m
2
), after that decreases to 

(650W/m
2
), and reach the value of 900W/m

2
 finally.  In this 

work the temperature is fixed to the value 25°C. Figure 15 
shows the photovoltaic sunshine profile. 

 

Fig. 15. Irradiance profile 

The dc-dc buck converter is used here as a matching stage, 
it helps to extract the maximum power from the photovoltaic 
panel and ensure a good use of the power energy. The 
parameters design of the dc-dc buck converter used in the 
(PVG) system is illustrated in Table 3. 

Figure 16 shows the output voltage of the (PVG) under 
different levels of irradiance, and we can see that its value is 
nearly equal to the output voltage (Vmpp ) of the photovoltaic 
panel at the maximum power point and the value is about        
67(V). The output voltage of the buck converter used in the 

(PVG) is illustrated in Figure 17, and we can notice that the 
value is nearly stable at 24 V. 

TABLE III.  DESIGN OF THE BUCK CONVERTER FOR THE (PVG) SYSTEM 

Symbol Actual Meaning Value 

Vin Input voltage 67 V 

Vout Output voltage 24 V 

D Duty cycle 0.358 

L 
Filter inductance 

 
27 µH 

C 
Filter capacitance 

 
470 µF 

Iout 
Maximum output current 

 
10.05 A 

 
Fig. 16. The output voltage of the (PVG) 
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Fig. 17. The output voltage of the dc-dc buck converter used in (PVG) system 

At the period of simulation between 3(s) and 4(s) of Figure 
15, the photovoltaic irradiance is fixed at 900 (W/m

2
). At this 

condition, the output current delivered from the (PVG) is     
3.24(A) as shown in Figure 18 and the output current of the dc-
dc buck converter is equal to 8.69(A) as shown in Figure 19. 

 

Fig. 18. The output current of the (PVG) 

 

Fig. 19. The output current of the dc-dc buck converter in (PVG) system 

Figure 20 shows the waveform of the output powers of the 
(PVG) and the dc-dc buck converter for step change of 
irradiance from 800 (W/m

2
) to 1000 (W/m

2
) to 650 (W/m

2
), 

and then to 900 (W/m
2
). 

The pursuit of maximum power point is good and without 
oscillation. The yield is maximal and the efficiency of the 

(PVG) system is more than 95% as shown in Figure 21. From 
the simulation results, we can notice, the robustness of the 
(MPPTSMC) against the variation of photovoltaic sunshine. 

 
Fig. 20. Outputs powers of the (PVG) system 

 

Fig. 21. The efficiency of the (PVG) system 

2) Simulation results of the wind turbine generator system 
For the wind speed, the changing profile is shown in        

Figure 22. It evolves from a value of 11(m/s) to 12 (m/s), then 
to 10.5 (m/s) and finally it increases to a value of 12.5 
(m/s).The dc-dc buck converter is used here as a matching 
stage, it helps to extract the maximum power from the wind 
turbine generator (WTG). The parameters design of the dc-dc 
buck converter used in the (WTG) is illustrated in Table 4. 

TABLE IV.  DESIGN OF THE BUCK CONVERTER FOR THE (WTG) SYSTEM 

Symbol Actual Meaning Value 

Vin Input voltage 67.74 V 

Vout Output voltage 24 V 

D Duty cycle 0.354 

L 
Filter inductance 

 
50 µH 

C 
Filter capacitance 

 
470 µF 

Iout 
Maximum output current 

 
16.04 A 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

252 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 22. Wind speed profile 

Figure 23 shows the variations of the Wind turbine power 
coefficient CP under different levels of wind speed. The 
variation of the tip speed ratio under different levels of wind 
speed is illustrated in Figure 24. 

 

Fig. 23. Power coefficent CP  of the (WTG) 

 

Fig. 24. Tip speed ratio (TSR) of the (WTG) 

 

Fig. 25. The output current of the dc-dc buck converter used in (WTG) 

system 

At the period of simulation between 3(s) and 4(s) of Figure 
22, the wind speed is fixed at 12.5(m/s). At this condition, the 
output current of the dc-dc buck converter is equal to 16.02(A) 
as shown in Figure 25. 

 

Fig. 26. The output voltage of the dc-dc buck converter used in (WTG) 

system 

The output voltage of the buck converter used in the 
(WTG) is illustrated in Figure 26, and we can notice that the 
value is nearly stable at 24(V). 

Figure 27 shows the waveform of the output powers of the 
(WTG) and the dc-dc buck converter for step change of wind 
speed from 11(m/s) to 12(m/s) to 10.5(m/s), and then to 12.5 
(m/s). 

 
Fig. 27. Output powers of the (WT) and the dc-dc buck converter used in 

(WTG) system 
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The pursuit of maximum power point is good and without 
oscillation. The yield is maximal and the efficiency of the 
(WTG) system is more than 98% as shown in Figure 28. From 
the simulation results, we can notice, the robustness of the 
(MPPTCC) against the variation of wind speed. 

 

Fig. 28. Efficiency of the (WTG) system 

3) Simulation results of  the hybrid power system 
The output voltage which is obtained from the 

(PVG)/(WTG) hybrid system, is illustrated in Figure 29. We 
can notice that the output voltage Vhydrid of the combined 
sources is equal to the output voltages of the two buck 
converters used in (PVG) and (WTG). The output voltage 
Vhydrid of the combined sources is nearly stable at 24 (V). 

 

Fig. 29. Output voltage the combined sources 

Figure 30 point out the simulation results of the output 
current of combined sources Ihybrid. We can deduce that when 
the climate factors changes, the output current Ihybrid is less than 
30(A) and more than 5(A). 

 
Fig. 30. Output currents the combined sources 

Figure 31 shows the simulation results of the output powers 
which is obtained from the (PVG)/(WTG) hybrid system for 
varying sunshine values (800W/m

2
, 1000W/m

2
 650W/m

2
 and 

900W/m
2
) and  varying wind speed (11 m/s, 12 m/s, 10.5 m/s 

and 12.5 m/s).  We can notice that, the hybrid power is equal to 
the sum of the two powers delivered by the two sources. 

 
Fig. 31. Output powers of the (PVG)/(WTG) hybrid system 

4) Simulation results of the the dc-link boost output 

voltage control 
The dc-link voltage control is based on (PI) controller and 

the current loop is based on the sliding mode control (SMC). 
The Proportional Integral controller is having the following 
parameters: the gain K= 0.01 and the time constant T=0.0001s. 
The parameters design of the dc-dc boost converter used in this 
paper is illustrated in Table 5. 

TABLE V.  DESIGN OF THE BOOST CONVERTER 

Symbol Actual Meaning Value 

Vin Input voltage 24 V 

Vout Output voltage 570V 

D Duty cycle 0.957 

L 
Filter inductance 

 
2.7 µH 

C 
Filter capacitance 

 
47 µF 

Iout 
Maximum output current 

 
0.965 A 

Figure 32 illustrates the average output current of the dc-dc 
boost converter, which is stable at the value of 0.965(A).  At 
the end of the simulation, results have confirmed the utility of 
the (SMC) approach. The output voltage of the dc-dc boost 
converter reaches the reference value after 0.043(s) and 
stabilises at 570 (V) as shown in Figure 33. 

 

Fig. 32. The output current of the  dc-dc boost converter 
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Fig. 33. The output voltage of the dc-dc boost converter 

 

Fig. 34. The output power of the dc-dc boost converter 

In another hand, the average output power Pboost value at the 
output of the dc-dc boost converter is equal to 547.89(W) as 
shown in Figure 34. From this we can deduce, that the 
specifications of the design are respected. 

VII. CONCLUSION 

In this paper, the modeling and simulation of standalone 
(PVG)/(WTG) hybrid power generation system has been 
proposed by integrating a power electronic converters to permit 
the good exploitation of this new electricity production unit. 
The proposed hybrid power system has been implemented 
under PSIM environment. 

A control strategy based on MPPT sliding mode control 
(MPPTSMC) using the (P&O) algorithm was developed in 
order to control the output power of the photovoltaic unit , 
which comprises a photovoltaic generator (PVG), a dc-dc buck 
converter that is able to step-down the output load voltage. In 
another hand, MPPT based on current control (MPPTCC) is 
used for the wind turbine generator (WTG). In order to control 
the dc-link voltage at desired and stable value, a dc-dc boost 
converter is intercalated, in cascade with the output of the 
combination of the two sources and a sliding mode controller 
(SMC) was used to obtain the desired output voltage. The 
configuration proposed in this article plays the role of a small 
unit of energy production and represent a good solution for 
standalone applications. 

In the future work, we will try to integrate the proposed 
architecture studied in this paper, in water pumping station 
intended for rural areas. 
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Abstract—The advent of e-commerce together with the 

growth of the Internet promoted the digitisation of the payment 

process with the provision of various online payment methods 

like electronic cash, debit cards, credit cards, contactless 

payment, mobile wallets, etc. Besides, the services provided by 

mobile payment are gaining popularity day-by-day and are 

showing a transition by advancing towards a propitious future of 

speculative prospects in conjunction with the technological 

innovations. This paper is aimed at evaluating the present status 

and growth of online payment systems in worldwide markets and 

also takes a look at its future. In this paper, a comprehensive 

survey on all the aspects of electronic payment has been 

conducted after analysis of several research studies on online 

payment systems. Several online payment system services, the 

associated security issues and the future of such modes of 

payment have been analysed. This study also analyses the various 

factors that affect the adoption of online payment systems by 

consumers. Furthermore, there can be seen a huge growth in 

mobile payment methods globally beating both debit and credit 

card payments, all due to the convenience and security offered by 

them. Nevertheless, various obstacles have been identified in the 

adoption of online payment methods; thus, some measures have 

to be taken for granting this industry a hopeful future. Thus, 

there should be a suitable trade-off between usability and 

security when designing online payment systems in order to 

attract customers. Also, technical and organisational issues which 

arise in the attempt to achieve interoperability must be taken into 

consideration by the designers. As a matter of fact, the process of 

developing interoperable and flexible solutions and universal 

standards is one of the most difficult tasks in the future ahead. 

Keywords—E-Commerce; Online payment system; Online 

payment developments; Payment gateway; Online payment 

challenges 

I. INTRODUCTION 

E-commerce (or electronic commerce) is among the most 
popular services that emerged as a result of the propagation of 

the Internet all over the world [1]. The recent advancements in 
technology for designing mobile devices coupled with the 
rising Internet speed as well as mobile technology have made it 
possible for users to utilise those devices at any location and 
time for performing electronic commerce transactions besides 
services like reading e-mails and Web browsing [2][3]. In 
person trading of products and services between two parties 
goes back to before the start of written history. With time, as 
exchange turned out to be more muddled and difficult, people 
represented values in an abstract manner, advancing from 
barter system through certified notes of money, checks, 
payment orders, debit and credit cards, and nowadays online 
payment (or electronic payment) systems. Some well-known 
issues or defects are found in the customary methods of 
payment: cash can be falsified, cheques bounced, and 
signatures forged. Contrary to this, appropriately planned 
electronic system of payment can really give ideal security 
over conventional methods of payments, with the added 
advantage of pliability in usage [4][5]. The ease of making 
monetary exchanges and additionally a more secure and faster 
access to capital resources, among different other components, 
has put online payment system on a celebrated stride than the 
cash currency based system [6][7][8]. With intangible 
transactions becoming more impactful in overall economies 
and their prompt transference at little cost, conventional 
systems of payment have a tendency to be more expensive than 
the present-day strategies. Furthermore, processing on the 
internet can be of less worth than the smallest estimation of 
cash in the manual world [9]. 

With the immense participation of the web in our everyday 
life, individuals feel accustomed to online exchange in E-
Commerce for selling and purchasing of products and ventures. 
People are paying cash electronically over the Internet

 
[10]. 

Moreover, the rise of web-based business has led to new 
money-related necessities that by and large can't be viably 
satisfied by the customary methods of payment. Following to 
this growing trend, related individuals are investigating 
different online systems of payment including issues 
encompassing the online system of payment and digitised 
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currency
 
[5]. Every single transaction that takes place online is 

made via payment gateways which act as points at which the 
financial organisations can be accessed. Payment gateways 
authorise and validate details of payment between different 
parties and the various financial organisations

 
[10]. 

This paper gives a comprehensive description aimed at 
increasing awareness about the development of online payment 
systems. The remaining paper is organised as: A number of 
definitions of online payment systems, their history and other 
related aspects have been provided in Section 2. Section 3 
discusses the online payment gateway model and the 
comparison of various payment systems available online. The 
developments in online payment system together with its 
adoption have been given in Section 4. Section 5 and 6 present 
the various advantages and issues associated with online 
payment systems. The elucidations of its various security 
requirements and future considerations have been given in 
Section 7 and Section 8, respectively. Finally, the paper is 
concluded in Section 9. 

II. ONLINE PAYMENT SYSTEM 

As exchanges among different partners of business keep on 
proffering on the e-commerce platform, the previous cash-
based system of payment was slowly replaced by the electronic 
payment systems

 
[11]. The appearance of this advancement in 

the worldwide business platform prompted most business 
establishments to naturally change from the customary paper-
based cash exchanges to an electronic system of payment 
which is generally known as the online payment system or e-
payment system. By and large, these electronic systems can be 
seen as a method of making payments for merchandise or 
services which have been established online using the internet

 

[12] [13]. 

An Electronic Payment System or online payment system 
can be defined as a type of inter-organisational information 
system (IOS) for money related transactions, connecting 
numerous associations and individual clients. A need of 
complex interactions may be required among the partners, the 
environment and the technology. The exclusive attributes of 
EPS/IOS also separate it from the conventional internal based 
systems of information; technologically, relationally and 
organisationally, it is more intricate and complicated

 

[14][15][16], highlighting the significance of cooperation and 
the need to unite all aspects together

 
[17]. 

Notably, the global annual non-cash transactions facilitated 
by online payment and mobile payment (m-payment) had been 
on the upsurge over the years, except for 2012 where it 
decelerates from an annual growth rate of 8.6% in 2011 down 
to 7.7% in 2012

 
[18]. Furthermore, in 2014, volumes of 

worldwide non-paper exchange went up to 8.9% reaching 
387.3 billion, the most noteworthy development rate since the 
first publication of World Payments Report. The growth was 
chiefly determined by quickened development in newly 
forming markets. The higher worldwide development is 
anticipated to have kept up in 2015, with assessments of a 
development rate of 10.1% which will make the non-paper 
exchange volume reach 426,300,000,000 [19]. Online payment 
systems are important mechanisms used by individual and 
organisations as a secure and convenient way of making 

payments over the internet and at the same time a gateway to 
technological advancement in the field of world economy

 
[20]. 

In addition, it has also become the major facilitating engine in 
e-commerce through which electronic business success relied 
upon. Online electronic systems of payment had likewise 
realised proficiency, reduced rate of frauds and resourcefulness 
in the systems of world payment

 
[13][21]. 

A. What is an Online Payment System? 

The online payment system is a comprehensive term, 
portraying various scopes of delivery through electronic 
multichannel. Its use for various purposes offers an amplified 
imprecision of characterising online payment in literature. 
Online payment can be seen from its capacities as e-banking, 
m-payment, e-cash, internet banking, online banking, e-
broking, e-finance and so on. All things considered, recent 
researchers have demonstrated a few endeavours to come up 
with a definition of online payment

 
[8]. 

Dennis (2004), characterises the system of online or 
electronic payment as a type of financial commitment that 
includes the purchaser and the vendor enabled by the utilisation 
of electronic infrastructures

 
[11]. Additionally, Briggs and 

Brooks (2011) views online payment as a type of inter-relation 
amongst associations and people helped by banks and inter-
switch houses that empowers financial transaction 
electronically

 
[17]. 

Another point of view is put forward by Peter and 
Babatunde (2012) who see online payment system as any type 
of money exchange through the internet

 
[22]. On a similar note, 

as indicated by Adeoti and Osotimehin (2012), a system of 
online payment alludes to an electronic method for making 
payments for merchandise obtained on the web or in markets 
and shopping centres

 
[23]. Another definition suggests that 

online payment systems are payments made in electronic 
exchange conditions as exchange of money via electronic 
means

 
[24]. 

Besides, Kalakota and Whinston (1997) view online or 
electronic payment as an exchange of money that happens 
online between the merchant and the purchaser

 
[25]. In 

addition, Humphrey and Hancock (1997) are of the view that 
online payments allude to money and related exchanges 
actualised utilising means of electronics

 
[26]. Online payment 

is also defined as payment by means of electronic exchange of 
details of credit cards, direct credit or some other electronic 
means other than payment with money and cheque

 
[27]. 

Antwi et al. (2015) characterised online payment as an 
exchange of a fiscal claim by the payer on a party worthy to be 
useful

 
[28]. Lin and Nguyen (2001) define online payment as 

payments made via the automated clearing house, commercial 
card systems and electronic transfers

 
[29]. Shon and Swatman 

(1998) characterise online payment as any trade of money 
started by means of an electronic correspondence channel

 
[30]. 

Gans and Scheelings (1999), define online payment as 
payments made by the use of electronic signals connected debit 
or credit accounts

 
[31]. Hord (2005) observes online payment 

as any sort of non-money payment that does not include a 
paper cheque

 
[32]. 
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Likewise, Teoh et al. (2013) saw online payment as any 
exchange of an electronic worth of payment from the buyer to 
the seller by means of an online payment channel that permits 
clients to remotely access and deal with their financial accounts 
and exchanges over an electronic system

 
[33]. 

In general, an online payment system is an arrangement of 
monetary exchange amongst purchasers and vendors on online 
conditions that is helped by a digital financial instrument, (for 
example, electronic checks, encoded credit card numbers, or 
cash in digital form) supported by a bank, a mediator, or by a 
lawful associate

 
[34]. 

B. Historical Background 

The history of online payment can be traced back to 1918 
the time when currency was first moved in the United States 
(U.S.) by the Federal Reserve Bank with the aid of telegraph. 
However, that technology had not been widely used in the US 
until the time when their Automated Clearing House (ACH) 
was incorporated in 1972. Since that time, the electronic 
money turned out to be quite popular. This enabled U.S. 
commercial banks and its central treasury came out with an 
alternative to cheque payment

 
[13]. 

Credit card industry can also be traced back to 1914 when 
department stores, oil companies, Western Union and hotels 
started issuing cards to their customers to enable them to pay 
for goods and services. After about 40 years of credit card 
evolution, there have been increasing numbers of credit card 
usage as they have become more acceptable by people as a 
medium of payment, especially in transportation. Initially, 
credit cards were all paper-based payments, until in the 1990s 
when such cards were transformed to electronic completely. 
Due to the increasing number of credit card usage, the industry 
has grown rapidly which lead to the introduction of a debit card 
too. Debit and credit cards are now used in transaction 
payments for all types of purchases or services rendered all 
over the world

 
[13][35]. 

With the evolution of e-commerce and technological 
advancement, electronic cashless payments are now used 
conventionally even though having being set in the 1960s [36]. 
The research community has made relentless efforts resulting 
in the development of various online payment models like the 
N. Asokan model and the JW model. In the JW model – a 
conventional payment system, sellers as well as buyers require 
some kind of involvement for carrying out a specific 
transaction [37]. The N. Asokan model was launched in 1998 
and involves the participation of a bank besides the seller or 
buyer in transaction processing lest one of them is missing in 
any transaction [38]. Another model viz. 3e model that is built 
on the N. Asokan model includes electronic cheque, electronic 
cash and credit card payment models [37], the most popular 
being the credit card mode of payment [39]. 

The concept of transferring funds electronically using the 
Internet progressed with the aim to transfer money 
instantaneously among peers. For supporting this goal, several 
possible solutions have been proposed such as ATM networks 
and wire transfer. In order to carry out money transfers 
internationally, various fast and popular frameworks have been 
given. Crypto currencies such as Litecoin and Bitcoin can be 

used for transferring money to anybody in the entire world 
within no time; however, the wallet holder’s identity and the 
Bitcoin transactions are not monitored by any central 
organisation. So, Bitcoins can be used by scammers for their 
illegal pursuits on the Internet. Now, the popularity of 
operating systems like iOS and Android has also grown in the 
recent years. With the concept of mobile banking and mobile 
wallets, peer to peer transferring of money has moved to a 
higher stage of development since it made possible services 
like ticket booking, peer-to-peer (P2P) money transfer, bill 
payment, mobile recharges and money withdrawals [40]. The 
earliest mobile banking service dates back to 1977 when 
Merita Bank in Finland used an SMS – short message service 
[41] for allowing people an easy and fast access to their 
facilities; it has been witnessed that mobile phones are used by 
50% people but mobile banking is accessed by 37% only [42]. 
The advantages and need of mobile banking has been studied 
by researchers [43]. Many finance companies provide smart-
phone applications that allow users to pay anybody, anytime 
and anywhere. However, with continuous use, hackers found 
them as an easy prey and were successful in performing 
fraudulent transactions. Furthermore, a stretchable and ultra-
thin stamp is now available which users wear on the skin and 
can be employed for payment while being connected to a 
smart-phone [44] [45]. 

C. Classification of OnlinePayment Systems 

There are quite a number of online payment services that 
have been developed within the payment system around the 
globe. These include electronic cheques, e-cash, credit cards 
and electronic fund transfers

 
[13][46]. 

Several types of online payment systems have been studied 
by [47] who classified them into electronic currency and 
account-based systems. In account-based systems, users are 
allowed to pay using their own bank accounts while the latter 
allows consumers to pay only with the help of some electronic 
currency. Both the systems provide numerous payment 
methods such as i) Electronic payment cards (credit/debit and 
charge cards), ii) Mobile payments, iii) E-wallets, iv) Smart 
and loyalty cards, v) Virtual credit cards, vi) Stored value card 
payment, and vii) E-cash 

On evaluation of the online payments systems by [48], 
several features of varied online payment methods have been 
accentuated as: 

1) Credit Cards 
Credit cards are by far the most popular mode of online 

payment. In the beginning, security concerns hampered their 
adoption but gained customer trust later when security features 
were provided for each transaction. Credit card applicability is 
one of the strongest factors which contribute to its extensive 
use all over the world. Nonetheless, it is not considered feasible 
for making small payments or small businesses since they 
require huge fees [48]. The most important advantage of credit 
cards is the ease-of-use they provide in performing transactions 
online from any part of the world and in no time. Moreover, 
they can be obtained easily without the burden to possess any 
additional hardware or software for making them work. The 
authentication of card-holder is simply provided using credit 
card number, a name and expiry date. In order to keep the 
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personal information of users secure, complementary systems, 
like Verified by Visa and MasterCard SecureCode have been 
developed by credit card companies. Moreover, this payment 
mode offers users with the provision of password creation 
which they use for shopping online via credit cards. 

2) Debit Cards 
Debit cards are gaining popularity with each passing day 

and have become the most popular cashless payment methods 
all over the world [49]. As compared to credit cards, the 
payments made via debit cards are withdrawn from the 
consumer’s personal bank account and not from any 
intermediary account. So, users fail to have an additional 
security in their debit accounts thereby troubling them while 
handling payment disputes. However, only the account number 
is required for making debit payments with no need to produce 
a card number or a physical card. Although debit cards have a 
huge user base in several countries but they are not widely used 
on merchant websites due to their failure to satisfy 
international customers [48]. The costs incurred by the usage 
of debit cards are lower as compared to credit cards which 
makes them feasible for micropayments. Furthermore, they 
have a higher level of security than credit cards due to the 
requirement of extensive identifications demanded by banks. 

3) Mobile Payments 
As per [50], the payments that are made via wireless 

devices such as smart-phones and mobile phones are assumed 
to offer reduction in transaction fees, and increase in online 
payment security and convenience. Such a payment method 
has facilitated businesses in the collection of valuable 
information regarding their customers as well as their 
purchases. According to [48], mobile payment systems are 
applicable globally as a result of their astonishing growth and 
downright incursion of mobile devices in comparison to other 
telecommunication infrastructure. 

Mobile payments have been found to be feasibly used for 
both online purchases and offline micropayments. Since the 
mobile phones have a huge consumer base, online traders are 
potentially attracted to this payment method. The usage of 
mobile payment services reduces the overall transaction costs 
as well as provides a better security [50]. Nonetheless, their 
inability to suffice international payments and privacy has led 
to several issues in gaining a significant user base. 

4) Mobile Wallets 
According to Doan (2014), “Mobile wallet is formed when 

your smartphone functions as a leather wallet: it can have 
digital coupons, digital money (transactions), digital cards, and 
digital receipts” [51]. Using mobile wallets, users are allowed 
to install the application in their smart-phones which they can 
employ for making offline as well as online purchases. In 
future, mobile wallets are assumed to offer more convenience 
to customers in making transactions with the help of 
technologies which connect smart-phones and the physical 
world via sound waves, cloud-based solutions, NFC (Near 
Field Communication), QR codes, etc. [52]. 

5) Electronic Cash 
In the initial phase of online payment system introduction, 

electronic cash systems by the name CyberCash or DigiCash 

were proposed. Nevertheless, those payment systems 
disappeared soon as they were not appreciated much. 
Currently, systems based on smart card are more commonly 
used by businesses for paying small amounts. But smart cards 
are dependent on card reader and particular hardware for their 
authentication and use. Besides smart cards, a large number of 
electronic cash systems like Clic-e and Virtual BBVA have 
also been set up. Electronic tokens or prepaid cards are 
employed by these systems which represent some specific 
value and can be bartered for hard cash [48] [76]. 

Since 2010, the cards as instruments of payment have 
shown fastest growth, which is evident from the fact that the 
use of cheques has declined in the last 13 years. Debit cards 
stand out among the other types of payment instruments and 
accounts for the highest share (45.7%) of worldwide non-cash 
money exchanges and have proved to be the fastest growing 
(12.8%) instruments of payment in the year 2014. These 
statistics allude to the fact that the security and convenience 
provided by the cards in comparison to other instruments of 
payment and the compatibility with the newcomers to build 
innovative series because of their easy payment infrastructure

 

[19]. 

Furthermore, the electronic mode of payment can be 
accomplished in a mobile environment as well. Various 
Android applications in smart-phones like Ngpay, Paytm 
provide an online service of payment. In case of the online 
payment system, these mobile applications work equally to a 
Desktop computer. There are other ways in which clients 
employ their mobile phones for paying their transactions. By 
making use of the mobile internet, customers may transmit a 
PIN number, send an SMS message or utilise WAP to pay 
electronically over the internet. For online payment, the 
vendors can authenticate a particular client’s debit or credit 
card transaction by assigning an instrument to their mobile 
phones. In the United States, a conglomerate of late publicised 
Power Swipe, which is physically connected to a Nextel 
telephone, has a weight of 3.1 ounces, and involves a reader for 
magnetic stripe, goes through connector for charging the 
battery of the handset, and an infrared port for printing

 
[53]. 

III. ONLINE PAYMENT GATEWAY MODEL 

In today’s world, online shopping has become popular; the 
utilisation of online payment provides a large number of 
advantages to vendors as well as clients. For processing, the 
transactions that take place over the web must go through a 
payment gateway. In practice, the payment gateways act as a 
link amongst financial organisations responsible for conducting 
the money exchange and the vendor’s website

 
[54]. 

In business over the Internet, different factions are included 
in the online payment process (as shown in Figure 1) for 
selling and purchasing products. An electronic Payment 
Gateway is a fundamental part for online transactions and 
supposed to ensure the client that exchange is reliable and safe 
in every aspect of security

 
[10]. 

An E-Commerce Payment Gateway is a basic part of 
infrastructure to guarantee that such exchanges happen with no 
problems and the overall security over electronic systems is 
maintained. A Payment Gateway acts as an access point to the 
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national banking system. Every single online exchange must go 
through a Payment Gateway to be handled. A Payment 
Gateway routes and confirms details of payment in amazingly 
secure conditions between related banks and different factions. 
The Payment Gateway works basically as an "encoded" 

channel, which safely routes details of transactions from the 
purchaser's Personal Computer (PC) to banks for authentication 
and countersignature. Upon approval, the Payment Gateway 
sends back the data to the merchant consequently finishing the 
"order", and giving confirmation

 
[55]. 

User placing 
order

     Merchant
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Payment 
GatewayMerchant s 

Web Server

Request to Payment Gateway

Payment Gateway response

Order
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Fig. 1. Online Payment Process 

A. Popularly Used Online Payment Systems 

One of the best apparatus that the Internet offers in today’s 
world is the ability to shift one’s business wherever they want 
by means of a website. This is the reason it became noticeably 
vital to buy by means of the Internet through numerous 
payment service providers. Payment Service Provider is an 
organisation that offers online services related to marketing; it 
recognises online payments by overseeing exchanges amongst 
vender and purchaser. The most well-known payment 
techniques that are typically provided are by bank transfer, real 
time orders and credit card. 

Some popular systems of online payments are
 
[56]: (1) 

Braintree, (2) Stripe, (3) PayPal, (4) Authorize.Net, (5) 
2CheckOut, (6) Dwolla, (7) Worldpay, (8) Eway, (9) Samurai, 
by Feefighters, (10) Serve, from American Express, (11) Intuit 
GoPayment, (12) Icepay, (13) Amazon Payments, (14) Skrill 

(before Moneybookers), (15) WePay, (16) V.me by Visa, (17) 
Square, and (18) Google Wallet/ Google Checkout. 

B. Comparison of Payment Gateways 

When making a choice for a payment gateway, the main 
considerations that should be considered are as following: card 
types, transaction fees, recurring bills and form payments. 
These elements will fluctuate accordingly with the processor, 
so it must be guaranteed that payment gateway selected has to 
be in accordance with the needs and budget of the client

 
[57]. 

By making a comparative investigation of payment 
gateways, different services and criteria are described below. 
Each one of these payment gateways concentrate on various 
elements such as currencies, cost, security, support, features, 
etc. These appear underneath in a tabulated form as given in 
Table 1. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

261 | P a g e  

www.ijacsa.thesai.org 

TABLE I. DIFFERENT FACTORS OF COMPARISON FOR PAYMENT GATEWAYS 

Payment 
Gateway 

Bundled 
Merchant 
Account 

Cost 
Set-
up 
Cost 

Charge-
back fee 

Currencies Countries 
Card 
Types 

Mobile 

Payments 

On-form 

Payments 

Requires 

SSL 

Phone 

Support 

PayPal 
Standard 

Yes 

$0 monthly 

2.9%+$0.30 
per 
transaction 

$0  25 203 9     

PayPal Pro Yes 

$30 
monthly 

2.9%+$0.30 
per 
transaction 

$0 $20 23 3 9     

Authorize.net No 

$25 
monthly 

2.9%+$0.30 
per 
transaction 

$49 $25 11 5 6     

2CheckOut Yes 

$0 monthly 

2.9%+$0.30 
per 
transaction 

$0 

$20-$25 
(for US-
based 
sellers) 

$25-$65 
(for 
others) 

87 200+ 8     

Stripe Yes 

$0 monthly 

2.9%+$0.30 
per 
transaction 

$0 $15 100+ 25 6     

Brain Tree 
Yes/No 
options 

$0 monthly 

2.9%+$0.30 
per 
transaction 

$0 $15 130+ 44 6     

WePay No 

$0 monthly 

2.9%+$0.30 
per 
transaction 

$0 $15 1 USA 4     

Amazon 
Payments 

Yes 

$0 monthly 

2.9%+$0.30 
per 
transaction 

$0 $20 11 3 6     

Dwolla No 

$0 monthly 

$0.30 per 
transaction 
(free from 
purchases 
under $10) 

$0 $15 1 USA 
Limited 
Bank 
Account 

    

IV. ONLINE PAYMENT SYSTEM DEVELOPMENTS 

Globalisation in today's world is the result of innovative 
technological endeavours. The advancement in technology has 
changed the skyline of payment systems, moving towards e-
World

 
[58]. Decisively, current innovation has changed 

customary systems of payment into a more proficient and 
viable system, which is free from the cash-and-carry disorder. 
The effectiveness of executing financial transactions and also a 

more secure and faster access to funds, among different other 
components, has put e-payment system on a more celebrated 
pace than the paper money based framework

 
[6][7]. 

Interestingly, in Nigeria, online payment framework is picking 
up eminence to the degree that clients have now wanted to do 
financial transactions without going to the banks. Thus, time of 
money based payment framework is slowly blurring out as the 
cashless economy dominates present day financial systems

 

[59][60]. Lately, online payment system has turned into a 
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standard through which fiscal element moves advantageously, 
particularly in a developing country like Nigeria where it is 
habitual to carry cash. In such a country, the online payment 
system has shaped into an important starting point of her 
present-day economy; a well-working system of online 
payment has been perceived to have much pertinence to 
budgetary strength, overall financial activity, and monetary 
policy

 
[8]. In the meantime, the initiative for an economy that 

is not based on cash will be preferred in the new era only when 
it is supported with age advantage, good education, ownership 
of important innovative foundations, among different other 
components, appropriately set up by every concerned 
individual of the economic system and proficiently managed 
before forcing the citizens to comply. 

A number of researches were done on the systems of online 
payment and development of economy in the current time. 
Newstead (2012) inspected cashless systems of payment and 
monetary development and found a connection between 
cashless payment and the pace of financial development. The 
review discovered that cashless payment volumes are 
developing twice as quick in the developing countries as they 
are over the world

 
[61]. Likewise, World Payments Reports 

(2012) investigated the state and advancement of worldwide 
non-paper money systems and discovered non-cash payments 
make it less demanding and speedier for individuals and 
organisations to purchase products and enterprises, thrusting 
cash into the framework quicker and adding to the GDP

 
[62]. 

The conclusion of the review was like that of Hasan et al. 
(2012) who investigated principal connection between online 
retail payment and general financial development utilising 
information from over 27 European nations from 1995 to 2009 
and came to know that relocation to proficient electronic retail 
payment empowers general financial development, utilisation 
and exchange

 
[8][63]. 

Apart from the safety and convenience, online payment 
systems additionally have a significant number of financial 
advantages

 
[64]. Their chief financial advantage involves 

mobilising investment funds and guaranteeing a large portion 
of the cash accessible to the nation and with the banks, making 
funds accessible to borrowers (organisations and people). 
Moreover, an online system of payment can track spending of a 
particular individual; to simplify the framework of services 
offered by the banks. This data is likewise helpful to the 
administration when settling on financial adoptions. Online 
payment system likewise can diminish the cost on money 
handling and costs on printing. As per (Moody's Analytics, 
2010), genuine worldwide GDP on an average increased by an 
additional 0.2% per year considered to what it would have been 
without the utilisation of cards. Basically, the use of cards 
develops a nation's GDP by 0.2% every year

 
[64]. 

In a society where 90% of money is held outside of the 
banks to migrate to a cashless economy is a major 
transformation. It is subsequently a gigantic test for the 
government, money related establishments, people and 
different other partners in charge of making this framework 
accomplish its financial advantages [65]. There are probably 
going to be economic, operational, financial and advertising 
changes that should be overseen in a proper manner. 

Conventional techniques of payment incorporate bank 
exchanges, debit cards, and credit cards. In 2014, the quantity 
of cards with a function of payment improved up to 766 
million in the EU. The measure of exchanges by means of 
cards was 47.5 billion, with an aggregate estimation of 2.4 
trillion dollars. However, individuals incline towards other 
choices or local solutions of payment. The scene of optional 
payments has advanced and is believed to assert 55% of e-
Commerce revenue by 2019, as described in Figure 2

 
[66]. 

The payments industry all over the world is growing at a 
fast pace with the filtering of investments by big banks and the 
development of emerging technologies by progressing start-
ups. It was reported by Boston Consulting Group [67] in 2016 
that the transaction banking may reach from $1.1 trillion in the 
year 2014 up to $2 trillion in the year 2024, as depicted in 
Figure 3. While the focus has been on technology and 
innovation, the advantages of new payment mechanisms are 
now being realised by businesses for improving the bottom line 
and fuelling corporate growth. 

As per Vaughan Rowsell [67], chief product officer and 
founder at Vend, “Popular businesses are showing others that 
those payment solutions, which were new a few years ago, like 
contactless cards or mobile wallets, are now real, reliable and 
widely used. As adoption has been slow, but steady, the 
technology has been able to evolve and become better 
over time.” Furthermore, he also says that a lesson that 
businesses can take from this is the revelation of the number of 
choices available to the user as the largest element of bottom 
line growth. The greater number of user payment options, 
cheaper and quicker systems imply that there is reduced 
dependence on cash. Nevertheless, it also implies that the 
expectations of customers are growing. 

Global Payments UK managing director and president, 
Nigel Hyslop [67] quotes: “We have seen a sharp increase in 
the number of people using their mobile phone to make 
purchases online or pay with contactless for items up to £30.” 
Furthermore, he also says: “More people are realising that 
using contactless with their mobile is easier than digging 
around for spare change when paying for lower-cost items.” 
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Fig. 2. Future Trends of Payment Methods [Source: Global payments report preview, Worldpay, November 2015] 

 
Fig. 3. Annual Consumer Payments 2024 Forecast 

In the former years, the adoption of contactless systems of 
payment has grown by a large scale at the physical point-of-
sale (POS). As per the reports of UK Cards Association [67], 
there was an increase in the total contactless transactions made 
in the month of January 2016 by 212% as compared to the 
transactions made in January 2015. Such a trend has been 
driven by banks that continue issuing contactless enabled cards 

followed by the continuous activation of compatible POS 
terminals by retailers in order to benefit from the reduced 
acceptance costs of contactless mode of payment. 

New methods of payment are now being used by some of 
the leading businesses in the world and are thus moving one 
step ahead than making payment for goods. Rather, they are 
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being used for enhancing the interaction of buyers with the 
company’s products. At the onset of the month of April 2016, 
SWIFT banking cooperative made an announcement which 
said that an innovative global payment initiative was signed by 
21 banks for improving the user experience with an increased 
transparency, predictability and speed of cross-border 
payments. The banks that had participated include leading 
banks like Bank of China, Wells Fargo, Bank of America 
Merrill Lynch, J.P. Morgan Chase, Barclays and Royal Bank of 
Canada [67]. 

Despite the enormous development of payment 
technologies, the customer acceptance has not been found to be 
satisfactory. In this regard, various factors have been 
underlined as being responsible for the adoption of mobile 
wallets successfully in the market. According to a survey 
report, about 62 per cent people are apprehensive about their 
system security. As per the reports of another survey that was 
made in the year 2015, among the existing systems of customer 
digital payment, 16 per cent customers gave preference to 
digital payment however 67 per cent customers are partial to 
cash even now. Furthermore, the acceptance rate of debit cards 
was found to be 59 per cent while 50 per cent customers relied 
on credit cards. The contactless payment technologies are also 
seen to have lesser excitement among customers where only 5 
to 6 per cent consumers believe that they would be using 
digital mode of payment by the year 2020 [68] [45]. The rates 
of acceptance of traditional as well as digital modes of 
payment have been given in Figures 4 and 5, respectively. 

According to a survey on payment technologies, it has been 
found that debit cards are the most popular with 43 per cent 

people preferring this payment mode followed by credit cards 
opted by 35 per cent people [69]. Since customers find more 
comfort in the use of credit or debit cards, these payment cards 
have been digitised by several companies by incorporating 
many of them in one product, e.g., Plastic cards, Coin and 
Stratos can store up to 20 cards, 8 cards and 3 cards 
respectively whereas a whopping 25 cards can be loaded by 
SWYP [70]. 

One of the main barriers to customer acceptance has been 
found to be security as stated by 45 per cent respondents who 
were surveyed. The most important reason behind this is 
assumed to be the resistance of customers to switch 
technologies; about 97 per cent customers showed repudiation 
in buying a new device which supported mobile payments [71]. 
As per a survey conducted in the year 2016, people were found 
to be less likely to use mobile payment with only 6 per cent 
ready to make use of a mobile payment app [72]. The major 
issue that has been found to be associated with mobile payment 
mode is the high cost of smart-phones that these payments rely 
on, particularly in countries where they can be afforded by few 
people only. India has been observed to be the second largest 
smart-phone market with an estimated 73 per cent people using 
mobile phones all over the country. Owing to the technological 
innovations, about 40 per cent users of smart phones in India 
possess a mobile wallet [73]. Moreover, it was also reported 
that 74 per cent people intend to make use of a mobile wallet in 
the emerging markets whereas this figure goes down to mere 
46 per cent in the developed markets [73] [45]. 

 
Fig. 4. Acceptance Rates of Various Traditional Payment Systems 
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Fig. 5. Acceptance Rates of Various Digital Payment Systems 

V. ONLINE PAYMENT SYSTEM AS A BOON 

For the first time in history, a review by the Federal 
Reserve Financial Services Policy Committee shows that 
electronic payment exchanges in the United States have 
surpassed cheque payments. In 2003, the total number of 
electronic exchanges were equivalent to 44.5 billion dollars, 
while the quantity of cheques paid were equal to 36.7 billion 
dollars. Evidently, a pattern among buyers can be recognised; 
purchasers are seen to be more willing to work with online 
electronic transactions and employing an automated medium to 
do their businesses. 

As indicated in a review by Fiallos and Wu (2005), the 
ingress of the web has put electronic payments and exchanges 
on an exponential development rate

 
[74]. Customers could buy 

merchandise from the web and send credit card numbers in an 
unencrypted form over the system, which made the 
transactions quite vulnerable to threats and frauds. With 
development in online payment systems, a wide assortment of 
new secure systems of payments have come up as customers 
turned out to be more mindful of their protection and security. 
As argued by Cobb (2005), Online Payments have remarkable 
number of financial benefits in addition to their safety and ease 
of operation. These advantages when expanded can go far in 
contributing hugely to financial improvement of a country

 
[75]. 

Computerised electronic payments help develop deposits in 
banks and in this manner, increase reserves accessible for 
business credits – which is considered as a driver of financial 
achievement. As per [75], advantageous and secure electronic 
payments convey with them a noteworthy scope of full scale 
financial advantages. “The impact of introducing online 
payments is akin to using the gears on a bicycle. Add an 
efficient electronic payments system to an economy, and you 
kick it into a higher gear. Add better-controlled consumer and 
business credit, and you notch up economic velocity even 
further”. 

Online payment system can be helpful in uprooting shadow 
economies, bringing masked exchanges into the banking 
system and help in bringing straightforwardness, cooperation, 
and confidence in the economic system. In addition to this, as 
specified by Al Shaikh (2005) in

 
[75], there is a relationship 

between the rise in demand deposits and increase in point of 
sales volumes. “Automated electronic payments act as a 
gateway into the banking sector and as a powerful engine for 
growth. Such payments draw cash out of circulation and into 
the bank accounts, providing low cost funds that can be used to 
support bank lending for investment – a driver of overall 
economic activity. The process creates greater transparency 
and accountability, leading to greater efficiency and better 
economic performance”. 

In a comparative account in
 

[76], online payment is 
extremely helpful for the buyer. Most of the time, the user is 
required to enter his account related information - for example, 
credit card number and delivering address - once. The data is 
then kept on retailer's web server’s database. When the client 
returns to the webpage, he simply signs in with his username 
and password. “Completing a transaction is as simple as 
clicking your mouse: All you have to do is confirm your 
purchase and you're done”. 

Hord (2005) in
 
[76] additionally underlines that online 

payments bring down expenses of organisations. Less cash is 
spent on paper and postage with increasing number of online 
payments. Presenting the option of online payments can 
likewise help organisations enhance client preservation. “A 
customer is more likely to return to the same e-commerce site 
where his or her information has already been entered and 
stored”. 

As indicated by
 
[75], “Electronic payments can thus lower 

transaction costs stimulate higher consumption and GDP, 
increase government efficiency, boost financial intermediation 
and improve financial transparency”. The author additionally 

0% 2% 4% 6% 8% 10% 12% 14% 16% 18%

PayPal

Retailer Mobile Payment Apps

Digital Currency

Apple Pay

Google Wallet

Pop-Money Clear Xchange

Digital Payment 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

266 | P a g e  

www.ijacsa.thesai.org 

states, “Governments play a critically important role in creating 
an environment in which these benefits can be achieved in a 
way consistent with their own economic development plans”. 

Humphrey et al., 2001 likewise bolster the reality that 
utilisation of online payment systems holds the guarantee of 
tremendous advantage to both vendors and buyers as costs are 
reduced, more ease of use and higher security, dependable 
means of payment and settlement for a possibly immeasurable 
scope of products and enterprises offered worldwide over the 
web or other electronic systems

 
[77]. One such advantage is 

that online payment systems empower bank clients to deal with 
their everyday money related transactions without visiting their 
nearby bank office. Online payments could save dealer’s time 
and cost in taking care of money

 
[78]. 

As signified in [79], the asset cost of the payment 
framework of a country can represent 3% of its GDP. Since 
most online payment systems cost just around 33% to 50% of 
the paper-based non-money payment, clearly the social cost of 
a payment framework could be impressively lessened if it is 
computerised

 
[78]. Mechanising and reshuffling electronic 

payments produced using self-serve channels, for example, 
ATMs, point-of-sale (POS) systems, and branch office 
terminals can lessen paper-based mistakes and expenses. 

An examination work completed by Visa Canada 
Association as a team with Global Insight (A main monetary 
and budgetary counselling firm) discovered that online 
payment systems give proficiency in transactions to 
purchasers, traders, banks and on the whole the economy. 
Online payments have contributed $C 107 billion to the 
Canadian economy since 1983 and comprise of about 25% of 
the $C 437 billion aggregate development in the Canadian 
economy over the said period. Over the same two decades, $C 
60 billion of the expansion in Personal Consumption 
Expenditures was specifically inferable from online payments, 
with credit card having a major share in this development ($C 
49.4 billion) in comparison to debit cards ($C 10.4 billion)

 

[80]. 

VI. ONLINE PAYMENT SYSTEM AS A CHALLENGE 

In spite of the numerous advantages of the online payment 
systems, they have their own difficulties and challenges even 
in today’s technologically advanced world. The challenges 
which have been identified by previous researchers are 
Infrastructure, Regulatory, Legal issues and Socio-Cultural 
issues. 

1) Infrastructure 
Infrastructure is fundamental for the effective execution of 

online payments. Appropriate infrastructure for online 
payments is an issue

 
[81]. For online payments to be fruitful, it 

is necessarily required to have a financially savvy and reliable 
infrastructure that can be availed by dominant part of the 
populace. In developing nations, large portions of the country 
don’t have banks and have no access to basic infrastructure that 
drives online payments. In connection to this, a research work 
by Mishra (2008) reveals that in Nepal, Electricity and 
Telecommunication are not accessible all through the nation, 
which contrarily influences the advancement of online 
payments

 
[82]. 

2) Regulatory and Legal Issues 
National, provincial or global arrangement of laws, 

standards and different other directions are imperative 
prerequisites for the effective execution of online payment 
plans. A significant portion of components incorporate 
guidelines on tax evasion, supervision of e-money 
organisations and commercial banks by supervisory specialists; 
central banks should keep an oversight on payment systems, 
buyer and information protection, participation and rivalry 
issues. As indicated by Taddesse and Kidan (2005) the 
worldwide and virtual nature of online payment additionally 
brings up legal issues, for example, which laws are relevant in 
debated cases and which jurisdiction will be competent, 
legitimacy of digital signatures and electronic contracts

 
[81]. A 

legitimate and administrative structure that builds confidence 
and trust helping technical endeavours is a vital issue to be 
tended to in executing online payments. 

3) Socio-cultural Challenges 
Social and cultural dissimilarities in outlooks and the 

utilisation of various types of cash (e.g. utilisation of credit 
cards in North America and utilisation of debit cards in 
Europe) muddle with the job of building an online payment 
system that is relevant at a global level [81]. The discrepancy 
in the level of the security required and productivity among 
individuals of various societies and the degree of advancement 
worsens the issue. 

Buyer’s trust and confidence in the customary methods of 
payment make clients more averse to embrace new 
innovations. New innovations won't rule the market until 
clients are sure that their privacy is ensured and satisfactory 
confirmation of security is safeguarded. New advances 
likewise need to stand the test of time so as to secure people’s 
confidence, regardless of the fact that it is simpler to use and 
less expensive than the more established techniques

 
[80]. 

B. Overcoming Problems in Online Payment Systems 

The payment systems supporting online transactions in a 
wireless environment should have a level of security equivalent 
to that of fixed networks. Furthermore, the upcoming online 
payment applications have to show compatibility with the 
current traditional payment infrastructure such that there is no 
problem in operating the existing infrastructure. Nevertheless, 
the process of making transactions in a wireless environment 
has several limitations which require the wireless-payment 
system designers to look for innovative solutions for 
addressing those constraints. Reducing the computational 
requirements of the protocols employed is one possible 
solution; another solution is the replacement of the 
computation-intense cryptographic operations by more 
efficient and smarter cryptographic protocols that require less 
memory resources and computing. Consequently, there is a 
need of achieving a trade-off between security and 
performance of transactions for making a secure online 
payment [3]. Several measures can be taken to overcome 
various issues in online payment systems. Besides the tangible 
tools for monitoring frauds like purchase tracking, customer 
account and validation services, the risk management staff of a 
certified Level 1 PCC DSS payment processor can be used for 
precluding frauds. Furthermore, customer service practices like 
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merchant accessibility and Know-Your-Customer (KYC) can 
be employed for substantially reducing or eliminating charge-
backs. Cross-border payments which can be expensive, 
inefficient and slow play a significant role in international trade 
and require the following developments: 

1) Initiatives and authorisations led by Government 

should be used for regulating fees and payments, 

2) Economies of scale can be achieved by multinationals 

along with the advantage to consolidate credit risk, 

3) Up-and-coming transnational systems shall reduce 

dependence on correspondence networks, 

4) Outsourcing shall lower costs and improve processing 

efficiency, and 

5) More effective management of liquidity, costs and 

credit risk by payment systems. 
A certification by Payment Card Industry Data Security 

Standards (PCI DSS) is a must for every business or merchant 
that accepts debit or credit cards, offline or online. For online 
consumers as well as merchants, the bottom line is a secure, 
seamless and an easy transaction process offered mostly by a 
PCC DSS Level 1 payment processor [83]. 

VII. SECURITY OF ONLINE PAYMENT SYSTEMS 

In all information systems, the security of data and 
information is of significant importance. Data Security 
involves methodology, technology and practices which 
guarantee that data is secured from 

1) alteration or unintentional change (integrity), 

2) unauthorised access (confidentiality), while 

3) promptly accessible (availability) to approved clients 

on demand. 
The online payment systems need to have all the above 

security features; an online payment system which is not 
secured will not be trusted by its clients. And, trust is 
extremely important to guarantee acceptance from the clients. 
The online banking and online payment applications have 
security issues as they rely upon basic ICT frameworks that 
make vulnerabilities in economic organisations, businesses and 
can possibly hurt clients

 
[84]. 

B. Security Requirements in Online Payment Systems 

A safe economic exchange electronically needs to meet 
some prerequisites as explored by [85]. They may be stated as 
follows: 

a) Integrity and Authorisation 

Integrity may be characterised as the validity, accuracy and 
completeness of data as per business qualities and desires. In 
payment systems, integrity implies that no cash is taken from a 
client lest a payment is approved by the client. Additionally, 
clients need not accept any payment without the absolute 
permission of the clients; this is alluring when clients need to 
keep away from unwanted bribery

 
[86]. 

b) Confidentiality 

Confidentiality may be defined as the safety of private or 
sensitive data from unapproved divulgence. A few 
organisations included may want to have confidentiality in 

their exchanges. Confidentiality in this setting implies the 
confinement of knowledge about different snippets of data 
which are related to the exchange; the verification of 
payer/payee, buy content, sum and so forth. Commonly, 
members included want to guarantee that transactions are 
secret [86] where untraceability or anonymity is sought, the 
prerequisite might be to make available this information to 
only certain specific subsets among the participants. 

c) Availability and Reliability 

Availability is guaranteeing that data frameworks and 
information are prepared for utilisation when they are required; 
regularly communicated as the rate of time that a framework 
can be utilised for profitable work. All factions need to have 
the capacity to make or get payments whenever the need arises

 

[86]. 

End-user requirements include flexibility, usability, 
availability, affordability, speed of transactions and reliability. 

C. Enhancing Online Payment Security 

As more and more people are connected to the Internet, the 
popularity of online commercial activities is growing as well

 

[87]. Nevertheless, the risks associated with online payment 
systems are factual and multiplying day-by-day. As per the 
survey conducted by Association of Financial Professionals in 
the year 2013, it was found that about 60 per cent organisations 
fell prey to successful or attempted fraud payments whereas up 
to 63 per cent organisations showed up adoption of new 
security measures or preparation to do the same in the time to 
come [88]. Therefore, for their wide acceptance all over the 
world, online payment methods must follow an efficient 
protocol ensuring a higher level of security for performing 
online transactions.  The most widely recognised strategy for 
securing online payments is utilising cryptographic-based 
innovations, for example, digital signatures and encryption

 

[89]. On application, these innovations lessen speed and 
proficiency and thus trade off must be made amongst 
effectiveness and security. 

Two commonly used protocols viz. Secure Electronic 
Transaction (SET) and Security Socket Layer Protocol (SSL) 
have been identified after analysing the study of [47] ensuring 
security of online commerce transactions. Among these, SSL is 
found to be the most commonly used protocol that encodes the 
whole session between computers involved in the transaction 
process thereby enabling a safe communication over the Web. 
In this way, encryption of communication is achieved in SSL 
using public key cryptography between the client and server. In 
contrast to this, SET prevents the transfer of the whole credit 
card number of the user over the Internet by allowing only a 
part of it to be transferred during the communication process. 
Furthermore, SET also endows the users with the provision of 
business data verification, information integration and sensitive 
information coding by making use of latest technologies like 
data encoding and digital signatures. 

VIII. FUTURISTIC CONSIDERATIONS 

The various online payment methods employed by 
businesses, government and consumers are supported by an 
assortment of technologies, laws and institutions which 
combine for transferring value among parties reliably. Like 
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every other industry, there is a competition between payment 
providers who face strong incentives for innovating. Several 
mechanisms exist in the market simultaneously since every 
mechanism satisfies a particular requirement. Their reliability 
and efficiency can be improved only if the consumers agree to 
embrace new and economical technologies together with the 
added costs. Eventually, the payment methods are a reflection 
of the interaction between consumers and providers. 

A lot of people are of the view that the payment industry 
shall go through a dramatic drift in the next ten years, with the 
existing payment methods getting replaced by totally new 
online payment systems. But some people are dubious who 
only expect the existing systems to evolve continuously into 
systems that are substantially reliant on electronic components. 
The nature of transformation can be any of these however 
various obstacles have to be surmounted by consumers as well 
as producers of the payment services. In this section, some of 
the opportunities and challenges that the participants of online 
payment systems (including the Federal Reserve) may face 
have been discussed. It is observed that consumers, bankers, 
the Fed, emerging providers and businesses can all impact the 
way transactions shall be performed in the future if they take 
interest actively [90]. 

In order that the commerce runs smoothly, the payment 
process for purchasing a service or product using a debit or 
credit card should remain safe, efficient and easy. A number of 
changes including latest technologies like digital wallets and 
smart-phones, budding interests in making peer-to-peer 
payments, demand by consumers to accept payments done by 
cards and the transitions in buying habits, all have raged a war 
within this industry as businesses have to fight each other for 
maintaining their positions. Therefore, there is a tremendous 
pressure on organisations due to the following reasons [91]: 

 New technologies have to be exploited by organisations 
for simplifying and enhancing the user experience. This 
is because online payment systems have transformed 
the entire industry plus the potential for mobile 
payments, card-reader-equipped smart-phones and 
contactless cards can all proclaim the subsequent 
revolution. 

 Peer-to-peer payments have to be accommodated since 
they are responsible for expanding the market beyond 
the retailer world. Moreover, the necessity of 
exchanging funds has sparked off innovations past the 
existing banking model even in developing nations. 

 The shift towards a cashless society should be 
accelerated by incorporating micropayments for 
vending machines, parking meters, highway tolls, etc. 
which otherwise involve cash handling inconvenience 
and other unnecessary costs. 

 A firm grip has to be kept on frauds. Since it has been 
proven by e-commerce that latest technology drives up 
fraud and brings with itself new threats that include 
misusing the payment network as well as data theft 
which can be easily exploited by anyone. For a large 
number of people, the next frontier is the security 
concerns in card-not-present transactions. 

 The alignment with international technologies and 
initiatives is also a must. The online payment system is 
a worldwide infrastructure and its weakest points are 
the site of attraction for attackers. The anti-fraud 
initiatives like 3D-Secure and EMV have been launched 
globally and are to be still rolled out in other markets. 

 The compliance of the online payment systems with 
broader data privacy obligations has to be ensured. In 
this regard, the collection of PCI standards is used for 
data breach disclosure laws and privacy mandates, and 
majority of these laws emphasise on the significance of 
data related to payments and finance. 

The pressures discussed above collectively create a number 
of challenges for organisations supporting transactions that are 
performed through online payment systems. 

IX. CONCLUSION 

An evolutionary succession has been witnessed by payment 
methods from cash to cheques, to credit cards and debit cards, 
and currently to electronic commerce and mobile banking. In 
this paper, it has been studied that online payment methods are 
increasingly being used for making daily online as well as on-
site purchases. The issues associated with online payment as 
well as the adoption of electronic commerce for making 
payments by customers has been discussed in this paper. 
Furthermore, the advancements in technology supporting 
mobile transactions and making them more convenient and 
transparent is developing trust among customers who are 
becoming habitual of employing this mode of payment. This 
change in the behaviour of customers showing a transition 
from the traditional to an advanced online mode of payment is 
apparent in retailing and banking, and with nearly all available 
mobile devices. The statistics shown in this study signify that 
the number of customers employing online mode of payment 
and making online transactions are continuously growing, 
hinting at an everlasting acceptance of online payment systems 
from academia as well as industry. However, the adoption and 
deployment of several rising technologies carry new 
opportunities and challenges to the implementation and design 
of secure online payment systems in the present day as well as 
in near future. This study concludes that a better integration of 
online payment systems with the present financial and 
telecommunication infrastructure is necessary for a propitious 
future of this payment mode. Furthermore, establishing a 
common standard for a variety of service providers, improving 
the compatibility with a large number of customers, 
overcoming privacy and security concerns and employing the 
latest technology could facilitate expeditious adoption of online 
payment methods and expand the market for such a mode of 
payment. Future work may be directed towards the legalisation 
of various factors responsible for contributing in the efficacious 
adoption of online payment systems all over the world. 
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Abstract—The online social communities employ several 

techniques to attract more users to their services. One of the 

essential demand of these communities is to find efficient ways to 

attract more users and improve their engagement. For this 

reason, social media sites typically take advantage of 

gamification systems to improve users’ participation. Among all 

the gamification services, badges are the most popular feature in 

online communities which are massively used as a reward system 

for users. Therefore, the recommendation of relevant unachieved 

badges to users will have a significant impact on their 

engagement level; instead of leaving them in the ocean of 

different actions and badges. In this paper, we develop a badge 

recommendation model based on item-based collaborative 

filtering which recommends the next achievable badges to users. 

The model calculates the correlation between unachieved badges 

and users’ previously awarded badges. We evaluate our model 

with the data from Stack Overflow question-answering website to 

examine if the recommendation model can recommend proper 

badges in an existing real community. Experimental results show 

that the model has about 70 per cent true recommendation by 

just recommending one badge and it has about 80 per cent 

correct recommendation if it recommends two badges for each 

user. 

Keywords—Social Media; Data Mining; Gamification 

Algorithms; User Engagement; Recommendation Systems 

I. INTRODUCTION 

The user experience of video games as well as models, 
methods, and heuristics which had been developed by 
researchers for the usability or playability of games [1] has 
become a notable topic of discussions on social networking 
websites [2]. An obvious matter of interest in this field is the 
idea of using the game design elements in non-game contexts 
to improve user experience and user engagement. Since the 
video games primarily designed to entertain people and 
motivate people to engage with them, we should be able to use 
game elements in other non-game products and services to 
make them more enjoyable and engaging as well [3]. This idea 
is a new phenomenon which is called Gamification. 

Following the success of the location-based services, such 
as Foursquare and Nike+, gamification has rapidly gained 
attention in design and digital marketing [4], [5]. Numerous 
empirical studies have shown that gamification has positive 
effects in a wide range of contexts [6]. The gamification can 

also help finding an effective avenue to attract customers and 
retain an interest in today’s digital world. After all, 
gamification is really just about getting more people to do 
more stuff more often. That’s why most of the time hours fly 
by when playing video games without noticing. 

These days several vendors offer gamification as a service 
layer of reward and reputation systems with points, badges, 
levels and leader boards (e.g. Badgeville) [7]. At the same 
time, gamification is increasingly catching the interest of social 
media researchers [4]. In this paper, among all the gamified 
elements, we focus on badges. Badge-based achievement 
systems are being used increasingly to drive user participation 
and engagement across a variety of platforms and contexts [8]. 
Powerful examples of large-scale successful implementation of 
badges are Valve’s Steam and Microsoft’s Xbox Live platform 
where all games released must have some sort of achievements 
[9]. Since then, badges have widely implemented on different 
gaming platforms and have been extremely successful. They 
also employed across a wide range of domains, from news sites 
like Huffington Post, where users are recognised for 
contributing valuable comments and being well-connected; to 
education sites like Khan Academy and Codecademy, where 
users are awarded badges for correctly answering questions; to 
knowledge creation sites like Wikipedia and Stack Overflow, 
where users are awarded for their contributions to the online 
communities. 

In fact, some social networking websites use the badges as 
separate milestones for each user, some use them to exhibit 
each user’s skills, and some award badges to users for doing 
certain actions [10]. This latter use of badges is the main 
functionality we have worked on in this paper, because as an 
incentive by recommending certain badges which have 
associated with certain actions, websites can control users’ 
behaviour and make them eager to participate more in the 
society. Badges are simpler than other incentives and in 
practice, many social websites have positioned them as an 
important part of their incentive system. However, despite their 
simplicity, they include some aspects of complex users’ 
behaviours. The most fundamental way in which badges can 
influence users’ behaviour is by encouraging them to expand 
their general level of interest and participation. 

1) Problem Definition. Social media websites can provide 

a wide range of activities that users can do for most of their 

The work was done while the authors were working at the Persian Gulf 
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parts, and by creating badges for one or a set of these activities 

they can control users’ behaviour and steer them to the 

direction that they seek. As an example, let’s suppose there is a 

question and answer (Q&A) website with a set of activities like 

asking and answering questions, up-voting and down-voting 

questions and answers, editing questions and answers and so 

on. In addition, we assume that the users of this site are the 

people who just ask questions and none of them likes 

answering questions. In this situation, we can create a new 

badge for answering questions and reward it to users who 

answer the question. In this way, we provide enough 

enthusiasm for users not only to ask questions but also try to 

answer questions to gain the new answer badge. By 

considering a Q&A website scenario, we assume that there is a 

complete set of predefined badges for different activities on the 

site. All badges are threshold badges and are awarded once a 

user has taken a specified number of actions of certain types. 

Between all these badges the challenging problem is finding 

the relevant ones. We want to develop a mechanism for the 

recommendation of new unachieved badges to each user. 

2) Contribution. In this paper, we propose an efficient 

framework based on collaborative filtering—and in specific, 

item-based collaborative filtering [11]—which is an 

appropriate solution to our badge recommendation problem. 

The bottleneck in conventional collaborative filtering or user-

based collaborative filtering is the search for neighbours 

among a large user population of neighbours. This computation 

increases as the number of users increases and therefore it can 

simply lose the scalability. However, Item-based techniques 

avoid this bottleneck by first analysing the user-item matrix to 

identify relationships between different items, and then using 

these relationships to compute recommendations for users 

indirectly. We try to show how well the proposed 

recommendation model can predict user’s future behaviour. 

Therefore, as the main contribution of this paper, we first 

develop an item-based collaborative filtering recommendation 

model for badges which are awarded to users and record their 

behaviour according to this recommendation model. After that, 

we evaluate the proposed model on the data from the popular 

question-answering website Stack Overflow to see how much 

it’s accurate when recommending unachieved badges on an 

existing environment. We also analyse the dataset to extract 

some useful statistics from it and develop a baseline algorithm 

based on this information for more experimental purposes. 
The rest of the paper is structured as follows. In Section II, 

we summarise how this work relates to other research. In 
Section III, the recommendation model is described. The 
description of the dataset and the analysis we did are shown in 
Sections IV and V, respectively. This is followed by Section 
VI by the empirical evaluation setting of the model and results. 
Finally, in Section VII, we draw conclusions and describe 
future work. 

II. RELATED WORK 

As mentioned in the introduction, the utilisation of badges 
is a growing pattern in different fields but our research is 

principally related to two lines of research: improving user 
engagement with gamification incentives and designing 
recommendation algorithms for social media sites. 

The first topic is about the study of badge effects in user 
behaviour and their use to steer and control user actions; 
leading both to increase participation and changes in activities 
a user seeks on the website [12], [13]. In this subject, Denny in 
[8] has worked on the effect of badges on students’ 
engagement in an online learning tool. He discovered a highly 
significant positive effect on the quantity of students’ 
contributions, without a corresponding reduction in their 
quality. Students also enjoyed being rewarded by badges for 
their contributions. 

There are also some papers on badge design and placement 
problem which works on the idea of how to ideally place 
badges in our system and how should we design them to induce 
particular user behaviours the way we want [12], [14]. For this 
matter, Antin and Churchill in [10] presented a conceptual 
organisation for different types of badges with concentrating 
on social psychological perspective. Easley and Ghosh in [15] 
studied the question of how gamification via badges can be 
most effectively used for incentivising participation in online 
systems. They analysed various design choices and offered 
guidance about how, and for what, a website might choose to 
award badges. 

Aside from these topics, the use of badges can also be 
viewed as part of the growing phenomenon of gamification and 
more general incentives for contribution in social media [4], 
[7]. Lounis et al. [16] have worked on the role of incentives 
and community collaboration. In their study, they investigated 
the impact of game elements on user’s experienced fun during 
participation in a gamified service. 

The second topic is about the field of recommendation 
systems; our work relates to collaborative filtering 
recommendation algorithms and in specific item-based 
collaborative filtering with implicit feedback. In this field, [11] 
and [17] analysed different item-based recommendation 
generation algorithms. They looked into different techniques 
for computing item-item similarities like item-item correlation 
and cosine similarity. They also compared their results to the 
basic k-nearest neighbour approach. Results and experiments 
suggest that item-based algorithms provide better performance 
than user-based algorithms, while at the same time also 
providing a better quality recommendation. 

For item recommendation based on users’ implicit 
feedback, Hu et al. [18] have identified unique properties of 
implicit feedback datasets. They transformed user observations 
into positive and negative preferences with difference 
confidence levels. Their algorithm is successfully implemented 
and tested as part of a large-scale TV show recommender 
system. Liu et al. [19] also proposed a boosting algorithm for 
item recommendation with implicit feedback. Boosting is a 
general technique that can improve the accuracy of a given 
learning algorithm. Herlocker et al. [20] overviewed the factors 
that have been considered in recommendation systems 
evaluation and also introduced new factors which should be 
considered. They described empirical results on accuracy 
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metrics and showed how results from different accuracy 
metrics might vary. 

In the last few years, some researcher tried to analyse the 
role of badges [21], reputation systems [22], [23], and 
question’s tags [24] in social medias, especially for Q&A 
websites. However, on the best of the authors' knowledge, this 
paper is the first one in examining and analysing a badge 
recommendation model to improve user engagement through 
recommending related badges to online social media users. 

III. RECOMMENDATION MODEL 

In this section, we describe the recommendation model. We 
are going to develop a badge recommendation model and use 
collaborative filtering for this purpose. According to the nature 
of our problem, item-based collaborative filtering [11] best 
suits this work. Therefore, before anything, it is necessary to 
find the most similar badges and then combine these 
similarities with user's badges to generate a recommendation. 

The critical step in this item-based collaborative filtering is 
the computation of the similarity between different badges and 
then finding the most similar badges to each of the badges. The 
fundamental idea of similarity computation for two different 
badges is to find users who have gained both of these badges 
and then applying a similarity computation technique to 
determine the similarity scores. There are different similarity 
scores to use in order to find similarities between badges. We 
can find similarities by computing distance using measures like 
Manhattan or Euclidean distance in the  -dimensional space 
where   is the number of users. We can calculate these 
distances between two badges as 

 (   )  (∑ |     |
  

   )
 

    (1) 

where   and   are zero-one vectors that show the badge 
availability of each badge column for each user. For     this 
formula is the Manhattan distance and for     it’s the 
Euclidean distance. We have tested different similarity 
measures and among them, we use cosine similarity. A good 
point of cosine similarity is that it is suitable for sparse data 
and it doesn’t depend on the shared-zero values, so it ignores 0-
0 matches of each evaluation of the badge vector. It is defined 
as 

   (   )  
   

|| || || ||
                            (2) 

where   indicates the dot product and || ||  indicates the 
length of the vector   which contains a bunch of zeros and 
ones that show the badge availability of each badge column for 
our users. We’ll show an example of this vector when we start 
building our model for empirical evaluation. The length of this 
vector is 

|| ||  √∑   
  

                             (3) 

and by substituting (3) in (2) the final formula for cosine 
similarity sums up as 
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∑      
 
   

√∑   
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With this similarity measurement formula, we can calculate 
the similarity of each badge against other badges and find the 
most similar badges to each one. The cosine similarity rating 
ranges from +1 indicating perfect similarity to -1 indicating 
perfect dissimilarity. By identifying the set of most similar 
badges with cosine similarity measure, we then develop a 
technique for badge recommendation which proposes relevant 
unachieved badges to target users based on the history of their 
achieving badges (history of users’ badges). 

For each user, we check all the available badges, if the user 
already has that badge then we won’t recommend it, but if he 
doesn’t have that badge we go through our similarity table and 
extract the most similar badges to this badge and call them 
similar badges. Then using (5), we calculate the similarity 
between the ―history of users’ badges‖ and extracted ―similar 
badges‖ to get a measure for recommending a new badge 
according to the users’ history. 

                       
∑                     
 
   

∑                     
 
   

    (5) 

where   is the number of similar badges which can be 
selected by the model. In (5),         is a zero-one vector (of 
  elements) and            is a vector that contains   cosine 
similarity values. For each badge of the user,            is the 
top similar badges to that user’s badge and         is the 
existence of those top similar badges in the user’s badges 
profile. We calculate this measurement for each badge that the 
user doesn’t already own and finally recommend badges with 
the highest score from this formula. We can recommend as 
many badges as we want based on the descending order of 
scores we get for each badge. We talk more about this part of 
the recommendation system in Section VI. 

We want our model to also cover the cold-start problem for 
new users who doesn't have any badges. The cold-start 
problem occurs when it is not possible to make reliable 
recommendations due to an initial lack of items. As we use 
threshold badges which are awarded once a user has taken a 
specified number of actions of certain types, we can simply 
recommend some common badges with the threshold of one to 
new users. These are common badges based on the timestamp 
of achieving them from our existing users and are owned with 
just one common action. This subject will be discussed more in 
the analysis section (Section V). 

Finally, in this model not only we recommend badges to 
improve user engagement but also we are considering people’s 
behaviour in our recommendations. We are recommending 
specific badges according to users’ behaviour and history even 
if they are far from that badge’s threshold but their behaviour 
shows they can go toward it. Figure 1, depicts a big picture of 
the proposed badge recommendation model in brief. 
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Fig. 1. The process of badge recommendation in the recommendation model 

IV. DATASET 

We use the dataset of the question-answering site Stack 
Overflow to test our recommendation model. Stack Overflow 
is part of the Stack Exchange network and makes extensive use 
of badges. It is one of the first sites to use badges on a large 
scale. The anonymised data dump of Stack Overflow is freely 
available from Internet Archive and it includes an archive file 
for Posts, Users, Votes, Comments, Badges and so on in the 
XML format. We use Badges XML dataset which contains all 
the badges that are awarded to users. In this dataset, each row 
element shows a single user badge; description of attributes 
from each row element has shown in Table 1. The data is also 
available through ―Stack Exchange Data Explorer‖ which lets 
you run SQL queries directly against a copy of the data. 

TABLE I. SUMMARY OF FEATURES FROM THE BADGES DATASET 

Feature Description 

UserId UserId of the badge owner 

Name Badge name 

Date Timestamp of when the user had achieved the badge 

There are over 100 different badges on Stack Overflow, 
which vary greatly in how difficult they are to achieve. For 
example, there are badges for encouraging new users that 
nearly everyone obtains, such as the ―Autobiographer‖ badge 
for filling your profile description which is categorised under 
bronze badges and also there are complex ones like 
―Legendary‖ badge which has a more complex threshold to 
achieve and is categorised under the gold ones. 

In the Badges dataset, each individual badge given to a user 
is time-stamped. For our work, we use badges that were given 
from years 2008 to 2010. We turn this period into three 
separate partitions, one for badges from the year 2008 only, 
one for years 2008 to 2009 and one for years 2008 to 2010 
which covers the whole dataset. We did this so to run 
experiments on various dataset sizes. The data and source code 
from our experiments are also available online

1
. 

V. ANALYSIS 

Before running the empirical evaluation, we have done 
some analysis on the extracted dataset. Table 2, shows the 
number of users and distinct badges in each partition of the 
dataset. We can see the number of different badges grew over 
the years. 

TABLE II. NUMBER OF USERS AND DISTINCT BADGES IN EACH 

PARTITION OF OUR DATASET 

Dataset Partition Number of Users Number of Badges 

2008 only 18,255 88 

2008 - 2009 75,182 292 

2008 - 2010 210,743 592 

Figure 2, shows 20 most frequent badges that were awarded 
to users in each dataset partition, and Figure 3, shows the 
frequency of users with one badge to users with 20 badges 
which makes a nice heavy-tailed like distribution; similar to 
other observations in social networking websites. 

                                                           
1 https://github.com/h4iku/stack-badges 
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TABLE III. FIVE MOST FAVOURITE BADGES AS USERS’ FIRST BADGE 

  
Fig. 2. Twenty most frequent badges in different dataset partitions. 

 
Fig. 3. The frequency of users with one badge to users with 20 badges.

In order to recommend badges to newcomers and cover the 
cold-start problem, we analysed the first five favourite and 
frequent badges that users have achieved according to the 
badges timestamp; the result and description of these badges 
are shown in Table 3. All these five badges are threshold 
badges with the threshold of one and they will be awarded by 
doing just one action, so they are good for recommending to 
newcomers. 

VI. EMPIRICAL EVALUATION 

After developing the model, we want to investigate whether 
the predictions match the users’ behaviour we see in the dataset 
or not. In fact, the training and test setup are designed to 
evaluate how well the model can predict future user behaviour. 
As mentioned, our dataset is from the question-answering site 
Stack Overflow that makes extensive use of badges. We have 

built a python framework to extract various aspects of data in 
different formats from this dataset.  

A. Building the Model 

The raw data from the dataset is in the XML format. First, 
we create a matrix file from the XML file, which it has a user 
in each line and the users’ badges are in front of it. So, the row 
index of our data consists of users and the column index 
contains all the badges. If a user has a badge, we put 1 under 
that badge column and if not we put 0. A simple example of 
this matrix file is shown in Figure 4. Then the dataset is 
divided into a training set and a test set. We use the training set 
to build our model and the test set to test it with. 

To start building the model for item-based collaborative 
filtering, we have to determine the similarity between columns 
which are the badges. We apply cosine similarity between 

Badge 
Frequency as user’s first badge 

When to award 
2008 2008 - 2009 2008 - 2010 

Student 4,624 21,859 74,921 First question with score of 1 or more 

Teacher 9,041 26,117 54,604 Answer a question with score of 1 or more 

Editor 1,628 9,451 30,179 First edit 

Scholar 973 8,467 25,065 Ask a question and accept an answer 

Autobiographer 1,873 6,931 12,930 Complete "About Me" section of user profile 
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columns and as a result, we have similarity measure between 
all the badges. We can also sort this similarity numbers in the 
descending order to have the most similar badges to each 
badge. As we are going to test this, we limit the similarities to 
ten similar badges for each badge. 

We also developed a simple baseline algorithm using 
results of our dataset analysis. For the baseline method, we take 
five most popular badges in each dataset partition and 
recommend them to users who doesn’t already own them. 

B. Test Setting 

We made a specific test set from the data to test the model. 
To build the test set, in each dataset partition we randomly 
select enough users who have more than five badges. Then for 
each user, we randomly select one badge and remove it from 
his badges (leave-one-out evaluation) in the train set [20]. We 
put this selected badge on the user’s test set. 

 
Fig. 4. An example for the user badges matrix that we extract from the main 

dataset. 

TABLE IV. EVALUATION RESULTS 

Title 

Dataset Partition 

2008 2008 - 2009 
2008 - 

2010 

Our Model’s Precision 0.70 0.63 0.61 

Baseline 0.52 0.43 0.42 

Number of Training Users 18,256 75,182 210,743 

Number of Test Users 1,344 5,098 10,666 

We give the train badges of a user to the recommendation 
model and the model will recommend one or more badges to 
that user. Then the recommended badge is checked against the 
test set to see if the test set contains the recommended badge 
for that user or not. If the recommended badge is in the test set 
then we have a true positive because the recommended badge 
was in the user’s test set and if not then we have a false 
positive because the user didn’t have that recommended badge 
in his test set. 

In this phase, we check every badge for each user. If the 
user has that badge then the model is not going to recommend 
that badge to that user but if the user doesn’t have that badge, 
we calculate the score of user history badges and badges 
similar to this badge and get a value for it. After doing this for 
all the badges, we sort the values in the descending order and 
recommend badges. 

C. Results 

In this subsection, we present the experimental results of 
our empirical evaluation of the Stack Overflow badges dataset. 
Results are shown in Table 4. As said previously, we divided 
the dataset into three partitions to run our model on. One 

smaller part which contains badges from the year 2008, the 
second part which contains badges from years 2008 to 2009, 
and the third part which is our complete dataset and contains 
badges from years 2008 to 2010. 

We also run the model with two badge recommendations 
and compared the results of top one recommendation with top 
two recommendations in Table 5. 

VII. CONCLUSION AND FUTURE WORK 

Although the use of badge incentives is a new trend in 
online social websites, it has a huge effect on user engagement 
and participation. Aside from this, recommendation systems 
are also impressive technologies that help users find their way 
and are now an important part of online E-commerce systems. 
Combining these two approaches will give us a nice model to 
steer user behaviour in online communities. 

In this paper, we have built a badge recommendation model 
using item-based collaborative filtering. We evaluated the 
model with the Stack Overflow badges dataset to see how well 
it can predict future user behaviour. This model tried to 
recommend badges to each user along the user’s behavioural 
activities so that he can find the direction he wants to go in the 
community. The results show that the model has about 70 per 
cent true recommendation by just recommending one badge 
and it has about 80 per cent correct recommendation if it 
recommends two badges for each user. 

TABLE V. RESULTS FOR TOP ONE AND TOP TWO RECOMMENDATION 

Title 

Dataset Partition 

2008 2008 - 2009 
2008 - 

2010 

Top 1 0.70 0.63 0.61 

Top 2 0.82 0.75 0.74 

In future work, we can examine other state-of-the-art 
algorithms for the recommendation with implicit feedback. We 
can also use content-based recommendation and combine 
user’s posts, comments, and other features with collaborative 
filtering recommendations. The fair rate of correct 
recommendations in this paper shows that this area of work can 
get better, and really help online social sites toward their goal. 

REFERENCES 

[1] P. Sweetser and P. Wyeth, ―GameFlow: a model for evaluating player 
enjoyment in games,‖ Comput. Entertain. CIE, vol. 3, no. 3, pp. 3–3, 
2005. 

[2] Y. Chou, Actionable gamification: Beyond points, badges, and 
leaderboards. Octalysis Media Fremont, CA, USA, 2015. 

[3] D. R. Flatla, C. Gutwin, L. E. Nacke, S. Bateman, and R. L. Mandryk, 
―Calibration games: making calibration tasks enjoyable by adding 
motivating game elements,‖ in Proceedings of the 24th annual ACM 
symposium on User interface software and technology, 2011, pp. 403–
412. 

[4] S. Deterding, D. Dixon, R. Khaled, and L. Nacke, ―From game design 
elements to gamefulness: defining gamification,‖ in Proceedings of the 
15th international academic MindTrek conference: Envisioning future 
media environments, 2011, pp. 9–15. 

[5] K. Huotari and J. Hamari, ―Defining gamification: a service marketing 
perspective,‖ in Proceeding of the 16th International Academic 
MindTrek Conference, 2012, pp. 17–22. 

UserId,Autobiographer,Citizen Patrol,Civic Duty,Cleanup 

3718,1,1,0,0 

994,1,1,1,0 

3893,1,1,1,1 

4591,1,1,0,1 

5196,1,0,1,0 

2635,1,1,1,1 

1113,0,0,1,0 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

 

278 | P a g e  

www.ijacsa.thesai.org 

[6] J. Hamari, J. Koivisto, and H. Sarsa, ―Does gamification work?–a 
literature review of empirical studies on gamification,‖ in System 
Sciences (HICSS), 2014 47th Hawaii International Conference on, 2014, 
pp. 3025–3034. 

[7] S. Deterding, M. Sicart, L. Nacke, K. O’Hara, and D. Dixon, 
―Gamification. using game-design elements in non-gaming contexts,‖ in 
CHI’11 Extended Abstracts on Human Factors in Computing Systems, 
2011, pp. 2425–2428. 

[8] P. Denny, ―The effect of virtual achievements on student engagement,‖ 
in Proceedings of the SIGCHI conference on human factors in 
computing systems, 2013, pp. 763–772. 

[9] M. Jakobsson, ―The achievement machine: Understanding Xbox 360 
achievements in gaming practices,‖ Game Stud., vol. 11, no. 1, pp. 1–22, 
2011. 

[10] J. Antin and E. F. Churchill, ―Badges in social media: A social 
psychological perspective,‖ in CHI 2011 Gamification Workshop 
Proceedings, 2011, pp. 1–4. 

[11] B. Sarwar, G. Karypis, J. Konstan, and J. Riedl, ―Item-based 
collaborative filtering recommendation algorithms,‖ in Proceedings of 
the 10th international conference on World Wide Web, 2001, pp. 285–
295. 

[12] A. Anderson, D. Huttenlocher, J. Kleinberg, and J. Leskovec, ―Steering 
user behavior with badges,‖ in Proceedings of the 22nd international 
conference on World Wide Web, 2013, pp. 95–106. 

[13] M. Montola, T. Nummenmaa, A. Lucero, M. Boberg, and H. Korhonen, 
―Applying game achievement systems to enhance user experience in a 
photo sharing service,‖ in Proceedings of the 13th International 
MindTrek Conference: Everyday Life in the Ubiquitous Era, 2009, pp. 
94–97. 

[14] J. Hamari and V. Eranti, ―Framework for designing and evaluating game 
achievements,‖ Proc DiGRA 2011 Think Des. Play, vol. 115, no. 115, 
pp. 122–134, 2011. 

[15] D. Easley and A. Ghosh, ―Incentives, gamification, and game theory: an 
economic approach to badge design,‖ ACM Trans. Econ. Comput., vol. 
4, no. 3, p. 16, 2016. 

[16] S. Lounis, K. Pramatari, and A. Theotokis, ―Gamification is all about 
fun: The role of incentive type and community collaboration,‖ 2014. 

[17] M. Deshpande and G. Karypis, ―Item-based top-n recommendation 
algorithms,‖ ACM Trans. Inf. Syst. TOIS, vol. 22, no. 1, pp. 143–177, 
2004. 

[18] Y. Hu, Y. Koren, and C. Volinsky, ―Collaborative filtering for implicit 
feedback datasets,‖ in Data Mining, 2008. ICDM’08. Eighth IEEE 
International Conference on, 2008, pp. 263–272. 

[19] Y. Liu, P. Zhao, A. Sun, and C. Miao, ―A Boosting Algorithm for Item 
Recommendation with Implicit Feedback.,‖ in IJCAI, 2015, vol. 15, pp. 
1792–1798. 

[20] J. L. Herlocker, J. A. Konstan, L. G. Terveen, and J. T. Riedl, 
―Evaluating collaborative filtering recommender systems,‖ ACM Trans. 
Inf. Syst. TOIS, vol. 22, no. 1, pp. 5–53, 2004. 

[21] H. Cavusoglu, Z. Li, and K.-W. Huang, ―Can gamification motivate 
voluntary contributions?: the case of stackoverflow Q&A community,‖ 
in Proceedings of the 18th ACM Conference Companion on Computer 
Supported Cooperative Work & Social Computing, 2015, pp. 171–174. 

[22] D. Movshovitz-Attias, Y. Movshovitz-Attias, P. Steenkiste, and C. 
Faloutsos, ―Analysis of the reputation system and user contributions on 
a question answering website: Stackoverflow,‖ in Proceedings of the 
2013 IEEE/ACM International Conference on Advances in Social 
Networks Analysis and Mining, 2013, pp. 886–893. 

[23] A. Bosu, C. S. Corley, D. Heaton, D. Chatterji, J. C. Carver, and N. A. 
Kraft, ―Building reputation in stackoverflow: an empirical 
investigation,‖ in Proceedings of the 10th Working Conference on 
Mining Software Repositories, 2013, pp. 89–92. 

[24] C. Stanley and M. D. Byrne, ―Predicting tags for stackoverflow posts,‖ 
in Proceedings of ICCM, 2013, vol. 2013. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

279 | P a g e  

www.ijacsa.thesai.org 

A Novel Edge Cover based Graph Coloring 

Algorithm

Harish Patidar  

Research Scholar 

Department of Computer Science and Engineering 

Sir Padampat Singhania University 

Udaipur, India 

Dr. Prasun Chakrabarti  
Professor and Head 

Department of Computer Science and Engineering 

Sir Padampat Singhania University 

Udaipur, India 

 

 
Abstract—Graph Colouring Problem is a well-known NP-

Hard problem. In Graph Colouring Problem (GCP) all vertices 

of any graph must be coloured in such a way that no two 

adjacent vertices are coloured with the same colour. In this 

paper, a new algorithm is proposed to solve the GCP. Proposed 

algorithm is based on finding vertex sets using edge cover 

method. In this paper implementation prospective of the 

algorithm is also discussed. Implemented algorithm is tested on 

various graph instances of DIMACS standards dataset. 

Algorithm execution time and a number of colours required to 

colour graph are compared with some other well-known Graph 

Colouring Algorithms. Variation in time complexity with 

reference to increasing in the number of vertices, a number of 

edges and an average degree of a graph are also discussed in this 

paper.  

Keywords—Graph Colouring Problem; Edge Cover; 

Independent Set; NP-Hard Problem 

I. INTRODUCTION 

Graph Colouring Problem is used to the optimal solution of 
many real world practical applications like Time table 
scheduling [13], Air traffic flow management [29], Frequency 
assignment and Computer gaming. The graph colouring 
problem is defined as follows. Let G= (V, E) is a graph with |V| 
is a number of vertices and |E| is a number of edges, which 
connects vertices to each other.   The edges are of the form (a, 
b) where a, b ∈  E. The problem of graph colouring is to assign 
a colour to each vertex a ∈  V such that a and b does not colour 
with the same colour. 

Finding the optimum solution in optimum time is always 
the objective of researchers. In general colouring optimisation 
is the primary objective of graph colouring algorithms. But 
when it comes to a large graph where a number of vertices and 
number of edges are in large number, time complexity is more 
important than colouring optimisation. For example genetic 
algorithm with multipoint guided mutation algorithm 
(MSGCA) generate optimum chromatic number (5) for graph 
instance 4-Insertion_4, i.e. number of colours required to 
colour graph of 475 vertices and 1795 edges are five. But 
algorithm takes 1071 seconds to complete execution [8]. And 
proposed algorithm gives the same chromatic number and 
generates results in 0.41 second only. 

Today, graph colouring algorithms are used for many 
internet applications, social media websites where graph size is 
very large. And user required fast results of their web access.  

Rest of the paper is organised as follows: In section II, 
related work done by researchers in the field of graph colouring 
is discussed. In section III problem with the existing algorithm 
is highlighted. In section IV an algorithm is proposed to solve 
the problem highlighted in section III. In section V 
experimental results of proposed algorithm on DIMACS graph 
instances are shown. In section VI, results analysis is done on 
the bases of experimental results and results are also compared 
with some other well-known graph colouring algorithms. In 
Section VII, the conclusion of research work is discussed and 
future enhancement in proposed algorithm is also discussed.  

II. RELATED WORK AND BACKGROUND 

There are already so many approaches to solving the GCP 
given by the researchers. These approaches are widely divided 
into two categories: (1) approximate [2], and (2) exact. The 
approximate approach does not give the best solution but can 
give a result with the large graphs. The algorithm developed by 
exact approach gives satisfactory results but most of the exact 
algorithms are not suitable for large graphs. 

On the basis of an execution graph colouring algorithm can 
be sequential and parallel. There are number of algorithm like, 
Cuckoo optimisation algorithm [3], modified cuckoo 
optimisation algorithm [4], polynomial 3-SAT encoding 
algorithm [5], Ant colony optimisation algorithm [6], Mimetic 
algorithm [7], GA with multipoint guided mutation algorithm 
[8] many more are sequential graph colouring algorithm. On 
the other hand Parallel largest-log-degree-first (LLF) [9], 
Parallel smallest-log-degree-first (SLF) [9], a parallel 
algorithm based on BRS [10], parallel graph colouring on multi 
core CPUs [11] are a parallel algorithm. The parallel algorithm 
is more time efficient then sequential algorithm due to parallel 
execution of different iterations of the algorithm. 

III. PROBLEM IDENTIFICATION 

The primary objective of graph colouring algorithm is to 
find the optimum chromatic number (number of colours 
required to colour all vertices of the graph), but when graph 
size is large and average vertex degree of a graph is high, the 
time complexity of the algorithm is more important than the 
chromatic number. For the large graphs algorithm execution 
time should be finite and optimum. In a review of different 
kinds of literature it has been found that most of the algorithms 
are not able to colour large graphs in optimum time. 
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IV. PROPOSED ALGORITHM 

In this paper, edges cover based graph colouring algorithm 
is proposed. This proposed algorithm full fill the need of 
optimum time complexity for large graphs. This algorithm is 
based on finding an independent set (not a single connecting 
edge between vertices) of vertices using edges cover technique. 
The algorithm is able to give results for all kinds of graph 
instances successfully. Execution time is also optimum for 
large graphs. 

A. Edges Cover Technique 

Edge cover technique is a selection of vertices of any graph 
in such a manner that all edges of the graph will be covered. 
The remaining vertices set is called independent set. There 
should be minimum vertices in edge cover vertices set, to get 
maximum independent set. 

V  EC   V  I   V   (1) 

where, 

V (EC) is set of Edge cover vertices.  

V (I) is set of Independent vertices in the graph. 

V is set of all vertices of the graph.  

B. Edge Cover Graph Coloring Algorithm 

Proposed Edges cover graph colouring algorithm works in 
an iterative manner. Each iteration gives a single set of 
vertices. This set contains vertices independent to each other, 
so that each vertex of the set can assign a single colour. The 
behaviour of iteration depends on a number of sets. For the 
large graph it is difficult to predict a number of sets. Figure 1 
shows algorithm flow and different iterations. 

Proposed algorithm takes the graph instance as input in the 
form of adjacency edge list. The algorithm generates a certain 
number of vertices sets as an output each set of vertices can be 
coloured with the same colour. 

C. Complexity Analysis of Algorithm 

Proposed graph colouring algorithm is NP-hard in nature. 
So it is hard to determine the complexity hypothetically. The 
complexity of algorithm depends on a number of independent 
sets. A number of independent sets are unpredictable. Proposed 
algorithm works on iterations. All iterations have three parts 
where maximum execution time is required. 

First: when the degree of vertices is calculated. Equation 
(2) shows the complexity of calculating the degree of vertices 
in determining the single independent set. 

|Nv|*|Ne|      (2) 
where, 

Nv is a number of vertices in vertex set. 

Ne is a number of edges in edge set. 

At the end of algorithm execution if algorithm generates 
total k independent sets then the total complexity of calculating 
the degree of all vertices in all iterations is shown in equation 
(3). 

  ∑   Nv    N     
      (3) 

where, 

Nvi is a number of vertices in vertex set while finding ith 
independent set. 

Nei is Number of edges in edge set while finding ith 
independent set. 

k is a number of independent sets 

 
Fig. 1. Flow chart of algoritm 

Second, time complexity in finding maximum degree 
vertices is shown by equation (4).  

  ∑   V   ( V    )    
     (4) 

where, 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

281 | P a g e  

www.ijacsa.thesai.org 

Vi is a number of vertices in vertex set while finding ith 
independent set. 

k is Number of independent sets. 

And third is when edge set required editing. Complexity to 
update edge set in all iteration of the algorithm can be 
evaluated by equation (5). 

 ∑  |V    |  D     (V  x)   
    E     

 (5) 
where, 

Veci is a number of vertices in edge cover set while finding 
ith independent set. 

Degree(Vmax) is a degree of maximum degree vertex. 

Eec is a number of edges connected to vertices available in 
edge cover set. 

V. EXPERIMANTAL RESULTS 

To evaluate the proposed algorithm DIMACS graph 
instances are used. DIMACS instances of graphs are 
introduced by scientists for graph colouring problem. Most of 
the graph colouring algorithms are tested on DIMACS graph 
instances. Some graphs of DIMACS are generated randomly 
by computer programs and some of them are results of real 
world applications. 

Proposed algorithm is implemented in JAVA Programming 
language (jdk1.8.0_74). Eclipse JUNA Editor is used to write 
the program. Operating system Windows Server 2012 Standard 
64-bit is used. Intel Pentium Dual CPU G640 @2.80Ghz with 
2 GB RAM is used for implementation and result evaluation. 

In this section of paper, test results on DIMACS graph 
instances are shown. Test results are shown in the tabular form. 
Each table contains graph Instance name, Number of vertices 
(V) in the graph, Number of edges connected to vertices (E), 
Number of coloured required to colour graph (K) which is 
generated by an algorithm, and Time (in Seconds) taken by the 
algorithm to execute. 

A. DSJC Series Graphs Results 

Table 1 shows the DSJC series of instances results. They 
are random graphs used in the paper by David S. Johnson. 

TABLE I.  DSJC GRAPHS TEST RESULTS 

Instance Vertices (V)  Edges (E) Colours (K) Time (s) 

DSJC125.1 125 736 8 0.125 

DSJC125.5 125 3891 25 0.797 

DSJC125.9 125 6961 56 1.739 

DSJC250.1 250 3218 12 0.673 

DSJC250.5 250 15668 42 3.578 

DSJC250.9 250 27897 94 13.932 

DSJC500.1 500 12458 19 2.328 

DSJC500.5 500 62624 73 41.642 

DSJC500.9 500 224874 168 209.882 

B. DSJRx Graphs Results 

DSJRx graph instances are geometric random graphs with x 
nodes randomly distributed in the unit square. These graphs are 

used in a paper by David S. Johnson. Table 2 shows the 
proposed algorithm results. 

TABLE II.  DSJRX GRAPHS TEST RESULTS 

Instance Vertices (V)  Edges (E) 
Colours 

(K) 
Time (s) 

DSJR500.1 500 3555 15 1.265 

DSJR500.1c 500 121275 103 599.203 

DSJR500.5 500 58862 197 493.005 

C. Myciel Graphs Results 

Myciel graphs are based on the Mycielski transformation 
and they are triangle free graphs. Table 3 show the results of 
myciel graphs on proposed algorithm. 

TABLE III.  MYCIEL GRAPHS TEST RESULTS 

Instance Vertices (V)  Edges (E) 
Colours 

(K) 
Time (s) 

myciel3 11 20 4 0.016 

myciel4 23 71 5 0.031 

myciel5 47 236 6 0.094 

myciel6 95 755 7 0.188 

myciel7 191 2360 10 0.422 

D. k-Insertion graphs and Full Insertion graphs results 

k-insertion graphs and full insertion graphs are also tested 
on proposed algorithm. These graphs are a generalisation of 
myciel graphs with inserted nodes to increase graph size but 
not density. These instances are created by M. Caramia and P. 
D ll’Ol o. T bl  4 shows the results of k-insertion graphs and 
full insertion graphs. 

TABLE IV.  K-INSERTION AND FULL INSERTION GRAPHS TEST RESULTS 

Instance Vertices (V)  Edges (E) Colors (K) Time (s) 

1-FullIns_3 30 100 4 0.032 

1-FullIns_4 93 593 5 0.14 

1-FullIns_5 282 3247 6 0.469 

1-Insertions_4 67 232 5 0.063 

1-Insertions_5 202 1227 6 0.219 

1-Insertions_6 607 6337 7 0.953 

2-FullIns_3 52 201 5 0.078 

2-FullIns_4 212 1621 6 0.252 

2-FullIns_5 852 12201 8 1.484 

2-Insertions_3 37 72 4 0.016 

2-Insertions_4 149 541 5 0.161 

2-Insertions_5 597 3936 8 0.75 

3-FullIns_3 80 346 6 0.078 

3-FullIns_4 405 3524 8 0.594 

3-FullIns_5 2030 33751 9 6.789 

3-Insertions_3 56 110 4 0.031 

3-Insertions_4 281 1046 5 0.219 

3-Insertions_5 1406 9695 7 1.858 

4-FullIns_3 114 541 8 0.187 

4-FullIns_4 690 6650 9 0.985 

4-FullIns_5 4146 77305 10 33.566 

4-Insertions_3 79 156 4 0.078 

4-Insertions_4 475 1795 5 0.406 

5-FullIns_3 154 792 8 0.188 

5-FullIns_4 1085 11395 10 1.422 
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E. Matrix Partitioning Problem Graphs Results 

These graphs are generated by Matrix partitioning problem. 
Graphs from a matrix partitioning problem in the segmented 
columns approach to determine sparse Jacobian matrices. 
Table 5 shows the results of proposed algorithm on these 
graphs. 

TABLE V.  MATRIX PARTITIONING PROBLEM GRAPHS TEST RESULTS 

Instance Vertices (V)  Edges (E) 
Colours 

(K) 
Time (s) 

ash331GPIA 662 4185 6 0.953 

ash608GPIA 1216 7844 6 1.797 

ash958GPIA 1916 12506 6 3.25 

F. Register Allocation Problem Graphs Results 

Proposed algorithm is also tested on graph instances 
generated by register allocation problem. Table 6 shows the 
results of register allocation problem generated graphs. 

TABLE VI.  REGISTER ALLOCATION PROBLEM GRAPHS TEST RESULTS 

Instance 
Vertices (V)  Edges (E) Colours (K) Time (s) 

fpsol2.i.1 496 11654 65 1.954 

fpsol2.i.2 451 8691 31 1.328 

fpsol2.i.3 425 8688 31 1.297 

inithx.i.1 864 18707 54 2.969 

inithx.i.2 645 13979 31 2.062 

inithx.i.3 621 13969 31 1.944 

mulsol.i.1 197 3925 49 0.848 

mulsol.i.2 188 3885 31 0.624 

mulsol.i.3 184 3916 31 0.578 

mulsol.i.4 185 3946 31 0.592 

mulsol.i.5 186 3973 31 0.577 

zeroin.i.1 211 4100 51 0.902 

zeroin.i.2 211 3541 32 0.562 

zeroin.i.3 206 3540 32 0.526 

G. Latin Square Problem Graphs Results 

The problem corresponds to assigning colours to the cells 
of an empty matrix such that there is no repetition of colours in 
each row/column of the matrix is called Latin Square Problem. 
Some graphs are generated by Latin square problem are also 
used to test the proposed algorithm. Table 7 shows the results 
of graphs generated by Latin square problem. 

TABLE VII.  LATIN SQUARE PROBLEM GRAPHS TEST RESULTS 

Instance Vertices (V)  Edges (E) Colours (K) Time (s) 

qg.order100 10000 990000 128 20540.5 

qg.order30 900 26100 40 17.441 

qg.order40 1600 62400 60 96.171 

qg.order60 3600 212400 82 978.151 

latin_square_10 900 307350 152 1095.71 

H. Leighton Graphs Results 

L   hton    phs       n   t d by L   hton’s    ph 
covering theorem (Two finite graphs which have a common 

covering have a common finite covering). Leighton graphs 
results on proposed algorithm are shown in Table 8. 

TABLE VIII.  LEIGHTON GRAPHS TEST RESULTS 

Instance Vertices (V)  Edges (E) 
Colours 

(K) 
Time (s) 

le450_15a 450 8168 23 1.817 

le450_15b 450 8169 23 1.736 

le450_15c 450 16680 33 3.69 

le450_15d 450 16750 34 3.789 

le450_25a 450 8260 33 1.907 

le450_25b 450 8263 30 2 

le450_25c 450 17343 39 4.063 

le450_25d 450 17425 40 4.598 

le450_5a 450 5714 11 1.11 

le450_5b 450 5734 13 1.188 

le450_5c 450 9803 9 1.143 

le450_5d 450 9757 8 1.266 

I. Miles Graphs Results 

In miles graphs nodes are placed in space with two nodes 
connected if they are close enough. The nodes represent a set 
of United States cities. Proposed algorithm test results are 
shown in Table 9. 

TABLE IX.  MILES GRAPHS TEST RESULT 

Instance Vertices (V)  Edges (E) 
Colours 

(K) 
Time (s) 

miles1000 128 6432 51 1.406 

miles1500 128 10396 81 2.588 

miles250 128 774 10 0.18 

miles500 128 2340 26 0.422 

miles750 128 4226 39 0.953 

J. Queen Graphs Results 

A queen graph is a graph on n^2 nodes, each corresponding 
to a square of the board. Two nodes are connected by an edge 
if the corresponding squares are in the same row, column, or 
diagonal. 13 different instances of queen problem are tested on 
proposed algorithm. The test result is shown in Table 10. 

TABLE X.  QUEEN PROBLEM GRAPHS TEST RESULTS 

Instance Vertices (V)  Edges (E) 
Colours 

(K) 
Time (s) 

queen10_10 100 2940 17 0.437 

queen11_11 121 3960 18 0.703 

queen12_12 144 5192 19 0.859 

queen13_13 169 6656 20 1.046 

queen14_14 196 8372 21 1.375 

queen15_15 225 10360 25 1.86 

queen16_16 256 12640 27 2.221 

queen5_5 25 320 7 0.094 

queen6_6 36 580 10 0.125 

queen7_7 49 952 12 0.203 

queen8_12 96 2736 15 0.468 

K. School Scheduling Graphs Results 

School scheduling graphs are generated for scheduling the 
classes of school. Test results are shown in Table 11. 
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TABLE XII.  SCHOOL SCHEDULING GRAPHS TEST RESULTS 

Instance Vertices (V)  Edges (E) 
Colours 

(K) 
Time (s) 

school1 385 19095 43 4.682 

school1_nsh 352 14612 40 2.924 

L. Large Random Graph Result 

Proposed algorithm is also tested on a random graph. This 
graph has 2000 vertices and 999836 edges. Table 12 shows the 
number of coloured and execution time of proposed algorithm. 

TABLE XIII.  RANDOME LARAGE GRAPHS TEST RESULTS 

Instance Vertices (V)  Edges (E) 
Colours 

(K) 
Time (s) 

C2000.5 2000 999836 239 19091.7 

M. Quasi-random coloring problem generated graphs results 

Graph generated by Quasi-random colouring problem test 
results are shown in Table 13. 

TABLE XIV.  QUASI-RANDOM COLORING PROBLEM GRAPHS TEST RESULTS 

Instance Vertices (V)  Edges (E) Colours (K) Time (s) 

flat1000_50_0 1000 245000 125 698.714 

flat1000_60_0 1000 245830 125 697.875 

flat1000_76_0 1000 246708 128 642.514 

flat300_28_0 300 21695 45 5.954 

R50_1g 50 108 5 0.047 

R50_1gb 50 108 5 0.047 

R50_5g 50 612 15 0.093 

R50_5gb 50 612 15 0.124 

R50_9g 50 1092 25 0.265 

R50_9gb 50 1092 25 0.251 

R75_1g 70 251 6 0.063 

R75_1gb 70 251 6 0.078 

R75_5g 75 1407 16 0.234 

R75_5gb 75 1407 16 0.281 

R75_9g 75 2513 39 0.577 

R75_9gb 75 2513 39 0.593 

N. Geometric Random Graphs Results 

Geometric random graphs test result on proposed algorithm 
is shown in Table 14. 

TABLE XV.  GEOMETRIC RANDOM GRAPHS TEST RESULTS 

Instance Vertices (V)  Edges (E) 
Colours 

(K) 
Time (s) 

r1000.1c 1000 485090 124 1220.47 

r1000.5 1000 238267 411 2035.23 

r250.5 250 14849 101 7.327 

O. Geometric Graph with Bandwidth and Node Weights 

Graphs Results 

In these graph instances bandwidth of each edge and 
weights of nodes are given. Proposed algorithm tested by 
ignoring edges bandwidth and nodes weight. Results of 
geometric graphs are shown in Table 15. 

TABLE XVI.  GEOMETRIC GRAPHS WITH BANDWIDTH AND NODE WEIGHT 

TEST RESULTS 

Instance Vertices (V)  Edges (E) 
Colours 

(K) 
Time (s) 

GEOM100 100 647 10 0.14 

GEOM100a 100 1092 16 0.219 

GEOM100b 100 1150 20 0.234 

GEOM110 110 748 11 0.171 

GEOM110a 110 1317 19 0.234 

GEOM110b 110 1366 21 0.281 

GEOM120 120 893 11 0.187 

GEOM120a 120 1554 21 0.312 

GEOM120b 120 1611 23 0.328 

GEOM20 20 40 5 0.016 

GEOM20a 20 57 6 0.031 

GEOM20b 20 52 4 0.032 

GEOM30 30 80 6 0.031 

GEOM30a 30 111 7 0.046 

GEOM30b 30 111 6 0.031 

GEOM40 40 118 6 0.047 

GEOM40a 40 186 8 0.062 

GEOM40b 40 197 7 0.093 

GEOM50 50 177 6 0.062 

GEOM50a 50 288 11 0.078 

GEOM50b 50 299 10 0.094 

GEOM60 60 245 7 0.062 

GEOM60a 60 399 11 0.093 

GEOM60b 60 426 12 0.124 

GEOM70 70 337 9 0.078 

GEOM70a 70 529 12 0.125 

GEOM70b 70 558 12 0.156 

GEOM80 80 429 8 0.125 

GEOM80a 80 692 14 0.156 

GEOM80b 80 743 15 0.172 

GEOM90 90 531 10 0.125 

GEOM90a 90 879 16 0.234 

GEOM90b 90 950 18 0.219 

P. Book Graphs Results 

Book graphs are created where each node represents a 
character. Two nodes are connected by an edge if the 
corresponding characters encounter each other in the book. 
Proposed algorithm test result of book graphs are shown in 
Table 16. 

TABLE XVII.  BOOK GRAPHS RESULTS 

Instance Vertices (V)  Edges (E) Colours (K) Time (s) 

anna  138 986 12 0.202 

david 87 812 12 0.204 

huck 74 602 11 0.109 

jean 80 508 10 0.078 

Q. Game graph results 

Game graph representing the games played in a college 
football season can be represented by a graph where the nodes 
represent each college team. Two teams are connected by an 
edge if they played each other during the season. Test results of 
the game graph are shown in Table 17. 
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TABLE XVIII.  GAME GRAPH RESULTS 

Instance Vertices (V)  Edges (E) 
Colours 

(K) 
Time (s) 

games120 120 1276 9 0.281 

VI. RESULT ANALYSIS 

In this section certain facts are extracted from the test 
results of section 5. The time complexity of proposed 
algorithm is also compared with some well known graph 
colouring algorithms. 

Proposed edge cover based graph colouring algorithm is 
tested on many large graphs. Table 18 shows graph instances 
with their execution time (in Seconds) and a number of colours 
required to colour graphs.  

TABLE XIX.  LARGE GRAPH INSTANCES  

Instance Vertices (V)  Edges (E) Colours (K) Time (s) 

C2000.5 2000 999836 239 19091.7 

qg.order100 10000 990000 128 20540.531 

DSJC1000.9 1000 449449 307 4025.27 

latin_square_10 900 307350 152 1095.714 

wap03a 4730 286722 86 1100.153 

wap04a 5231 294902 70 1158.958 

DSJC1000.5 1000 249826 127 684.343 

qg.order60 3600 212400 82 978.151 

DSJC500.9 500 224874 168 209.882 

wap02a 2464 111742 59 206.283 

wap01a 2368 110871 59 188.199 

wap08a 1870 104176 68 150.603 

wap07a 1809 103368 65 149.708 

DSJR500.1c 500 121275 103 102.53 

DSJR500.5 500 58862 197 98.664 

qg.order40 1600 62400 60 96.171 

Implementation results of proposed edge cover based 
algorithm are compared with a well-known Ant-based 
algorithm for colouring graphs (ABAC) [13]. Table 19 shows 
the comparison results of both algorithms. The table also 
shows the results chromatic number (K) of both algorithms.  

TABLE XX.  COMPARISON OF PROPOSED ALGORITHM AND ANT-BASED 

ALGORITHM (ABCA) 

Instance 
Proposed ABCA 

K Time (s) K Time (s) 

2-Insertions_3 4 0.016 4 0.02 

3-Insertions_3 4 0.031 4 0.07 

1-Insertions_4 5 0.063 5 0.1 

4-Insertions_3 4 0.078 4 0.17 

mug88_25 4 0.078 4 0.16 

mug88_1 5 0.062 4 0.17 

1-FullIns_4 5 0.14 5 0.31 

myciel6 7 0.188 7 0.56 

mug100_25 4 0.125 4 0.35 

mug100_1 4 0.078 4 0.25 

4-FullIns_3 8 0.187 7 0.73 

miles250 10 0.18 8 0.57 

miles500 26 0.422 20 1.53 

miles750 39 0.953 31 1.95 

2-Insertions_4 5 0.161 5 0.74 

5-FullIns_3 8 0.188 8 1.38 

myciel7 10 0.422 8 2.49 

1-Insertions_5 6 0.219 6 1.64 

2-FullIns_4 6 0.252 6 2.03 

3-Insertions_4 5 0.219 5 4.69 

4-Insertions_4 5 0.406 5 12.9 

2-Insertions_5 8 0.75 6 17.82 

1-Insertions_6 7 0.953 7 18.6 

4-FullIns_4 9 0.985 8 22.53 

2-FullIns_5 8 1.484 7 29 

5-FullIns_4 10 1.422 9 33.5 

3-Insertions_5 7 1.858 6 36.68 

Figure 2 shows the execution time of proposed and ABCA 
algorithm for different size of graphs. X axis is representing a 
number of vertices in graph and Y axis is representing 
execution time in seconds of the algorithm. Figure 2 is 
generated by the data available in Table 19. Figure 2 clearly 
shows that execution time of proposed algorithm is less then 
ABCA algorithm, especially for the large graphs. 

Table 20 present the comparison of execution time (in 
seconds) and a chromatic number of proposed algorithm and 
Genetic algorithm with multipoint guided mutation algorithm 
(MSPGCA) [8].   

Figure 3 generated from graph instances their execution 
time available in Table 20. It has been observed that proposed 
algorithm execution completed in optimum time. 

In Table 21 Parallel genetic algorithm based on CUDA 
(PGACUDA) [13] is compared with proposed algorithm. 
Figure 4 shows execution time behaviour of both algorithms. 
By Figure 4 it is clear that for the larger graphs execution time 
of proposed algorithm is optimum compared to PGACUDA.  

 
Fig. 2. Execution time comparison of proposed algorithm and ABAC 

algorithm 

TABLE XXI.  COMPARISON OF PROPOSED AND GENETIC ALGORITHM WITH 

MULTIPOINT GUIDED MUTATION ALGORITHM (MSPGCA) 

Instance 
Proposed MSPGCA 

K Time (s) K Time (s) 

mug88_25 4 0.08 4 15 

myciel6 7 0.19 7 4 

mug100_25 4 0.13 4 18 

4-FullIns_3 8 0.19 7 2 

miles750 39 0.95 31 69 

2-Insertions_4 5 0.16 5 3 

5-FullIns_3 8 0.19 8 3 

myciel7 10 0.42 8 3 
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1-Insertions_5 6 0.22 5 148 

2-FullIns_4 6 0.25 6 96 

3-Insertions_4 5 0.22 5 6 

4-Insertions_4 5 0.41 5 1071 

2-FullIns_5 8 1.48 7 450 

 
Fig. 3. Execution time comparison of proposed algorithm and MSPGCA 

algorithm 

TABLE XXII.  COMPARISON OF PROPOSED AND PARALLEL GENETIC 

ALGORITHM BASED ON CUDA (PGACUDA) 

Instance 
Proposed PGACUDA 

K Time (s) K Time (s) 

2-Insertions_3 4 0.02 4 0.018 

3-Insertions_3 4 0.03 4 0.043 

1-Insertions_4 5 0.06 5 0.029 

4-Insertions_3 4 0.08 4 0.013 

mug88_25 4 0.08 4 0.063 

mug88_1 5 0.06 4 0.059 

1-FullIns_4 5 0.14 5 0.053 

myciel6 7 0.19 7 0.174 

mug100_25 4 0.13 4 0.084 

mug100_1 4 0.08 4 0.085 

4-FullIns_3 8 0.19 7 0.133 

miles250 10 0.18 8 0.174 

miles500 26 0.42 20 0.591 

miles750 39 0.95 31 1.207 

2-Insertions_4 5 0.16 5 0.151 

5-FullIns_3 8 0.19 8 0.137 

myciel7 10 0.42 8 0.496 

1-Insertions_5 6 0.22 6 0.365 

2-FullIns_4 6 0.25 6 0.313 

3-Insertions_4 5 0.22 5 0.316 

4-Insertions_4 5 0.41 5 0.947 

2-Insertions_5 8 0.75 6 2.225 

1-Insertions_6 7 0.95 7 3.495 

4-FullIns_4 9 0.99 8 4.948 

2-FullIns_5 8 1.48 7 8.475 

5-FullIns_4 10 1.42 9 14.925 

3-Insertions_5 7 1.86 6 20.419 

Modified cuckoo optimisation algorithm (MCOACOL) [4] 
is modified algorithm of the cuckoo optimisation algorithm for 
graph colouring algorithm. Cuckoo optimisation well knows 

graph colouring algorithm based on  u  oo b  d’s b h v our. 
This paper also compared the results of MCOACOL algorithm 
to proposed algorithm results. Table 22 has the comparison 
proposed and MCOACOL algorithm. To analyse the Figure 5 
it has been observed that time complexity of proposed 
algorithm is better than MCOACOL. The time complexity of 
proposed algorithm is highly expectable for the large graphs. 

 
 

Fig. 4. Execution time comparison of proposed algorithm and PGACUDA 

algorithm 

TABLE XXIII.  COMPARISON OF PROPOSED AND MODIFIED CUCKOO 

OPPTIMIXATION ALGORITHM (MCOACOL) 

Instance 
Proposed MCOACOL 

K Time (s) K Time (s) 

2-Insertions_3 4 0.02 4 0.4 

3-Insertions_3 4 0.03 4 0.5 

1-Insertions_4 5 0.06 5 0.5 

4-Insertions_3 4 0.08 4 0.6 

mug88_25 4 0.08 4 1.3 

mug88_1 5 0.06 4 1.1 

1-FullIns_4 5 0.14 5 0.5 

myciel6 7 0.19 7 0.5 

mug100_25 4 0.13 4 0.5 

mug100_1 4 0.08 4 0.8 

4-FullIns_3 8 0.19 7 0.7 

miles250 10 0.18 8 1.1 

miles500 26 0.42 20 1.2 

miles750 39 0.95 31 1.5 

2-Insertions_4 5 0.16 5 1.1 

5-FullIns_3 8 0.19 9 0.5 

myciel7 10 0.42 8 3.8 

1-Insertions_5 6 0.22 6 1.2 

2-FullIns_4 6 0.25 6 1.2 

3-Insertions_4 5 0.22 5 2.1 

4-Insertions_4 5 0.41 5 3.7 

2-Insertions_5 8 0.75 6 6.5 

1-Insertions_6 7 0.95 7 8.1 

4-FullIns_4 9 0.99 8 7.7 

2-FullIns_5 8 1.48 7 10.7 

5-FullIns_4 10 1.42 9 28 

3-Insertions_5 7 1.86 6 45 
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Fig. 5. Execution time comparison of proposed algorithm and MCOACOL 

algorithm 

VII. CONCLUSION AND FUTURE SCOPE 

Proposed edge cover based graph colouring algorithm is an 
exact graph colouring algorithm to solve the graph colouring 
problem. The algorithm is tested and evaluated on various 
categories of DIMACS graph instances. Results are also 
compared with some well-known graph colouring algorithms. 
Proposed edge cover based graph colouring algorithm is 
suitable for all size of graphs. Execution success rate is high of 
proposed algorithm. Execution time is optimum for large 
graphs. Proposed algorithm generates an optimum chromatic 
number for small and medium size graphs. 

There are certain areas of an algorithm, like calculating the 
degree of vertices and calculating edge sets in iterations. 
Parallel execution can be applied to make algorithm more time 
efficient. The algorithm can also enhance to get the more 
optimum chromatic number for large graphs by adding some 
more iteration.  
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Abstract—In this study, the effect of threshold values used for 

road segments detection in synthetic aperture radar (SAR) 

images of road network generation is examined. A three-phase 

method is applied as follows: image smoothing, road segments 

detection and irrelevant segments removal. Threshold values 

used in road segment detection phase are evaluated for four 

different situations and results are compared. The software is 

developed to apply and test all situations. Two different synthetic 

aperture radar images are used in experimental studies. 

Keywords—road detection; synthetic aperture radar 

I. INTRODUCTION 

Since the developments in space technology increase 
rapidly, more advanced satellites are built. Furthermore, more 
advanced observing systems are generated to be mounted on 
these satellites and synthetic aperture radar (SAR) is one of 
them. SAR can achieve remote imaging effectively for all day 
(daylight and night) and in all weather conditions [1]. These 
advantages increase the number of studies on SAR images. 
Road networks detection has high importance for these studies 
because knowledge of road networks has strategic importance 
for national security. 

Many academic studies are made on road networks 
detection in SAR images. Tupin et al. [2] present a study which 
detects linear features like roads. They use two different line 
detectors and Markov random field based connection method. 
Chanussot et al. [3] propose a morphological line detector for 
road network extraction. To improve the performance, they 
fuse results of multi-temporal images. Used fusion strategies 
are tested and compared. Jeon et al. [4] present a genetic 
algorithm based road detection method. They use perceptual 
grouping factors to design the fitness function. Dell’Acqua and 
Gamba [5] develop an algorithm using fuzzy Hough transform 
to extract roads. Gamba et al. [6] present a study for urban road 
extraction by utilising proposed algorithm in [5], adaptive 
directional filtering and perceptual grouping. A new method 
for a feature based supervised classification is presented by 
Borghys et al. [7]. They classify SAR images as road, water, 
forest etc. Chaabouni-Chouayakh and Datcu [8] propose an 
approach for urban area interpretation. They use mean-shift 

segmentation, linear structures detector and contextual 
knowledge to determine roads, buildings etc. A new road 
centre-point tracking method is presented by Cheng et al. [9]. 
Local detection and global tracking are applied. He et al. [10] 
propose a road network grouping algorithm. They use multi-
scale geometric analysis of detector responses. Saati et al. [11] 
present a road centreline extraction research based on a fuzzy 
algorithm, morphology skeletonisation and snake model. A 
road detection method is presented by Xiao et al [12]. They use 
Duda and path operators. Mu et al. [13] propose a new road 
extraction method based on Otsu method, mathematical 
morphology and Zernike moments. Cheng et al. [14] present a 
main road extraction method based on Markov Random Field 
They accelerate their method by utilising GPU and apply their 
method to polarimetric SAR images. Jin et al. [15] develop a 
constant false alarm line detector for polarimetric SAR images. 
They use Wilks’ test statistic which can detect bright and dark 
features. Jiang et al. [16] propose a road extraction method 
which uses multi-temporal interferometric SAR covariance. 
Firstly, they estimate interferometric SAR parameters then 
detect roads. 

The process of road network generation consists of a few 
sub-processes. Most important ones of them are road segments 
detection and road segments connecting. The majority of the 
road network is determined by these two main sub-processes. 
In this paper, the effect of threshold values used for road 
segments detection in SAR images on road network generation 
is examined. Firstly, image smoothing process is applied to 
SAR images. Then road segments are detected by utilising 
cross-correlation line detector [2]. Finally, irrelevant segments 
are removed. Two threshold values are described in road 
segment detection phase to obtain more accurate results. 
Threshold values are evaluated for four different situations by 
using completeness and correctness values. 

The rest of the paper is organised as follows: In Section II, 
image smoothing process is explained. Section III presents 
road segments detection. Section IV explains the reason of 
irrelevant segments removing. In Section V, obtained 
experimental results are evaluated. Section VI presents 
conclusions and future works. 
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II. IMAGE SMOOTHING 

Noises which are in SAR image have a negative effect on 
road segment detection; therefore, image smoothing is applied 
to reduce noises. The 3x3 Gaussian filter is used for this 
process. The filter is applied to all pixels of SAR image one by 
one. Pixels’ neighbourhood and the filter are shown in Figure 1 
and the used equation is defined in (1).  
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Fig. 1. (a) Pixels’ neighbourhood (b) Gaussian filter 

   
  

 
 

             

 
 

             

  
            (1) 

In the equation, p0 is relevant pixel’s colour value, Pn is 

the new value of p0 and p1, p2 ,p3 ,p4 ,p5 ,p6 ,p7, p8 are 

colour values of p0’s neighbours. 

III. ROAD SEGMENTS DETECTION 

After smoothing process, cross-correlation line detector [2] 
is used to detect road segments. Model of road detector is 
shown in Figure 2. There is a region 1 in the centre of the 
model and there are two regions: region 2 and region 3 are 
placed on the adjacent sides of region 1. Furthermore, relevant 
pixel p(x,y) is in the centre of region 1. 

 

Fig. 2. Model of road detector 

Results of adjacent two regions are calculated by utilising 
(2). In the equation, ni is the number of pixels in region i,   ̅  is 

the ratio of mean i and mean j, and   is the ratio of standard 
deviation and mean [2]. 

   
  

 

         
    

  ̅  
      

 

      ̅      

                             (2) 

The result of the detector is calculated by utilising (3). If 
the p value is higher than predefined threshold pmin, p(x,y) is 
accepted as a part of a road segment. In the experimental 
studies, we accept pmin as 0.4 [2]. 

                                                 (3) 
Roads appear as dark structures in SAR images. The 

detector is applied to only pixels whose colour values are lower 
than 150 so that pixels which have a high probability of being a 

part of a road segment, are evaluated. Furthermore, some rules 
are described. If these rules are not verified, relevant pixel is 
not accepted as a part of a road segment. Described rules are 
given in Table 1. In the table, µ1, µ2 and µ3 are mean values of 
regions and t1 and t2 are threshold values which are evaluated 
in this study. These threshold values and rules are defined to 
obtain higher correctness values. 

TABLE I. DESCRIBED RULES 

No Rule 

1 µ1 < t1 

2 µ2 - µ1 > t2 

3 µ3 - µ1 > t2 

The detection process is performed for two different road 
detector models. Differences between these two models are 
about region widths. In the first one, region 1’s width is 3 
pixels and other regions’ widths are 2 pixels. In the second one, 
region 1’s width is 5 pixels and other regions’ widths are 4 
pixels. The length of the regions is 11 pixels. Region sizes of 
models are shown in Figure 3. These region sizes are 
determined by considering sizes of road structures in SAR 
images which are used in the experimental studies. 

  
                                        (a)                            (b) 

Fig. 3. (a) The first model’s region sizes (b) The second model’s region 

sizes 

These two models are tested one by one for eight different 
directions and obtained best value is accepted as a result. 
Finally, results of models are combined so that process of road 
segments detection is completed. 

IV. IRRELEVANT SEGMENTS REMOVAL 

In this process, detected road segments whose sizes are 
equal or less than 20 pixels are deleted because these segments 
are too small to be a part of the road network. Steps of this 
process are as follows: 

 An id number is assigned to all pixels which are 
determined as a part of a road segment in section 3. If 
there is a pixel with an id number around the relevant 
pixel, relevant pixel’s id number is equalised with this 
pixel’s id number. 

 After all relevant pixels have an id number, neighbour 
segments’ id numbers are equalised so that wholeness is 
realised between segments. 

 The size of segments is computed utilising by id 
numbers. Segments whose sizes are equal or less than 
20 pixels are eliminated from road segments. 

V. EXPERIMENTAL RESULTS 

We developed the software to evaluate four different 
situations of thresholds values. Two different SAR images 
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which were acquired by TerraSAR-X are used for experiments. 
Each of them covers a rural region of 10 km x 10 km. Regions 
and properties of images are given in Table 2. Images are 
resized and their sizes are reduced in the ratio of 1/36. After 
this process, first image’s size becomes 2576 x 2299 pixels and 
second image’s size becomes 2553 x 2328 pixels. Sample 
results of images are shown in Figure 4 and Figure 5 
respectively. Red regions denote detected road segments in 
figures. 

TABLE II. REGIONS AND PROPERTIES OF IMAGES 

Image Region Properties 

1 
Polatlı 
(Ankara, 
Turkey) 

Spotlight mode, multi look ground 
range, HH polarisation, up to 2m 
resolution 

2 
Karaman 
(Turkey) 

Spotlight mode, multi look ground 
range, HH polarisation, up to 2m 
resolution 

 
(a) 

 
(b) 

 
(c) 

Fig. 4. First image’s results (a) without utilising threshold values             (b) 

threshold values: t1=150, t2=5 (c) threshold values: t1=150, t2=10. 

 
(a) 

 
(b) 
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(c) 

Fig. 5. Second image’s results (a) without utilising threshold values (b) 

threshold values: t1=120, t2=5 (c) threshold values: t1=120, t2=10. 

Detected road segments are compared with real reference 
roads pixel by pixel. Completeness and correctness values 
which are defined in (4) and (5) respectively are used for this 
process. These formulas are similar to the ones described in 
[17]. Reference pixels are determined by manually. We accept 
a reference pixel as matched reference pixel if there is a 
detected pixel in 3x3 pixels around and we accept a detected 
pixel as matched detected pixel if there is a reference pixel in 
3x3 pixels around.  

      
                                        

                          
             (4) 

 

      
                                       

                         
             (5) 

Firstly completeness and correctness values are calculated 
without utilising threshold values, then completeness and 
correctness values are calculated for four different situations: 
situation 1: (t1=150, t2=5), situation 2: (t1=150, t2=10) 
situation  3: (t1=120, t2=5) and situation 4: (t1=120, t2=10). 
According to the obtained results, when threshold values are 
used, completeness value decreases and correctness value 
increases. Results of the first image and the second image are 
given in Table 3 and Table 4 respectively. 

TABLE III. RESULTS OF THE FIRST IMAGE 

Situation 
Decrement of 

completeness (%) 

Increment of  correctness 

(%) 

t1=150, t2=5 12.80 135.47 

t1=150, t2=10 13.00 166.66 

t1=120, t2=5 13.39 202.99 

t1=120, t2=10 13.58 248.29 

TABLE IV. RESULTS OF THE SECOND IMAGE 

Situation 
Decrement of 

completeness (%) 

Increment of  

correctness (%) 

t1=150, t2=5 16.79 81.11 

t1=150, t2=10 17.31 112.96 

t1=120, t2=5 16.85 137.40 

t1=120, t2=10 17.37 182.96 

When we evaluate the results, assessments occur as 
follows: 

 The increment of correctness is higher than the 
decrement of completeness in all situations. 

 For the first image, decrements of completeness are 
similar but increments of correctness are different in 
each situation. 

 For the second image, decrements of completeness are 
similar but increments of correctness are different in 
each situation. 

 The process of road network generation has a few sub-
processes such as noise reduction, road segments 
detection and road segments connecting. Decrements of 
completeness and increments of correctness affect 
directly sub-processes which are applied after road 
segments detection. 

VI. CONCLUSION 

In this study, the effect of threshold values used for road 
segments detection in SAR images on road network generation 
is examined. Two threshold values which are described in road 
segment detection phase are evaluated for four different 
situations by using completeness and correctness values. 
According to results, it is seen that when threshold values are 
used, completeness value decreases and correctness value 
increases and increment of correctness is higher than 
decrement of completeness. These results affect road network 
generation process directly so we take into consideration this 
situation when selecting threshold values. 

In the future, a whole road network generation method will 
be developed and each one of sub-processes which compose 
the method will be evaluated individually. 
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Abstract—Fuzzy time series models have been put forward 

for rice production from many researchers around the globe, but 

the prediction has not been very accurate. Frequency density or 

ratio based partitioning methods have been used to represent the 

partition of discourse. We observed that various prediction 

models used 7th interval based partitioning for their prediction 

models, so we wanted to find the reason for that and along with 

finding the explanation for that we have proposed a novel 

algorithm to make predictions easy. We have tried to provide an 

explanation for that. This paper has been put forth due to the 

motivation from previously published research works in 

prediction logics. In the current paper, we use a fuzzy time series 

model and provide a more accurate result than the methods 

already existent. To make such predictions, we have used interval 

based partitioning as the partition of discourse and actual 

production as the universe of discourse. Fuzzy models are used 

for prediction in many areas, like enrolments prediction, stock 

price analysis, weather forecasting, and rice production. 

Keywords—Mean Square Error; Fuzzy time series; Average 

Forecast Error Rate 

I. INTRODUCTION 

If there are doubts about the future, then forecasting 
process is a must. Forecasting process is used to predict 
outcomes in the future.  Related data and figures are analysed 
carefully in order to make an accurate prediction and make 
optimal choices regarding the future. There are mainly two 
reasons for choosing time series forecasting. First, most of the 
data existing in the real world like economic, business, and 
financial area are in time series. Second, it is easy to evaluate 
time series data and many technologies are also available for 
evaluation of time series forecast. A fuzzy time series method 
is used and implemented to predict the production of rice with 
high precision, and also compare the result with other existing 
techniques. A major challenge to the human race in the 
coming time is to distribute food to the increasing size of the 
population; the population is anticipated to reach around 9,000 
million in next 40 years. This situation can be detrimental 
since the world food production has not been able to meet the 
demand for food. Most of the work on time series has been 
carried out to solve problems like stock price prediction, sales 
and economic predictions, analysis of Budget, fluctuations and 
business analysis etc. Thus, there exists a persistent demand 
for forecasting techniques that offer optimal and precise 
results. These techniques must also be able to tackle and deal 
with the nonlinear, unusual and erratic behaviour and nature of 

crop production. Precision and accurate prediction of these 
real time systems have been a challenging task. Thus, there is 
a need for forecasting methods which are accurate and 
efficient and also can deal with all the uncertainty in the data 
for forecasting. 

II. RELATED WORK 

Fuzzy time series prediction is a prudent avenue in the 
areas where information is inexplicit, unclear and 
approximate. Also, fuzzy time series can tackle circumstances 
which do not provide the study and analysis of trends nor the 
visualisation of patterns in time series. Profound research 
work has been accomplished on forecasting problems using 
this concept. Vikas [1] proposed different techniques for 
prediction of crop yields and used the artificial neural network 
to predict wheat yield. Adesh [2] did a comparative study of 
different techniques involving neural networks and fuzzy 
models. Askar [3] also tried to predict crop yield using time 
series models. Sachin [4-5] worked specifically on rice yield 
prediction using fuzzy time series model. Narendra [6] tried to 
predict Wheat yield. Pankaj [7] used adaptive neuro-fuzzy 
systems for crop yield forecasting Wheat Yield Prediction. W. 
Qiu, X. Liu and H. Li, [30] put forth a generalised method for 
forecasting based on fuzzy time series model. Fuzzy time 
series concepts and definitions were invented and presented by 
Song & Chissom. They also portrayed the concepts and 
notions of variant and invariant time series [8-9]. Initially, 
time series data of the university of Alabama was taken and 
enrolment forecasting was executed, and after some years they 
also [10] formulated an average auto correlation function as a 
measure of dependency. Later, Chen [11-12] depicted 
simplified arithmetic operations instead of using max- min 
composition operations that were previously accustomed by 
Song & Chissom and then, arranged forecasted model using 
high order fuzzy time series. Huarng [13-14], Hwang and 
Chen [15], Lee Wang and Chen [16], Li and Kozma [17], all 
created numerous fuzzy forecasting methods, each with a 
slight variation.  Lee et al. administered a fuzzy candlestick 
pattern to enhance forecasting outcomes [19]. Later, a 
multivariate heuristic model was designed and implemented to 
obtain highly intricate and complex matrix computations [20]. 
Research Work was performed to ascertain the length of 
Intervals of fuzzy time series [21]. Event discretisation 
function based Forecasting models were put forth [22] and 
practiced to predict the average duration of stay of a patient 
[23]. Garg [24-25] developed a forecasting approach by 
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administering the notion of OWA weights. This model proved 
to be an accomplishment as it downsized forecasting error to a 
certain extent. Afterwards, Garg [26-27] also put forward an 
optimised model based on genetic-fuzzy-OWA forecasting. 
Subsequently, the number of outpatient visits in the hospital 
was demonstrated by Garg [29]. As a matter of fact, the 
majority of these models was administered for prediction of 
all other problem domains except rice production. Keeping 
this fact in mind, this paper put forth a model to predict rice 
production for India on the premise of historical time series 
rice data. Real time data of Patnanagar farm, G.B. Pant 
University of Agriculture & Technology, India has been used 
by us, and this paper has applied the model to the afore-said 
data. Later, the final outcomes have been equated with already 
proposed models on identical rice data to validate its 
superiority. 

III. PROPOSED METHOD 

A method for rice production forecasting by using actual 
production as the universe of discourse and interval based 
partitioning is proposed in this section. The related notions 
and definitions regarding this can be found by referring to 
previously published paper [29]. Another method for 
forecasting the value, which this paper has provided, would be 
clearly explained in the lines to come. The forecasting process 
follows the following steps: 

Step 1: Firstly, clearly depict the Universe of Discourse U 
and Partition U into equally length intervals. Here, according 
to the data, 3219 is the least value and 4554 is the largest 
value. 

First, the Universe Of Discourse , i.e. the interval within 
which  all the given values of rice production would lie needs 
to be specified .Thus, in this case , the Universe Of Discourse 
would be [3200 , 4600]. The Historical Data is given year 
wise in Table 1. 

TABLE I. PRODUCTION VALUES OF RICE 

Year Production(Kg/hectare) 

1981 3552 

1982 4177 

1983 3372 

1984 3455 

1985 3702 

1986 3670 

1987 3865 

1988 3592 

1989 3222 

1990 3750 

1991 3851 

1992 3231 

1993 4170 

1994 4554 

1995 3872 

1996 4439 

1997 4266 

1998 3219 

1999 4305 

2000 3928 
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Step 2: Depict the fuzzy sets Fi then apply fuzzification.  
Now divide Universe Of Discourse in 7, 9 and 11 equal 
intervals these are as following: 

a) 7 equal intervals 

B1: [3200-3400] 

B2: [3400-3600] 

B3: [3600-3800] 

B4: [3800-4000] 

B5: [4000-4200] 

B6: [4200-4400] 

B7: [4400-4600] 

b) 9 equal intervals 

C1: [3200-3355.55]  

C2:  [3355-3511.1] 

C3:  [3511.1-3666.65] 

C4:  [3666.65-3822.2] 

C5: [3822.2-3977.75] 

C6: [3977.75-4133.3] 

C7: [4133.3-4288.85] 

C8: [4288.85-4444.4] 

C9: [4444.4-4600] 

c) 11 equal intervals 

D1: [3200-3327.27] 

D2: [3327.27-3454.54] 

D3: [3454.54-3581.81] 

D4: [3581.81-3709.08] 

D5: [3709.08-3836.35] 

D6: [3836.35-3963.62] 

D7: [3963.62-4096.89] 

D8: [4096.89-4218.16] 

D9: [4218.16-4345.43] 

D10: [4345.43-4472.7] 

D11: [4472.7-4600] 
Step 3: Then apply Forecast and defuzzification on the 

output which have been forecasted. 

Now a new method for forecasting the rice production is 
developed in this step. It‘s called the Mean Difference 
Method.  

This method is explained as follow: 

Consider that the need is to predict the value in the year 
1985, and we‘re already given the actual data of the preceding 
years. 

1981 – 3552 (Let this be x) and its fuzzy sets are B2, C3, 
D3. 

1982 – 4177 (Let this be y) and its fuzzy sets are B5, C7, 
and D8. 

1983 – 3372 (Let this be z) and its fuzzy sets are B1, C2, 
and D2. 

1984 – 3455 (Let this be a) and its fuzzy sets are B2, C2, 
D3. 

1985 - ?   

(Let this be ‗b‘. We have to forecast value of b) 

From subsequent tables, it can be inferred that b lies in 
interval B3, C4, D4. 

(I). First, start with x, and from x, subtract the values of   
data following x. So, need is to compute (x-y), (x-z) 
individually and (x-a), and take the average of these 3 values 
as avg1. 

(II) Similarly, from y, we subtract the values of the data 
following y in a discrete manner. Again, individually compute 
(y-z) and (y-a) and take an average of these two values. Let’s 
call this avg2. 

(III) There‘s only the value ―a‖ following z. So compute 
(z-a). Let it be denoted by ‗Z‘. 

(IV) Now, compute Favg. 

 
  1  2  ‗ ‘  / 3.Favg avg avg Z  

 

In this case: 

 291.25Favg  . 

Similarly, the following values of Favg were calculated for 
the years of which is used to predict the values. These Favg 
values are used in the next steps to predict the values of rice 
production.  Using Table 1 Favg is summarised as below in 
Table 2: 

TABLE II. CALCULATED FAVG VALUES 

Prediction for the year X Favg value 

X=1981 - 

X=1982 - 

X=1983 - 

X=1984 291.25 

X=1985 188.16 

X=1986 22.325 

X=1987 13.62 

X=1988 -73.79 

X=1989 14.24 

X=1990 153.96 

X=1991 19.46 

X=1992 -31.88 

X=1993 -181.93 

X=1994 -93.53 

X=1995 -234.89 

X=!996 -138.37 

X=1997 -245.29 

X=1998 -240.27 

X=1999 -39.84 

X=2000 -132.46 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

295 | P a g e  

www.ijacsa.thesai.org 

Step 4: Calculation of Forecasted Values: 

Now, we have calculated the Favg value, we would predict 
the value of rice production at a particular year using this. 

METHOD:   1  2  ‗ ‘  / 3.Favg avg avg Z     

If we want to predict value at Year = X, first note Favg 
value at year = X-1. We need to make a fuzzy set mapping 
with production value as shown in Table 3. 

Now, consider year X, note in which Fuzzy Interval it lies. 
Let L and R be the lower bound and the Upper Bound of that 
Fuzzy interval respectively. Then, we calculate the mid-point 
‗C‘ of this interval as follows: 

                                       / 2C L R    

The mid-values of the 7, 9, and 11 intervals are calculated 
in the Tables 4, 5 and 6. 

TABLE III. FUZZY SET MAPPING WITH PRODUCTION VALUE 

Year Production 
Fuzzy Set 7 

Interval 

Fuzzy Set 9 

Interval 

Fuzzy Set 

11 Interval 

1981 3552 B2 C3 D3 

1982 4177 B5 C7 D8 

1983 3372 B1 C2 D2 

1984 3455 B2 C2 D3 

1985 3702 B3 C4 D4 

1986 3670 B3 C4 D4 

1987 3865 B4 C5 D6 

1988 3592 B2 C3 D4 

1989 3222 B1 C1 D1 

1990 3750 B3 C4 D5 

1991 3851 B4 C5 D6 

1992 3231 B1 C1 D1 

1993 4170 B5 C7 D8 

1994 4554 B7 C9 D11 

1995 3872 B4 C5 D6 

1996 4439 B7 C8 D10 

1997 4266 B6 C7 D9 

1998 3219 B1 C1 D1 

1999 4305 B6 C8 D9 

2000 3928 B4 C5 D6 

TABLE IV. MIDPOINTS IN 7 INTERVALS 

INTERVAL Mid Points ( C ) 

[3200-3400] 3300 

[3400-3600] 3500 

[3600-3800] 3700 

[3800-4000] 3900 

[4000-4200] 4100 

[4200-4400] 4300 

[4400-4600] 4500 

TABLE V. MIDPOINTS IN 9 INTERVALS 

INTERVAL Mid Points ( C ) 

[3200-3355.5] 3277.77 

[3355.5-3511.1] 3433.32 

[3511.1-3666.65] 3588.87 

[3666.65-3822.2] 3744.42 

[3822.2-3977.2] 3899.97 

[3977.75-4133.3] 4055.52 

[4133.3-4288.85] 4211.07 

[4288.85-4444.4] 4366.62 

[4444.4-4600] 4600 

TABLE VI. MIDPOINTS IN 11 INTERVALS 

INTERVAL Mid Points ( C ) 

[3200-3327.27] 3263.63 

[3327.27-3454.54] 3390.9 

[3454.54-3581.81] 3518.17 

[3581.81-3709.08] 3645 

[3709.08-3836.35] 3772.75 

[3836.35-3963.62] 3899.98 

[3963.62-4090.89] 4027.25 

[4090.89-4218.16] 4154.22 

[4218.16-4345.93] 4281.79 

[4345.43-4472.7] 4409.06 

[4472.7-4600] 4536.33 

Now, to this value of C, we add Favg value. Thus, 

            1       Forecasted Value at X C of X Favg of the year X  

The year-wise Forecasted Value using different intervals is 
shown in Table 7. 
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TABLE VII. FORECASTED VALUES FOR ALL INTERVALS 

Year 

Productio

n (Ai) 

Forecasted 

value (7 

intervals) 

Forecasted 

value (9 

intervals) 

Forecasted 

value (11 

intervals) 

1981 3552 - - - 

1982 4177 - - - 

1983 3372 - - - 

1984 3455 3791.25 3724.57 3809.42 

1985 3702 3888.16 3932.58 3733.6 

1986 3670 3722.325 3766.745 3667.765 

1987 3865 3913.61 3913.58 3913.59 

1988 3592 3426.21 3515.08 3571.65 

1989 3222 3314.24 3292.01 3277.96 

1990 3750 3853.96 3898.38 3926.67 

1991 3851 3919.46 3919.43 3919.44 

1992 3231 3268.12 3245.89 3231.75 

1993 4170 4281.93 4393.3 4336.15 

1994 4554 4406.47 4428.25 4442.8 

1995 3872 3665.11 3665.08 3665.09 

1996 4439 4361.63 4228.25 4547.43 

1997 4266 4054.71 3965.78 4527.08 

1998 3219 3059.73 3037.5 3023.36 

1999 4305 4260.16 4326.78 4241.95 

2000 3928 3767.54 3767.51 3767.52 

IV. PERFOMANCE EVALUATION AND COMPARITIVE STUDY 

A. Performance evaluation: 

Two parameters have been used to compare the outcomes 
of proposed method with existing methods. These are as 
follows 

a) AFER (Average Forecasting Error Rate) 

 )

1   –   /   /  *  10( 0%i

n i i iAFER A F A n    

b) MSE (Mean Square Error) 

  21   –   /  i

n i iMSE A F n   

Where Ai denotes real time production and Fi denote the 
predicted value of year i, respectively in [20] Fuzzy time 
series method. 

The MSE and AFER are the values calculated for the 
interval 7, 9, and 11 as is shown in the Tables 8, 9 and 10. 

TABLE VIII. MSE AND AFER VALUES IN 7 INTERVALS 

Year Ai Fi 
MSE 

( A i – F i ) 
2 

AFER 

| A i – F i | / A i 

1981 3552 - - - 

1982 4177 - - - 

1983 3372 - - - 

1984 3455 3791.25 113064.0625 0.097322 

1985 3702 3888.16 34655.546 0.05028 

1986 3670 3722.325 2737.9056 0.01425 

1987 3865 3913.61 2362.9321 0.0125 

1988 3592 3426.21 27486.324 0.04616 

1989 3222 3314.24 8508.217 0.02862 

1990 3750 3853.96 10807.6816 0.0277 

1991 3851 3919.46 4686.7716 0.0177 

1992 3231 3268.12 1377.894 0.0114 

1993 4170 4281.93 12528.324 0.02684 

1994 4554 4406.47 21765.1009 0.03239 

1995 3872 3665.11 42803.4723 0.05343 

1996 4439 4361.63 5986.1168 0.01743 

1997 4266 4054.71 44646.46409 0.04952 

1998 3219 3059.73 25366.93289 0.049478 

1999 4305 4260.16 2010.6256 0.010415 

2000 3928 3767.54 25747.4116 0.048531 

   MSE = 22737.576 AFER = 3.45051% 

Here it can be observed that the MSE for all the forecasted 
values in 7

th
 interval based partitioning has been calculated in 

Table 8. MSE gives us the deviation error from the actual 
value to the predicted value. The deviation in the form of a 
graphical representation has been shown in Figure 1 to give a 
better visibility. As it can be seen that the proposed algorithm 
gives values very near to the values that are the actual 
production values. Similarly, it is done for intervals 9

th
 and 

11
th

 as shown in Tables 9 & 10 and Figures 2 & 3. 
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Fig. 1. Forecasted Vs. Production - 7 intervals 

TABLE IX. MSE AND AFER VALUES IN 9 INTERVALS 

Year Ai Fi 

MSE 

( A i – F i) 
2 

AFER 

| A i – F i | / A i 

1981 3552 - - - 

1982 4177 - - - 

1983 3372 - - - 

1984 3455 3724.57 72667.984 0.071013 

1985 3702 3932.58 53167.1367 0.06267 

1986 3670 3766.74 9359.5950 0.02654 

1987 3865 3913.58 2360.0163 0.01257 

1988 3592 3515.08 5916.6864 0.02144 

1989 3222 3292.01 4901.400 0.02104 

1990 3750 3898.38 22016.624 0.03638 

1991 3851 3919.43 4682.664 0.01777 

1992 3231 3245.89 221.71209 0.00486 

1993 4170 4393.3 49862.89 0.05352 

1994 4554 4428.25 15813.0625 0.02118 

1995 3872 3665.08 42815.8864 0.05343 

1996 4439 4228.25 44415.5625 0.04744 

1997 4266 3965.78 90132.0483 0.07065 

1998 3219 3037.5 32942.25 0.0562 

1999 4305 4326.78 474.368 0.00505 

2000 3928 3767.51 25757.0400 0.408579 

   MSE = 28088.6429 AFER = 3.759311% 

 

Fig. 2. Forecasted Vs. Production - 9 intervals 

TABLE X. MSE AND AFER VALUES IN 11 INTERVALS 

Year Ai Fi 

MSE 

( A i – F i ) 
2 

AFER 

| A i – F i | / A i 

1981 3552 - - - 

1982 4177 - - - 

1983 3372 - - - 

1984 3455 3809.42 125613.5364 0.10258 

1985 3702 3733.6 998.56 0.00853 

1986 3670 3667.765 4.995225 0.00006 

1987 3865 3913.59 2360.9881 0.01257 

1988 3592 3571.65 414.1225 0.00566 

1989 3222 3277.96 3131.5216 0.01736 

1990 3750 3926.67 31212.0336 0.047112 

1991 3851 3919.44 4682.0336 0.01777 

1992 3231 3231.75 0.5625 0.00002 

1993 4170 4336.15 27605.8225 0.03984 

1994 4554 4442.8 12365.44 0.02441 

1995 3872 3665.09 42811.7464 0.053437 

1996 4439 4547.43 11757.065 0.024418 
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1997 4266 4527.08 68.162.7664 0.0612002 

1998 3219 3023.36 38275.0096 0.0607766 

1999 4305 4241.95 3975.3025 0.0142001 

2000 3928 3767.52 25753.8304 0.0408553 

   

MSE = 

23478.0938 

AFER = 

3.1297204% 

 

Fig. 3. Forecasted Vs. Production - 11 intervals 

B. Results and discussion: 

The MSE and AFER as calculated above in the Tables 8-
10 have been analysed. This paper shows work on different 
intervals such as 7

th
, 9

th
 and 11

th
 intervals. The majority of 

papers that have been published recently have worked on one 
of these intervals. The focus of this paper was to propose a 
novel algorithm and see its prediction variation on all these 
intervals. The results have shown that prediction works best 
for 7

th
 intervals among all other intervals. All the results are 

shown in the form of easy to understand bar graphs so as to 
reduce the complexity of this research and present it in a more 
easy to understand fashion. The MSE of all the intervals has 
been compared in Figure 4. The comparison has been made 
with other existing methods proposed by Chen and Song & 
Chissom in Table 11 to prove that this algorithm is efficient. 
As it can be seen in Figure 5, the proposed algorithm was able 
to achieve significantly lower MSE as compared to other 
methods. The model not only gives a lower MSE but also 
explains why researchers who make fuzzy logic predictions 
choose the 7

th
 interval for their line of work. All other 

intervals do not give better results than 7
th

 interval 
partitioning. There could be the reason that with increasing the 
number of intervals, the data becomes overly congested. Due 
to this, relevant data between the intervals do not get included 
in the prediction algorithm and affects the prediction results. If 
we keep the intervals lower than 7

th
 interval then the data get 

overly disseminated. So 7
th

 interval partitioning seems to be 
the overall best fit for fuzzy logic based prediction models.   

Fig. 4. MSE 7, 9 and 11 intervals 

 

TABLE XI. COMPARISON TO PROVE EFFICIENCY 

Method MSE AFER 

Proposed Method 22737.5 3.45051% 

CHEN 132162.9 7.934613% 

Song & Chissom 131715.9 7.748644% 

 

Fig. 5. MSE comparison among three models. 

V. CONCLUSION AND FUTURE SCOPE 

A new fuzzy time series strategy based upon the mean 
difference of the production of rice to predict the yield of rice 
in that particular year has been put forward by us. First, the set 
of data is divided into 7,9,11 intervals and for every year Favg 
value is calculated, using these Favg values the forecasted 
value of rice production in any year is calculated. After that, 
the results have been validated using the precision, accuracy 
and robustness of the proposed model by comparing it with 
other existing methods. It was noticed that the new method is 
optimal and produces the highest precision having a minimal 
mean square error and average forecasting error rate than 
those of the given prediction models. Therefore, the 
established fuzzy approach can be viewed as an inerrant and 
efficient way to assess, evaluate and approximate rice 
production. Keeping the future scope of this work in mind, the 
proposed model can be extended to deal with 
multidimensional time series data and augmented with more 
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advanced algorithms. Proposed model can be extended by 
working on more intervals. Frequency based partitioning can 
also be applied to intervals to get better refinement in 
distribution. 

ACKNOWLEDGEMENTS 

The authors gratefully acknowledge the editor and 
anonymous reviewers. The author would like to thank referees 
for their valuable comments and constructive suggestions. 
Their insight and comments led to the better presentation of 
the ideas expressed in this paper. 

REFERENCES 

[1] Vikas Lamba, V.S.Dhaka, Wheat Yield Prediction Using Artificial 
Neural Network and Crop Prediction Techniques, International Journal 
for Research in Applied Science and Engineering Technology, Vol. 2 
Issue IX,ISSN: 2321-9653, (2014). 

[2] Adesh Kumar Pandey, A.K Sinha, V.K Srivastava, A Comparative 
Study of Neural-Network & Fuzzy Time Series Forecasting Techniques 
– Case Study: Wheat Production, International Journal of Computer 
Science and Network Security Forecasting, VOL.8, No.9, (2008). 

[3] Askar Choudhury, James Jones, CROP YIELD PREDICTION USING 
TIME SERIES MODELS, Journal of Economic and Economic 
Education Research, Volume 15, Number 3, (2014). 

[4] Dr. Sachin Kumar, Narendra Kumar, A Novel Method for Rice 
Production Forecasting Using Fuzzy Time Series, International Journal 
of Computer Science Issues, Vol. 9, Issue 6, No 2, (2012). 

[5] Dr. Sachin Kumar, Narendra Kumar, Two Factor Fuzzy Time Series 
Model for Rice Forecasting, International Journal of Computer & 
Mathematical Sciences, ISSN 2347 – 8527, Volume 4, Issue 1, (2015). 

[6] Narendra kumar, Sachin Ahuja, Vipin Kumar, Amit Kumar, Fuzzy time 
series forecasting of wheat production, International Journal on 
Computer Science and Engineering, Vol. 02, Pg:635-640, (2010). 

[7] Pankaj Kumar, Crop Yield Forecasting by Adaptive Neuro Fuzzy 
Inference System, Mathematical Theory and Modeling, ISSN 2225-
0522, Vol.1, No.3, (2011). 

[8] Q. Song, B. S. Chissom, Fuzzy Time Series and its Models, Fuzzy Sets 
and Systems, Vol. 54, Pg.: 269-277, (1993). 

[9] Q. Song, B. S. Chissom, Forecasting Enrollments with Fuzzy Time 
Series: Part II, Fuzzy Sets and Systems, Vol. 62, Pg.: 1-8, (1994). 

[10] Q. Song, a Note on Fuzzy Time Series Model Selection with Sample 
Autocorrelation Functions, an International Journal of Cybernetics and 
Systems, Vol. 34, and Pg.: 93-107, (2003). 

[11] S.M. Chen., Forecasting Enrollments based on Fuzzy Time Series, 
Fuzzy Sets and Systems, Vol. 81, Pg.: 311-319, (1996). 

[12] S. M. Chen, Forecasting Enrollments based on High Order Fuzzy Time 
Series, Intl Journal of Cybernetics and Systems, Vol. 33, Pg: 1-16, 
(2010). 

[13] K. Huarng, Effective Lengths of Intervals to Improve Forecasting in 
Fuzzy Time Series, Fuzzy Sets and Systems, Vol. 12, Pg: 387-394, 
(2001). 

[14] K. Huarng, Heuristic Models of Fuzzy Time Series for Forecasting; 
Fuzzy Sets and Systems, Vol. 123, Pg.: 369-386, (2002). 

[15] J. R. Hwang, S. M. Chen, C. H. Lee, Handling Forecasting Problems 
using Fuzzy Time Series, Fuzzy Sets and Systems, Vol. 100, Pg.: 217-
228, (1998). 

[16] L. W. Lee, L. W. Wang, S. M. Chen, Handling Forecasting Problems 
based on Two-Factors High-Order Time Series, IEEE Transactions on 
Fuzzy Systems, Vol. 14, Pg:.468-477, (2006). 

[17] H. Li, R. Kozma, A Dynamic Neural Network Method For Time Series 
Prediction using the KIII Model, Proceedings of the 2003 International 
Joint Conference on Neural Networks, Pg:347-352, (2003). 

[18] S.R Singh, A Robust Method of Forecasting based on Fuzzy Time 
Series, International Journal of Applied Mathematics and Computations, 
Vol. 188, Pg: 472-484, (2007). 

[19] C.H.L. Lee, A. Lin and W.S. Chen, Pattern Discovery of Fuzzy Time 
Series for Financial Prediction, IEEE Transaction on Knowledge Data 
Engineering, Vol. 18 Pg.: 613–625, (2006). 

[20] K.H. Huarng, T.H.K. Yu and Y.W. Hsu, a Multivariate Heuristic Model 
for Forecasting, IEEE Transactions on Systems, Man, and Cybernetics, 
Vol. 37, Pg.: 836–846, (2007). 

[21] U. Yolcu, E.Egrioglu, R. Vedide R. Uslu, M. A. Basaran, C. H. Aladag, 
A new approach for determining the length of intervals for fuzzy time 
series, Applied Soft Computing, Vol. 9, Pg.: 647-651, (2009). 

[22] B. Garg, M.M. S. Beg, A.Q. Ansari and B.M. Imran, Fuzzy Time Series 
Prediction Model, Communications in Computer and Information 
Science, Springer–Verlag Berlin Heidelberg, ISBN978-3-642-19423-8, 
Vol. 141, Pg.: 126-137, (2011). 

[23] B. Garg, M. M. S. Beg, A.Q. Ansari and B. M. Imran, Soft Computing 
Model to Predict Average Length of Stay of Patient,, Communications 
in Computer and Information Science, Springer Verlag Berlin 
Heidelberg ,ISBN978-3-642-19423-8, Vol. 141, Pg.: 221–232, (2011). 

[24] B. Garg, M. M. S. Beg, A. Q. Ansari, Employing OWA to Optimize 
Fuzzy Predicator, World Conference on Soft Computing (WConSC 
2011), San Francisco State University, USA, Pg.: 205-211, (2011). 

[25] B. Garg, M. M. S. Beg, and A. Q. Ansari, OWA based Fuzzy Time 
Series Forecasting Model, World Conference on Soft Computing, 
Berkeley, San Francisco, CA, and Pg.: 141-177, May 23-26, (2011). 

[26] B. Garg, M. M. S. Beg and A. Q. Ansari, Enhanced Accuracy of Fuzzy 
Time Series Predictor using Genetic Algorithm, Third IEEE World 
Congress on Nature and Biologically Inspired Computing (NaBIC2011), 
Pg:273-278, Spain, (2011). 

[27] B. Garg, M. M. S. Beg and A. Q. Ansari, Employing Genetic Algorithm 
to Optimize OWA-Fuzzy Forecasting Model, Third IEEE World 
Congress on Nature and Biologically Inspired Computing (NaBIC2011), 
Pg.: 285-290, Spain, (2011). 

[28] B. Garg, M. M. S. Beg and A. Q. Ansari, A New Computational Fuzzy 
Time Series Model to Forecast Number of Outpatient Visits, ―Proc. 31st 
Annual Conference of the North American Fuzzy Information 
Processing Society (NAFIPS 2012), University of California at 
Berkeley, USA, Pg:1-6, August 6-8, (2012). 

[29] Bindu Garg, Rohit Garg, Enhanced Accuracy of Fuzzy Time Series 
Model using Ordered Weighted Aggregation, Applied Soft computing, 
Elsevier, Volume.8, Pg:265-280, (2016). 

[30] W. Qiu, X. Liu and H. Li, A generalized method for forecasting based 
on fuzzy time series, Expert Systems with Applications, Vol. 38, Pg: 
10446-1045, (2011). 

http://www.ijraset.com/fileserve.php?FID=938
http://www.ijraset.com/fileserve.php?FID=938
http://www.ijraset.com/fileserve.php?FID=938
http://www.ijraset.com/fileserve.php?FID=938
http://www.academia.edu/download/34062236/20080956.pdf
http://www.academia.edu/download/34062236/20080956.pdf
http://www.academia.edu/download/34062236/20080956.pdf
http://www.academia.edu/download/34062236/20080956.pdf
http://www.academia.edu/download/37651378/JEEER_Vol_15_No_3_2014.pdf
http://www.academia.edu/download/37651378/JEEER_Vol_15_No_3_2014.pdf
http://www.academia.edu/download/37651378/JEEER_Vol_15_No_3_2014.pdf
http://www.ijcsi.org/papers/IJCSI-9-6-2-455-459.pdf
http://www.ijcsi.org/papers/IJCSI-9-6-2-455-459.pdf
http://www.ijcsi.org/papers/IJCSI-9-6-2-455-459.pdf
http://www.academicscience.co.in/admin/resources/project/paper/f201507061436167226.pdf
http://www.academicscience.co.in/admin/resources/project/paper/f201507061436167226.pdf
http://www.academicscience.co.in/admin/resources/project/paper/f201507061436167226.pdf
http://www.enggjournals.com/ijcse/doc/IJCSE10-02-03-58.pdf
http://www.enggjournals.com/ijcse/doc/IJCSE10-02-03-58.pdf
http://www.enggjournals.com/ijcse/doc/IJCSE10-02-03-58.pdf
https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwiggIOgyMvSAhXLmZQKHaAMCmwQFggeMAA&url=http%3A%2F%2Fciteseerx.ist.psu.edu%2Fviewdoc%2Fdownload%3Fdoi%3D10.1.1.475.4764%26rep%3Drep1%26type%3Dpdf&usg=AFQjCNHqw4y_xfsU4JWEvq7BvoBRdVQZSA&sig2=8N9FVYnDsqHGYKxNB5x8DA
https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwiggIOgyMvSAhXLmZQKHaAMCmwQFggeMAA&url=http%3A%2F%2Fciteseerx.ist.psu.edu%2Fviewdoc%2Fdownload%3Fdoi%3D10.1.1.475.4764%26rep%3Drep1%26type%3Dpdf&usg=AFQjCNHqw4y_xfsU4JWEvq7BvoBRdVQZSA&sig2=8N9FVYnDsqHGYKxNB5x8DA
https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwiggIOgyMvSAhXLmZQKHaAMCmwQFggeMAA&url=http%3A%2F%2Fciteseerx.ist.psu.edu%2Fviewdoc%2Fdownload%3Fdoi%3D10.1.1.475.4764%26rep%3Drep1%26type%3Dpdf&usg=AFQjCNHqw4y_xfsU4JWEvq7BvoBRdVQZSA&sig2=8N9FVYnDsqHGYKxNB5x8DA
http://www.sciencedirect.com/science/article/pii/016501149390372O
http://www.sciencedirect.com/science/article/pii/016501149390372O
http://www.sciencedirect.com/science/article/pii/0165011494900671
http://www.sciencedirect.com/science/article/pii/0165011494900671
http://www.tandfonline.com/doi/abs/10.1080/01969720302867
http://www.tandfonline.com/doi/abs/10.1080/01969720302867
http://www.tandfonline.com/doi/abs/10.1080/01969720302867
http://www.sciencedirect.com/science/article/pii/0165011495002200
http://www.sciencedirect.com/science/article/pii/0165011495002200
http://www.tandfonline.com/doi/abs/10.1080/019697202753306479
http://www.tandfonline.com/doi/abs/10.1080/019697202753306479
http://www.tandfonline.com/doi/abs/10.1080/019697202753306479
http://www.sciencedirect.com/science/article/pii/S0165011400000579
http://www.sciencedirect.com/science/article/pii/S0165011400000579
http://www.sciencedirect.com/science/article/pii/S0165011400000579
http://www.sciencedirect.com/science/article/pii/S0165011400000932
http://www.sciencedirect.com/science/article/pii/S0165011400000932
http://www.sciencedirect.com/science/article/pii/S0165011497001218
http://www.sciencedirect.com/science/article/pii/S0165011497001218
http://www.sciencedirect.com/science/article/pii/S0165011497001218
http://ieeexplore.ieee.org/abstract/document/1638462/
http://ieeexplore.ieee.org/abstract/document/1638462/
http://ieeexplore.ieee.org/abstract/document/1638462/
http://ieeexplore.ieee.org/abstract/document/1223370/
http://ieeexplore.ieee.org/abstract/document/1223370/
http://ieeexplore.ieee.org/abstract/document/1223370/
http://www.sciencedirect.com/science/article/pii/S0096300306013877
http://www.sciencedirect.com/science/article/pii/S0096300306013877
http://www.sciencedirect.com/science/article/pii/S0096300306013877
http://ieeexplore.ieee.org/abstract/document/1613865/
http://ieeexplore.ieee.org/abstract/document/1613865/
http://ieeexplore.ieee.org/abstract/document/1613865/
http://ieeexplore.ieee.org/abstract/document/4267864/
http://ieeexplore.ieee.org/abstract/document/4267864/
http://ieeexplore.ieee.org/abstract/document/4267864/
http://www.sciencedirect.com/science/article/pii/S1568494608001270
http://www.sciencedirect.com/science/article/pii/S1568494608001270
http://www.sciencedirect.com/science/article/pii/S1568494608001270
http://link.springer.com/chapter/10.1007/978-3-642-19423-8_14
http://link.springer.com/chapter/10.1007/978-3-642-19423-8_14
http://link.springer.com/chapter/10.1007/978-3-642-19423-8_14
http://link.springer.com/chapter/10.1007/978-3-642-19423-8_14
http://link.springer.com/chapter/10.1007/978-3-642-19423-8_24
http://link.springer.com/chapter/10.1007/978-3-642-19423-8_24
http://link.springer.com/chapter/10.1007/978-3-642-19423-8_24
http://link.springer.com/chapter/10.1007/978-3-642-19423-8_24
https://www.researchgate.net/profile/Abdul_Quaiyum_Ansari/publication/258283514_Employing_OWA_to_Optimize_Fuzzy_Predictor/links/550fdc6b0cf2ac2905af4a72.pdf
https://www.researchgate.net/profile/Abdul_Quaiyum_Ansari/publication/258283514_Employing_OWA_to_Optimize_Fuzzy_Predictor/links/550fdc6b0cf2ac2905af4a72.pdf
https://www.researchgate.net/profile/Abdul_Quaiyum_Ansari/publication/258283514_Employing_OWA_to_Optimize_Fuzzy_Predictor/links/550fdc6b0cf2ac2905af4a72.pdf
http://www.academia.edu/download/37218111/Intl_Conf_USA_OWA_based_Fuzzy_Time_Series_Forecasting_Model.pdf
http://www.academia.edu/download/37218111/Intl_Conf_USA_OWA_based_Fuzzy_Time_Series_Forecasting_Model.pdf
http://www.academia.edu/download/37218111/Intl_Conf_USA_OWA_based_Fuzzy_Time_Series_Forecasting_Model.pdf
http://ieeexplore.ieee.org/abstract/document/6089464/
http://ieeexplore.ieee.org/abstract/document/6089464/
http://ieeexplore.ieee.org/abstract/document/6089464/
http://ieeexplore.ieee.org/abstract/document/6089464/
http://ieeexplore.ieee.org/abstract/document/6089609/
http://ieeexplore.ieee.org/abstract/document/6089609/
http://ieeexplore.ieee.org/abstract/document/6089609/
http://ieeexplore.ieee.org/abstract/document/6089609/
http://ieeexplore.ieee.org/abstract/document/6290977/
http://ieeexplore.ieee.org/abstract/document/6290977/
http://ieeexplore.ieee.org/abstract/document/6290977/
http://ieeexplore.ieee.org/abstract/document/6290977/
http://ieeexplore.ieee.org/abstract/document/6290977/
http://www.sciencedirect.com/science/article/pii/S1568494616303258
http://www.sciencedirect.com/science/article/pii/S1568494616303258
http://www.sciencedirect.com/science/article/pii/S1568494616303258
http://www.sciencedirect.com/science/article/pii/S0957417411003022
http://www.sciencedirect.com/science/article/pii/S0957417411003022
http://www.sciencedirect.com/science/article/pii/S0957417411003022


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

 

300 | P a g e  

www.ijacsa.thesai.org 

An RTOS-based Fault Injection Simulator for 

Embedded Processors

Nejmeddine ALIMI 

University of Tunis El Manar 

Faculty of Sciences of Tunis 

2092, Tunis, Tunisia 

Younes LAHBIB  

University of Carthage 

National Engineering School of Carthage  

2035, Ariana, Tunisia 

Mohsen MACHHOUT 

University of Monastir, EµE Laboratory 

Faculty of Sciences of Monastir 

 5000, Monastir, Tunisia 

Rached TOURKI 

University of Monastir, EµE Laboratory 

Faculty of Sciences of Monastir 

 5000, Monastir, Tunisia 

 

 
Abstract—Evaluating embedded systems vulnerability to 

faults injection attacks has gained importance in recent years due 

to the rising threats they bring to chips security. The task is 

particularly important for micro-controllers since they have 

lower resistance to fault attacks compared to hardware-based 

cryptosystems. This paper reviews recent embedded fault 

injection simulators from literature and presents an embedded 

high-level fault injection mechanism based on a Real-Time 

Operating System (RTOS). The approach aims to be 

architecture-independent and portable to 32-bit micro-

controllers and embedded processors. The proposed mechanism, 

primarily targets realistic fault attack scenarios on memory 

locations, is adapted to timed and event-based fault injection. A 

Differential Fault Attack (DFA) was mounted on a popular 

ARM-based micro-controller running FreeRTOS to illustrate the 

proposed mechanism. The aim is also to bridge the embedded 

fault injection simulation mechanism efficiently to a computer-

based cryptanalysis and to highlight the importance of physically 

protecting the memory and integrating data-specific 

countermeasures. 

Keywords—Cryptography; DFA; Fault Injection; Simulator; 

RTOS; ARM; Microcontroller; MATLAB 

I. INTRODUCTION AND BACKGROUND 

In the Internet of Things era, personal and sensitive data 
exchanges have been made common between embedded 
systems. However this evolution must be accompanied by 
adequate security mechanisms. Depending on the level of 
secrecy of the data and the available resources, an embedded 
system may encrypt or decrypt data using software routines or 
rely on a distinct cryptographic hardware accelerator. 

In fact, data that should be kept a secret is potentially 
subject to physical attacks where a malicious attacker tries to 
retrieve it partially or entirely (i.e. the secret key used to 
encrypt and decrypt). Physical attack aims to break security 
functionalities of any cryptographic scheme by targeting its 
implementations rather than trying to break its mathematical 
security which is generally unbreakable if recommended 
design parameters are used.  There exist two main families of 
physical attacks: Side Channel Analysis (SCA) and Fault 

Analysis (FA). Side-Channel Analysis is a family of passive 
attacks comprising various types of attacks but mainly 
dominated by the power-monitoring attacks and 
electromagnetic attacks. The first consists in analysing power 
consumption of circuits while the second analyses their 
electromagnetic (EM) emissions. Over the years, several SCA 
techniques have been reported in the literature for power-
monitoring attacks (Simple Power Analysis and Differential 
Power Analysis) [1], Electromagnetic Analysis Attacks [2], 
and Timing Attacks [3], etc. On the other side, fault attacks are 
active attacks which were first introduced by Boneh et al. on a 
microcontroller [4]. In a fault attack scenario, an attacker, with 
a physical access to a device, running a known program, tries 
to perturb its operation to induce faults using laser beam, 
voltage glitch, under powering, clock glitching, 
electromagnetic emissions, heating, etc., and then analyses the 
output to retrieve the secret data. Several fault attacks 
techniques exist and the most widely used technique is called 
the Differential Fault Analysis (DFA) [5]. This technique is 
based on comparing a certain number of faulty and fault-free 
outputs to derive information about the secret key. Research on 
FA techniques has been very active in both academic and 
industrial communities in the past twenty years and has 
revealed many exploitable design weaknesses for almost all 
cryptosystems families [6]. This has contributed to introducing 
new design practices to secure implementations against fault 
attacks for hardware designs [7] as well as software for 
embedded processors [8]. 

A. Fault Injection Attacks on Microcontrollers 

Cryptographic software routines running on embedded 
processors and microcontrollers can integrate effective 
software countermeasures against SCA [9]. However, they are 
more vulnerable to FA [10] [11] [12] compared to 
cryptographic chips. In fact, the latter have a specific 
architecture with specifically designed countermeasures to FA. 
In addition, they are a black-box target from attacker’s 
perspective.  On the other side, software routines generally run 
on a known microcontroller’s architecture where protection 
against fault injection attacks is limited to the microcontroller’s 
default hardware countermeasures and the scheme-specific 
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software countermeasures [13]. Recent works, try to fill this 
gap by combining software SCA and FA countermeasures in 
general purpose microcontroller [14]. 

Developing tools and methods to evaluate vulnerabilities 
on embedded processors is a well-established field of research 
particularly for constrained devices. Memory is in particular 
subject to FA as it holds sensitive data and due to the fact that  
it can be accurately faulted using devices like laser [15] [16].  

B. Fault Injection Simulation 

While no standard testing approach can ensure resistance 
against all attacks, the physical fault injection is of great 
importance to characterize real fault effects on targeted chips. 
However, the cost of an efficient fault injection equipment is 
high (about 150,000 € for a standard laser fault injection 
platform [11]). In addition to that, the process is risky (the 
target chip may be damaged) and time-consuming. 
Furthermore, physical fault injection has low controllability 
and observability over faults and over the collected data which 
reduces its effectiveness. On the other side, because the effects 
of faults manifest themselves at the software level, faults have 
been modelled in the literature. 

1) Fault models 
Fault effects on microcontroller basically consist on 

tempering the value of a single or multiple bits.  The fault 
distribution (number of bits) depends on the type of attack, the 
fault injection equipment and its accuracy. Fault targets either 
control or data flow. 

 Control flow : To model a fault on the control flow 
(Program Memory), two fault models are commonly 
considered: (1) instruction corruption and (2) 
instruction skipping [17]. Based on bits tampering, the 
fault model size depends on the microcontroller’s 
architecture. 

 Data flow: In literature, data flow fault refers to fault on 
the processed data. Such faults can be modelled by 
memory corruption fault model with a granularity of 
bit, byte and multiple bytes [18]. 

With identified fault models, evaluation of robustness 
against fault attacks has been made easier and optimized under 
simulation. In fact, two families of simulation techniques have 
been developed to supplement the physical fault injection 
mechanism: Emulation-based techniques and Simulation-based 
techniques. Such techniques try to replicate the effect of the 
physical fault injection. 

2) Fault injection simulation techniques 
Emulation-based fault injection techniques are based on 

using targeted hardware implemented on FPGA instead of a 
computer-based simulation. This technique frees the simulation 
from assumptions on fault models and allows rapid attacks. 
Based on either reconfiguration [19] or instrumentation [20], 
those techniques combine the speed of physical fault injection 
and the flexibility of simulation. However, despite operating 
very closely to the real target, they remain physically different.  

On the other side, Simulation-based fault injection 
techniques can be divided into three categories. First, the Full-

software simulation, a technique that doesn’t use specific target 
architecture and considers complex fault models associated 
with powerful attacks scenarios and where formal tools are 
generally used [21]. Second, the Hardware-aware simulation , a 
technique that relies on specific hardware models accuracy and 
needs large development effort and long simulation times 
[22][23]. The third category, the one on the scope of this paper, 
is known as the Software-Implemented Fault Injection (SWIFI) 
techniques. SWIFI techniques are a wide and diverse set of 
software mechanisms and tools dedicated for testing 
vulnerability to faults through software. SWIFI techniques are 
known to be flexible and to have good observability and 
controllability over injection of faults making them reliable 
solutions to evaluate the countermeasures against FA. SWIFI 
can be either used at compile-time or at run-time. For a broader 
review of fault injection techniques and tools, including SWIFI 
techniques, the reader may refer to the up-to-date surveys [24], 
[25] and [26]. 

Embedding a fault injection simulator allows simulating 
faults on the real target running real software and is 
advantageous over other simulation techniques as it releases 
the simulator from the assumption on the target model. The 
task is particularly challenging due to the limited software and 
hardware resources available in a chip to run the mechanism 
while providing a realistic fault injection. The realism of the 
fault attack simulation is also dependent on the fault model 
accuracy.  

The aim of this work is to propose an embedded program-
level, portable and run-time mechanism of fault injection 
simulation for embedded processors and microcontrollers. The 
mechanism takes advantage of an RTOS to manage a run-time 
attack scenario when associated with a computer-based 
cryptanalysis program in Matlab. The remainder of the paper is 
organized as follows: A review and discussion of recently 
embedded fault injection simulators and similar mechanisms 
from literature, is presented in section II, followed by the 
proposed mechanism in section III. A test case and results are 
given in section IV to validate the proposed approach. Finally, 
section V summarizes the paper and draws future works. 

II. RELATED WORKS 

Embedded Fault simulators are generally written in 
machine language (i.e. assembler) but the higher level 
language could still be used as a support.  In [27], authors 
carried out a simulation of fault injections attack after 
experimentally characterizing fault effects on control flow 
(instruction skipping and instruction corruption fault models) 
on a 32-bit microcontroller (ARMv7 core). Close to the 
hardware level, the fault models proved to be realistic. A semi-
manual embedded simulation process was applied in 
debugging mode using a specific program based on Keil 
UVSOCK library[28]. Due to writing protection on Flash 
Memory, the latter’s content was shifted to RAM. The fault 
injection process needed frequent stops and restarts of the 
processor, which altered measuring correct latencies within the 
target and run-time fault injection simulation. 

In [29], an architecture-specific fault injection attack 
strategy was presented. The attack consists of modifying a load 
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instruction to load externally controlled values into the 
Program Counter (PC). Authors target is a feature rich  
ARMv7-based SoC (1GHz, DDR3/400Mhz RAM, Gigabit 
Ethernet, etc.) in which an operating system (Ubuntu 12.04) 
was installed to simulate the fault injection. The corruption of 
the program’s instructions, running on a shell code inside a 
Linux application, was done the function of flipped bits in a 
Python wrapper. The run-time simulation was very fast and 
fault injection results were immediately printed on the 
terminal. However, the embedded simulator largely depends on 
the SoC and the OS features, making the reproduction of the 
same mechanism on lower range hardware yet to demonstrate. 

In [30], authors presented an Embedded Fault Simulator 
(EFS) dedicated to smartcards. The simulator consists of two 
complementary modules: one, written in C, to integrate the 
EFS as a service in the smartcard OS, the other, in assembly, is 
the fault injection mechanism. The reachable fault models of 
the EFS are: instruction skipping, instruction alternation and 
data modification with a granularity of bit, byte and word. The 
EFS is highly configurable for each fault model. The injection 
mechanism basically relies on predetermined interruption 
routines triggered by the microcontroller’s timer. The EFS was 
tested on an ARMv7-M architecture. Although having many 
exploitation possibilities, the EFS injection mechanism is 
architecture-dependent and relies on timer’s availability within 
the target, limiting therefore its portability. 

On the other side, high-level fault injection simulation is 
generally praised for its speed compared to low-level 
counterpart and benefits from using the programming language 
to inject faults. In [31], authors presented a methodology to 
secure any application with formally verified countermeasures 
at C-level automatically. To evaluate the efficiency of the 
proposed methodology, a computer-based simulation of a 
realistic C-level fault attack (jump attack), using a Python C 
parser was conducted. The simulation was much faster than 
equivalent assembly-level exhaustive jump fault attack on an 
AES encryption function. The latter took 3 weeks on ARMv7-
M architecture, using Keil ARM-MDK compiler and Keil 
simulator. The countermeasures added upon C-level fault 
injection campaign enabled to defeat 60% of the attacks 
at the assembly level. The C-level fault model doesn’t have 
the same fault coverage of assembler-level but the number of 
covered attacks-to-time (or to-test cases) ratio was much higher 
[32] and helpful to detect many weaknesses at source code 
level. 

Simulating a fault attack generally requires three software 
components: A simulator of the target architecture, a fault 
injection mechanism, and a cryptanalysis program to provide 
the fault parameters (time, location, fault granularity, etc.) to 
the injection mechanism and process the received faulted 
outputs according to the chosen FA scenario.  

In the reported works, few details were given on the 
software cryptanalysis process associated with the fault 
injection mechanism.  

This could be explained by the fact that some works were 
limited to demonstrate the practicality of the approach without 
running related cryptanalysis. Also, this is due to the fact that 
the addressed attack models where control flow attack, which  
doesn’t generally require processing several ciphers [33] [34]. 
However, for Data flow attacks, considering that the number of 
samples needed for a successful attack is not negligible, 
running an on-target data flow attack simulation requires 
efficient communication between the target-based injection 
mechanism and the computer-based cryptanalysis program. 
While many works concentrated on simulating attacks on the 
control flow, data flow wasn’t much addressed. I fact, despite 
being more complex and expensive to set up physically, 
compared to the control flow attack, the data flow attacks are 
still feasible using optical fault platform (laser),  and recently 
using clock glitching [35] and voltage glitch [36] with different 
fault model granularities.  

In this paper, an embedded fault injection simulation on the 
data flow was addressed. An ARM-based microcontroller 
(Cortex-M4 core) was used where an RTOS was embedded to 
manage the fault injection mechanism according to received 
parameters (fault location, corrupted data value, etc.) from a 
computer-based cryptanalysis program (in Matlab) applying an 
FA attack scenario. 

III. PROPOSED FAULT INJECTION SIMULATOR 

A. Fault Injection Method 

A benefit from working on RTOS instead of developing all 
in application-level holds in the processing organization and 
portability of the code. In fact, several working tasks sharing 
access to data (writing or reading) can run through sharing 
mechanisms provided by the OS. In particular, FreeRTOS 
which is a class of RTOS designed to be small enough to run 
on a microcontroller although it is not limited to 
microcontroller applications. FreeRTOS, written in C,  
provides the core real time scheduling functionality, inter-task 
communication, timing and synchronization primitives [37]. In 
addition, unless low-level (assembly) calls are made in the 
program, the code will be portable between all supported 
architectures, hard core and soft core processors families 
(ARM Cortex-MX, Atmel AVR, Microchip PIC32MX, Free-
scale, PowerPC Xilinx Microblaze, Altera NIOS II, etc.). 

In this work, FreeRTOS was used on the targeted hardware, 
an STM32F4 MCU (ARM Cortex-M4 core), to provide run-
time execution and flexibility to the fault injection mechanism 
and bridge it efficiently to the cryptanalysis program. 

 

Fig. 1. Synoptic diagram of the FA platform 
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Because of the complex and time consuming computations 
involved in cryptanalysis, the latter is not embedded on the 
microcontroller and runs on a computer. Figure 1 shows a 
synoptic diagram of the complete Fault Analysis (FA) 
platform. 

When setting up a fault injection environment, a Fault 
Injection Policy should be defined.  Table 1 gives the fault 
injection policy followed in the FA platform. 

TABLE I.  FAULT INJECTION SIMULATION POLICY 

Abstraction  Level C 

Considered fault model(s) Data corruption  

Granularity bit, byte 

Fault location Data flow 

Injection time Event and time triggered 

Fault duration Transient 

Mean Data replacement 

Input data for the system Random value 

B. Fault Injection and attack mechanism  

The simulator makes use of the RTOS to control the fault 
injection and associated attack. The simulator provides 
memory data manipulation fault and temporal triggers. Those 
triggers are inserted with minimal modification on the target 
application, and there is no need for running it in debugging 
mode except the first run. In what follows, the steps used to set 
up the fault injection mechanism and run an attack are given. 

1) Debug mode run:  Check the sensitive data to be 

faulted (obtain memory addresses). 

2) Golden run: It will serve to get the correct output for a 

reference plaintext. 

3) Triggers insertion in the cryptographic code: The 

triggering code monitors a specific data depending on its 

value, the cryptographic code is suspended.  

4) Fault parameters reception: data address, faulted 

value, etc. are received from the cryptanalysis program. 

5) The fault Simulator starts the Application code 

(Cryptographic algorithm). 

6) Application code suspension: The fault simulator 

suspends the Application code and injects a fault. 

7) The cryptographic code is resumed. 

8) The simulator sends the faulty outputs to the 

cryptanalysis program.  

9) New fault parameters are received. 

10) Check if the cryptanalysis program recovered the secret 

key, otherwise return to step 4. 

C. FreeRTOS threads management for fault injetion 

The FreeRTOS is a multitasking operating system using a 
scheduler to decide on the task to execute. At every interrupt 
from the system timer, the scheduler accord processing time to 
the highest priority task. In the proposed mechanism, the fault 
injection simulator was divided between three threads: 

 Control Thread: Manages the communication with the 
cryptanalysis computer (fault parameters reception, 
faulty ciphertext sending, etc.). 

 Injection Thread: The thread in charge of data 
corruption. 

 Application Thread: Encapsulates the C code target of 
the fault injection. 

The working of the simulator is based on a binary 
semaphore that synchronizes the three threads. The 
cryptographic code is encapsulated in the Application Thread. 
A representation of the working of the threads is depicted in 
Figure 2 where the steps 1-to-4 are explained as follows: 

1) The Control Thread is the starting point of the fault 

injection, and is the thread with the highest priority. Upon 

receiving the fault parameters from a computer via UART, the 

Control Thread stores the fault parameters, releases the 

semaphore and suspends itself. 

2) The Application Thread, having a lower priority, waits 

for the semaphore. Once obtained, Thread2 starts the 

cryptographic code. During its execution, the trigger monitors 

a change in a specific data and consequently releases the 

semaphore and suspends the Thread2. Furthermore, the extra  

code (monitor and suspend the thread) does not modify the 

targeted data location and allows resuming the Application 

execution from the suspended state. 

3) The Thread3, i.e. the injection Thread, has the lowest 

Priority and obtains the semaphore after target code 

suspension. In this thread, the sensitive data is corrupted 

according to the received parameters. Then, Thread3 permutes 

the priorities of Thread1 and Thread2 so that the latter obtains 

the next semaphore. Finally, Thread3 releases the semaphore 

and suspends itself. 

 
Fig. 2. Semaphore-based threads synchronization of the Simulator 

 Inject ion Cont rol Applicat ion 

21

34

Thread1 Thread2 Thread3
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4) The Thread2 resumes from where it was suspended 

with its sensitive data now corrupted. The calculations are 

done and a faulty ciphertext is generated. Then, the thread 

releases the semaphore and suspends itself. 
At the next passage by the Control thread, the latter sends 

the faulty output to a computer via UART and waits for new 
parameters. Once received, the priorities of Thread1 and 
Thread2 have permuted again (original priorities are restored). 
Then, a new round of fault injection is started from step 1 until 
no new parameters are received meaning that the secret data 
(i.e. secret key) was successfully retrieved by the cryptanalysis 
program. 

IV. TEST CASE AND ANALYSIS 

The Simulator has been implemented on a development 
board (STM32F4 Discovery) build around the ARM Cortex-
M4 processor. STM32 Family of microcontrollers features 
some integrity and safety mechanisms. In particular, for fault 
Injection attacks some hardware countermeasures exist like the 
Error Correction Code (ECC) and the Parity check. Both 
mechanisms, according to the constructor [38], ensure robust 
memory integrity and harden the protection against fault 
injection attacks. ECC protection is integrated with Flash 
memory controller while Parity Check is intended for the 
SRAM memory. However, such protections are only available 
in some chips (F0, F3, L0, L1 and L4 families). In another 
hand, software countermeasures against data corruption attack 
were successfully bypassed by multiple faults injections in [39] 
on an ARM Cortex-M3 using laser and in [35] on an 
ATmega163 microcontroller using clock glitching. 

A. Attack Scenario 

Dusart attack [34], a DFA attack on the popular and widely 
used Advanced Encryption Standard (AES) [40] was selected 
to be implemented in the platform. This attack demonstrates 
that using a fault on one byte anywhere between the 8

th
 round 

MixColumn and 9
th
 round MixColumn, an attacker would be 

able to retrieve the secret key using less than 50 faulty 
ciphertexts. The cryptanalysis program, i.e. the main part of the 
Dusart attack scenario, was written in Matlab based on the 
original algorithm [34]. As a target, an implementation of an 
AES-128 ECB encryption algorithm written in C and 
optimized for ARM architecture was used [41].  In AES-128, 
the “State” is a 4x4 array of coefficients in bytes (0-255) 
holding a portion of the data to be encrypted. The State goes 
through 4 transformations (SubBytes, ShiftRows, MixColumn 
and AddRoundKey) for 10 rounds (except the MixColumns 
operation which is not used in the 10

th
 round) to generate the 

encrypted data.  

In the Dusart attack, one of the bytes of the State array 
before the MixColumn transformation of the 9

th
 round is 

replaced by a faulty value (Figure 3). The faulty byte will then 
be propagated by the MixColumn and spread over four bytes of 
the State. There is a linear relation between the four induced 
faults. For each byte, it is possible to find a set of possible 
value of induced fault, and then a set of possible values for the 

round key 10 (K10). Finally, once K10 is found, it the entire 
secret key can be recovered. 

 
Fig. 3. Fault propagation in the State array in the Dusart attack[34] 

According to the attack scenario, the State array is the 
target data of the fault injection. The Dusart attack on the FA 
platform was applied following the steps detailed in III.B. The 
attack simulation was performed using the setup that follows: 

Computer-based cryptanalysis: A Matlab program of 
Dusart DFA running on an Intel i7-3770 at 3.40 GHz and 
connected to the microcontroller through a PL2303 UART 
Adapter. 

Microcontroller:  An STM32F407VG (Cortex-M4 ARM 
core). The fault injection trigger is a conditional statement on 
the round counter to inject faults in the 9

th
 round and before the 

MixColumn transformation. 

B. Results and discussion 

Retrieving the correct 10
th
 RoundKey required 50 random 

fault injections on array positions number: 1, 5, 9 and 13 and 
took 490 seconds (~8:12 min). The Fault mechanism, including 
the Application code, occupied 18 Kbytes of Flash memory 
and 14 Kbytes of RAM. This represents only 1.8 % of the total 
flash memory and 7% of available RAM. 

Table 2 shows a comparison of the proposed fault injection 
simulator with the similar fault injection mechanisms that were 
discussed in section II. The proposed simulator has the 
advantage of portability to different architectures and the very 
low memory overhead that comes with it. Also, using a high-
level programming language brings a significant flexibility to 
the simulator though at the expense of covering control flow 
attacks which are generally modelled in assembler. One 
cryptanalysis algorithm was tested, but other algorithms 
targeting data flow are also applicable like those proposed by 
Giraud [33] and Tunstall [42], among others. 

After ShiftRows 9
Fault  injected (1 byte) After Mixcolumn 9 K9

Value of K10After AddRoundKey 9 After SubBytes 10 After ShiftRows 10

Output  with Faults

87   F2   4D   97

6E   4C   90   EC

46   E7   4A   C3

A6   8C   D8  95

99   F2   4D   97

6E   4C   90   EC

46   E7   4A   C3

A6   8C   D8  95

7B   40   A3   4C

29   D4   70   9F

8A   E4   3A   42

CF   A5   A6   BC

AC   19   28   57

77   FA   D1   5C

66   DC   29   00

F3    21   41   6E

D0  C9   E1   B6

14   EE   3F   63

F9   25   0C   0C

A8   89   C8   A6

D7   59   8B   1B

5E   2E   A1   C3

EC   38   13   42

3C   84   E7   D2

0E   CB   3D   AF

58   31   32   2E

CE   07   7D   2C

EB   5F   94   B5

0E   CB   3D  AF

31   32   2E   58

7D   2C   CE   07

B5   EB   5F   94

DE   02   DC   19

25   DC   11   3B

84   09   C2   0B

1D   62   97   32
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TABLE II.  COMPARAISON OF THE EMBEDDED FAULT INJECTION SIMULATOR WITH SIMILIAR WORKS 

Reference 
Abstraction 

Level 
Fault Target 

Runtime 

attack 

Granu-

larity 
Embedded 

OS 

Support 
Tool set 

Target 

core 

Architecture 

specific 

[27] Low Level1  Control flow 
No 

(manual) 
instruction No - 

Program based on 

Keil UVSOCK 
library 

ARMv7m 

Cortex-M3 
Yes 

[31] High Level2  Control flow Yes C Line No - 

Keil ARM-MDK 

compiler and 
simulator 

ARM-v7m No 

[30] 
High Level2 

Low Level1 

Data flow, 

Control flow 
Yes Byte Yes 

Smart-

Card OS 

Embedded as an 

OS service. 

ARMv7-M 

Cortex-M4 

Yes 

(ASM part) 

[29] Low Level1 Control flow No instruction Yes 
Ubuntu 
12.04 

ARM Simulator 

(C+ Python + 

shellcode) 

ARMv7-A Yes 

This Work High Level2 Data flow Yes C variable Yes 
Free-
RTOS 

RTOS + Matlab 
Cryptanalysis 

ARMv7-M 
Cortex-M4 

No 

V. CONCLUSION 

In this paper, a novel high-level embedded simulator for 
fault injection attacks on microcontrollers was proposed. The 
simulator relies on a real-time operating system (FreeRTOS) to 
accurately inject simple or multiple faults on data flow and 
carries out a complete attack scenario with the support of a 
computer-based cryptanalysis program. The proposed 
mechanism was tested for fault attack on data flow (Dusart 
attack) and can be applied to other attack scenarios. A number 
of improvements can still be made to the simulator like how to 
monitor and tamper sensitive data when using a proprietary 
code with a read-out protection. Another prospect of this work 
could be investigating on high level simulation of control flow 
fault injection attack with a realistic fault model. Similar to 
[30], combining FA attack with SCA to bypass the embedded 
hardware countermeasure can be investigated as well.  A 
different perspective of this work could be in countermeasure 
integration. In fact, the OS can be used to integrate software 
countermeasures like dummy threads execution to mask the 
power traces or other physical signals that may leak exploitable 
information about the secret key. 
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Abstract—The objective of this paper is to compare different 

classifiers’ recognition accuracy for the 28 Arabic alphabet 

letters gestured by participants as Sign Language and captured 

by two depth sensors. The accuracy results of three individual 

classifiers: (1) the support vector machine (SVM), (2) random 

forest (RF), and (3) nearest neighbour (kNN), using the original 

gestured dataset were compared with the accuracy results using 

an ensemble of the results of each classifier, as recommended by 

the literature. SVM produced higher overall accuracy when 

running as an individual classifier regardless of the number of 

observations for each letter. However, for letters with fewer than 

65 observations each, which created a far smaller dataset, RF 

had higher accuracy than SVM did when using the ensemble 

approach. Although RF produced higher accuracy results for 

classes with limited class observation data, the difference 

between the accuracy results of RF in phase 2 and SVM in phase 

1 was negligible. The researchers conclude that such a difference 

does not warrant using the ensemble approach for this 

experiment, which adds more processing complexity without a 

significant increase in accuracy. 

Keywords—Ensemble; Stacking; Support vector machine; 

SVM; Random forest; RF; Nearest neighbour; kNN; ArSL 

recognition system; Depth sensors 

I. INTRODUCTION 

Researchers in the Arab world, as well as researchers 
worldwide, are always investigating the use of assistive 
communication tools that could help the hearing-impaired in 
their daily lives when using their local languages and dialects. 
Although research has been done on using sign language 
recognition systems, limited research has addressed gesture 
recognition of Arabic Sign Language (ArSL). Also, few 
attempts have been made to develop a recognition system that 
can use a machine learning approach to interpreting ArSL 
letters [1].  

Machine learning is ―an evolving branch of computational 
algorithms that are designed to emulate human intelligence by 
learning from the surrounding environment‖ [2] [3]. Machine 
learning is more than just calculating averages or performing 
data manipulation; it involves creating predictions about 
observations based on previous information [3]. Using machine 
learning in gesture recognition involves four steps: 1) choosing 
appropriate sensors for collecting the gestured letters; 2) 

analysing and extracting features from the data, which are 
values related to describing the gestured letters; 3) classifying 
the data by recognizing and interpreting the gestures using one 
or multiple algorithms; and 4) displaying the recognised 
gesture’s name by text or audio [4].  

Also, machine learning can use either supervised or 
unsupervised learning to transfer sign language gestures into 
text format [5]. The supervised learning term refers to the fact 
that the algorithm was fed by a dataset in which the correct 
answers were given; then, the dataset was divided into two 
subsets: a ―training dataset,‖ which is used to build predictive 
models, and a ―testing dataset,‖ which is used to assess the 
performance of the model in the training step [6]. On the other 
hand, in unsupervised learning, the machine is not provided 
with knowledge about the model. The implemented algorithms 
classify the data to any instantaneous incoming hand or finger 
features [5]. 

In classifying segments, the observed gestured letters are 
placed into different classes based on the same or related 
values [7]. The collected data are divided into two sets: training 
and a testing set [7]. Therefore, classification is the process of 
assigning a new gestured letter to a specific class on the basis 
of training set values.  

Many classifier algorithms exist, such as the neural 
network, support vector machine (SVM), nearest neighbour 
(kNN), and random forest (RF). Each has a different method 
for predicting or choosing the set to which a particular 
observation belongs [5].  

Classifying data in machine learning can use either raw 
data with one algorithm or a combination of the results 
(predictions) of multiple algorithms, called ―an ensemble,‖ 
which is fed into an algorithm. Different ensemble models are 
available, with the most popular being: majority voting, 
bagging, boosting, and stacking [5]. 

Majority voting, considered the simplest, is a decision rule 
that chooses alternatives that have popular or majority votes [8] 
[9]. Bagging is a method of decreasing the variance of a 
prediction, boosting is a method of decreasing the bias of a 
predictive model and improving the predictive force, and 
stacking is similar to boosting by applying several models on 
the original data [9]. However, stacking takes the final 
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prediction using functions such as the sum, the average, or the 
weight of the predictions that other algorithms have generated 
[10]. 

Different types of stacking exist: some types use the 
original data together with classifiers as input to an ensemble 
model, whereas some do not. In addition, some use hard labels 
from classifiers, whereas others use probabilities [10]. 
Although using the ensemble approach requires mathematical 
complexity, it may increase the accuracy of the recognition. To 
classify gestures, one can use an individual classifier or an 
ensemble of the output of multiple classifiers. Results within 
the literature of classification using multiple learning 
algorithms or an ensemble model usually had higher accuracy 
rates, yielding better predictive performance than those 
obtained from the other formed learning algorithms [5]. 

Despite the complexity, the possible reasons for using an 
ensemble approach are: the data volume is too large or small, 
or not enough data are available to divide and conquer the data 
or for data fusion [11]. Therefore, in some cases, if the data to 
be analysed are too large, the use of one classifier may not 
effectively process the data. Similarly, ensemble systems can 
be used to address the exact opposite problem of not having 
enough data [12]. 

Analogically speaking, creating an additional step by 
feeding a classifier an ensemble of the data is like seeking a 
second and third opinion when it comes to a medical 
consultation: it increases reliability and reduces the risk of a 
wrong diagnosis [12]. 

The research methodology of Al-Masre and Al-Nuaim for 
gesture recognition used only one classifier (SVM) as a 
supervised machine learning hand-gesturing model [13] to 
classify the 28 letters (considered classes) of the Arabic 
alphabet ―Figure 1.‖ In addition, to overcome the time 
complexity of interpreting the data for their model, the 
researchers used the principle component analysis (PCA) 
algorithm to simplify the large dataset by reducing features. 
Recognition results were at 86% for the ArSL letters tested in 
their experiment [13]. 

Although this research also used SVM to classify the 28 
ArSL letters as in Al-Masre and Al-Nuaim [13], and to 
overcome the limitation of using the PCA algorithm,  the 
proposed model focused on including all of the features of the 
collected data while adding a classification step, as 
recommended by the literature, to produce higher recognition 
accuracy.  The extra step used the same classifiers that used the 
original dataset to classify the combined results (ensemble). 

Therefore, it is the objective of this research to compare the 
recognition accuracy of three different popular individual 
classifiers using the original gestured dataset with the accuracy 
results of the same three classifiers using an ensemble of the 
results of the same classifiers. 

In an attempt to investigate if adding a classification step 
produces higher accuracy, this research combined the results 
from three individual classifiers that used raw gestured data. 
The extra step would classify the combined (ensemble) data 
using the same three classifiers that used the original data.  

The rest of the paper is organised as: Section 2 and 3 
present the literature surveying the overview of relevant work 
and the three classification algorithms used. Section 4 presents 
the research design and methodology used to complete the 
experiment. Finally, Section 5 discusses the results and 
presents the conclusion. 

 
Fig. 1. the 28 Arabic Sign Language Alphabet 

II. LITERATURE REVIEW 

Many researchers have investigated the combination of 
voting schema since 1998, such as Kearns and Valiant [14], 
Rob Schapire, and others [15]. Schapire (1999) came up with 
an algorithm to apply such a combination called boosting, 
which is used with machine learning [15]. 

Ensemble learning has attracted considerable attention due 
to its good generalisation performance. The main issues in 
constructing a powerful ensemble include training a set of 
diverse and accurate base classifiers outputs and effectively 
combining them [12].   

Ensemble majority vote, computed as the difference 
between the vote numbers that the correct class received and 
those of another class that received the most votes, is widely 
used to explain the success of ensemble learning. This 
definition of the ensemble margin does not consider the 
classification confidence of base classifiers [12]. 

Other ensemble algorithms appeared within the literature 
and were used in the machine learning field, such as boosting, 
AdaBoost, bagging, a mixture of experts, and stacked 
generalisation [16]. 

Using the stacking method, one can train a learning 
algorithm to combine the predictions of other learning 
algorithms. Firstly, all of the used algorithms are trained using 
the original data. Then, one makes a final prediction using all 
the predictions of the other algorithms (re-sampling) as inputs. 
The re-sampling method can be one of the following: sum, 
maximum, minimum, and weighted majority voting of the 
predictions that the other algorithms have generated as extra 
inputs [17]. 

The basis of ensemble methodology is simply creating a 
predictive model by integrating multiple models. It can be used 
to improve prediction performance; for example, researchers 
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from various disciplines, such as statistics, computer vision, 
and artificial intelligence, can use it [12]. 

Li, Hu, Wu, and Yu (2014) explored the influence of the 
classification confidence of the base classifiers in ensemble 
learning and had some interesting conclusions. First, they 
extended the definition of an ensemble margin based on the 
classification confidence of the base classifiers. Then, an 
optimisation objective was designed to compute the weights of 
the base classifiers by minimizing the margin-induced 
classification loss. They attempted several strategies to use the 
classification confidences and the weights. They observed that 
weighted voting based on classification confidence is better 
than simple voting if all of the base classifiers are used [17]. 

Farooq and Sazonov (2016) studied the ensemble 
performance of three classifiers—logistic regression, linear 
discriminant analysis, and decision trees—using three different 
ensemble approach: (1) boosting, (2) stacking, and (3) bagging. 
According to their results, the ensemble performance was 
enhanced by 4% compared to the individual algorithms [18]. 

In addition, Woźniak, Graña, and Corchado (2014) 
presented the idea of creating a multiple classifier system 
(MCS). They stated that no single classifier modelling 
approach that is optimal for all pattern-recognition tasks exists. 
Thus, MCS exploits the strengths of the different classifier 
models to create a high-quality compound recognition system, 
thus overcoming the performance of separate classifiers [19]. 

Ensembling is also known under various other names, such 
as multiple classifier systems, a mixture of experts, or a 
committee of classifiers [11]. Ensemble systems have shown to 
have higher performance in many applications compared to a 
single classifier’s performance [11]. 

Most of the ensemble methods use a special mathematical 
model. Moreover, in applying the stacking method, researchers 
can use different types or scenarios—for example, combining 
the results of classifiers as a class label name, combining them 
as class prediction values, or combining the original dataset 
with class prediction values [20]. 

III. CLASSIFICATION ALGORITHMS 

A. Support Vector Machine (SVM) 

The SVM algorithm is used to classify data by drawing a 
clear line between observation data, which are actually points 
on a plane. The margin space around the line should be as wide 
as possible to avoid the misclassified values of a testing set 
[21]. In addition, the SVMs can efficiently perform non-linear 
classification using what is called the kernel function, 
implicitly mapping its inputs into high-dimensional feature 
spaces [22].  

Predicting the values and setting the kernel function 
parameters with correct values are the main objective of the 
SVM learning algorithm. Many statistical packages establish 
those parameters to give the best prediction, such as the R 
studio statistical package [23].  

Using SVM requires choosing the parameter C (cost 
function) or a penalty term. It is used because SVM relies on 
predictions to make a decision about the best boundary that 

could cause an error. If the value of C is very large, then the 
decision boundary will be close to the data points nearest the 
support vectors. That means the misclassification probability 
increases as the value of C decreases [23].  

B. k Nearest Neighbor (kNN) 

The Nearest Neighbour (NN) algorithm for learning has 
worked on numeric feature values. NN treats values as distance 
metrics and uses them as standard definitions between 
instances [24]. A k-Nearest Neighbours algorithm (kNN) is a 
non-parametric method used for classification where the input 
consists of the k closest training examples in the feature space 
[25]. As a classifier, kNN allocates a pattern to the class of the 
nearest pattern value [26]. It starts with every observation in 
the training set as a prototype and then successively merges 
any two nearest patterns of the same class as long as the 
recognition rate is not reduced [27].  

C. Random Forest (RF) 

The term ―random forest‖ refers to a collection of many 
decision trees (forest) where, when building at each node, there 
is some randomness in selecting the attribute to split. Thus, the 
RF breaks down a dataset into smaller and smaller subsets 
while an associated decision tree is incrementally developed at 
the same time [28] 

To build a decision tree, two types of entropy need to be 
calculated using frequency tables. Entropy refers to the 
probability distribution of the information contained in each 
observation (gain). Thus, the main RF algorithm steps in Biau 
[29] show that after calculating the entropy of the observations, 
the dataset is then split into the different attributes (trees). In 
choosing the attribute with the largest information gain as the 
decision node (root) and as the left node, which has an entropy 
of 0, the remaining nodes require further splitting. Thus, the 
algorithm is run recursively on the non-leaf branches until all 
data are classified [29]. 

Various methods exist for evaluating the quality of 
algorithm prediction to guarantee the selection of the best-
performing classification algorithm. Among these are [30]: 

 Confusion matrix (CM): shows the number of accurate 
and inaccurate predictions that the classification model 
makes compared to the actual outcomes (actual value) 
in the dataset. 

 Receiver Operating Characteristic (ROC): also used for 
evaluation. ROC is a chart that shows a false positive 
rate (1-specificity) on the X-axis against a true positive 
rate (sensitivity) on the Y-axis.  

 The area under the curve (AUC): determined by 
calculating the area under ROC curves; the quality of 
the classification model is measured, where the AUC 
should be between (0.5 and 1). When the area is close 
to one, it means that the classifier performance is 
acceptable; otherwise, if the area is less than 0.5, then 
the classifier performance is unacceptable because the 
classifier cannot distinguish between classes [31]. 
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IV. THE PROPOSED MODEL 

A. Hardware and Software 

Applying machine learning to classification becomes easier 
with the development of depth cameras and sensors to provide 
more accuracy in identifying the individual body parts of a 
naturally looking human [32]. Sign language relies on different 
body parts, which necessitates the use of multiple sensors. In 
this research, Kinect™ and Leap Motion Controller (LMC) 
sensors were used to create a model for recognizing ArSL 
gestures. Microsoft Kinect Version 2.0—which Microsoft 
released—has a Red Green Blue (RGB) depth camera and a 
human skeletal tracking algorithm that offers information about 
human body joints [33]. Meanwhile, LMC Version 2.0 
provides a skeletal-tracking algorithm that offers information 
about hands and fingers as well as overall hand-tracking data, 
even if the hands cross over each other. ―Figure 2.‖ presents 
the 11 joints that needed to be retrieved via Kinect and the 12 
points that needed to be retrieved via LMC in this research. 

 

Fig. 2. Depth sensors’ joint points detect based on Cartesian coordinate 

system 

The Microsoft Kinect and LMC open-source software 
development kit (SDK) library were used to develop the 
proposed prototype with options for reading and managing 
visual depth information [34]. Visual Studio 2013 with C# was 
also used to calibrate the two devices, and the SQL Server 
Management Studio 2010 was used to create a relational 
database. 

B. Data Collection 

A prototype system was developed to collect data using the 
two sensors. The main window interface in the prototype 
provides real-time joint detection by representing the user’s 
joint points as well as a histogram to give visual sign 
indications.  

As participants gesture each letter they can individually 
click a button to save the body pose for each gesture.  

―Figure 3‖ provides an example of a three-dimensional 
(3D) human skeleton where a line between each corresponding 
point was drawn (vector). To standardise the distance or depth 
metrics between the two devices, the length of each vector was 
converted from meters—which Kinect uses—to millimetres, 
which LMC uses, to standardise the length units in millimetres.  

 
Fig. 3. Window in the prototype 

Windows Media 3D from the Microsoft Development 
Network (MSDN) was used to visualise the captured data in 
the 3D space of human body joints by drawing one skeleton 

from the details retrieved from the two devices. 

C. Feature Extraction 

A feature represents a piece of information in any 
multimedia type, such as image, text, and video. It could be the 
direction of a certain object, such as the hand bones’ direction 
[39]. For this research, the depth values that the two sensors 
captured were used to create two feature types, as seen in 
―Figure 4.‖ Type one was denoted as ―H‖ in the database; it 
included three angles for each hand bone, which were angles 
between the bone and the three axes of the coordinate system 
(X,Y,Z). Type two was denoted as ―A‖ in the database; it 
included one angle between each of the two bones.  

 

Fig. 4. Example of three angles for one joint (three angles) and one angle 
between two bones 

These angles are the main factor for a comparison between 
the two gestures. Then, the prototype was considered ready to 
use in the experimental environment, as seen in ―Figure 5.‖  
Twenty participants were asked to gesture the 28 Arabic 
alphabet letters. Each participant stood in front of the devices, 
which were connected to a personal computer, and he or she 
made around 28 to 40 gestures and mimicked sign gestures 
spanning seven days. Around 200 right gestures were collected 
daily for different letters from different participants. 
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Fig. 5. The test environment with dimensions 

Therefore, the number of gestured letters (observations) 
also varied between participants; for example, some 
participants gave five or more gestures for a specific letter. 
Table 1 shows the number of observations for each class 
(letter) in descending order. 

TABLE I.  NUMBER OF OBSERVATIONS IN EACH CLASS 

Class  

Name 

Observ

ations# 

Class 

Name 

Obser

vation

s # 

Class 

Name 

Obser

vation

s# 

Ta 79 Shien 60 Waw 37 

Kaf 74 Dal 55 Fa 36 

Ba 71 Ha 48 Zay 36 

Jiem 70 Alef 47 Ya 34 

Sien 70 He 47 Ghayn 29 

Qaf 68 Noon 47 Thal 19 

Lam 68 Sad 47 Tah 14 

Ra 68 Tha 45 Thah 12 

Dhad 65 Ayn 44   

Miem 64 Kha 44   

The collected dataset had 235 features, presented in ―Figure 
6‖ as columns: the values of H0 to H180 were from type one, 
and the values of A1 to A54 were from type two. The dataset 
was reduced by selecting the body parts on which each gesture 
relied while removing all values that would not affect the 
interpretation of the ArSL letters. For example, the feature 
―A1‖ was an angle between the shoulder and right hand and 
would not affect the recognition of any ArSL letter depending 
on the hand bones only (at this point, the features became 102 
values). In addition, the features with zero variance were 
removed; for example, when the variance of all values in 
feature ―A9‖ was calculated, the result was zero, so that did not 
affect the recognition either (the features became 90 values).  

The dataset observations are presented in ―Figure 6‖ as 
rows, which include 1456 observations. Certain observations 
were removed as well, such as: 1) the rows that had the same 
values and 2) the rows that had multiple missing values (null 
values, where the device did not capture observation values 
well). The dataset was cleaned out for the 90 features’ values, 
and the number of observations was changed to 1398. 

―Figure 6‖ shows the dataset structure, where each 
observation was considered a letter from a specific participant 
and contained many features.  

 
Fig. 6. Original dataset structure 

D. Classification Implementation 

A dataset of 1456 gestured letters (observations) of the 
ArSL was collected. This original dataset was passed through 
three individual classifiers: 

 SVM, which gave the highest accuracy results of ArSL 
letter classification in the experiments [13]  

 RF, which many researchers recommend for its high 
accuracy [36] 

 kNN, which is commonly used for its ease of 
interpretation and low processing time [25] 

The results of the three classifiers were combined, and 
results were reused as a new dataset to train the same 
classifiers. The result of this combination is called an 
―ensemble schema dataset.‖ Therefore, the training datasets 
were classified as an original dataset and an ensemble schema 
dataset. 

The stacking schema was used for this research with only 
the classifiers’ predictions (class labels were the letter names) 
as input for the ensemble model, without the original data, as 
seen in ―Figure 7.‖ 

 

Fig. 7. Diagram of ensemble using stacking concept 

In stacking’s simplest form, the results from three different 
classifiers generated a new dataset named the ―ensemble 
schema dataset.‖ Classification passed two phases 
implementing the following steps:  

1) The database was divided into two sets, training and 

testing set.  

2) The training set was fed into classifiers to train them to 

recognise the class labels (letters). 
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3) The testing set was used to evaluate the classifiers’ 

prediction ability (if it could recognise letters in the testing set 

accurately).  

4) The CM showed the number of accurate and inaccurate 

predictions that the classifier made compared to the actual 

outcomes (actual value) in the testing set. Then, all classifiers’ 

performance was evaluated by calculating the area under the 

ROC curves. 
The implementation details of each phase are as follows in 

―Figure 8‖ and ―Figure 9‖:  

Phase 1: The raw database of 1456 observations 
(considered the letters) became 1398 after removing the rows 
that had the same values. The dataset was separated into a 
splitting ratio of a 75% to 25% training set with 1047 
observations and a testing set with 351 observations. This 
training set was divided once more with the same splitting ratio 
into observations, such that: 

 by using 730 observations, the model was trained to 
learn individually along with the right letter; and  

 by using 317 observations, the model had to predict 
(classify) letters using the SVM, kNN, and RF 
algorithms. 

Then, the prediction results from all three algorithms (317 
predictions for each) were combined to become the training set 
of the three classifiers in phase 2. In addition, by using 351 
observations, the model had to predict (classify) letters using 
the SVM, kNN, and RF algorithms as well. Then, the 
prediction results were combined to become the testing set of 
the three classifiers in phase 2. 

Phase 2: The prediction data produced from phase 1 were 
used for the training step and then for the testing set of the 351 
observations. 

 
Fig. 8. Proposed model implementation structure in phase 1 

 
Fig. 9. Proposed model implementation structure in phase 2
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E. Classification Results 

The results of the classification in phase 1 for each 
classifier in detail are (Table 2): 

1) kNN’s parameter k was assigned a value equal to the 

square root of the available total number of observations. The 

value of k could be adjusted from 1 to 10. The value of k=1 

was chosen for less computation and an accuracy of 85.484%. 

2) SVM’s two parameters—cost and gamma—were set to 

2 and 0.01, respectively, to get the highest accuracy. In 

addition, kernel = ―radial‖ because it uses curves instead of 

straight lines to separate the different labels; accuracy was 

88.803%. 

3) RF’s two parameters: n(tree) (total number of trees to 

build) was set to 2000 and the node size (maximum children 

each tree can have) was set to five, which achieved an accuracy 

of 86.809%.  
The results of the classification in phase 2 for each 

classifier in detail are (Table 2): 

1) kNN had an accuracy of 87.151%, where the parameter 

k=1. 

2) SVM had an accuracy of 86.880%, where the kernel = 

―linear‖; and SVM’s two parameters, cost and gamma, were set 

to 1 and 0.01, respectively. 

3) RF had an accuracy of 88.048%, with RF’s two 

parameters of n (tree) and node size, set to 200 and 1 

respectively. 

TABLE II.  OVERALL ACCURACY 

Classifier 
Phase 1, 

Original dataset 

Phase 2, 

Ensemble dataset 

kNN 85.484% 87.151% 

SVM 88.803% 86.880% 

RF 86.809% 88.048% 

The classifiers’ performance in the two phases was 
evaluated using AUC for individual letter accuracy; these 
results are shown in ―Figure 10‖ and ―Figure 11.‖ 

 
Fig. 10. The area under curve (AUC) for each classifier in phase 1 

 
Fig. 11. The area under curve (AUC) for each classifier in phase 2

SVM achieved optimum results for this experiment when 
trained on the original dataset and not on the ensemble schema 
dataset, and this could be attributed to the variation in the 
number of observations for each class (Table 1). However, the 
devices had a low-speed response compared to human 
movement and a low precision of capturing the frames of a 
specific gestured letter. This was especially true for complex 
letters such as the following:   ذ (Thal),  ط (Tah), and ظ (Thah), 

where fingers overlapped, and the participant had to repeat the 
gesture or drop it altogether. This ultimately resulted in the 
variance between the numbers of observations for each class.  

The variations in observation numbers were examined to 
assess if they affected the results. The discrepancy between the 
overall results of the algorithms used was investigated when it 
was trained on the original dataset and on the ensemble schema 
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dataset. The researchers proposed that the SVM could have 
achieved better results when applied to the original dataset due 
to the variance between the numbers of observations for each 
class. This was sometimes less than 10 in the training set, such 
as  ذ (Thal),  ط (Tah), and ظ (Thah), which had fewer than 20 
observations. Running the three classifiers on these 
observations could have affected the overall results. 

The three classifiers, kNN, SVM, and RF, were run on 
classes that had more than 65 observations each. The selection 
of 65 as a number is statically justified because the 
observations for each class were divided into training and 
testing sets, with the former requiring no fewer than 50 
observations so that the model—which was based on the 
training set—would be satisfactory. In this particular case, it 
covered the highest observations under eight classes (letters), 
which are as follows: ت  (Ta) with 79 observations,  ك (Kaf) 
with 74 observations, ب  (Ba) with 71 observations,  ج (Jiem) 
with 70 observations,  س (Sien) with 70 observations,   ق (Qaf) 
with 68 observations, ل  (Lam) with 68 observations, andر  
(Ra) with 68 observations.  

Moreover, the three classifiers (kNN, SVM, RF) were also 
re-run on the remaining 20 classes with fewer than 65 
observations. Table 3 and Table 4 demonstrate the discrepancy 
noted earlier, which shows how the classifiers have changed in 
their overall accuracy results.  

The eight ArSL letters that had more than 65 observations 
for each letter were analysed (Table 3). It was concluded that 
all of the classifiers’ performance was enhanced when using a 
high number of observations. The accuracy results in phase 1 
for kNN, SVM, and RF were 93.566%, 96.119%, and 
93.846%, respectively. The results in phase 2 for kNN, SVM, 
and RF were 95.524%, 94.336%, and 95.699%, respectively. 

TABLE III.  CLASSIFICATION OVERALL ACCURACY 8 CLASSES 

(OBSERVATION NUMBERS >65) 

Classifier 
Phase 1, 

Original dataset 

Phase 2, 

Ensemble dataset 

kNN 93.566% 95.524% 

SVM 96.119% 94.336% 

RF 93.846% 95.699% 

The remaining 20 classes of the ArSL Arabic alphabet, 
which had fewer than 65 observations for each letter, were also 
analysed (Table 4). The accuracy results in phase 1 for kNN, 
SVM, and RF were 85.216%, 88.221%, and 86.178%, 
respectively, and in phase 2, the results were 87.163%, 
87.500%, and 88.413%, respectively. 

TABLE IV.  CLASSIFICATION OVERALL ACCURACY 20 CLASSES 

(OBSERVATION NUMBERS <65) 

Classifier 
Phase 1, 

Original dataset 

Phase 2, 

Ensemble dataset 

kNN 85.216% 87.163% 

SVM 88.221% 87.500% 

RF 86.178% 88.413% 

Recognition accuracy results for each phase is as follows 
(Table 5):  

1) Among individual classifiers, overall, SVM had higher 

accuracy in phase 1. 

2) For the ensemble approach, overall, RF had higher 

accuracy in phase 2.   

3) For all classes and classes with more than 65 

observations, SVM had a higher accuracy in phase 1 than RF 

did in phase 2.  

4) RF achieved higher accuracy in phase 2 for classes with 

fewer than 65 letters compared to SVM in phase 1, but the 

difference was negligible. 

TABLE V.  ALL RESULTS IN PHASE 1: ORIGINAL DATASET AND PHASE 2: 
ENSEMBLE DATASET 

 
All classes 8 classes > 65 20 classes < 65 

Phase 1 Phase 2 Phase 1 Phase 2 Phase 1 Phase 2 

 kNN 85.484% 87.151% 93.566% 95.524% 85.216% 87.163% 

SVM 88.803% 86.880% 96.119% 94.336% 88.221% 87.500% 

RF 86.809% 88.048% 93.846% 95.699% 86.178% 88.413% 

V. DISCUSSION AND CONCLUSION 

This research used two depth sensors to capture all upper 
human skeleton joints, upon which most sign-language 
gestures rely. The supervised machine learning algorithms of 
kNN, SVM, and RF classified the depth values of gestures 
representing all ArSL letters.  

It is essential to enhance the recognition accuracy of ArSL 
when using a supervised machine-learning approach, as it is 
important to get more accurate recognition results while 
avoiding complexity schema (the ensemble needs results from 
the three classifiers to classify the dataset), which requires 
more computation time.  

The classification was performed using R packages, where 
three classifiers, SVM, kNN, and RF, were used to implement 
the general classification implementation process in two phases 
to recognise and interpret incoming gestures. In phase 1, the 
three classifiers of kNN, SVM, and RF were trained on the 
original dataset, whereas, in phase 2, the three classifiers were 
trained on an ensemble dataset, where the results of these three 
classifiers were combined into an ensemble schema dataset to 
classify the classes again. In addition, the various numbers of 
observations for each letter were analysed to check if various 
numbers affected the classifiers’ accuracy performance.  

As shown in Table 5, the recognition accuracy results were 
different among the three classifiers and among the two phases 
and for the different number of observations (classes with all 
observations, classes with fewer than 65 observations, and 
classes with more than 65 observations).  

The researchers concluded that the implementation of SVM 
produced a higher overall accuracy when running as an 
individual classifier, no matter the number of observations. 
However, for small datasets, RF’s ensemble approach could be 
used, as it had higher accuracy than SVM did in phase 1.  

Although RF produced higher accuracy results for classes 
with limited class observation data, the difference between the 
accuracy results of RF in phase 2 and SVM in phase 1 was 
negligible. Such a difference does not warrant using an 
ensemble approach, which adds more processing complexity, 
as required with the ensemble approach. 
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With such a result, SVM used as an individual classifier 
would be the more efficient choice because it produces higher 
recognition accuracy with less complexity. 

Future work on this subject could address how this 
prototype can be used to collect and classify dynamic gestures 
(multiple frames) that represent the sign of one word or phrase. 

REFERENCES 

[1] A. A. Youssif, A. E. Aboutabl, and H. H. Ali, ―Arabic Sign Language 
(ARSL) recognition system using HMM,‖ Int. J. Adv. Comput. Sci. 
Appl. IJACSA Location: The Science and Information (SAI) 
Organization, vol. 2, no. 11, pp. 45 - 51, 2011. 

[2] I. E. Naqa and M. J. Murphy, ―What is machine learning?,‖ in Machine 
Learning in Radiation Oncology, I. E. Naqa, R. Li, and M. J. Murphy, 
Eds. Location: Springer International Publishing, 2015, pp. 3–11. 

[3] A. Munoz, ―Machine learning and optimization,‖ Courant Inst. Math. 
Sci, 2014. [Online]. Available: 
https://www.cims.nyu.edu/~munoz/files/ml_optimization.pdf. 
[Accessed: 26-Mar-2017]. 

[4] P. K. Pisharady and M. Saerbeck, ―Recent methods and databases in 
vision-based hand gesture recognition: A review,‖ Comput. Vis. Image 
Underst. Location: Computer Vision and Image Understanding, vol. 
141, pp. 152–165, 2015. 

[5] [5] Y. Bengio, A. Courville, and P. Vincent, ―Representation learning: A 
review and new perspectives,‖ IEEE Trans. Pattern Anal. Mach. Intell. 
Location: IEEE, vol. 35, no. 8, pp. 1798–1828, August 2013. 

[6] R. Begg and J. Kamruzzaman, ―A machine learning approach for 
automated recognition of movement patterns using basic, kinetic and 
kinematic gait data,‖ J. Biomech. Location: Elsevier Ltd, vol. 38, no. 3, 
pp. 401–408, March 2005. 

[7] A. Erol, G. Bebis, M. Nicolescu, R. D. Boyle, and X. Twombly, 
―Vision-based hand pose estimation: A review,‖ Comput. Vis. Image 
Underst. Location: Elsevier Inc, vol. 108, no. 1–2, pp. 52–73, October 
2007. 

[8] D. Ruta and B. Gabrys, ―Classifier selection for majority voting,‖ Inf. 
Fusion Location: Elsevier B.V, vol. 6, no. 1, pp. 63–81, 2005. 

[9] S. B. Kotsiantis, I. Zaharakis, and P. Pintelas, ―Supervised machine 
learning: A review of classification techniques,‖ Periodical Title 
Location: IOS press, vol.159, pp.3-24, 2007. 

[10] L. I. Kuncheva and C. J. Whitaker, ―Measures of diversity in classifier 
ensembles and their relationship with the ensemble accuracy,‖ Mach. 
Learn. Location: Kluwer Academic Publishers, vol. 51, no. 2, pp. 181–
207, 2003. 

[11] R. Polikar, ―Ensemble based systems in decision making,‖ IEEE 
Circuits Syst. Mag. Location: IEEE, vol. 6, no. 3, pp. 21–45, 2006. 

[12] [12] L. Rokach, ―Ensemble-based classifiers,‖ Artif. Intell. Rev. 
Location: Springer link and ProQuest Technology Collection, vol. 33, 
no. 1–2, pp. 1–39, February 2010. 

[13] M. A. Almasre and H. Al-Nuaim, ―Recognizing Arabic Sign Language 
gestures using depth sensors and a KSVM classifier,‖ in 2016 8th 
Computer Science and Electronic Engineering (CEEC), 2016, pp. 146–
151. 

[14] R. E. Schapire, ―A brief introduction to boosting,‖ in Ijcai, vol. 99, 
Editors' Information, Eds. Location: Proceedings of the Sixteenth 
International Joint Conference on Artificial Intelligence, 1999, pp. 
1401–1406. 

[15] Y. Freund, R. Schapire, and N. Abe, ―A short introduction to boosting,‖ 
J.-Jpn. Soc. Artif. Intell. Location: Journal-Japanese Society For 
Artificial Intelligence, vol. 14, no. 771–780, p. 1612, 1999. 

[16] C. D. Sutton, ―Classification and regression trees, bagging, and 
boosting,‖ in Handbook of Statistics, vol. 24, E. J. W. and J. L. S. C.R. 
Rao, Eds. Location: Elsevier, 2005, pp. 303–329. 

[17] L. Li, Q. Hu, X. Wu, and D. Yu, ―Exploration of classification 
confidence in ensemble learning,‖ Pattern Recognit. Location: Elsevier 
B.V, vol. 47, no. 9, pp. 3120–3131, September 2014. 

[18] M. Farooq and E. Sazonov, ―Detection of chewing from piezoelectric 
film sensor signals using ensemble classifiers,‖ in 2016 38th Annual 
International Conference of the IEEE Engineering in Medicine and 
Biology Society (EMBC), 2016, pp. 4929–4932. 

[19] M. Woźniak, M. Graña, and E. Corchado, ―A survey of multiple 
classifier systems as hybrid systems,‖ Inf. Fusion Location: Elsevier 
B.V, vol. 16, pp. 3–17, March 2014. 

[20] D. Wolpert, ―Stacked generalization (stacking),‖ Machine Learning, 
2017. [Online]. Available: http://machine-
learning.martinsewell.com/ensembles/stacking/. [Accessed: 26-Mar-
2017]. 

[21] C. J. Burges, ―A tutorial on support vector machines for pattern 
recognition,‖ Data Min. Knowl. Discov. Location: ProQuest Technology 
Collection, vol. 2, no. 2, pp. 121–167, 1998. 

[22] A. Ben-Hur, D. Horn, H. T. Siegelmann, and V. Vapnik, ―Support 
vector clustering,‖ J. Mach. Learn. Res. Location: The Journal of 
Machine Learning Research, vol. 2, pp. 125–137, 2002. 

[23]  ―Learning kernels SVM,‖ R-bloggers, 25-Sep-2012.  

[24] S. McCann and D. G. Lowe, ―Local Naive Bayes Nearest Neighbor for 
image classification,‖ in 2012 IEEE Conference on Computer Vision 
and Pattern Recognition (CVPR), 2012, pp. 3650–3656. 

[25] S. Cost and S. Salzberg, ―A weighted nearest neighbor algorithm for 
learning with symbolic features,‖ Mach. Learn. Location: Springer, vol. 
10, no. 1, pp. 57–78, 1993. 

[26] A. Dhurandhar and A. Dobra, ―Probabilistic characterization of nearest 
neighbor classifier,‖ Int. J. Mach. Learn. Cybern. Location: Springer 
Berlin Heidelberg, vol. 4, no. 4, pp. 259–272, August 2013. 

[27] C.-L. Chang, ―Finding prototypes for nearest neighbor classifiers,‖ IEEE 
Trans. Comput. Location: IEEE, vol. C-23, no. 11, pp. 1179–1184, 
November 1974. 

[28] L. Breiman, ―Random forests,‖ Mach. Learn. Location, vol. 45, no. 1, 
pp. 5–32, 2001. 

[29] Gãš. Biau, ―Analysis of a random forests model,‖ J. Mach. Learn. Res. 
Location: Journal of Machine Learning Research, vol. 13, pp. 1063–
1095, April 2012. 

[30] S. Sayad, ―Model evaluation,‖ An Introduction to Data Mining, 2017-
2010. [Online]. Available: 
http://www.saedsayad.com/model_evaluation_c.htm. [Accessed: 14-
Aug-2016]. 

[31]  C. Ferri, J. Hernández-Orallo, and M. A. Salido, ―Volume under the 
ROC surface for multi-class problems,‖ in European Conference on 
Machine Learning, 2003, pp. 108–120. 

[32] D. Ionescu, V. Suse, C. Gadea, B. Solomon, B. Ionescu, and S. Islam, 
―An infrared-based depth camera for gesture-based control of virtual 
environments,‖ in Computational Intelligence and Virtual Environments 
for Measurement Systems and Applications (CIVEMSA), 2013 IEEE 
International Conference, 2013, pp. 13–18. 

[33] A. Jana, Kinect for Windows SDK Programming Guide: Build Motion-
Sensing Applications with Microsoft’s Kinect for Windows SDK 
Quickly and Easily. Birmingham: Packt Publ., 2012, pp. 40–50. 

[34] M. A. Almasre and H. Al-Nuaim, ―A real-time letter recognition model 
for Arabic Sign Language using Kinect and Leap Motion Controller v2,‖ 
IJAEMS Open Access Int. J. Infogain Publ. Location vol. 2, no. 5, pp. 
514–523, 2016. 

[35] D. M. Gavrila, ―The visual analysis of human movement: A survey,‖ 
Comput. Vis. Image Underst. Location: Elsevier Inc, vol. 73, no. 1, pp. 
82–98, January 1999. 

[36] R. Su, X. Chen, S. Cao, and X. Zhang, ―Random forest-based 
recognition of isolated sign language subwords using data from 
accelerometers and surface electromyographic sensors,‖ Sensors 
Location: MDPI AG, vol. 16, no. 1, p. 100, January 2016. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

316 | P a g e  

www.ijacsa.thesai.org 

Software Quality and Productivity Model for Small 

and Medium Enterprises

Jamaiah H. Yahaya 

Faculty of Information Science and Technology, 

Universiti Kebangsaan Malaysia, Bangi, 

Selangor, Malaysia 

Asadullah Tareen 

Ghazni University, 

Qala-E Jawaz, Ghazni, Afghanistan 

Aziz Deraman 

School of Informatics and Applied Mathematics, 

Universiti Malaysia Terengganu, 

Kuala Terengganu, Malaysia 

Abdul Razak Hamdan 

Faculty of Information Science and Technology, 

Universiti Kebangsaan Malaysia, Bangi, Selangor, Malaysia 

 

 
Abstract—The enterprises today including small and medium 

enterprises (SMEs) are dependent on software to accomplish 

their objectives and maintain survivability and sustainability in 

their businesses. Although many studies in software quality have 

been carried out previously, they still lack for the correlation 

between software quality and the impact to SMEs productivity. 

The objectives of this study are to determine the quality factors 

from management’s perspective and to determine the impact of 

software quality and the productivity of SMEs. It is implemented 

through a survey conducted in Malaysia which involves 43 

respondents who are among the managers and management of 

SME companies. The survey indicates that efficiency, 

expandability, functionality, reusability, safety and usability are 

the most influential factors from a management perspective. The 

research hypotheses defined are accepted with strong 

relationships between the defined variables. It shows that the 

level of software quality assessment in SMEs is correlated with 

the level of its productivity. Based on these findings, a software 

quality and productivity (SQAP) model for SME is developed. 

This paper presents the development of SQAP model which can 

be used as the standard and guideline in the process of obtaining 

and upgrading software in SMEs and can further be applied in 

quality assessment in the organisations.  

Keywords—Software Quality; Small and Medium Enterprise; 

SME Productivity; Software Quality and Productivity Model 

I. INTRODUCTION 

The business world today is progressing and changing at a 
rapid pace. The fundamental reason behind the rapid progress 
is technological development and advancement. No matter 
which type of organisation, it is indispensable for them to 
embrace the latest technology. Small and Medium Enterprises 
(SMEs) are mostly defined in term of a number of employees 
and the annual turnover. European Commission defined SMEs 
criteria as: 1) the organisation is an enterprise, 2) has fewer 
than 250 employees, 3) has an annual turnover not exceeding 
€50 million, and 4) is an autonomous company [1]. Different 
countries define SMEs slightly different which compatibles 
and matches the specific country requirement and expectation. 
In Malaysia, the SME definition is stated as the following: 

Sales turnover and a number of full-time employees are 
the two criteria used in determining the definition with the 

“OR” basis as follows:  

For the manufacturing sector, SMEs are defined as firms 
with sales turnover not exceeding RM50 million OR a number 
of full-time employees not exceeding 200. 

For the services and other sectors, SMEs are defined as 
firms with sales turnover not exceeding RM20 million OR a 
number of full-time employees not exceeding 75 [2]. 

Today, only those organisations whether SMEs or 
Multinational Corporations can survive that are tech-savvy 
and adopt strategies to utilise technology. In this vogue of 
usage of technology, organisations do not only rely on 
software and technology tools, but also spend an enormous 
amount on the maintenance and quality of these tools and 
software products. All these strenuous efforts are made by the 
organisation to maximise the productivity and to achieve 
efficiency in every operation that they perform.   

The study presented in this paper aims to discover the role 
of software quality on the success of SMEs. It takes into 
consideration the impact of software quality assessment on the 
productivity of SMEs. This paper is organised as: In Section 2, 
the research background and the related works are presented. 
Section 3 presents the empirical study, and Section 4 discusses 
the development of Software Quality and Productivity 
(SQAP) Model for SME. Section 5 proceeds with some 
discussions and finally, the work of this paper is concluded in 
the last section. 

II. RESEARCH BACKGROUND 

A. SMEs Success and ICT  

The success or failure of SMEs is of paramount 
importance for the nations‟ economies, particularly, as the 
activities of many SMEs led to failure in early 1970 [3]. 
Various factors behind the failure of SMEs have been taken 
into consideration. The main failure of SMEs was observed to 
coincide with the frequent usage of information technology 
(IT). However, in recent years, success of new SMEs has 
rebounded to some extent, especially in the field of 
manufacturing, but the overall negative correlation that exists 
between economic success and the advent of computers is 
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behind most of the arguments that IT has not aided to gain 
SMEs success or even some researches recount that 
investments of IT have been very counterproductive [4]. 

Cron and Sobol conducted a study to investigate the 
impact of IT in SME [5]. They revealed that on an average, 
the impact of IT on the success of SMEs was not significant, 
but it appeared to be linked with both the low and high 
performers. The findings of their study established the basis 
for the hypothesis that all aspects of IT such as software, 
technological tools and networks tend to reinforce 
management approaches which, in turn, helps the success of 
well-organised SMEs. However, those managers who are 
confused and are not successful in structuring the production 
operation in the first place may fail [6].  

A study by Strassman presented the idea that there was no 
correlation between IT and success and returned on 
investment [7]. This result came from a study in which 38 
SMEs and some of the top performers in this sample heavily 
spent on IT and some SMEs did not spend on IT.  

On the other hand, the study of Panko [8] showed that 
SMEs that employed the latest technology updated the 
software and maintained the performance and quality of 
software were successful. Furthermore, another study done by 
Hamdan et al. had revealed and discovered several factors that 
influence the used of IT by the SMEs. The main factors 
discovered by this study were: increase in sales and 
productivity, improve internal efficiency, enrich company‟s 
image or opportunities and quality, and some other less 
important factors [9]. 

Thus, past studies showed mixed results about the 
correlation between usage of IT or software and it is impacted 
by the success and failure of SMEs. This was a controversial 
situation that was presented by different studies which have 
been conducted. Therefore, it is essential to look at this matter 
and explore the relationship between software quality 
assessment and its impact on the performance of the SMEs. 

B. Software Quality Models on the SMEs 

Literature has demonstrated that many software quality 
models have been introduced and invented but with 
ambiguous practicality and functionality. Literature also 
provides other taxonomies where four quality models namely 
McCall, Boehm, ISO 9126 and Gillies relational quality 
models are regarded as prominent and well known models 
with renowned popularity [10]. These models have a lot of 
commonalities in terms of quality factors. McCall model, 
Boehm model, ISO 9126 and Gillies Relational model have 
more or less similar quality factors and many researchers 
adopted these well-known fundamental models as their base-
line of their works. The common quality factors in all these 
models are: Efficiency, Maintainability, Portability, 
Functionality, Reliability and Usability which have emerged 
as the recognised quality factors and are considered as most 
related to the quality of the software product [10]. These 
quality attributes are also referred to as the behavioural 
attributes of the software or quality in-use. These quality 
attributes are consistent with the new enhanced quality model 
invented [11] and embedded the impact attributes which 

related to human factors. 

 The product quality model defined in ISO/IEC 25010 is 
the new version of ISO 9126 model. It comprises of eight 
attributes: functional suitability, performance efficiency, 
compatibility, usability, reliability, security, maintainability 
and portability [12]. Each of these attributes is broken down 
into several sub attributes with similar structure as ISO 9126 
model. These quality attributes are applicable to both 
computer system and software products [13]. 

Literature has evidenced studies in software quality 
assessment from development process point of views such as 
Capability Maturity Model (CMM), the ISO 9000 [14] [15], 
and SPAC model [16]. A study on SME and quality 
measurement elements (QME) was investigated and revealed 
best QMEs for a company. It listed QMEs such as product size 
and a number of faults detected [17]. Other studies have been 
reported on the software quality model from customers and 
user‟s perspectives [17] [18] [19] [20] but do not apply 
specific to SMEs implementation. 

C. The Management of Quality in SMEs 

Quality management ensures that organisation, product or 
services is consistent and meet a certain level of standard and 
expectation. It has four main components: quality planning, 
quality control, quality assurance and quality improvement 
[21]. Quality management focuses not only on product and 
service quality, but also the means to achieve it. It therefore 
uses quality assurance and control of processes as well as 
products to achieve more consistent quality. 

Despite the clear benefits offered by the SMEs and their 
results of effective management, there are many SMEs that do 
not have a discerning person having adequate knowledge of 
these functions and, when this person exists, the majority of 
cases focus on the administrative aspects of the role extending 
to training. Previous studies revealed that experience, training, 
education and use of technology were necessary for 
employees to sustain in SMEs [21][34][35]. 

A study done by Foong [22] stated that the success of IT in 
SMEs was affected by the existence of some conditions 
including strong management support as the main condition. 
Similarly, management supports towards IT adoption could 
significantly participate in the IT adoption success within 
SMEs [23]. It was also argued that the management IT 
knowledge and experience were other characteristics which 
affected IT adoption in SMEs. Another study confirmed that 
SMEs with managements who were more knowledgeable 
regarding IT were more likely to adopt IT and greater 
knowledge of managements would decrease the degree of 
uncertainty associated with IT which would lead to lower risk 
of IT adoption [3]. 

Furthermore, Liao et al. claimed that in SMEs where 
managements have higher computing skills level are more 
pleased with the applied IT compared to those with inferior 
skills [24]. Such views strengthen the view that adequate 
knowledge of IT and its consequential influences over 
organisation can be stimulating and supportive for the 
adoption of IT in SMEs. More specifically, the management in 
SMEs can impact the selection and assessment of the quality 
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of the software [25]. 

Another factor that influences software quality assessment 
is human resource development which entails training, formal 
education and experience.  Human resource development and 
management are the critical practices for improving business 
and management processes [26]. Yang et al. further concluded 
that human resource management as total quality management 
(TQM) practice significantly correlated with customer 
satisfaction [27]. Due to the association between human 
resource, management and different performance 
measurement indicators, it can be concluded that human 
resource has a significant effect on the software quality, and 
correspondingly on SME productivity. 

Training and education spread the knowledge of constant 
improvement and innovation in service process to achieve full 
benefits and business excellence. Talib [28] reported the role 
of training and education in upholding high quality level 
within the SMEs. In addition, the research on total quality 
management (TQM) also reported a positive correlation 
between training and education, and organisation performance 
[28]. Therefore, hypothesis attempts to find a relationship 
between training and education and quality performance. 

III. THE EMPIRICAL STUDY  

This study uses two types of data, the primary and 
secondary data. To obtain the secondary data, a 
comprehensive literature review was carried out. This study 
obtained the primary data through empirical study and data 
analysis. This study employed quantitative approach using a 
questionnaire that aimed to test the hypothesis with a large 
population and generalise the result. The empirical study was 
conducted in Klang Valley of Malaysia where the capital city 
of Malaysia, Kuala Lumpur is located. Klang Valley is centred 
in Kuala Lumpur, and includes its adjoining cities and towns 
in the state of Selangor. 

Next, the collected data was analysed using both 
descriptive and inferential statistics. Furthermore, based on the 
relationships between research variables, a software quality 
and productivity (SQAP) model was developed.  

A. The Survey and Questionnaire Design 

This survey was conducted which involved forty-three 
(43) respondents from randomly selected IT companies in 
Malaysia. They represented at the management level in their 
companies. The companies were randomly selected from the 
list of SMEs and then the questionnaires were sent to the 
members of the companies through email and hard mail. The 
questionnaire contained fifty (50) items that consisted of five 
main sections: respondent background, organisation 
background, SME quality control, human resource 
development and training. The detail on the empirical study 
and analysis can be found in Yahaya et al. [29].  

B. The Software Quality Attributes 

Fifteen software quality attributes are identified from 
literature: efficiency, expandability, flexibility, functionality, 
integrity, interoperability, maintainability, portability, 
reusability, reliability, safety, survivability, testability, 
usability and verifiability [11] [30]. One of the tasks defined 

in the survey is to examine and assess the importance of these 
attributes from their perspectives. Respondents specify the 
importance of these attributes in Likert scales of 1 (not 
important) to 5 (very important). 

This survey discovers that the most influential factors of 
software quality attributes are: efficiency, expandability, 
functionality, reusability, safety and usability (see Table 1). 
The selected software quality attributes are considered as the 
important attributes for measurement of quality assessment 
from management‟s perspective. 

TABLE I.  QUALITY  ATTRIBUTES: THE MEAN SCORES 

Attributes Mean  Attributes Mean 

Efficiency 4.3 Reusability 4.3 

Expandability 4.3 Reliability 4.1 

Flexibility 4.1  Safety 4.3 

Functionality 4.3 Survivability 4.1 

Integrity 4.0 Testability 4.1 

Interoperability 3.9  Usability 4.3 

Maintainability 4.0  Verifiability 3.9 

Portability 3.8   

C. The Hypothesis Tests 

A statistical test was applied to examine the relationship 
between the variables based on research objectives and 
hypothesis. The hypotheses are as the following:  

H1: There is a positive statistical relationship between 
SME quality control and software quality. 

H2: There is a positive statistical relationship between 
human resource development and software quality. 

H3: There is a positive statistical relationship between 
software quality and SME‟s productivity. 

The result shows that there is a statistically positive with 
strong magnitude significant relationship between the level of 
SME quality control and human resource training and 
software quality. The result of the analysis reveals that the 
higher level of SME quality control and human resource 
training is linked to the higher level of software quality and 
vice versa. It means that with any increase in SME quality 
control and human resource development and training, the 
software quality will increase too. The result of the test also 
reveals that there is a statistically positive with strong 
magnitude significant correlation between software quality 
and SMEs productivity. This shows that any increase in 
quality, the productivity will increase as well. Hence, as there 
is a direct, positive relationship between software quality and 
SME productivity, the productivity of the SMEs is increased 
as discussed in [29]. 

D. Software Quality and Cost Criteria for Selection 

In the case of quality issues, it is interesting to discover 
that the respondents acknowledged the importance of quality 
and its associated issues. In other words, the respondents 
considered quality issues to be extremely important in the 
organisation. A similar case was observed during the 
investigation of the importance of price in software selection 
where 43% of the respondents agreed that price consideration 
during the selection was significantly important whereas 28% 
of the respondents indicated that the price hold average 
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important for their organisation and the remaining 19% 
indicated that the price is somewhat important for their 
organisation [29]. 

IV. SQAP: SOFTWARE QUALITY AND PRODUCTIVITY 

MODEL FOR SME 

Based on the empirical findings as discussed in previous 
section and literature study, the SQAP model was developed. 
The empirical study shows that there is a statistically positive 
with strong magnitude significant relationship between the 
level of quality control and human resource training and 
software quality. The result reveals that the higher level of 
quality control and human resource training are linked to 
higher level of software quality and vice versa. It indicates 
that with any increase in quality control and human resource 
training, the software quality will increase too. 

The correlation test also reveals that there is a strong 
positive relationship between software quality and SME 
productivity. In other words, with any increase in software 
quality, the SME productivity will increase as well. Hence, as 
there is a direct, positive relationship between software quality 
and SME productivity, the productivity and efficiency of the 
SMEs are increased. 

Software quality assessment is affected by some factors 
such as quality control which consists of human resource 
development, software quality acquisition and software 
quality assurance, and software quality factors. As identified 
in the empirical study, software quality attributes embedded in 
this model consist of efficiency, expandability, functionality, 
reusability, safety and usability. While, in human resource 
development aspect includes training, education and 
experience. In addition, there is a positive correlation between 
software quality and SME productivity, and any changes in 
the value of the mentioned factors can affect the productivity 
of SMEs. These factors and the correlations are demonstrated 
and proposed in the Software Quality and Productivity 
(SQAP) model as shown in Figure 1.  

 
Fig. 1. Software Quality and Productivity (SQAP) Model for SME 

V. DISCUSSION 

Human resource development including training, 
education and experience has been highlighted as important to 
the software quality assessment by SMEs management. In 
order to develop or select appropriate software, proper training 
and education are required and this consistent with the 
previous finding [28]. Furthermore, managers should benefit 
from various experiences in upgrading or selecting software 
product in order to improve their productivity. Likewise, the 
importance of experience for improving software quality is 
also revealed [31]. 

Software acquisition is another factor which was 
considered as important for software quality assessment by 
SME management. So, measures need to be taken to get the 
managers acquire the necessary knowledge, skill and 
information regarding the software used in the SME. This will 
promote the software quality assessment process. The 
importance of this factor to SME productivity is also 
highlighted by Daneshgara [32]. 

Software quality assurance (SQA) factors are essential in 
software quality assessment. This indicates that the 
management confirms that the selected software product 
meets and complies with defined standard quality 
specifications. Similarly, Mishra and Mishra highlighted the 
importance of SQA on SME productivity [33] 

Moreover, SQAP model indicates that six quality attributes 
have given impact to the quality of software. The attributes are 
efficiency, expandability, functionality, reusability, safety and 
usability. Thus, the management of SME should take into 
account these factors while upgrading or selecting software 
product. 

For an effective software development, it is essential that 
the process focuses on every element associated with quality 
and control. Considering this, the software quality and 
productivity model or SQAP were developed that can be used 
by organisations and individuals for bringing significant 
improvement in software development process. For instance, 
for optimal software quality, the model suggests that software 
development should focus extensively on efficiency, 
reliability, integrity, expandability, portability, flexibility, 
maintainability and etc. On the other hand, quality can be 
controlled by introducing quality assurance and acquisition 
program. However, this cannot be done without human 
resource development. Our model suggests that the continuous 
training and development sessions should be provided to the 
workforce to ensure the effectiveness of software quality 
control. Proper training and education of employees will 
eventually lead to effective quality control. Once quality is 
ensured along with quality control, the SMEs can develop 
quality software, which will eventually enhance the SME‟s 
productivity.  

VI. CONCLUSIONS AND FUTURE WORK 

The proposed model, SQAP, is applicable to any SMEs 
irrespective of type and nature of the organisation. The model 
will help organisations to enhance its productivity, which will 
eventually provide it with an opportunity to survive and thrive 
in the industry. SQAP focuses on certain aspects of software 
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quality and productivity of SMEs. This study was 
implemented in Malaysia where an empirical study was 
conducted to obtain and verify software quality attributes, and 
correlation and relationships among defined variable as 
discussed in this paper.  

Future study is recommended with more respondents from 
different countries on the SMEs and applied to the real case 
study. At the same time, the proposed model can be used for 
the development of a more effective model that can allow 
organisations in the development of profitable and optimal 
quality models. The strategic planning of SMEs should be 
directed and integrated with the proposed model which later 
may support the software quality program in the organisation 
and move actions toward continuous improvement of the 
software product in the short, medium and long term. 
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Abstract—Breast cancer is one of the most dangerous, leading 

and widespread cancers in the world especially in women. For 

breast analysis, digital mammography is the most suitable tool 

used to take mammograms for detection of cancer. It has been 

proved in the literature that if it can be detected at early and 

initial stages, then there are many chances to cure timely and 

efficiently. Therefore, initial screening of mammograms is the 

most important to detect cancer at initial stages. A radiologist is 

very expensive in the whole world wide and for a common 

person, it is very difficult to take opinion from more than one 

radiologist because it is a very sensitive disease. Thus, another 

solution is required that can be used as a second opinion to help 

the low cost solution to the patients. In this paper, a solution has 

been proposed to solve such type of problem to take 

mammograms and then detect cancer automatically in those 

images without any help of radiologist or medical specialist. So 

this solution can be adopted especially at the initial level. 

Proposed method first segment the portion of the image that 

contains these cancerous parts. After that, enhancement has been 

performed so that cancer can be clearly visible and identifiable. 

Texture features have been extracted to classify mammograms. 

An ensemble classifier AdaBoost has been used to classify those 

features by using the concept of intelligent experts. The standard 

dataset has been used for validation of the proposed method by 

using well-known quantitative measures. Proposed method has 

been compared with the existing method. Results show that 

proposed method has achieved 96.74% accuracy as well as 

98.34% sensitivity. 

Keywords—Features; Segmentation; Breast mammograms; 

Classification; Texture 

I. INTRODUCTION 

Cancer is the most dangerous and leading cause of death in 
the whole world wide. There are different types of cancers in 
the different organs of a human. For women, breast is the most 
important organ. At the baby birth, mother women used his 
breast to feed her milk to her child. Therefore, breast is the 
most important organ especially for women. There is a special 
care required so that it can escape from any type of disease or 
cancer. Due to milk transfer to child’s, there are chances that 
may be cancer also shifted to child’s if it is uncured or due to 
unaware of such type of diseases [1]. Breast cancer is the most 
common cancer especially in the women. Thus there is special 
attention required to solve this problem. Mammography is a 
process that can be used to detect cancer in the breast. 
Radiologists are the most expensive in the whole world wide. It 
is very difficult for a common person to bear too many 
expenses. Second this cancer is also diagnosed very carefully. 

Most of the time, it is recommended to take the second opinion 
from another radiologist. Due to lack of funds or expenses, it is 
very difficult to take the second opinion. Now a day, in this 
digital world, it is possible to introduce a computer based 
solution to diagnose such type of cancers [2, 3, 4]. In the 
literature, many different Computer Aided Diagnosis (CAD) 
systems are available to help the radiologist to take the second 
opinion. Most of the existing system has some problems due to 
poor imaging quality. Some systems did not perform well in 
the case of noises or due to low radiation may be image has 
low quality or poor quality due to low contrast. There is CAD 
system available that guarantees the solution. Still, there is 
room to improve the performance of these CAD systems [5,6]. 
Therefore, I have tried to propose a solution to detect cancer in 
the breast mammograms. 

In this paper, a new CAD system has been proposed by 
using different three types of steps. First breast part of the 
mammograms has been extracted by using a bilateral filter with 
logarithm transformation. This bilateral filter smooths the gray 
levels by preserving the edges. Log transformation has an 
advantage that it increases the dynamic range especially for 
those areas which are dark in the mammograms. Then entropy 
has been calculated so that thresholding can be applied to make 
it binary. Then seed point has been selected from the white area 
so that adaptive contour method can start. After extracting 
breast part, enhancement has been performed to improve the 
performance. Then features extraction has been performed to 
classify busing ensemble classifier. 

The main contribution of the proposed methods is 
following: 

 Proposed method works well for low contrast images as 
well due to bilateral filter, log transformation and 
enhancement process. 

 Adaptive contour method has been used by using the 
concept of entropy with active contour. 

 Enhancement has been performed by using Partitioned 
Iterated Function System. 

 The classification has been performed by ensemble 
classifier AdaBoost. 

II. PROPOSED METHOD 

Proposed method consists of different phases to complete 
the whole process. Figure 1 shows sample image from the 
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dataset and it clearly shows that this mammogram image has 
many different parts inside it. There is some portion that is 
background, some portion shows muscles that are not part of 
the area where we have to find out cancer. Therefore, it is 
important to remove all these unwanted parts and segment the 
required part for further analysis. In the first phase, 
segmentation has been performed to extract the region of 
interest. In the second phase, there is also required to enhance 
the quality of the image so that it can be shown clearly visible 
and easily identifiable. Thus enhancement has been performed 
to improve the quality of mammograms. After that, features are 
required to classify those regions. Figure 1 shows that 
mammograms clearly show texture on the image. So Texture 
features have been extracted and later used for classification. 
We know that in our daily life different experts can give their 
opinion and finally conclusion has been designed by 
combining the opinions of all those experts. A similar concept 
has been used in this paper to classify mammograms. 
Ensemble classifier AdaBoost has been used that can combine 
the performance of different classifiers and finally decide the 
output by using the texture features. Details of all these phases 
has been given below in detail 

 
Fig. 1. Left and Right Mammogram Image with labelling [15] 

TABLE I. LIST OF ABBREVIATION USED IN THIS PAPER 

CAD Computer Aided Diagnosis 

Log Transformation Logarithmic Transformation 

SVM Support Vector Machine 

KNN K Nearest Neighbour 

ANN Artificial Neural Network 

A. Preprocessing 

In this phase, segmentation has been performed to extract 
the portion of the region of interest that can be used later for 

features extraction and classification. For segmentation, 
adaptive active contour method has been used to segment 
automatically. In the literature, it many researchers has used 
active contour but the major problem with active contour is the 
seed point where it needs to start. Therefore, in this paper, I 
have modified the existing active contour that works based 
upon snake by using the concept of entropy. Entropy can be 
used to find the area where this active contour needs to start.  
Further, to improve the performance, the bilateral filter has 
been applied at the start so that edges can be preserved. 
Therefore, first images have been filtered by using bilateral 
filter [7] so that this filter performs smoothing on the images 
while it also preserves the edges. 

 (   )   ∑ ∑  [       ] [   ]
  

 (1) 

After preserving the edges and making the image smoother, 
logarithm transformation [8] has been applied to the image as 
shown in Figure 2. The basic advantage of log transformation 
is to increase the dynamic range especially in those areas which 
are dark in the mammograms as shown in Figure 3.  

      [  ( 
   )   (   )] (2) 

Where Io is output image, c is constant, Iin is input image and 
σ is the scaling factor that controls the input range to the 
logarithmic function. So this log transformation can also 
improve the low contrast areas and regions available inside the 
images. After this step, active contour has to apply for the 
segmentation of breast part [9]. For active contour, a seed point 
is required and this seed point can find out by using the concept 
of entropy. So entropy has been calculated and applied to the 
image as a threshold. After making threshold the image, a seed 
point can be selected that is the white area which shows the 
breast part of the image. After applying a threshold, the 
boundary of the breast is not accurate due to overlapping 
intensities of inside breast part and outer side. But at least a 
point can be used to start the active contour.  

Active contour works on the base of the snake. The concept 
of active contour has been taken from [9]. First energy is 
required to calculate that can be calculated by using an energy 
function shown in equation (3). 
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Before Bilateral Filter                                After applying Bilateral Filter 

(a) 

   
Before Bilateral Filter                                                       After applying Bilateral Filter 

(b) 

Fig. 2. (a & b) Results of Bilateral Filter on mammogram images 
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Fig. 3. Results of Log Transformation on mammogram images

Where Eint = internal energy, Eimg = forces of the image, 
and Econ = External constraint forces. Internation energy can 
be calculated by using 1st and 2nd derivatives of the parametric 
curve equation and it calculates by using equation (4). 
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External energy shows the image properties like edges or 
noise in the image. It can be calculated by using following 
equation (5). 
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Thus to start the contour, the first initial point is selected 
from the white part after thresholding and then applied to the 
image that has been returned by applying bilateral filtered 
image so that actual breast part can be extracted from the 
original image. 

This active contour process returns the breast part only that 
can be used for enhancement and features extraction. 

B. Texture Features using Gabor Filter 

Gabor filter can be used to extract texture information. The 
texture shows a specific pattern and mammogram images has 

some specific pattern that represents a specific texture and 
pattern. Therefore, texture is the most suitable for features 
extraction in the case of mammograms. So the characteristics 
of texture can be represented by spatial frequencies and it can 
also be represented by their orientations. There are different 
types of Gabor filter that can be applied on images to extract 
texture features. But in mammograms 2-D Gabor filter is most 
suitable due to nature of images that are in 2-D form. Gabor 
filter is a Gaussian kernel function and that can be modulated 
by a sinusoidal wave of precise frequencies and orientation. To 
represent the 2-D Gabor filter, fowling equations can be used: 
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 ⌈ 

 

 
(
   

  
 
 
   

  
 
)⌉  (        ) 
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Where variables x, and y are the spatial variables, σx and σy 
represent the scaling parameters of the filter, and W is the 
central frequency of the complex wave. Gabor filter bank is a 
combination of different Gabor filters applied at different 
scales, frequencies and orientation (Figure 4). It is possible to 
generate different filter banks with different orientation and 
scales. In this paper, Gabor filter bank has been created by 
applying two frequencies, two scales, and two orientations. For 
this purpose, following values has been used for generation of 
the filter bank. After calculating these filters, convolution is 
required to apply on the original images. So these eight filters 
are convolved with the original images so it returns eight new 
convolved images. After applying Gabor filter bank, there are 
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magnitude values of the Gabor transform. These magnitudes 
represent changes very slowly with displacement. After that 
some statistical information has been extracted from these 
Gabor filtered images. Mean, variance, skewness, kurtosis, 
entropy and energy have been calculated from all these filtered 
images and then make a vector for classification. 

 
Fig. 4. Gabor Filters with 2 orientations and 4 scales 

III. CLASSIFICATION USING ADABOOST  

Classification is the process to differentiate into classes by 
using some characteristics. In the literature, many different 
classifiers are available that can classify individually. 
Ensemble classification used different weak classifiers and 
combined intelligently to combine those classifiers to improve 
the performance of classification. One of the most important 
ensemble classifiers is AdaBoost that is also known as adaptive 
boosting. This AdaBoost was proposed by [14] and it improves 
the simple classifier by using the iterative procedure. In this 
iterative procedure, during each iteration, there is a process to 
improve the misclassified samples. This procedure increased 
weights of misclassified patterns and decreased the weights of 
correctly classified samples during each iteration. In this way, 
weak classifiers are given more preferences and these weak 
classifiers are forced to learn more by using difficult samples 
[14]. In this way, classification performance improves during 
this iterative weight adjustment procedure. These adaptive 
weights can be used for the classification of new samples. In 
this way, algorithm supposed that the training set contains m 
samples and these samples are labelled as -1 and +1. In this 
way, classification of the new sample can find out by using 
voting for all classifiers Mt with weights αt. Mathematically, it 
can be written as: 

 ( )      (∑     ( ))

 

   

 

Pseudocode of the AdaBoost is given in Figure 5. 

 

Fig. 5. Pseudo code of Adaboost Classifier 

IV. RESULTS AND DISCUSSION 

To test the performance of the proposed method, different 
quantitative measures have been used. Accuracy, sensitivity, 
specificity and Area under The Curve (AUC) have been used. 
These can be calculated by using mathematical equations 
shown in equations (5), (6) and (7).  
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Sensitivity can be calculated by using 
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Specificity can be calculated by using 
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(7) 

Where TP is True positive, FP is false positive FN is false 
negative and TN is true negative 

I have performed three types of experiments by dividing the 
testing data into different ratios so that there should be no bias 
in training and testing. To overcome such type of problems, 
three different ratios like 40-60 mean 40% for training and 
60% for testing, 50-50 mean 50% for training and 50% for 
testing and 60-40 mean 60% for training and 40% for testing 
has been used. We measure accuracy, sensitivity and 
specificity and by using these Area under the Curve (AUC) 
also calculated to show the performance of the proposed 
method. I have used different classifiers to test the performance 
to show that which classifier is best suitable for this problem 
(Figure 6). Results have been shown in Tables 2 and 3. These 
results show that by using proposed method with ensemble 
classifiers, it performs best in all cases. Support Vector 
Machine (SVM), K nearest neighbour (KNN), artificial Neural 
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Network (ANN) and ensemble classifier has been compared by 
using the same features set. These results show that ensemble 
has the best accuracy, sensitivity, specificity as well as AUC. 
Tables 2 and 3 shows enhancement is better to improve 
performance. Therefore, to compare with existing methods, I 
used ensemble classifier by using enhancement and also select 
the best ration that is 60-40 where 60% data used for training 
and 40% used for testing and results shown in Figure 6. 

TABLE II. COMPARISON USING ACCURACY AND SENSITIVITY 

Classifier Training-Testing Accuracy (%) Sensitivity (%) 

  

SVM 

  

40-60 93.51 87.13 

50-50 95.57 91.88 

60-40 96.69 95.01 

  

KNN 

  

40-60 84.47 89.02 

50-50 86.48 90.9 

60-40 91.99 95.93 

ANN 

40-60 94.5 91.85 

50-50 94.62 93.82 

60-40 95.39 95.34 

        

Ensemble AdaBoost 

40-60 95.58 95.34 

50-50 95.94 95.92 

60-40 96.74 98.34 

TABLE III. COMPARISON USING SPECIFICITY AND AUC 

Classifier Training-Testing Specificity (%) AUC 

  

SVM 

  

40-60 94.37 0.9773 

50-50 95.04 0.9813 

60-40 95.56 0.9844 

  

KNN 

  

40-60 93.5 0.9737 

50-50 94.1 0.9761 

60-40 94.47 0.9852 

ANN 

40-60 96.3 0.9806 

50-50 98.35 0.996 

60-40 98.9 0.9997 

Ensembl

e 

AdaBoos

t 

40-60 98.31 0.9877 

50-50 98.85 0.9956 

60-40 99.01 0.9948 

After that I have compared with existing methods to test the 
performance of proposed method. Results have been shown in 
Table 2. These results show that proposed method shows best 
results as compared to all other existing methods in both the 
accuracy as well as the sensitivity. The main reason for the 
improved performance is good segmentation of the breast part, 
most suitable features extraction and ensemble classifier also 
plays an important role to increase the performance. Same 
performance measures are used as well as other parameters for 
classifiers.

 
Fig. 6. Comparison of different classifiers

75

80

85

90

95

100

40-
60

50-
50

60-
40

40-
60

50-
50

60-
40

40-
60

50-
50

60-
40

40-
60

50-
50

60-
40

40-
60

50-
50

60-
40

SVM KNN Decision Tree Artificial Neural
Network

Ensemble
AdaBoost

Accuracy (%) Sensitivity (%) Specificity (%)



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

327 | P a g e  

www.ijacsa.thesai.org 

V. CONCLUSION 

In this paper, I have proposed a computer aided diagnosis 
system that performs three different tasks. In the first task, 
breast segmentation has been performed by using a mixture of 
bilateral filter, log transformation, adaptive active contour and 
entropy. Then enhancement has been performed by using the 
concept of Partitioned Iterated Function System. At the end 
most suitable texture features has been extracted and classified 
by ensemble classifier that performs well as compare to other 
classifiers. Due to these contributions, proposed system 
performs well. In the future, I will try to use some other 
features for classification. Deep Learning is also well suited for 
this problem. So in the future, deep learning concept can be 
applied to test the performance. 
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Abstract—Data mining is used for extracting related data. 

The association rules approach is one of the used methods for 

analyzing, discovering and extracting knowledge and mining the 

relationships among raw data. Commonly, it is important to 

understand and discover such knowledge directly from huge 

records of items stored in a relational database. This paper 

proposes an approach for generating human-like fuzzy 

association rules based on fuzzy ontology. It focuses on enhancing 

the process of extracting association rules from a huge database 

respecting a predefined domain fuzzy ontology. Commonly, 

association rules mining based on crisp ontology is found to be 

more flexible than classical ones as it considers the relationships 

between concepts or items. Yet, crisp ontology suffers from the 

problem of information losing resulted from the rigid boundaries 

of crisp relationships, which are approximated to be 0 or 1, 

between concepts. In contrast, the smooth boundaries of fuzzy 

sets make it able to represent partial relationships that range 

from 0 to 1 between concepts in an ontology in a more flexible 

human-like manner. Consequently, generating fuzzy association 

rules based on fuzzy ontology makes it more human-like and 

reliable compared with other previous ones. An illustrative case 

study, on two different data sets, shows the added value of the 

proposed approach compared with some other recent 

approaches. 

Keywords—Fuzzy Ontology; Crisp Ontology; Data Mining; 

Fuzzy Association Rule 

I. INTRODUCTION 

The increasing use of databases in different scientific and 
business fields resulted in huge amounts of stored data. 
Analysing and understanding this data are needed to extract 
important information by finding unsuspected relationships 
among observed data sets, and summarise the data to be 
understandable and useful to the decision makers [1]. Data 
mining literature has focused on the issue of developing new 
techniques that successfully extract information from the vast 
amounts of data accumulated in large databases in order to 
achieve the data analysis and machine learning [2]. 

An ontology is "a specification of a conceptualization” [3]. 
It provides a shared and common understanding among people 
and systems. It facilitates defining the relationships between 
terms and concepts in a given domain. Consequently, fuzzy 
ontologies were introduced to represent the relationships 
between terms and concepts in a human-like manner. 

Commonly, an ontology can be defined as  “the 
conceptualization of a domain into a human understandable, 
machine readable format consisting of entities, attributes, 
relationships, and axioms” [4]. In other words, an ontology can 
be defined as the knowledge representation and common 
understanding of a domain. On the other hand, fuzzy ontology 
represents uncertain information which generally exists in 
several domains in a human understandable format, and 
translates human brain into a machine understandable form [5]. 
Generally speaking, data mining is used to extract valuable 
knowledge from huge amounts of data respecting the natural 
relationships between the domain terms and concepts [6]. The 
imprecise nature of fuzzy logic, compared with crisp logic 
makes it more flexible and subjective. Using fuzzy logic, data 
mining techniques and ontology as the base core of this work 
make it more flexible and human-like. 

This paper proposes an enhancement approach to extract 
association rules based on fuzzy ontology. The rest of this 
paper is organised as: Section II presents a background. 
Related works is addressed in section III.  In consequence, 
section IV presents the proposed data mining approach based 
on fuzzy ontology. An illustrative case study is given in section 
V.  Consequently, section VI presents a comparison between 
the proposed approach and the Extended SSDM approach. 
Finally, the conclusion is presented in section VII. 

II. BACKGROUND 

This section gives a brief overview about some related 
aspects of this work including association rule extraction, crisp 
and fuzzy ontologies and fuzzy against crisp sets. 

A. Association rule Extraction 

Commonly, the main objectives of data mining are of two 
kinds: (1) predictive and (2) descriptive. The predictive 
objective is the process of predicting the value of a specific 
attribute respecting the values of other attributes. On the other 
hand, the descriptive objective is concerned with extracting 
patterns (association rules, trends, clusters, classification rules 
… etc.) in order to summarise the relationships among the 
underlined data sets [7]. 

Association rule mining is one of the most important data 
mining approaches that aim to extract relationships or local 
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dependencies between items in a given dataset in the form of 
patterns [8]. 

Assuming that D stands for a Database, T for Transactions, 
where each transaction contains a set of items T ∈ D, the form 
of association rule is:  X → Y , where X and Y are fuzzy items 
in the database; where, X, Y ∈ D and X ∩ Y = ∅. The accuracy 
of a rule X → Y can be measured by a support measure that 
can be computed as in (1). 

        
        

 
                 (1) 

where, N represents the total number of transactions in the 
database. 

On the other hand, the confidence of an association rule is 
computed as in (2). A rule X → Y is interesting or satisfied in 
the set of transactions T with a confidence factor (c) if there is 
at least c% of the transactions in T that satisfy X also satisfy Y. 
Accordingly, while the support is a measure of statistical 
significance, the confidence is a measure of the strength of the 
rule. 

           
        

      
    (2) 

Generally, an association rule is accepted if its support and 
confidence are greater than or equal to predefined thresholds 
namely min-support and min-confidence, respectively. Such 
rules or subsets of associated items are called frequent item 
sets. The main objective of the mining process is to find all 
such satisfied or interesting rules that match the threshold [8]. 

B. Crisp versus fuzzy ontologies 

Classical set theory characterises a set in which all elements 
take a binary or Boolean {0, 1}. Crisp has discrete terms, it 
takes only one of two values, for example it takes either 0 or 1, 
true or false, white or black, but fuzzy takes unlimited number 
of values in interval [0,1]. Practically speaking, a fuzzy set fits 
transitional rather than Boolean. Fuzzy and classic logic are not 
competitive, but complementary. Fuzzy system reflects how 
people think and translates human brain experiences into 
machine rules, it has the ability to develop uncertain domains 
[9, 10]. 

Commonly, the domain or the universe of discourse of a 
fuzzy set is the range of all possible values for an input to a 
fuzzy system. A fuzzy set allows its members to have different 
grades of membership values in the interval [0,1] as presented 
in (3). A fuzzy set A on a domain U, is defined by a 
membership function μ from U to a value in [0, 1]. On the 
other hand, the support of a fuzzy set F is the crisp set of all 
points in the universe of discourse U with non-zero 
membership degrees [9]. 

                  [   ]     (3) 

Ontology specifies the concepts, relationships, and other 
distinctions that are related to modelling a domain to be shared 
between users [4, 11]. In consequence, fuzzy ontology allows 
each object to be related to other objects in the ontology with a 
matching degree based on the fuzzy set theory invented by 
Zadeh [1]. The fuzzy membership value μ is used for 
measuring the relationship between the objects or concepts in 
specific domain, where 0 <μ< 1 , and μ corresponds to a fuzzy 

membership relation such as “low”, “medium”, or “high” for 
each object. 

The strength of fuzzy logic against classical crisp one is its 
simplicity and flexibility when dealing with uncertainty. 
Commonly, when it is necessary to represent parameters of a 
model whose values are incomplete, vague or uncertain, then 
fuzzy logic represents a reliable solution. In fuzzy logic, unlike 
standard conditional logic, the truth of any statement is a 
matter of degree. Consequently, the power or cardinality of a 
finite fuzzy set A is given by the sum of the membership 
degrees of the elements belonging to fuzzy set A [9]. That is 
symbolically defined as in (4). Since an element can partially 
belong to a fuzzy set, a natural generalization of the classical 
notion of cardinality is to weigh each element by its 
membership degree, which resulted in the following formula 
for cardinality of a fuzzy set: 

| |  ∑               
         (4) 

where, |A| is called the sigma-count of A. 

III. RELATED WORK 

The work described in [4], which uses ontology to improve 
support in rule mining, is an example of an approach that 
considers semantic information during the pre-processing step. 
In that work, data are raised to more generalised concepts 
according to the ontology, and then the mining process is 
performed by a conventional association rule mining 
algorithm, like Apriori [8]. The authors argue that previous 
data generalization makes it possible to consider subcategories 
in support calculation, generating rules with higher support. 
Furthermore, obtained rules can be easier to interpret, since 
they contain high level concepts that represent richer 
information than specific terms in the database. 

On the other hand, a relevant work has focused on the post-
processing step. In [3], for example, domain knowledge is used 
to generalise low level rules discovered by usual rule mining 
algorithms, in order to obtain fewer and clearer high level 
rules. The authors used ontologies to generalise the objects or 
concepts in rules after applying the algorithm of data mining, 
and then they applied the data mining algorithm again to 
discover the high level in the abstract rules. 

Another example is described in [12], where ontologies are 
employed to determine rule interestingness. This is done by 
verifying whether discovered rules confirm, contradict or 
reveal new information when compared to the knowledge 
available in the ontology. Furthermore, the author also 
proposed feedback mechanisms to update domain knowledge 
from generated rules, because new and interesting insights can 
be discovered from the results of the mining process. 

Other approaches, like ExCIS [13], use domain knowledge 
in both pre-processing and post-processing steps. In this work, 
the pre-processing step uses an ontology to guide the 
construction of specific data sets for particular mining tasks. 
The next step is the application of a standard mining algorithm 
which extracts patterns from these datasets. Finally, in the post-
processing step, mined rules may be interpreted and/or filtered, 
as their terms are generalised according to an ontology. 
Therefore, semantic information used in ExCIS supports 
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dataset preparation and allows reducing the volume of 
extracted patterns. 

In summary, the refereed work has used ontologies mainly 
as concept hierarchies or taxonomies, focusing on 
generalization relationships between concepts. Such 
background knowledge was used in order to obtain a reduced 
number of rules that are more interesting and understandable to 
the end user. Although domain knowledge has an important 
role to improve mining results, one bottleneck faced by 
aforementioned approaches is that the conceptual formalism 
supported by classic ontology may not be sufficient to 
represent uncertain information found in many applications [5]. 
This is because general ontologies contain crisp inter-concept 
relations and cannot quantify the strength of a relation. 
According to Wallace and Avrithis [14], relations between real 
life entities are always a matter of degree, and are, therefore, 
best modelled using fuzzy relations. For this reason, it is 
suitable to incorporate fuzzy logics into domain knowledge in 
order to handle data uncertainty. Thus, some association rule 
mining approaches have been using fuzzy concepts in 
taxonomies or concept hierarchies so that the membership 
degree can be considered when computing support and 
confidence of association rules. 

Chen, Wei and Kerre’s work presented in [15] focuses on 
the matter of mining generalised association rules based on 
fuzzy taxonomic structures. While conventional taxonomies 
have a child belonging to its ancestor with degree 1, on fuzzy 
taxonomies a child can belong to its ancestor with degree µ( 0 
≤ µ ≤ 1 ). The authors extended the algorithm proposed by 
Srikant and Agrawal [16] so that the computation of support 
and confidence could be applied in a fuzzy context. After that, 
Chen and Wei have developed another work [17], where 
linguistic hedges were also combined in mining fuzzy rules to 
express more meaningful knowledge. 

Another work that also considers fuzzy logic, taxonomies 
and data mining is described by Hong, Lin and Wang [18]. The 
algorithm proposed by them integrates fuzzy set concepts and 
generalised data mining to find cross-level interesting rules 
from quantitative data. In order to accomplish that, item 
quantities are transformed into fuzzy sets; and fuzzy rules are 
generated by modifying Srikant and Agrawal’s method [16] to 
manage hierarchical fuzzy items. Association rules are said to 
be cross-level because quantitative items may belong to any 
level of the given taxonomy. Since mined rules are expressed 
in fuzzy linguistic terms belonging to different semantic levels, 
information can be more natural and easily understandable by 
users. 

In [19] the work focuses on using fuzzy ontology in the 
terrorism domain to extract the events of terrorism for 
example, victims, date, places, time, and tactics. Another work 
[20] focuses on the matter of mining association rule in 
transaction table in relational database that uses SQL by 
association rule algorithm (Apriori) in K-way method to 
compute frequent item sets. This study seeks to remove the 
self-joining between the item and itself during generating and 
computing frequent item sets. The Algorithm try to avoid 
redundant data to decrease retrieval time and storage space. 

In Extended Semantically Similar Data Miner (Extended 
SSDM) [21], the work focuses on using ontology as a 
background knowledge as well as similarity degrees between 
items to represent data mining rules and generalise terms 
during the mining process. 

Although, there are a lot of enhancements of such previous 
works, there is still a need for more flexible human-like 
approaches for mining data to reach more reliable knowledge. 
The proposed approach in this work represents an attempt to 
satisfy such a need. 

IV. THE PROPOSED ASSOCIATION RULES MINING BASED ON 

FUZZY ONTOLOGY MODEL 

A. Overview 

This work enables the use of fuzzy ontology which 
represents the relationships between items and products in the 
underlined domain in a human-like manner. Consequently, the 
mining process can generate more understandable and 
meaningful association rules, based on fuzzy background 
knowledge. Figure 1 shows an overview of these steps. 

 
Fig. 1. The phases of the proposed approach 

This work uses the fuzzy ontology to compute the 
similarities between the concepts as a background to Apriori 
algorithm which is an association rule learning algorithm for 
mining frequent item sets. The calculation process of frequency 
will depend on fuzzy rule, which means that: the count of items 
that happen together in the same transaction will take range 
from zero to one ( 0 ≤ count ≤ 1 ). The algorithm proceeds by 
identifying all of the items (concepts) in transactions data-set 
that match minimum frequency criteria (threshold).  The next 
step is to match the list back to the single item list by 
transaction to identify associated item groups that meet the 
support criteria.  These processes are repeated extending the 
associated item list until either the maximum list size is met or 
the results list is empty. 
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B. Processing Scenario 

The proposed approach incorporates two main steps: (1) 
pre-processing step and (2) association rule generation step, as 
shown in Algorithm 1. The pre-processing step uses an 
ontology and fuzzy logic to determine the alternative items or 
substitutes for each item or concept in the dataset and the 
matching degree between each item and its substitutes. The 
next step is mining process which extracts patterns from these 
datasets based on fuzzy ontology to enhance the frequent 
pattern. Finally, in the post-processing step, mined rules may 
be interpreted and/or filtered, as their terms are generalised 
according to fuzzy ontology as shown in Algorithm 1. 

Algorithm 1: The proposed fuzzy ontology based assosition rule mining 

algorithm. 

Inputs: The domain ontology and the transaction database. 

Outputs: Association rules respecting the domain fuzzy ontology. 

 

begin of algorithm 

L1= {frequent items}; 

for (k= 2; Lk-1 !=∅; k++) do 

begin 

Ck= generate candidate itemsets from Lk-1 (generated by 

joining Lk-1 to itself); 

       for each transaction T in the dataset do 

Get the matching degree for each generated candidate 

itemset respecting the domain fuzzy ontology. 

Increment the frequency    of each candidate itemset J in 

Ck that are included in T such that :  

            

      ∑        

 ∈  

 

where,          represents the similarity degree between 

item I and any item included in the itemset J. 

      end 

      Get the frequent itemsets (k-itemset) such that: 

                  Lk = candidate itemsets in Ck that satisfy the predefined 

threshold value 

end 

return k Lk; 

end of algorithm 

 

V. AN ILLUSTRATIVE CASE STUDY 

The proposed approach is applied to a dataset of sales order 
[22]. Table 1 shows the definition of the transaction table. Each 

row represents an individual item of a transaction, which 
includes OrderID or TransactionID, ItemID, Quantity, Price 
and Total. Order no. 1 is depicted in Transaction  Dataset  State 
as an example from this case study. 

TABLE. I. TRANSACTION  DATASET  STATE 

OrderID ItemID Quantity Price Total 

1 a 5 10.5 55 

1 d 10 5 50 

1 e 2 8 16 

In this case study, the used ontology represents the items 
and its substitutes in the domain and the relationships between 
them defined as fuzzy values. Table 2 presents the similarity 
degrees between items, as matching degrees; it will be used as 
a base in Apriori algorithm when computing frequent item sets. 

TABLE. II. THE MATCHING DEGREES BETWEEN  ITEMS  

Item1 Item2 Matching Degrees 

a c 0.8 

c h 0.6 

c e 0.5 

e h 0.3 

e h 0.4 

Figure 2 shows a fuzzy ontology specifying the relationhips 
between items in the underlined domain. 

 
Fig. 2. A fuzzy ontology that defines the relationships between items 

In this case study, the considered minimum support is 25% 
and the minimum confidence degree is 50% in the following 
cases of association rules mining: 

A. Classical Data Mining 

Commonly, in classical data mining, the matching degrees 
between items are neglected. Also, the frequency of items is 
counted by one. Table 3 shows the result of applying classic 
data mining technique to generate the association rules from 
the underlined dataset. 
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TABLE. III.  THE ASSOCIATION RULES FOR CLASSIC DATA MINING 

ItemsetID Item1 Item2 
Support 

(X U Y) 

Support 

(X) 
Conf. 

1 a d 0.29 0.37 0.78 

2 c f 0.21 0.45 0.46 

3 c d 0.35 0.45 0.77 

4 e f 0.4 0.54 0.74 

5 e d 0.31 0.54 0.57 

As shown in Table 3, the frequent Itemset {a,d} has items a 
and d which appear together in 29% of the dataset records. 
Therefore, itemset {a,d} has support of 0.29 and the confidence 
is 78%, therefore this association rule is accepted. On the other 
hand, the itemset {c,f} has support and confidence values less 
than the specified thresholds. Accordingly, the association rule 
between items c and f is not accepted. 

1) Crisp Ontology based Assosiation Rules Mining  
In this case, the matching degrees between items and 

substitutes are considered to be 0 or 1. Also, the frequency of 
items or substitutes together are counted by one. Table (4) 
shows the result of association rules mining based on a crisp 
ontology to consider each items alternatives or substitutes. 

TABLE. IV. THE RESULTED ASSOCIATION RULES USING A CRISP 

ONTOLOGY  

ItemsetID Item1 Item2 
Support 

(X U Y) 

Support 

(X) 
Conf. 

1 a d 0.34 0.47 0.72 

2 c f 0.39 0.58 0.67 

3 c d 0.49 0.58 0.84 

4 e f 0.5 0.62 0.81 

5 e d 0.37 0.62 0.59 

2) Fuzzy Ontology Based Assosiation Rules Mining 
In this case, the matching degrees between items are 

considered to be in the range [0, 1]. Consequently, the 
frequency of items and its substitutes are counted by the 
predefined matching degrees. Table (5) shows the result of 
applying fuzzy ontology-based data mining technique to 
generate association rules between items. 

TABLE. V. ASSOCIATION RULES BASED ON THE PROPOSED APPROACH 

ItemsetID Item1 Item2 
Support 

(X U Y) 

Support 

(X) 
Conf. 

1 a d 0.31 0.41 0.76 

2 c f 0.35 0.52 0.67 

3 c d 0.43 0.52 0.83 

4 e f 0.46 0.65 0.7 

5 e d 0.32 0.65 0.49 

Table (6) and Figure 3 shows a comparison between 
frequencies in three cases: (1) classical data mining, (2) crisp 
ontology data mining and (3) fuzzy ontology data mining, 
where frequencies in crisp and fuzzy ontology are greater than 
the classical data mining case, but in the case of fuzzy ontology 
the frequencies are flexible and matching human-like 
interpretation. 

TABLE. VI.  FREQUENCIES OF ITEMS IN DIFFERENT APPROACHES 

ItemsetID Item1 Item2 Classic  
Crisp  

Ontology  

Fuzzy 

Ontology 

1 a d 3903 3603 3803 

2 c f 2302 3353 3353 

3 c d 3853 4203 4153 

4 e f 3703 4053 3503 

5 e d 2852 2952 2452 

The pairs {a,d}, {c,d} and {e,f} all meet or exceed the 
minimum support of 0.25, so they are frequent in the three 
cases. The pair {c,f} is not frequent in the case of classical data 
mining but it is frequent in the case of crisp and fuzzy 
ontology. Also the pair{e,d} is not frequent in the case of fuzzy 
ontology but frequent in the other cases. 

 

Fig. 3. The Frequencies of the itemsets with three different approaches 

TABLE. VII. THE COMPUTED SUPPORT IN THREE DIFFERENT APPROACHES 

ItemsetID Item1 Item2 Classical 
Crisp 

Ontology 

Fuzzy 

Ontology  

1 a d 0.29 0.34 0.31 

2 c f 0.21 0.39 0.35 

3 c d 0.35 0.49 0.43 

4 e f 0.4 0.5 0.46 

5 e d 0.31 0.37 0.32 

Table (7) and Figure 4 show a comparison between the 
computed support for the frequent itemsets in these three cases: 
(1) classical, (2) crisp ontology and (3) fuzzy ontology. For 
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example, support (X U Y) for item “a” including its substitutes 
and item “d” with its substitutes, shows the percentage of 
transactions that contain both products “a” and “d”. 

 
Fig. 4. The support in the three cases 

On the other hand, Table (8) and Figure 5 show a 
comparison between confidences in the three approaches. 
Since confidence is the strength of implication of a rule (X U 
Y), so it shows the percentage of transactions that contain Y if 
they contain X. 

TABLE. VIII.  THE CONFIDENCE IN THREE CASES 

ItemsetID Item1 Item2 Classical 
Crisp 

Ontology 

Fuzzy 

Ontology  

1 a d 0.78 0.72 0.76 

2 c f 0.46 0.67 0.67 

3 c d 0.77 0.84 0.83 

4 e f 0.74 0.81 0.7 

5 e d 0.57 0.59 0.49 

 

Fig. 5. The Confidence of patterns in the three cases 

Based on the computing of support and confidence for the 
association rules that extracted from fuzzy ontology data 
mining as a proposed approach, crisp ontology and classical 
mining, it seems that the support and confidence of crisp is 
greater than fuzzy ontology in some results and the proposed 
approach is stronger than classical mining. Although these 
results, the fuzzy ontology data mining is better than crisp 
ontology mining because the crisp does not reflect the real 
case. 

VI. THE PROPOSED ALGORITHM VS THE EXTENDED 

SEMANTICALLY SIMILAR DATA MINER 

As mentioned before, the Extended Semantically Similar 
Data Miner (Extended SSDM) is an algorithm that uses fuzzy 
ontology in the form of similarity degrees between items to 
generate data mining rules and generalise terms during the 
mining process [21]. 

This section illustrates a comparison between processing 
scenario of the Extended SSDM algorithm and the proposed 
algorithm. For the comparison, the case study that was used to 
test the Extended SSDM [21] is considered. Table 9 shows the 
transactions of a supermarket that are included in the dataset.  

TABLE. IX. TRANSACTIONS OF THE CASE STUDY 

Transaction No Vegetable Meat 

1 Apple Chicken 

2 Kaki Turkey 

3 Tomato Chicken 

4 Apple Turkey 

5 Cabbage Sausage 

6 Apple Chicken 

7 Tomato Turkey 

8 Apple Chicken 

9 Kaki Chicken 

10 Apple Turkey 

On the other hand, Table 10 and Figure 6 illustrate the 
matching degrees and the constructed fuzzy ontology of food 
items. The Extended SSDM requires minimum support (0.4), 
minimum confidence (0.7) and minimum similarity (0.7). This 
means that the items contained in the association rules must 
achieve the minimum requirements to be detected in the 
similarity association. 

Figure 6 illustrates that there are direct connections 
between siblings such as the relation between Apple and Kaki 
with a matching degree 0.75 and Kaki, Tomato with a 
matching degree 0.9, also these items are connected to their 
parent, such as Tomato which is connected to fruit with a 
matching degree 0.7 and connected to vegetable with a 
matching degree 0.3. 

TABLE. X. FUZZY SIMILARITY DEGREES 

Item1 Item2 Matching Degrees 

Apple Kaki 0.75 

Apple Tomato 0.7 

Kaki Tomato 0.90 

Tomato Cabbage 0.15 

Chicken Turkey 0.85 

Chicken Sausage 0.30 

Turkey Sausage 0.10 
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Fig. 6. Fuzzy Similarity Degrees of Food Items 

The Extended SSDM considers that only sibling items can 
be semantically similar to one another, and it does not take into 
account to evaluate the semantics of non-sibling items. 
Therefore, the Extended SSDM ignores the matching degrees 
between each item and its parent. 

The result of applying the proposed approach compared 
with the Extended SSDM is presented in Table 11, Figure 7 
and Table 12. 

 

Fig. 7. Supports of Extend SSDM vs the Proposed Approach 

TABLE. XI. RESULTS OF EXTENDED SSDM VS PROPOSED APPROACH 

ItemsetID Frequent Itemset 

Support 

Extended 

SSDM 

Proposed 

Algorithm 

1 { Chicken ~ *} 0.5 0.87 

2 {Apple ~ *} 0.5 0.79 

3 {Turkey ~ *} 0.4 0.835 

4 {Tomato ~ Apple} 0.595 0.55 

5 { Kaki ~ Apple} 0.6125 0.575 

6 { Turkey ~ Chicken } 0.8325 0.825 

7 {Tomato ~ Kaki ~ Apple} 0.765 0.73 

8 { Turkey ~ Chicken , Apple} 0.4625 0.455 

9 
{ Turkey ~ Chicken , Tomato 

~ Apple} 
0.5503 0.5035 

10 
{ Turkey ~ Chicken ,  Kaki ~ 

Apple} 
0.5665 0.52625 

11 
{ Tomato ~ Kaki ~ Apple, 

Chicken } 
0.425 0.4 

12 
{ Turkey ~ Chicken , Tomato 

~ Kaki ~ Apple} 
0.7076 0.67 

According to the Extended SSDM, there are some itemsets 
that have been ignored, but the proposed approach involved all 
itemsets that match the threshold. Table 11 shows all itemsets 
that are considered from both the Extended SSDM and the 
proposed approach. On the other hand, Table 12 shows all 
itemsets that are considered in both approaches and some 
additional frequent itemsets that are considered in the proposed 
approach. The itemsets that does not have a value for support 
are neglected by the Extended SSDM. 

The Itemset weight corresponds to the number of its 
frequencies or occurrences in the transactions, the ∼ symbol 
refers to the fuzzy ontology or similarity relation between 
items (item1∼item2). The ~ * symbol refers to the fuzzy 
ontology between item and its sibling. For example, the itemset 
{Chicken ~ *} means the similarity relation between chicken 
and its brothers {Chicken ~ Turkey ~ Sausage}. 

Extended SSDM considers the support of case {Tomato ~ 
Apple} the same as the support of case {Apple ~ Tomato}. It 
calculates the average support of the two cases. For example, 
the support of case {Turkey ~ Chicken, Apple} in proposed 
algorithm is 0.455 and the support of {Chicken ~ Turkey, 
Apple} is (0.47), but in Extended SSDM, it is resulted by 
finding the average of support {Turkey ~ Chicken, Apple} and 
support of {Chicken ~ Turkey, Apple} which is 0.4625: 
((0.455 + 0.47) / 2), but in fact there is a difference between the  
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TABLE. XII. RESULTS OF PROPOSED APPROACH VS EXTENDED SSDM 

Frequent Itemset 

Support 

Extended 

SSDM 

Proposed 

Algorithm 

{Chicken ~ *} 0.5 0.87 

{Apple ~ *} 0.5 0.79 

{Turkey ~ *} 0.4 0.835 

{Tomato ~ *}  0.745 

{Kaki ~ *}  0.755 

{Cabbage ~ *}  0.13 

{Sausage ~ *}  0.29 

{Tomato ~ Apple} 0.595 0.55 

{Apple ~ Tomato}  0.64 

{Kaki ~ Apple} 0.6125 0.575 

{Apple ~ Kaki}  0.65 

{Turkey ~ Chicken } 0.8325 0.825 

{ Chicken ~ Turkey }  0.84 

{Tomato ~ Kaki ~ Apple} 0.765 0.73 

{ Kaki ~ Tomato ~ Apple}  0.755 

{ Apple ~ Tomato ~ Kaki }  0.79 

{ Turkey ~ Chicken , Apple} 0.4625 0.455 

{ Chicken ~ Turkey, Apple}  0.47 

{ Turkey ~ Chicken , Tomato ~ Apple} 0.5503 0.5035 

{ Turkey ~ Chicken , Apple ~ Tomato}  0.5995 

{ Chicken ~ Turkey, Tomato ~ Apple}  0.514 

{ Chicken ~ Turkey, Apple ~ Tomato  0.5845 

{ Turkey ~ Chicken ,  Kaki ~ Apple} 0.5665 0.52625 

{ Turkey ~ Chicken ,  Apple ~ Kaki }  0.59375 

{ Chicken ~ Turkey,  Kaki ~ Apple}  0.5375 

{ Chicken ~ Turkey,  Apple ~ Kaki }  0.60875 

{ Tomato ~ Kaki ~ Apple, Chicken } 0.425 0.4 

{ Kaki ~ Tomato ~ Apple, Chicken }  0.415 

{ Apple ~ Tomato ~ Kaki, Chicken }  0.445 

{ Turkey ~ Chicken , Tomato ~ Kaki ~ 

Apple} 
0.7076 0.67 

{ Turkey ~ Chicken , Kaki ~ Tomato ~ 

Apple } 
 0.69275 

{ Turkey ~ Chicken , Apple ~ Tomato ~ 

Kaki } 
 0.72325 

{ Chicken ~ Turkey , Tomato ~ Kaki ~ 
Apple} 

 0.6805 

{ Chicken ~ Turkey , Kaki ~ Tomato ~ 

Apple } 
 0.704 

{ Chicken ~ Turkey , Apple ~ Tomato ~ 

Kaki } 
 0.73825 

two cases, because the number of transactions that contain both 
Turkey and Apple are different from the number of 
transactions that contain both Chicken and Apple. In this case, 
the average does not reflect the reality, therefore, the Extended 
SSDM lead to misunderstanding or unsuitable interpretation of 
the discovered knowledge. 

Consequently, the mining process in proposed algorithm 
generates more understandable and meaningful association 
rules based on fuzzy background knowledge which is applied 
at both siblings and ancestors items, but the Extended SSDM 
ignores some association rules by applying the concept of 
average, also, the average of support may include outlier values 
for support. 

If the confidence of a rule is greater than or equal to the 
required minimum confidence, the rule is considered valid. The 
Extended SSDM considers the association rule or the fuzzy 
item to be generalised if the association rule contains all sub-
items of an ancestor.  For example, the rule {Tomato ∼ Kaki ∼ 
Apple ⇒ Chicken} can be generalised to the ancestor Fruit, 
because all its descendants (Tomato, Kaki and Apple) are 
contained in the fuzzy item. But the fuzzy item Turkey ∼ 
Chicken can’t be generalised to Meat, because it does not 
contain all Meat descendants. In fact, it is not logic to neglect 
the generalization of fuzzy item Turkey ∼ Chicken, although, 
they reflect similarity degrees with the ancestor Meat of 76.9% 
from all sub-items of meat. 

The proposed approach considers the association rule or the 
fuzzy item to be generalised if the association rule contains 
some or all sub-items of an ancestor. The weight of this 
generalization is the percentage of similarity degrees between 
sibling items and their parent that is contained in the fuzzy item 
or association rules. For example, the rule {Tomato ∼ Kaki ∼ 
Apple ⇒ Chicken} can be generalised to the ancestor Fruit 
with 100% because all its children (Tomato, Kaki and Apple) 
are enclosed in the fuzzy item. Also, the fuzzy item Turkey ∼ 
Chicken can be generalised to Meat, because it contains most 
of Meat descendants with 76.9%, where the weight of this 
generalization can be calculated by dividing sum of similarity 
degrees of Turkey and Chicken by sum of similarity degrees of 
all sub-items of Meat {Chicken, Turkey and sausage}. 
Equation (5) is used in the proposed approach to compute the 
weighted generalization of each parent node in the ontology. 

    
 

 

 
∑           ∈                

   ( 5 ) 

where, WG refers to the weighted generalization, 
          represents the similarity degree between a sub-item 
and its parent and N represents sum of all similarity degrees 
between sub-items and their parent. 

For example, the previous rule Turkey ∼ Chicken can be 
generalised to their parent, i.e. Meat, with weight 0.769 by 
applying (5) using the similarity degrees from Figure 6. 
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The Extended SSDM depends on the similarity degrees 
between sibling leaf-nodes only, and ignores the similarity 
degrees between sub-items and its ancestor. The proposed 
approach depends on similarity degrees between sibling items 
as well as the matching degrees between these items and their 
parent. Therefore, although the Extended SSDM used fuzzy 
similarity degrees to generate association rules between items, 
it does not avoid interpretation mistakes that could be caused 
by generalization, while the proposed approach avoids these 
mistakes. Also, the proposed method can perform 
generalization even if the association rule contains all or some 
of the sub-items of an ancestor. 

VII. CONCLUSION 

Generally, data mining represents one of the most 
important fields of research aiming to discover the more 
valuable and impacting knowledge that helps in decision 
making and strategic planning. The association rules mining 
process aims to find correlations between items, products or 
concepts. In market analysis and planning such association 
rules are very crucial for managerial to best organise the 
correlated products and to set a more accurate ordering and 
marketing plan. 

Some previous works which are based on crisp ontology 
are done aiming to reach more valuable association rules. 
Unfortunately, the rigid boundaries of crisp logic used to 
represent the relationships between concepts make some 
concepts fully match (in case of matching degree >= 50%) a 
concept and exclude other concepts (in case of matching 
degree < 50%). In fact such approximations cause a loss of 
information, it means that there is inaccuracy in computing 
support and confidence, where each relationship greater than 
0.5 is assumed to count by 1 and others to count by 0. Also, it 
is not reasonable to assume a 0.5 relationship between two 
concepts to be fully matching while considering 0.49 
relationship degree between two other concepts to be not 
matching at all. 

So, this work presents a fuzzy ontology based approach for 
association rule mining in a human-like manner that enables 
and handles partial relationships between concepts. In other 
words, it considers the real relationships between concepts, 
specifying how much each concept is similar to other concepts. 
Such relationship can be represented easily through using a 
fuzzy ontology. Consequently, it helps to find association rules 
between a concept and its related concepts from one side and 
some other concepts and their related concepts from the other 
side. 

The results of applying the proposed approach for fuzzy 
association rules mining compared with classical and crisp 
ontology-based mining approaches shows its added value. 
Commonly, the frequency in classical mining and crisp 
ontology-based mining is counted by 1s. On the other hand, in 
fuzzy ontology the frequency of substitutes are computed 
respecting the relationship degrees µ between the related 
concepts ( 0 ≤ µ ≤ 1 ). Accordingly, the proposed approach 
extended the algorithm of Apriori to extract association rules 
based on fuzzy ontology, which is more flexible, human-like 
and sufficient for supporting the decision maker. It gives users 

more flexibility when generating association rules between 
items or products. 

The Extended SSDM expresses semantic similarity 
between items to generate association rules. Unfortunately, it 
ignores the variations between some association rules by 
applying the concept of average, which leads to the problem of 
outlier values of support. Also, it performs the generalization 
only when the association rule contains all the sub-items of an 
ancestor. Therefore, the generalization strategy of Extended 
SSDM may lead to misunderstanding or unsuitable 
interpretation of the discovered knowledge. The proposed 
approach tackles such problems. Also, the proposed approach 
can perform generalization even if the association rule contains 
all or some of sub-items of an ancestor. It attempts to find the 
weight of the generalization using the similarity degrees 
between the siblings and their ancestors. 
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Abstract—In this paper, a design of a Hybrid autonomous 

Power System is proposed and detailed. The studied system 

integrates several components as solar energy source, Energy 

Recovery system based on a proton membrane exchange fuel cell 

system and two energy storage components, namely, (1) Energy 

Storage based on H2 gas production, and (2) an Ultra-capacitor 

storage device. The system is controlled through an energy 

management Unit which aims to ensure the smooth operation 

system to be against any unexpected fluctuation. The modelling 

of the system relies on the application of a multi-agent strategy 

whose good effects on the performance of the system is evaluated 

and demonstrated by the obtained simulation results. The 

improvement of the system performance is proved through a 

comparison with the conventional strategies. The system that 

relies on multi-agents control approach seems to be more reliable 

and promising in term of effectiveness and fast response. 

Keywords—Solar Source; Energy Recovery; Hydogen; Energy 

Storage; Ultra-capacitor; Multi-agent; Energy Management 

I. INTRODUCTION 

Recourse to the use of renewable energies becomes a 
necessity in view of the extravagant consumption of fossil 
energy (coal, oil, natural gas, uranium, etc.) which presents 
harmful effects on the environment such as the release of 
carbon dioxide (CO2) and the emission of greenhouse gases 
that affect the global climate balance. 

The renewable energy resources appear to be a promising 
replacement to the exhaustible natural resources. Thus, its 
clean, efficient and vital characteristics make them of great 
importance. However, the direct vulnerability of this type of 
energy sources to climate change cannot be ignored. For this, 
the hybridisation between different energy sources and the use 
of storage devices can help reducing the problem of 
intermittency related to these resources. Integrating hydrogen 
storage device in renewable energy system has considered as 
an additional backup application that proves its performance in 
many applications such as remote areas, transportation and 
energy building. Compared to commonly used battery storage, 
hydrogen is well suited for seasonal storage applications, as it 
is easy to be installed anywhere [1]. In addition, hydrogen can 
easily be converted into electricity through fuel cell 
technology, particularly the proton membrane exchange, which 

must be a promising energy source for building sustainable, 
Environment [2]. But, the fuel cell complains of a slow 
dynamics problem related to the constant time of the hydrogen. 
So, the integration of Ultra-capacitor Storage (USC) seems 
indispensable to supervise the behaviour of the Fuel cell [3]. 
Thus, the incorporation of the USC will allow the system to 
track rapidly changing charges while allowing the fuel cell to 
respond at a slower pace and may reduce the frequency 
deviations. 

Several worldwide studies were shown interest in 
modelling, control, and management of hybrid power system 
based on PV source and hydrogen storage technologies. 

The authors in [4], proposed a various optimal hybrid 
techniques to manage the HPS which includes photovoltaic, 
fuel cell and battery. To achieve the optimal system 
performance, an accurate control strategy was proposed which 
is characterised by the ratio of hydrogen amount with. To 
monitor the system performance, a practical load demand and 
actual meteorological data (solar irradiance and air 
temperature) were included. However, this work lacks of a 
control and management approach strategy study. It simply 
presents the models of the system elements and it focuses on 
the optimisation in the control of photovoltaic module (MPPT). 

In [5], the authors proposed an accurate hybrid feeding 
system. They used an energy management unit to control the 
load demand and the energy source, such as the solar 
photovoltaic (PV) network, the fuel cell and the battery. They 
integrate long-term energy storage (hydrogen (H2)) in the 
proposed system to manage the output power fluctuations. But, 
the system efficiency was not mentioned or treated by this 
work. 

A hybrid system using photovoltaic panels (PV), batteries 
and fuel cells (FC) is presented by [6]. To effectively manage 
the system, several Power Management Strategies (PMS) have 
been implemented. The simulation results were performed 
using TRNSYS software and then analysed and treated. 
Although this work presents a comparative study between 
different management strategies but it focuses at the level of 
results on the presentation of the battery state of charge (SOC) 
and the hydrogen tank pressure without mentioning the 
parameters already described by the management algorithm. 
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Referring to previous cited works, this work presents the 
impact of the application of multi-agents strategy to the hybrid 
power system which helps improving: 

 The system response against any fluctuation. 

 The system efficiency. 

 The way of energy storage. 

 The way of energy recovery. 

The paper is organised as: Section 2 gives a general 
description of the HPS system and its components. Section 3 
presents the energy management unit analysis followed by the 
study of the overall system efficiency. Section 4 is devoted to 
evaluate the obtained simulation results. Finally, a summary of 
the work is given in Section 5. 

II. DESCRIPTION OF THE WHOLE HPS 

In this section, a design of hybrid power system (HPS) will 
proposed and described. Thus, the basic elements of studied 
system are: 

 Solar Energy Component (SEC). 

 Long-term Energy Storage Component (ESC) based on 
electrolyser for the production of hydrogen. 

 High pressure Hydrogen tank for gas storage. 

 Energy Recovery Component (ERC) characterised by 
the use of fuel cell for energy generation through H2 
gas. 

 Ultra-capacitor Storage Component (USC) used for a 

short-lived electrical energy buffer. 

The system management is ensured by a suitable algorithm 
that keeps the smooth system operation by satisfying the load 
requirements. 
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Fig. 1. Scheme of Whole HPS 

Figure 1 shows the scheme of the overall HPS system. The 
system comprises six principle agents separated by the agent 
supervisor which is used to control and manage the system and 
ensures the communication between each agent. Thus, the 
agent SEC controls the power coming from the solar in order to 
supply a DC load and send the power to the storage 
components in the surplus case. The agent storage component 
either the ESC or USC are ready to store the excess power 
when they receive the decision order from the agent supervisor 
after the requirements analysis. At the same, both ESC and 
USC agents control the inlet power coming from the SEC and 
send the checking results to the agent supervisor. The backup 
system is intervening in the deficit power case. At this 
moment, either the agent ERC or the agent USC receives the 
activation order from the agent supervisor to satisfy the load 
demand. 

A. The agent SEC 

The SEC is composed of a solar conversion unit that 
integrates a boost converter which is controlled by a maximum 
power point tracker (MPPT) (see Figure 2). The SEC is 
assimilated by an agent in order to evaluate and control the 
input and output voltages and currents of the highlighted 
subsystem. 
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Fig. 2. Agent SEC 

Hence the final output voltage that feeds the load is 
expressed as [7]: 

1
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        (1) 

VSEC, αSEC, Vpv, PSECand ISECare defined as SEC output 
voltage, the boost duty cycle, the PV voltage, the output SEC 
power and current respectively. 
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Where Ns,Np, n,k,T, q, Rs and Rpdesign respectively the 
series and parallel number of cell, the solar ideality factor, the 
Boltzmann constant, the solar temperature, the electrical charge 
and the shunt and parallel resistances. 
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B. The agent ERC 

The ERC is consists of a stack of proton exchange 
membrane fuel cell (PEMFC) linked to DC-DC power 
converter. Thus, the agent ERC works as a backup system 
converts the inlet hydrogen amount into electricity to satisfy 
the load requirements. So, it aims to control the hydrogen 
consumption rate in order to protect the device versus any deep 
consumption. 

Thus, the instantaneous hydrogen consumption rate can be 
deduced from equation (3) [8]. 
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Fig. 3. Agent ERC 

C. The agent ESC 

The ESC is used to maintain the energy storage in its 
chemical form as hydrogen gas. It consists of a stack of a 
proton membrane exchange water electrolysis that generates 
hydrogen gas by decomposing the water molecules into 
hydrogen and oxygen. The hydrogen production process is 
ensured by the extra electric current provided by the SEC. 
Thus, the hydrogen production rate is expressed in the function 
of the electrical current in the equivalent electrolyser circuit 
(see, Figures 3 and 4). So, it can be defined as follows [9]: 
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P F C
H2 ESC
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h
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Fig. 4. Agent ESC 

D. The agent Tank 

The agent tank aims to control the inlet and the outlet 
hydrogen flow in high pressure tank storage. Indeed, the 
required hydrogen quantity is sent directly from the ESC to 
ensure the required ERC hydrogen amount. The stored 

hydrogen quantity, sent to the storage tank, presents the 
remaining amount of hydrogen which is defined by the 
difference between hydrogen produced and consumed. Thus, 
the dynamics of the tank storage is obtained as follows [10]: 

IN

H2 T
T Ti

H2 T

Q RT
P P z

M V
- =                        (5) 

E. The agent USC 

The Ultra-capacitor Storage Component (USC) is used as 
short-term energy storage to maintain the energy distribution 
process during peak powers event. Indeed, the USC presents 
two different statuses: charge and discharge. The USC is used 
as energy storage when the SEC generates an exceeded power 
when there is an interruption of the hydrogen production 
process: charge mode. However, it is applied as a backup 
system when the power, sent from the SEC and the ERC, 
seems insufficient to ensure the requirements: discharge mode. 
The USC agent controls its internal behaviour through the state 
of charge (SOC) index in order to prevent the USC from 
overloading and under loading [11]. The state of charge of the 
USC can be deduced from the equation below. 
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Fig. 5. Agent USC 

Where; VUSC and VUSCmax are defined as the USC voltage 
and the USC maximum voltage respectively. Hence, the USC 
voltage can be deduced referring to the electric model of the 
USC given by Figure 5 [12]. So, it can be expressed as: 

t

DH

USC S USC USC USC USC

0

1
V R I (I I ).dt V (0)

C
= + - +ò

 

(7) 

F. The agent Load 

The load agent is presented to inform about the power 
demands especially the current load power fluctuation. 

 
Load

Load

Load

P
I

V
=                         (8) 

G. The agent Supervisor 

The agent supervisor is the main agent responsible for 
taking the decision required. By identifying the demands of the 
load energy, this agent determines its functioning nature: 
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Mode1: Energy storage 

Mode2: Energy recovery 

The working of this agent is detailed in the next section. 

III. ENERGY MANAGEMENT APPROACH 

Our work is specialised by a new energy management 
approach which is based on a multi-agent technique. This 
approach can be classified as an intelligent method used to 
manage the recovery and the storage of the energy. The agents 
move from one state to another based on actions occurring in 
the environment or to the messages received. Each agent 
changes its behaviour from one state to another and this, 
according to the interactions produced between the system 
agents or as a function of time response constraints associated 
with transitions. 

A. Algorithm of system management 

The energy management approach is characterised by 
several states {S1…S6} (see, Figure 6). In addition, the 
transition from one state to another is carried out through the 
verification and the validation of the related conditions. 
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Fig. 6. State Diagram of HPS 

So, the behaviour of the control strategy can be given by 
the algorithm described (also see, Figure 7). 

 

 Algorithm of system functioning: 
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Fig. 7. Algorithm of system decision 

Idle: Startup the system 

Mode1:TM1: Idef=0  

  S1: Solar Energy Production 

   T1: IEX<IN 

  S2: Electrical energy storage (DUSC=1) 

   T2: SOCUSC=1 || IEX>IN 

  S3: H2 gas production (DESC=1) 

   T3: SOCH2<1 

  S4: H2 gas Storage  

Mode2:TM2: Idef>IN 

               S5: H2 gas Consumption (DERC=1) 

                                  T4: SOCH2=0 ||Idef<IN 

                      S6: Electrical energy Recovery (DUSC=1) 

                                  T5: SOCUSC=0 &&SOCH2=0 

      End: System Shutdown  
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TABLE I. SYSTEM COMPONENTS PER MODE 

 Where IEX, IN and Idef, present respectively the excess 
power current, the nominal functioning current of both 
electrolyser and fuel cell and the deficit power current. 

It should be noted that, the system will be well sized to 
obey to the conditions imposed by the control algorithm. If 
appropriate (no electricity provided by the SEC (no solar 
radiation)), the system in this case will integrate an additional 
renewable source (wind turbines for example) to alleviate the 
problem of electricity insufficiency. 

B. Efficiency calculation 

In general, the overall efficiency relies on the applied 
control approach followed by the system.  Usually, the system 
efficiency is given by the product of the partial efficiency of all 
constitutive subsystems which made its value fluctuating 
according to the energy flow circuit changes (see, Figure 8). 
Thus, the standard way for efficiency calculation is defined as 
follows: 

_
. . . .

Classical method SEC ESC T ERC USC                              (9) 

The way of overall system efficiency calculation proposed 
by this work refers to the determination of the efficiency per 
mode. So, it can be defined as the production of obtained 
efficiency in each mode, as in Table 1: 
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The global efficiency per mode can be expressed as: 
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The way efficiency is calculated from Eq.9. 
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Fig. 8. Supervisory control “Mode 1, 2” efficiency calculation 

IV.  RESULTS AND DISCUSSION 

This section is devoted to test and to evaluate the studied 
system performance. So, numerous simulation results have 
been carried out using Matlab/Simulink environment. 
Additionally, the simulation test relies on several study cases 
as: 

 The dynamical system behaviour: the use of dynamic 
SEC and load profiles. 

 The energy storage constraint: the balance between 
ESC and USC. 

 The energy recovery constraint: the alternation between 
the different power sources to maintain the load 
demand. 

The main objective is to prove the effectiveness and 
robustness of the multi-agent control technique in the 
adaptation to any system behaviour change. In this study case, 
a DC load profile is chosen to test and treat the system 
behaviour (see, Figure 9). 

 

 

Fig. 9. The control of energy 

 Highlighted Components  

Mode k=1 k=2 k=3 k=4 Number of Ways 

1 SEC USC ESC  Tank N=4 

2 SEC USC ERC  Tank N=4 
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The SEC presents the main energy source which has 
priority to meet the load requirements. Thus, the energy 
production from SEC must be controlled to identify the system 
status. Thus, referring to the difference between the SEC 
current (ISEC) and the user demand (ILoad), we can identify 
either the system is under in excess or deficit power state. In 
this basis, two different modes have to be presented. The first 
mode is devoted to control the energy production and storage 
process. However, the second mode is dedicated to treat the 
deficit power case. So, two main parameters are presented to 
control the system behaviour and to balance from one mode to 
another. These parameters are the current excess (IEX) and the 
current deficit (IDF) (see, Figure 9). The system control is 
performed by the agent supervisory that is responsible for 
decision making. 

 

Fig. 10. ESC, ERC and USC Agents behaviour 

 
Fig. 11. ESC, ERC and USC Agents behaviour 

 
Fig. 12. Tank and USC Agents‟ behaviour 

 

  
Fig. 13. Overall eficiency and  mode 1,2 efficiency resulting 

A. Mode ‘1’ operation 

During the simulation time test, the system undergoes 
several fluctuations in its behaviour. Thus, the HPS system 
provides an excess of power during some specific periods 
([9h—16h] and [29h—36h]). Hence, the excess of power must 
be by the way controlled and stored in favourable conditions 
by the proper component. 

Between 9h and 14h., after the checking of the ability of H2 
tank to store H2 gas production and when the power reached 
the nominal value operated by ESC, the agent supervisor 
allows the production of H2 gas by activating the agent ESC 
(see, Figures 10 and 11). At this moment, the quantity of the 
hydrogen gathered in the tank grows. 

Between 14h and 16h, we can see that the system use USC 
to rectify the operation of the energy storage. At this moment, 
the H2 production state is stopped cause of the fullness of H2 
tank (SOCH2=1). 

These events can be repeated in other time intervals 
depending on the system state. 

The global efficiency, in this mode, reaches at maximum 
33%. 

B. Mode ‘2’ operation 

During a three time intervals [0h—9h];[16h—29h] and 
[40h—48h], the system complains of a power deficit that must 
be rapidly rectified and coved to ensure the load requirements. 

Between 0h and 9h, the system has recourse to the USC to 
cover the energy needed when the ERC is disabled cause of the 
insufficient quantity of H2 gas presented in the tank (see, 
Figure 12). At this moment, the USC is being discharged 
causing the decrease of the USC state of charge (SOCUSC    ). 

Between 18hand 28h, the system demands to rectify the 
power deficit. The agent supervisor chose, this time around, the 
agent ERC to supply the load due to the presence of the 
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satisfied amount of H2 gas (SOCH2>0) (see, Figure 12). 

The global efficiency, in this mode, reaches at maximum 
60%. 

Finally, from the Figure 13 we can see the overall 
efficiency variation of hybrid power system which attains at 
maximum 27% thanks to the applied multi-agent strategy. 

Referred to the works [13] and [14], we can deduce that the 
adopted management strategy treated by this paper can offer an 
acceptable efficiency (27% versus 4% using classical method). 
This value can be improved in other study case specifically 
when there is tendency to optimise the behaviour of each 
system element. 

Another important criterion for judging the profitability and 
relevance of the proposed system is the simulation time. 
Indeed, the use of the multi-agent strategy makes it possible to 
reduce the execution time compared to classical strategies. 
Hence, the system becomes, in this case, more adaptable for 
real-time applications (see, Figure 14). 

 

Fig. 14. Performance Comparison between two HPS models 

V. CONCLUSION 

In this paper, a design of a hybrid autonomous power 
system based on multi-agent approach is proposed. The system 
possesses a smart energy management approach that is 
dedicated to control the behaviour and to be fast against any 
encounter fluctuation. So, the presented management strategy 
aims to help resolving the problems related to the integration of 
electricity production from fluctuating renewable energy 
sources into the electricity supply. On the basis of the obtained 
simulation results, the applied strategy has proved its 
effectiveness and reliability to keep the optimal behaviour of 
the load by facilitating the communication between each 
constitutive element (agent interaction) which increases the 
integrity of the system towards any exigency. Finally, this 
work is performed to highlight the importance of applying 
multi-agents strategy, especially smart application as smart 
building, smart grid, smart vehicle, etc. 

As a future work, we tend to test the reliability of the 
proposed system in real-time platform application. So, we can 
used several embedded platform like STM32; DSP and 
Raspberry in order to compare the performance of each one 
and lead to the most adaptable that fits perfectly with our 
system. 

ABBREVIATION LIST 

QC
H2 : H2 consumption amount (mol) 

NCell : Cell number of PEMFC 

IERC : Cell Current of PEMFC (A) 

F : Faraday coefficient (96485 C.mol-1) 

ηF
ERC : Faraday efficiency of PEMFC (%) 

QP
H2 : H2 production amount (mol) 

NC : Cell number of Electrolyser 

IESC : Cell Current of Electrolyser (A) 

ηF
ESC : Faraday efficiency of Electrolyser (%) 

PT : Tank pressure (Pa) 

PTi : Initial tank pressure (Pa) 

Z : Compressor factor 

QH2
IN : Input H2 Gas Amount to the Tank (mol) 

R : Perfect gas coefficient (R=8.31 J.Kg-1.K-1) 

TT : Tank temperature (°K) 

MH2 : Molar mass of hydrogen (g.mol-1) 

VT : Tank volume (l) 

VUSC : Voltage of USC(V) 

IUSC : Current of USC (A) 

IDH
USC : Discharge Current of USC (A) 

RS : USC Resistance (Ω) 

C : USC Capacitance (F) 

VUSC(0) : USC Initial Voltage (V) 

DESC, DERC, 

DUSC 

Decision Coefficients 

SOCH2 : State of Charge of Hydrogen tank Storage (%) 

SOCUSC : State of Charge of USC (%) 

ηClassical_method :Efficiency value calculated by classical method 

APPENDIX 

PSEC=1kw, Ns=3; Np=6, PERC=1,2 kw, Ncell=30,RUSC=25 mΩ, C=50 F, 
PESC=600 w . 
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Abstract—NGS (Next Generation Sequencing) technology has 

resulted in huge amount of proteomics data that exists in the 

form of interactions (protein-protein, gene-protein, and gene-

disease). ETL (Extraction, Transformation, and Loading) 

techniques are very useful for Databases. Existing Rational 

Databases are not unified and having SQL (Structured Query 

Language). Proteomics data requires improvement for 

Integration of different Data sources. With the usage of NoSQL 

(not only SQL), improve the efficiency and performance. For 

this, a novel based unified model has been designed for protein 

interactions data (P-P, G-G, and G-D) by using Apache HBase to 

evaluate given the model, different case studies have been used. 

Keywords—Hadoop; HBase; Big Data; Apache Drill; Protein-

Protein Interaction; Gene-Protein Association; Gene-Disease 

Associations 

I. INTRODUCTION 

Biological data plays an imperative role in Bioinformatics 
domain that comprises DNA, RNA, Proteins, and Genes 
(Microarray). With the passage of time, these data have been 
growing very quickly in the form of interactions/associations 
such as [1-3] protein-protein and protein-gene. These 
interactions provide valuable information about the structure of 
the cell and their controlling mechanism. For the detection of 
Protein and Disease interactions, a lot of approaches are [4, 5] 
designed that improve the accuracy of Biological data 
interactions. 

Over the time, the volume of biological data has increased. 
It is very important to find out specific genomic disease [6, 7] 
with the help of Proteomics interactions. Many researchers are 
trying to find out Protein and Disease interactions that give 
important information about their functions and behaviours. 
Prediction of Biological Processes is very informative [8] for 
molecular interactions. Protein pathways and complexes are 
determined by molecular interactions. 

By the upcoming era, large interactions data have increased 
in the perspective of variety and volume. This data is referred 
to as Big Data which needs to be stored in the database very 
effectively. Existing PPI (Protein-Protein Interaction) 

Relational databases are DIP (Database of Interacting 
Proteins), MIPS (The Munich Information Centre for Protein 
Sequences), HPRD (Human Protein Reference Database), 
MINT [9] (The Molecular Interaction Database), BOND 
(Bimolecular Object Network Databank), IntAct and 
Reactome. However, these databases do not store large 
Interactions data in a structured and efficient way. 

DIP [10] is specially designed to determine Proteins 
interactions by combining multiple sources into a unique and 
consistent set of PPI (Protein-Protein Interaction). MIPS’ [11] 
research centre is used to manage the methods in Microarray 
gene expressions and Proteins data in a systematic way. HPRD 
[12] is OO (Object Oriented) database that is developed for 
specific Protein-Disease association. It provides the 
functionality of query optimisation by displaying data 
dynamically. MINT is based on verified Protein interactions 
that are presented graphically. BOND [13] is powerful 
databank that is designed for a combination of interactions and 
multiple sequences. It includes GenBank and stack of tools. 
IntAct [14] is a valuable open-source database that provides 
tools for interactions. Reactome [15] is a project that provides 
the cross-referenced functionality for many sequence 
databases. The above-mentioned databases lack to find some 
specific associations hence an Integration of these databases is 
required. 

To remove these bottlenecks, open source Apache Hadoop 
[16] Platform have been developed for parallel execution of 
tasks in distributed manner across thousands of nodes. Its main 
tools are HBase [17] and Hive [18]. HBase framework is used 
to access real-time data randomly. It is NoSQL (Not only 
Structured Query Language) technology because scalability of 
large data in RDBMS (Relational Database Management 
System) shows poor performance. NoSQL databases consist of 
CAP (Consistency, Availability, and Partition Tolerance) 
mechanism with ACID (Atomicity, Consistency, Isolation and 
Durability) characteristics for tables. Sharding occurs 
automatically for sparse data by using HBase. Its logical view 
contains specific row key, column family, column key, 
timestamp and cell value. Its main parts are Region, Master, 
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Region Server, HDFS (Hadoop Distributed File System) and 
API (Application Programming Interface). Its basic operations 
are created, read, update and delete in the put, get and delete 
commands. Hive is DWH (Data Warehouse) framework that is 
designed for ad-hoc queries and writing reports by providing 
HQL (Hive Query Interface) for large data analysis. Its 
components are a web browser, driver, thrift server and client 
that interact with Hadoop. Its meta store exists in the form of 
Embedded, Remote, and Local states. Its data units contain 
tables, buckets, and partitions. It supports primitive and 
complex data types such as integers, strings, binary, arrays, 
maps, union, and structs. It provides shell interface, built-in 
functions, relational and arithmetic operators. 

In this paper, a model is designed for large Protein-Genes 
interactions by integrating existing Relational databases. It 
provides the meaningful information for specific interactions. 

The objectives of this paper are: 

 A unified model for integration of different data        
sources 

 NoSQL storage model 

 Empirical study using HBase 

The rest of this paper is structured as follows: Section II 
highlights the related work. Section III explains proposed a 
model. Section IV represents evaluation and Case Studies of 
that model. Section V concludes the whole work and mentions 
the future research domains in this field. 

II. RELATED WORK 

Zanzoni et al. [9] have worked on the Protein interaction 
databases which signify distinctive tools to store this 
information disseminated in the scientific literature in a 
computer-understandable form. A systematic and easily 
accessible database permits the examination of wide interaction 
data sets and enables easy retrieval. MINT presents a database 
which helps to reserve data for functional interactions among 
proteins. It was also considered to keep further types of 
functional interactions, containing enzymatic alternations of 
one of the partner. On the other hand, it provides cataloging 
binary complexes. 

Chaurasia et al. [19] worked on the Systematic mapping of 
protein. Mapping of protein has highly been observed as a 
dominant task while practically working on functions of 
genomics. Numerous policies have just been followed to map 
human PPI. However, the author has produced a different kind 
of data set that is of high value for medicine experts and 
biomolecular data researchers. An open data management 
system named UniHI has been introduced to store and query 
information for more than 17000 human proteins interactions. 

Apweiler et al. worked on the Universal Protein Resource 
(UniProt) [20] which is considered as a vital source of protein 
sequencing in bioinformatics as it gives a practical 
demonstration using three data storage mechanisms. First one 
is UniProt knowledge base that manually explains protein 
annotations, second is UniProtKB/TrEMBL, that stores these 
annotations and the third one is UniProtKB/Swiss-Prot that 
annotates proteins itself. Not only this database stores protein 

annotations but also help researchers to query for annotations 
and cross-references by linking them to the previous work 
done. It is an open source project that can be freely 
downloaded and used to get complete proteomes. 

Chen et al. worked to visualize human protein-protein 
interaction (PPIs) and functional role of the data. Though 
numerous human PPI databases were found at that time yet 
defining all features of data was poor.  The author named this 
data management system as Human Annotated and Predicted 
Protein Interaction (HAPPI) [21] database that is positioned at 
extraction and integration of new proteins interaction 
databases, which consists of BIND, STRING HPRD, MINT, 
and OPHID by means of database assimilation procedures. 
HAPPI is an open project that provides annotated information 
to help discover new horizons in biomolecular networks. 

Aryamontri et al. worked for the explanation and study of 
proteins genetically and chemical interactions for all the 
species and introduced the Biological General Repository for 
Interaction Datasets (BioGRID) [22]. BioGRID is an open hub 
that provides all biological process related to humans diseases 
and suggests treatment for them. This data store includes 
27501 interactions of chemical proteins that help to discover 
drugs to cure diseases. BioGRID is a dynamic interactions 
network that relates genetics and proteins interactions 
including bioactive compounds. This system gives results in 
visualisation form that can be adjusted according to the user's 
requirements. 

Saeed et al. have worked on the proteomics and genomics. 
Proteogenomics is a [23] evolving ground of structures. The 
author has used mass spectrometry for proteomics and next 
generation sequencing for genomics. To mine Proteogenomics 
data set the author assimilated next-generation sequencing and 
mass spectrometry. Also for sequencing and high-performance 
computing solutions for such a big and complex data are 
discussed. The author has described possible storage format 
and analysis problems for such a multidimensional, large, and 
unstructured Proteogenomics data set. The study helps research 
community to recognize challenges and work on future 
guidelines as discussed. 

Lehne et al. given the info about the protein interaction [24] 
databases. As protein-protein interactions are growing up with 
the passage of time so to store all the possible information 
related to these interactions some easily accessible databases 
are available. The author collected useful information from six 
major databases, described as, the Biological General 
Repository for Datasets [BioGRID], the Molecular INTeraction 
database [MINT], the Biomolecular Interaction Network 
Database [BIND], the Database of Interacting Proteins [DIP], 
the IntAct molecular interaction database [IntAct] and the 
Human Protein Reference Database [HPRD]). All these 
databases show different information on PPI and annotations. 

Zhang et al. used the model driven architecture [25] 
software, that can store DNA and protein sequences efficiently. 
The author stored overlapping and non-overlapping DNA 
sequences in Apache Hadoop platform for space efficiency. 

Xu worked on the vast availability of protein data including 
protein functions, sequences, annotations, and structures. The 
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author has started a new area of research by studying 
relationships between proteins of one family, between different 
protein families of one genome, and between the protein of 
different species. This study helps researchers to mine relating 
data and do predictive analysis based upon PPIs.  The author 
has done working in Hadoop and its MapReduce functionality 
is used to explore insights for a protein of protein data storage. 

Taylor has extensively worked on the Hadoop platform 
using MapReduce framework. Because bio Scientists have 
started dealing with ultra-large-scale data set analytics [27], the 
author used Hadoop as an open software for implementations 
on data of petabyte scale for distributed environments. Hadoop 
provides an efficient and cheap solution for NGS analysis for 
ultra-large and distributed data set across the cloud. The 
implementation includes HBase data storage along with 
Hadoop's map reduce function for data analytics. 

Sarwar et al. proposed the work on Bioinformatics tools for 
sequencing [28], which are helpful to store a large amount of 
genomics data within a short time. The analysis study has 
shown that conventional bioinformatics tools cannot cope with 
the rate of production of such large amount of genomics data. 
So, there is a need to update previous tools or develop new 
ones to find new research aspects by defining proper storage 
structures of data on genetics. 

Ali et.al [29] have discussed Microarray data analysis 
which gives the details of many gene Selection/Extraction and 
Classification tests/Algorithms. They also discuss the 
performance of different algorithms and Machine Learning 
techniques. Ahmed et al. [30] have discussed the modern data 
formats (models) for the implementation of spark, techniques 
in Hadoop MapReduce and Machine Learning Algorithms. It 
also describes the performance comparison of different data 
formats. R.  Rehman et al. [31] have explained the importance 
of Scala language for Bioinformatics Tools/ Algorithms. They 
demonstrate the supported languages for Motif Finding Tools, 
Multiple Sequence Alignment Tools, and Pairwise Alignment 
tools. 

III. DATA STATISTICS 

This dataset consists of protein, gene and disease columns 
which have a different type of interaction among them. The 
data set contains different column families which can have one 
or number of columns. These columns have values according 
to the families. The proposed data set contains 7 column 
families and defines different numbers of columns in each 
family. This protein, gene and disease interaction values are 
taken from different protein-interaction databases such as 
BioGRID, HPRD, EntrezGene, Ensembl etc. This dataset is the 
Homo-Sapiens organism. The available data sets on these 
platforms are in the form of CSV file. HBase column-oriented 
database is used for the storage of data. 

IV. PROPOSED MODEL 

A model is an object or a procedure that explains some 
particular phenomena. There are many models that exist for 
PPI data. These models are used to store, analyse and search 
information related to protein interactions and also specify the 
characteristics of PPI data. Different models are used for 
different sets of purposes and also cover their usage in various 

fields. These models are DIP, OMIM, BIOGRID, STRING, 
UNIPROT, HPRD, INTACT, and so on. The Database of 
Interacting Proteins (DIP) does experimental interactions to 
determine various organisms. DIP contains 20728 proteins. 
57683 interactions, and eight species that are (coli, Escherichia, 
norevegics. Rattus, Homo sapiens, muscles, helicobacter 
pylori, drosophila melanogaster). Its query format works as of 
relational databases and the user can fire text query via a web 
browser that displays results in visual form. It is organized in 
five key tables consists of proteins, trials and related data. 

MINT is designed to stock information on practical 
interactions among proteins. It contains both physical 
interactions and other types of molecules. It delivers an 
integrated data model that experimentally confirms proteins 
interactions given in scientific literature by proficient curators. 

INTACT is a data repository completely based on open 
source software. It works on two important factors from 
bimolecular data. One is proteins and the other is DNA. The 
data model of this database works on three main characteristics 
termed as EXPERIMENT, INTERACTIONS, and 
INTERACTOR. It provides a web-based interface for query 
searching. 

The main function of BioGRID is to store proteins and 
genetics data in various organisms. BioGRID is mainly focused 
on investigating the interactions of networks regarding human 
health. 

The HPRD shows a unified platform that integrates human 
proteome information and relates interaction networks between 
proteomes and diseases. It represents the relationship between 
them visually. All information is in this database is manually 
mined and explored from available literature by the analysts 
using the object-oriented database in zope. 

The string is a projected interface in the database of more 
than 8000 organisms, it is used to organize a massive class of 
biochemical relationships between proteins to proteins and 
DNA to DNA. Strings work for two interactions. One is 
physical and second is direct e.g. two proteins contributed in an 
identical path. 

MIPS is a research center presented at Neuherberg, 
Germany with an emphasis on genomes that are concerned 
with bioinformatics. Its purpose is to support and preserve 
fungal and plant genomes feature in a regular generic database. 

All of these models stores, analyse and search the 
information about proteins interactions and some other features 
of PPI data. These databases use Relational schema to store 
data and in a structured format. These PPI database models 
offer a simple mechanism for the storage of data. These models 
of PPI can’t store unstructured and/or semi-structured PPI data 
sets. 

In contrast to these researchers, we have designed a new 
data model for protein-protein, gene-protein, and gene-disease 
interactions. This model has two distinct features as compared 
to other existing interaction models. First of all, we integrated 
all existing protein-protein interaction data models and protein-
gene interactions. We provide the facility to query all 
information for gene/ protein such as what is protein 
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interaction, gene interaction, and disease related information, in 
one storage system. The second prominent feature of this 
model is to follow the schema-less structure to store PPI data. 
Our data model is NoSQL storage and that can keep structured, 
semi-structured and unstructured data of protein-protein and 
protein-gene interactions in specified formats. 

There are many technologies available in NoSQL 
databases, but this model is developed using HBase, that is 

built on the upper layer of Apache Hadoop. HBase is that is a 
column-oriented, distributed database, designed after the 
development of Google’s Big tables. This database manages 
structured, semi-structured and unstructured data. HBase 
includes non-relational, open source, versioning, compression 
scalability and garbage collection features. The data stored in 
HBase can be manipulated using the programming structure of 
Hadoop like MapReduce.   The storage format of HBase tables 
is given below in Figure 1. 

 

Fig. 1. HBase storage format

We applied our data model of protein-protein, protein-gene 
interaction in Apache HBase using column families for 
different purposes such as data source integration, Protein 
details, Gene details, RefSeq, Sequence in a different format, 
protein molecular information and biological information of 
protein/gene. These column families have different numbers of 

columns. The detail of data model is shown in Figure 2. 

First column family is named as ―Data-Integration-Source‖ 
has a defined number of columns in it.  The first column 
contains Ids from the different data sources such as BioGRID, 
HPRD.
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Fig. 2. Unified Data Model for P-P, G-P, and G-D Interaction

The IDs: Entrez-gene, Uniport, String, IntAct, OMIM, 
Ensembl, Swissport, HGNC, MINT, and  DIP are different for 
the same protein in. Since this model integrates all existing 

models in a single column family so interaction types, 
interaction method, confidence scores and all the features of 
protein/genes can be viewed. 
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The column family ―Protein‖ has a column named ―protein-
name‖ that gives information about protein name. ―Gene‖ 
column family has four column named as Gene-name, official 
symbol, official name according to NCBI taxonomy and 
information about the gene. 

The ―Ref-seq‖ column family has three columns RefSeq-
No, locus and Accession of protein. This family gives 
information about RefSeq of the protein, locus, and accession 
of the protein from the NCBI database. ―Sequence‖ column 
family gives details about FASTA, DNA and protein /gene in 
three columns. 

Two more column families are ―Protein-Molecular-info‖ 
and ―Biological-Process‖. In ―Protein-Molecular-info‖ column 
family we have three columns that provide info of protein/gene 
such as the molecular-weight, molecular-class and molecular-
function. The ―Biological-Process‖ column family helps to get 
information about biological processes of protein/gene. 

This NoSQL data model provides many advanced features 
that exhibit better performance, efficient storage, fast 
searching, deep analysis and integration of all models. This 
NoSQL model is a protein/gene interaction model that stores a 
huge number of data in a de-normalized form. It provides low 
latency operations for protein interaction data. They provide 

access to a single protein or gene interaction data from billions 
of interaction data records. 

V. EVALUATION OF MODEL 

As our NoSQL data model is an integration of different 
protein-protein interaction databases like OMIM, BioGRID, 
Uniport, HPRD, Ensembl, UniHI, HAPPI, APID, and MiMI. 
The installation process for our data model starts from Apache 
Hadoop.  Hadoop is an open-source, fast, reliable, low cost, 
distributed, and scale up from the individual server to 
thousands of machines. It provides storage and local 
computations that detect and handles the failures at applications 
layer. Hadoop by default uses HDFS (Hadoop Distributed File 
System) but our proposed data model stores data in HBase on 
top of Hadoop. 

We wrote simple queries to identify different relationships 
and object of protein, gene, and diseases from the model that 
fetch the related records. These queries can easily fetch data 
according to user requirements from relevant columns of 
column families. After entering into HBase shell all operations 
on created table named 'protein data' can be applied. We write 
scan (keyword) followed by table name in single quotation 
marks to get all data entries in that table along with column 
names for every single column family. The output of applying 
scan query on HBase table is shown in Figure 3. 

  

Fig. 3. Scanning Data from ProteinData Table 
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The data can also be extracted from an entire column-
family. 'Scan' command is used to extract all cells entries along 
with column names and time stamp. For example scanning a 
particular column family named as 'DSI' (Data-Source-
integration) will result in all column names and data values in 

it. The names of columns in this column family are IDs from 
all specified databases, written as, BioGrid_id, EDS_id, 
EnGene_id, Ensembl_id, HPRD_id, IntAct_id, OMIM_id, 
String_id, and Uniprot_id as given in Figure 4. 

 

Fig. 4. Extracting Data from DSI column-family

Similarly, for 'disease' column-family, the query will be 
written as 'scan (keyword)' followed by table name and then 
'COLUMNS (keyword)' along with column family name, 

according to the syntax, to get all columns entries. The query 
results in all columns covering details of disease for particular 
genes and proteins as shown below in Figure 5. 

 
Fig. 5. Extracting Data from 'disease' column-family

Similarly to scan 'gene (G)' column family the query would 
be written as 'scan (keyword)' followed by table name and then  
'COLUMNS (keyword)' along with column family name, 
according to the syntax, to get all columns entries. The query 

results in all columns covering details of genes such as gene 
name, gene symbol, gene location, coordinates of a gene and 
gene information. The ―G‖ stands for the gene in the query.  In 
Figure 6, different genes attributes are given. 
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Fig. 6. Extracting Data from G column-family

To get details of all columns in all column families against 
a particular entity we have to specify the index for that row. For 
example ’Entrez gene/locuslink: 8797’ is used as an index to 
get all entries for this record. And it shows a separate list of all 

column families followed by a colon (:) and their column 
names that have data entries in it. The query format and its 
results are shown below in Figure 7. 

 
Fig. 7. Extracting Data of Specific Gene/Protein 
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Apache drill is an open-source platform implementing SQL 
queries on NoSQL databases that store big data. The main 
purpose of introducing this framework is to provide a standard 
language like SQL that can query big data applications’ data 
sets (that can be semi-structured and/or unstructured) stored in 
NoSQL data storage formats. Drill by default does not support 
Apache Hive and Apache HBase but we have to enable these 
storage formats in it and enable data ports on which our local 
host is working. It provides the functionality to query multiple 
data storage systems in one single query. For example, a user 
can query accountant information from HBase and event logs 
from local HDFS in Hadoop. Drill facilitates researchers with 
its datastore-aware optimizer that can automatically rebuild 
queries to leverage its datastore's internal processing 
capabilities. Apache drill also provides data locality, so keeping 
drill and datastore on same nodes can save time and provide 
faster results. 

In this model, we use Apache Drill in integration with 
Apache HBase for getting results of protein and gene 
interactions datasets. Query format for Apache Drill is different 
from HBase. For our proposed data model, drill query to get all 
entries of columns from the same column family can be defined 
so easily. For example, if we want to get gene IDs of all 
databases stored under 'DSI' column-family, we have to 
mention table name, column-family Name, column-Name from 
HBase table.  The query format and its results are shown below 
in Figure 8.     

Drill query to retrieve data from different column families 
at a time to predict different relations in our proposed model is 
shown as below. First of all, we mention 'Gene_id' as row_key 
for indexing and after that required column names are called 
using dot operator for related column families and table name. 
Query to get information of disease ID named as 'OMIM_id' 
from 'disease' column family and associated gene name from 
'G' column family is shown below in Figure 9. 

Fig. 8. Extracting Column-ID of DSI Column Family using Apache Drill 
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Fig. 9. Disease ID against Gene/Protein in Model using Apache Drill

This NoSQL data model provides the opportunity to search 
data against a particular value, from any column of one or more 
column families. For example, if we want to get gene ID 
against a specific BioGrid_id='121229' from the full table, we'll 
use 'WHERE' clause followed by data entry to get matched to. 
In this case, the query and retrieved information are shown 
below in Figure 10. 

As we have extracted specific ID of data-source column 
family and ―G‖ gene column family in HBase shell, in the same 
way, can use drill query to get sequences of a diverse type like 
FASTA, DNA and protein sequences from 'seq' column-family. 
For our data model, drill query to get all this information along 
with proteins and their related genes is given in Figure 11. 

 
Fig. 10. Extraction of Column-id from DSI column familyUsing Apache Drill
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Fig. 11. Extraction of Sequence column familyUsing Apache Drill 

We have written another drill query to show some 
important relations between gene names and protein names 
against a particular Gene_id as defined in NCBI's Entrez 
database. This query searches for gene name for a particular 

gene_id and shows the name of the protein that it makes 
interactions with. Query to extract Gene and protein names 
from ―DSI‖ (data source integration) and ―G‖ gene column 
family respectively, is shown in Figure 12. 

 

Fig. 12. Extraction of Gene_Name and Protein_Name Using Apache Drill 
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VI. CONCLUSION 

It is concluded from the above discussion that an integrated 
NoSQL data model for protein-protein, protein-gene, and gene-
disease interactions can help researchers to get insights of 
biomolecule networks. The data model can return all important 
factors that can take part for interactions such as gene ID, Gene 
name, gene location, gene code, protein name, protein 
structure, disease ID, and disease name all at one place.  The 
proposed data model provides best storage format for this type 
of data sets (that are huge, complex and unstructured) to 
overcome the limitations of relational databases. This model 
has been implemented for 8000 different entries of all defined 
interactions and obtained search results are faster end effective 
than existing data models. This data model is an organized 
compilation of genes, proteins, and diseases from all known 
available resources to relate different factors amongst them. 
Apache drill queries written for proposed data model are easy 
to implement on any biomolecular dataset of this type. Drill 
provides users/researchers an opportunity of column-wise 
querying, to get values from required column/s and non-
relating entries against that particular queried value will not be 
displayed.  Future work may involve unifying all gene-
phenotypes associations for the diseases or other important 
features such as treatment of diseases or environmental risk 
factors that cause gene mutations. 
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Abstract—Nowadays, there is a huge amount of data 

exchanged between different users; the security of the exchanged 

data has become a significant problem due to the existing of 

several security attacks. So, to increase the confidence of users 

several security techniques can be used together to enhance the 

level of security.  In this research paper a new secure system is 

proposed. The proposed system employs cryptography and 

steganography together. The combination between cryptography 

and steganography contributes in increasing the security level to 

provide a robust system that can resist the security attacks. In 

this paper, the Twofish block cipher based cryptography is 

employed to encrypt the data. The Twofish permits trade-offs 

between speed, key setup time, software size, memory, and 

security level. The steganographic algorithm employed to hide 

the encrypted data into an image is the discrete wavelet 

transforms (DWT) algorithm. Different security tests are used to 

evaluate the security and functionality of the suggested 

algorithm, such as, the peak signal to noise ratio (PSNR) analysis 

and histogram analysis. The results reveal that, the algorithm 

proposed in this paper is secure. 

Keywords—Cryptography; Twofish; DWT; Histogram; PSTN; 

Steganography 

I. INTRODUCTION 

The rapid progress in computer networks allows a large 
amount of data to be transmitted over different kinds of 
computer networks. Usually, people send personal data and 
sensitive document over these networks, moreover, military 
application, e – commerce, video conferencing and money 
transfer. All these applications are made over a non-secured 
channel. Therefore, it is necessary to have strong security 
algorithms to protect these applications from attackers and to 
satisfy authentication, confidentiality and data integrity. So, 
various security techniques can be used, such as cryptography 
and steganography, these techniques increase the confidence of 
users to use such computer networks. 

Cryptography is defined as the art of protecting the data by 
the encryption process [1]. The encryption process transforms 
the original information (plaintext) into an unreadable data 
called ciphertext. In this case, only the person who has the 
secret key can recover the original information. The 
steganography is the art of embedding data within an image or 
an audio. Usually the encryption process and hiding process 
are prepared in the transmitter while the decryption process and 
extraction process is done in the receiver. 

The cryptographic algorithms rely on using a key to 
making the encryption and decryption process, while the 

steganographic algorithms do not need a key to make the 
embedding and extracting process. Usually, there are two 
cryptographic algorithms, namely, symmetric key, and 
asymmetric key algorithms. For symmetric algorithm the 
encryption and decryption processes of the data are executed 
using the same key, one the other hand; asymmetric algorithm 
employs different key for encryption and decryption of the 
data. Steganographic systems can embed the data using, the 
spatial domain steganographic, or the transform domain based 
steganography.  Cryptography algorithm and steganography 
algorithm are coupled to design strong security systems. 

Steganographic algorithms should satisfy the following 
conditions to be useful [2]: 

a) Invisibility: it means that nobody could notice the 

difference between the images before and after applying the 

steganographic system (cover and stego images). 

b) Security: To evaluate the security of steganographic 

algorithms, PSNR can be used to measure the difference 

between the images before and after applying the 

steganographic system (cover and stego images). PSNR can be 

calculated using: 

                              1log10
2

MES

L
PSNR   

L: the maximum samples value. 

MES: mean error square. 

This research paper is introduced as follows. The previous 
study and related researches are presented in Section 2. The 
suggested system is discussed in Section 3. In Section 4, the 
simulation and the experimental results are discussed. The 
conclusion is presented in Section 5. 

II. LITERATURE REVIEW 

Several security techniques are used to ensure data security. 
Many techniques based on a combination of different security 
algorithms to improve the security of the data exchange. In [3] 
the filter bank block cipher based cryptography is combined 
with a discrete wavelet transform based steganography, so in 
addition to the encryption process, the encrypted message is 
hidden using the particular cover image to generate stego 
image. In [4] a hybrid image security framework was proposed 
by combining various security techniques together, which are 
cryptography, steganography and image compression. In [5], 
an image steganography algorithm was designed using least 
significant bit (LSB) insertion; also, the authors employed the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

359 | P a g e  

www.ijacsa.thesai.org 

RSA algorithm to execute the encryption process to generate a 
strong security system. In [6], the advanced encryption 
algorithm (AES) based cryptography was used to encrypt 
secrete data, after that, pixel value differencing (PVD) with K-
bit LSB substitution was employed to embed the encrypted 
secrete data into a true colour RGB image. In [7], 
cryptography, steganography and digital watermarking were 
combined together to produce a robust security system, where 
visual cryptography scheme was used to encrypt a secret 
image, after that, Zig – Zag scanning pattern based 
steganography was used to hide the information, then, the 
secret shares were watermarked into an image using digital 
watermarking. In [8], a secure and fast algorithm was 
proposed; it performs cryptography and steganography for the 
speech signal. In [9], a novel steganography and authenticated 
image sharing (SAIS) algorithm were introduced without a 
need for parity bits. By using this algorithm, the user can share 
a secret image into n stego-images and can reconstruct it with 
any k or more than k stego-images but not less than k stego-
images. A novel approach was proposed in [10], in this 
approach, the secret image was divided into n shares to be 
hidden in stego images, and then image watermarking 
algorithm was used to embed fragile watermark signals into the 
stego images by the use of parity-bit checking to provide 
authentication. In [11], vigenere cipher based cryptography 
was combined with least significant bit based steganography; 
this combination was employed to scramble the secret data 
firstly, then embedding it to provide confidentiality of the 
information. In [12], the encoded process consists of 
encryption and hiding, where AES was used for encryption and 
bit substitution-based steganography was employed for hiding. 

III. PROPOSED ALGORITHM 

The aim of this paper is the design of a secure algorithm 
using different security techniques. The design based on the 
combination of two powerful security techniques, these 
techniques are cryptography and steganography. So, the data to 
be sent, it should firstly be encrypted, after that it should be 
hidden using a particular cover image, then it can be sent to the 
other user. In this paper, the Twofish block cipher is employed 
to make the encryption process, and the DWT steganographic 
algorithm is used to make the embedding process. The block 

diagram of the proposed system is shown in Figure 1. Note that 
the proposed system consists of four processes which are 
encryption process, embedding process, extraction process and 
decryption process. These processes are described as in the 
following algorithm. 

Algorithm 

Input: Data to be sent. 

Output: Original data is encrypted and embedded in an 
image and recovered properly. 

Start 

1. Original data. 

2. Encryption of original data. 

3. Implementation of DWT based steganography using 
Haar wavelet. 

4. Embedding the encrypted data. 

5. Generation of stego image. 

6. Extraction of embedded encrypted data. 

7. Encrypted message generation. 

8. Decryption. 

9. Original data. 

Finish 

A. Encryption and Decryption Processes 

The encryption and decryption processes based on the 
Twofish block cipher as shown in Figure 2 [12]. Twofish is a 
symmetric cryptographic encryption algorithm. It employs 16 
rounds Feistel structure with additional whitening of the input 
and output. In this algorithm plaintext is split into four 32-bit 
words which are Xored with four key words that are called the 
whitening process. This process is followed by sixteen rounds 
and in each round the same process is repeated [12]. Note that,  

 : Bitwise xoring. 

  : 32-bit word-wise addition. 

 
Fig. 1. Block Diagram of the Proposed Algorithm
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Fig. 2. Twofish Block Cipher. 

B. Embedding and Extraction Processes 

DWT is used to execute the embedding and extracting 
process. Haar wavelet is employed to decompose the cove 
image into four coefficients or sub – images which are called 
approximation, horizontal detail, vertical detail and diagonal 
detail coefficients. The data is hidden in the vertical and 
diagonal detail coefficients to generate the stego image. So the 
embedding technique replaces the data in a given pixel with 
data in the cover image using the following algorithm. 

Embedding Process Algorithm 

Input: Encrypted information and the cover image. 

Output: The stego image. 

Start 

1. Normalisation of the encrypted information. 

2. The cover image is transformed into sub images by 

the Haar wavelet transform. 

3. Hiding the normalised data into vertical and diagonal 

detail coefficients. 

4. Applying the inverse DWT all sub bands. 

5. Denomoralisation. 

6. Stego image produced. 

Finish 
The extraction is the process of recovering the original data 

from the stego image. In this paper the extraction is done using 
the following algorithm. 

Extraction Process Algorithm 

Input: The stego Image. 

Output: The encrypted information. 

Start 

1. Transformation of the stego image by applying the 

Haar wavelet transforms. 

2. The normalised sub images are extracted from the 

vertical and diagonal detail coefficients. 

3. Normalisation. 

4. Production of the encrypted message. 

Finish 

IV. RESULTS ANALYSIS AND DISCUSSION  

To evaluate and examine the performance of the proposed 
algorithm different cover images are used, which are 
Cameraman, Lenna, Peppers, House and Baboon where the 
size of the images is 256×256 bits. The cover images are 
employed to hide the encrypted data. The encrypted data is 
generated using the Twofish block cipher algorithm, then, the 
Haar wavelet transform is applied to produce the stego image 
to be exchanged over a non-secure communication channel. To 
recover the original data, the hidden encrypted data is retrieved 
to be decrypted to obtain the original message. PSNR and 
histogram analysis are employed in this research to examine 
the security of the proposed algorithm.  

Usually, PSNR is used to measure the difference between 
the cover and stego images; it is measured in decibels (dB). 
PSNR is also used to evaluate the quality of the steganographic 
algorithm. If the PSNR of gray scale of the image larger than 
36 dB, then, nobody could notice the difference between the 
cover image and the stego image, while, if the PSNR smaller 
than 36 dB, then the human can distinguish the difference 
between the cover and stego images [13]. The value of PSNR 
is calculated using equation (1). Table 1 shows the values of 
PSNR for different cover images. As shown in Table 1, the 
values of PSNR are greater than 36 dB; so, the proposed 
algorithm is secure. 

TABLE I.  PEAK SIGNAL TO NOISE RATIO RESULTS  

Cover Image PSNR 

Peppers 54.3421 

Baboon 60.3425 

Cameraman 68.5643 

House 68.0823 

Lenna 61.7436 
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There is another method used to evaluate the security and 
efficiency of the proposed algorithm. This method is called the 
histogram analysis. In this case, it is essential to generate the 
histogram of the cover image and stego image, and then notice 
the difference of the histogram before and after the embedding 
process. If they are the same, then the embedding algorithm is 
secure, otherwise it is non-secure. In this research different 
images are analysed, so the histograms for different cover 
images are generated and compared with the histogram of their 
corresponding stego images. Figures 3, 4, 5, 6 and 7 show the 
histograms of the cover images and the stego images. Note 
that, the histogram of cover images and stego images are the 
same and do not have any significant change. So, the proposed 
system is secure and can resist the attacks and statistical 
changes. 

 
(3.1) 

 
 (3.2)            

      
(3.3) 

               
   (3.4) 

Fig. 3.  (3.1) Cover image. (3.2) Stego image. (3.3) Histogram of cover 

image. (3.4) Histogram of stego image. 

  
(4.1) 
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(4.2) 

 
(4.3) 

                                                               
(4.4) 

Fig. 4. (4.1) Cover image. (4.2) Stego image. (4.3) Histogram of cover image. 

(4.4) Histogram of stego image. 

 
(5.1) 

 
(5.2) 

 
(5.3) 
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(5.4) 

Fig. 5. (5.1) Cover image. (5.2) Stego image. (5.3) Histogram of the cover 

image. (5.4) Histogram of stego image. 

    
(6.1) 

 
(6.2) 

      
(6.3) 

                 

    
(6.4) 

Fig. 6. (6.1) Cover image. (6.2) Stego image. (6.3) Histogram of cover image. 

(6.4) Histogram of stego image. 

     
(7.1)    
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(7.2) 

            
(7.3)  

       
(7.4) 

Fig. 7. (7.1) Cover image. (7.2) Stego image. (7.3) Histogram of the cover 

image. (7.4) Histogram of stego image. 

V. CONCLUSION 

In this paper, Twofish block cipher and DWT based 
steganography are combined together to generate a new 
algorithm which can provide a high security model. Twofish 
based cryptography is used to make the encryption process to 
the data, it provides the security and speed of the system. Haar 

wavelet transform based steganography is used to embed the 
encrypted data into a cover image to provide the security level. 
PSNR and histogram analysis were employed to evaluate the 
security of the suggested system. As shown in the results, all 
the values of PSNR using various cover images are larger than 
36 dB, this means that, the hidden data is invisible. Also the 
histograms of the cover images and the stego images are 
similar to each other. This proves the security and efficiency of 
the suggested algorithm. In conclusion, this research paper can 
be considered as a base for further research in the field 
involving authentication, watermarking and keystroke.  
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Abstract—With the growing advancement of science and 

technology, research has become the vital step in every 

educational field. This research survey sheds light on the 

methods of de-identification and anonymisation for protecting 

the privacy of the patients, practitioners and nurses. Researchers 

require huge amounts of patient data for carrying out different 

analyses. Patient information must therefore be preserved while 

ensuring that the applied privacy policies do not render the data 

less valuable. De-identification and anonymisation techniques 

masks the patient identity through various methods such as 

suppression, randomisation, shuffling, creating pseudonyms, 

generalisation, adding noise, scrambling, masking, encoding and 

encryption, etc. The dataset having critical information is called 

protected health information (PHI) through which an individual 

can be identified. Thus, PHI must be preserved through an 

appropriate means to make data valuable and at the same time, 

protect the data from hackers. This paper presents the 

importance of securing PHIs in Pakistan by analysing the results 

of an awareness survey. 

Keywords—Anonymisation; De-Identification; Protected health 

information; Patient data 

I. INTRODUCTION 

As in the case of all other fields of study, research is 
increasingly being done in the field of healthcare also. 
Researchers now work on evidence-based studies for which 
they require real world data sets. In the field of heath care, such 
data sets contain original patient medical cases. To maximise 
the utility of contained information, the data needs to be in a 
readily useful form. In addition, protection of the information 
is also critically important. This is because the information 
contained in such data sets could be leaked as data breaches 
and then such data could be used for false purposes. Data must 
thus be presented in de-identified/anonymised form in order to 
protect privacy of the patient without disclosing any 
identifiable information of the patient and other related 
personnel. When it comes to the healthcare domain, sharing of 
data without any ethical review can cause serious 

consequences. This is because, generally speaking, every 
individual is concerned about his/her personal health 
information and do not want to share it with anyone other than 
his/her healthcare professional. In parallel to this fact, it has 
also been observed that patient‟s data is a very useful source to 
develop decision making systems by applying artificial 
intelligence techniques. This data can provide unseen facts and 
can be of great help for researchers in predicting useful 
information in healthcare domain. 

De-identification is the technique to remove identifiers 
form patient records, thus minimising the risk of unintended 
disclosure of personal information. On the other hand, 
Anonymisation is the method of de-identification through 
which data cannot be reverted to its original form [5]. In order 
to secure patient‟s health information researchers have 
developed automatic systems to secure data for research 
purposes (Neamatullah, 2008). 

Protected health information (PHI) has been described as 
the evidence with the help of which an individual can be 
recognised [1].  HIPAA (Health Information Portability and 
Accountability Act) Privacy Rule from the US Department of 
Health and Human Services is the principal recommendation 
for de-identifying personal health information (PHI) 
(TransCelerate 2013). HIPAA provides eighteen standard PHI 
categories for the de-identification of clinical data which are 
used in place of original data [5]. 

This paper discusses various methods of de-identification 
and anonymisation providing privacy to patient‟s personal 
information and minimising the risk of data being leaked while 
ensuring that the data is available to the public in its most 
utilisable form. 

The format of this paper is made such as this section is 
followed by the literature review that contains summary of 
research articles of the related domain followed by a section 
pertaining to an awareness survey conducted for the given case 
study. Finally, case study is summarised and concluded in the 
closing sections of this paper. 
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II. BACKGROUND TO DESIGN SURVEY 

HIPAA is the main act given by the US government for 
preserving privacy of patient clinical data. The main work 
discussed in the following text summaries how real patient data 
is converted into encoded form through the use of eighteen 
categories described by the HIPAA privacy act. These 
categories mainly include the names, age, zip codes and IDs, 
etc. These categories are either removed or set as blank through 
different de-identification techniques to make data 
unrecognisable to a researcher using the data. Thus, in this way 
privacy is preserved and data is made indistinguishable as well. 
In this section, we have discussed the summary of each article 
that was selected for research survey to cover the section of 
individual articles summary review. This research survey 
would circulate around the idea presented in these articles. 
Table 1 contains the lists of these articles. 

TABLE. I. ARTICLES SUMMARISED 

Sr 

No. 
Articles considered to design survey  

1. 
Practical Implications of Sharing Data: A Primer on 
Data Privacy, Anonymisation, and De-Identification. 

2. 
HIDE: An Integrated System for Health Information DE-

identification.  

3. 
Data De-identification and Anonymisation of Individual 
Patient Data in Clinical Studies- A Model Approach. 

4. 

An Intelligent Framework for Protecting Privacy of 

Individuals  

Empirical Evaluations on Data Mining Classification. 

5. 

An Innovative Approach for the Protection of Healthcare 

Information Through the End-to-End Pseudo 

Anonymisation of End-Users. 

In the first paper used for designing the survey, the 
importance of protecting healthcare data has been a major 
concern. Healthcare data is vulnerable to data breach because it 
is easier to target. Healthcare data can be used to file false tax 
returns, open lines of credit, or claim medical benefits or to 
acquire prescription [3]. 

Protection of data must be done on the basis of sensitivity 
of data. Protected data within firewall is no longer considered 
as protected and secure to use. 

In the struggle to make healthcare data protected, HIPPA 
privacy rule has been practiced in the US. HIPPA protects 
healthcare related information by either outlining appropriate 
uses and disclosures of PHI or as authorised by the individual 
subject of information. 

HIPPA uses two mechanisms: HIPPA safe harbour method 
and statistical or expert determination methods. 

HIPPA safe harbour requires removal of eighteen data 
elements from data to be de-identified without destroying the 
key of hidden identifiers. This method is not suitable for 
protecting data against advanced methods of re-identification. 
On the other hand, expert determination or statistical method 
requires finding professionals experienced with the rules 
governing identifiable information. 

To make our data more secure, we must use appropriate 
techniques of de-identification. Identifiable of data is measured 
in order to make our data accessible yet securing the individual 
identities. Data identifiability model have 5-levels such as:  

Level-1: Readily identifiable data.  

Level-2: Masked data contains modified „identifying‟ 
variables through randomisation and creating reversible or 
irreversible pseudonyms.  

Level-3: Exposed data contains masked identifying 
variables as well as quasi-identifiers.  

Level-4: Managed data contains least personal information.  

Level-5: Aggregate data that cannot physically identify 
individuals. 

De-identification and anonymisation are the methods used 
to protect personally identifiable data. De-identification 
focuses on removing identifiers from data set to minimise the 
risk of exposure of personal identity and information, while 
anonymisation is a process where fields that relate to 
individuals are removed from data set so that it cannot be 
linked back to original data set (TransCelerate 2013). 

De-identification methods involve the demarcation of direct 
and quasi-identifiers in order to apply appropriate technique. 

Continuous control of privacy is to be done through pro-
activeness. In practice, researchers tried to cover typical 
process to overcome the gap like training of HIPPA, Access 
control of data, DBA training and such type of learning to 
enhance security. 

There can be many breaches like using GPS system, 
position can be determined if one used GOOGLE API, 
unencrypted data recovery, online communication used for 
data transfer, etc. Such activities happen on daily basis so 
keeping track and identifying such data and measures against it 
should be done to make the data maximally secured. These are 
the main methods of protection like physical protection, 
encryption or cryptography, password management, protected 
data. 

De-identification of both structured and unstructured data is 
reported by Sweeny. The major hurdle in data anonymisation is 
preservation of identifiable information while giving 
sufficient/optimal information to researches.  This work shows 
that removing identifiers was not useful as it was linked to 
attacks [7]. Privacy protection was provided by using 
techniques such as generalisation, suppression (removal), 
permutation and swapping of certain data values, all following 
k-anonymity dominantly [1]. 

Other efforts of data de-identification include de-
identification of medical text document that focuses on subset 
of HIPPA identifiers (e.g. name only). Some efforts focus on 
differentiating protected health information from non-protected 
health information. 

HIDE is a prototype system for de-identification of 
structured and unstructured data. It is a two-step system. It 
involves data linking, in which structured person centric 
identifiers view is generated in which identifying attributes are 
linked to each individual. Identification and sensitive 
information extraction is the next component which used 
named entity extraction technique specifically conditional 
random fields (CRF) that extracted identifying and sensitive 
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information form unstructured data efficiently [4]. 
Anonymisation involved suppression and generalisation of 
identifiers view through different option of full, partial or 
statistical de-identification based on k-anonymisation [7]. 

Protected health information (PHI) is defined by HIPPA as 
individually identifiable health information [1]. Identifiable 
information means data through which an individual‟s identity 
could be traced. Personal identifiers include both direct 
identifiers and indirect identifiers. 

Privacy models of de-identification have three forms: 

 Full de-identification is done if all the identifiers are 
removed. As a result, it becomes nearly impossible to 
identify individuals in the data. 

 Partial de-identification: According to HIPPA, 
suppression of direct identifiers is done and indirect 
identifiers are left unchanged. 

 Statistical de-identification: In this privacy model as 
much privacy is protected as possible in such a way that 
it is sufficient to use for research purposes as it provides 
most of the useful data while optimising security to 
patient information. 

The framework presented in this paper has number of 
components that were de-identified from heterogeneous data 
space using advanced anonymisation. Firstly, data is processed 
through data linking and identifying sensitive information 
simultaneously in cyclic form. This is followed by 
anonymisation to get the output. All of the HIPPA attributes 
are used for de-identification. 

The technique used in this paper for extraction of attributes, 
is built on training data set produced by tagging done through a 
tagging software. In the second step, classification of terms 
was done. In the third step, data was processed for extraction. 
Unique function of this work is iterative process using one 
hundred pathology reports for experiment. The reports were 
tagged manually with identifiers like name, medical records, 
date of birth and age. After checking the accuracy, data was 
retagged as and when required. Lastly, the data was linked with 
de-identification through k-anonymisation [1]. 

In this paper individual patient data (IPD) is protected 
through the use of techniques such as Safe harbour method in 
addition to expert determination methods. The approach 
outlined here in this paper is primarily based on the enhanced 
safe harbour method [8]. 

Both these method follows a general principle of 
recognising the direct and quasi-identifiers as the first step and 
then applying the appropriate de-identification technique. 

De-identification begins with the process of de identifying 
identifiers; individual privacy is maintained by 
generating/creating a new random code. The investigation is 
also given a new random code and participants from one 
investigator are assigned the same code to maintain 
relationship between them. All contact numbers and names are 
removed. In case of extension of main study, both the main 
study and its extension must utilise the new random code 
generated. 

Dates present in any dataset are de-identified using two 
methods namely “offset date” and “relative study date”. In 
offset date method, all the dates such as visit date, date of birth 
and date of adverse events are replaced with a new date for 
each participants. Complete study could be given a single new 
date but in order to achieve better privacy it is recommended to 
assign a new date to each individual. 

In the relative study date method, the date of birth and age 
must follow the HIPPA privacy rules using the safe harbour 
method. Any age less than 89 years must be displayed through 
variable and anonymised age is greater than 89 years. 
Categories can also be made using a five year class gap such as 
<25 years, 25-29 years, 30-39 years, 85-89 years, >89 years, 
etc. Medical dictionaries are used by data providers to code 
diseases and medications. A medical dictionary such as 
MedDRA is used for adverse events and diseases. On the other 
hand, WHO drug dictionary is used for medication widely. 

MedDRA allows all five levels of coding including system 
organ class, high-level group term, preferred term and lowest 
term. WHO Drug provides trade names and ingredients 
encoding medication. 

Data providers must mention name and version number of 
each dictionary that is used so that a researcher can use suitable 
dictionary to code data set. Extra attention must be given to 
lowest level terms and product names of low frequency as they 
need more appropriate/proper aggregation to maintain privacy. 
In order to secure the privacy of free-text verbatim fields, de-
identification is done in such a way that the original data set 
containing personal information is anonymised and written in 
the form that reflects original context of the document. This 
can be done by replacing personal information with data which 
do not reflects identity of any individual. 

Data that contains rare diseases, rare vents, genetic 
information, extreme values (height, weight, BMI) or sensitive 
information must be mentioned as “redacted” or alternative 
techniques such as “adding noise” (offset method for dates) or 
aggregating data (defining age bands) is recommended to 
preserve patient privacy with maximum data utility for 
researchers [8]. 

Quality control is the main game changer of the whole de-
identification technique. Data provider must confirm the de-
identification method before the key identifier is removed 
because it cannot be reverted once lost. 

Enhanced save harbour approach works to remove all of 
the eighteen HIPPA identifiers as well as additional 
information. Thus providers must not rely on automated system 
of de-identification and manual reviews must be done. 

The paper highlights the need for patient privacy through 
utilisation of advanced technologies such as data mining 
specifically “Privacy preserving data mining (PPDM).” Privacy 
can be labelled as “distributed” and “centralised” according to 
privacy preserving data mining technique [6]. 

In case of distributed privacy, data is not published and 
only the required final output is achieved as end result. Privacy 
is preserved through the use of cryptogenic techniques. In case 
of centralised privacy, data is circulated to public after it has 
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been handled through various techniques including, 
anonymisation, perturbation, condensation, randomisation and 
fuzzy-based method. Although the data is not encrypted, 
protection of patient data before data is being published to the 
public is a prime concern. Generalisation technique shows its 
effects on every data field causing data accuracy issue. On the 
other hand suppression technique alters few tuples of the table 
thus rendering data incomplete. K-anonymity is the most 
authentic technique among all other techniques to preserve 
patient privacy [7]. It is based on generalisation and 
suppression which can overcome the problems of linking 
attack. The major drawback of prevailing algorithms is that 
these can cause information leakage due to accuracy and 
completeness of data. Secondly, the background knowledge 
attack cannot be handled in this case [6]. 

Privacy preserving data mining thus implemented adaptive 
utility-based anonymisation that has the ability to fight 
disclosure risk. The table created is called micro-data table. It 
has four attributes as follows. 

 Explicit identifiers: These can instantly identify the 
individual such as name, ID, etc. They are usually 
hidden or their values are hidden. 

 Quasi Identifiers: These when attached with the other 
information can identify an individual e.g., Date of 
Birth, Gender, etc. 

 Sensitive attributes: These are person specific sensitive 
information; For instance, disease, income, etc. 
Protection of this attribute is the major focus of privacy 
preserving data mining. 

 Non-sensitive attributes: When leaked, this attribute 
presents no problem, thus are least useful for attackers. 
Several attacks can be done on data. Few are discussed 
in the following text; 

Linking attacks occurs when attackers recognises 
individual sharing information in many public data bases. 

Homogeneity attack: occurs when there is lack of diversity 
in sensitive attribute. 

Background knowledge attack: occurs when attackers 
already have some background knowledge about an individual.  

The adaptive utility- based anonymisation (AUA) model 
works to overcome these attacks. It works on 2 step namely 
filtering based on association mining and anonymisation based 
on the utility of data. 

Filtering involves dividing QI data set into frequent QI set 
and non-frequent set. Non-frequent attributes set are more 
prone to disclosure risk. Anonymisation based on utility of data 
generates different groups of anonymisation models following 
suppression mostly rather than generalisation [6]. 

Experimental setup involved generation of anonymised 
version of data with user preference having four different 
attributes. These attributes were checked through classifiers 
naive bayes, Zero R and random forest. Among which Zero R 
gave best results. The study proves that adaptive utility based 

anonymisation (AUA) method is effective for privacy 
presentation providing minimum disclosure risk of individuals. 

Data protection and maintenance of anonymity is of 
paramount importance in healthcare system. It is a major 
challenge that is faced on daily basis and needs to be 
continually addressed. Authors presented an idea based on the 
conceptual architecture and approach of SHIELD. SHIELD 
was deployed within the framework of FI-STAR (Future 
Internet Social Technological Alignment in Healthcare) 
project. It was also included in the FI-STAR project 
consortium [2]. 

As presented by Gouvas, SHIELD targets the protection of 
healthcare data through the pseudo-anonymisation of the end-
users. The paper has repeatedly highlighted that SHIELD is a 
novel network as well as software architecture that provides 
high quality pseudonymised context-aware services. The paper 
mainly highlights that SHIELD will give a holistic framework 
that will guaranty anonymity of end-users as well as protection 
of personal data. Furthermore, the paper presented that if 
SHIELD is used it will provide value added services that will 
not only hide the identity of the end-user but will also 
implement security of logging and will keep a check on all 
access to healthcare services and applications. Moreover, it will 
give authority to the parties to resolve the association between 
real identity and pseudonym. Finally, the paper concludes by 
mentioning that within the FI-STAR and FI-WARE platforms, 
SHIELD software and architecture can be used to provide 
advanced pseudonymised services that will support the 
protection of data in healthcare. 

III. SURVEY PREPARATION 

The methodology opted to adopt after critically analysing 
the literature review presented above was to identify the 
implementation of de-identification and anonymisation 
techniques on the health care system of Pakistan so that the 
researches going on in Pakistan or being done on the data 
obtained from Pakistan, used by foreign researchers could be 
as effective as possible maintaining maximum data protection. 

To check the possibility of implementing the data de-
identification and anonymisation techniques, authors first 
generated the idea to determine whether the general, 
professionals or personals had known about this technique or 
not. To build up this initiative, a survey questionnaire was 
generated containing various questions which helped me to 
generate my consensus about how much percentage of people 
knew about this specific technique or how much of them had at 
least an idea about it. 

The design survey questionnaire contained 20 questions 
which had been asked some responsible professional personnel 
such as doctors, IT professionals and paramedical staff etc 
about their knowledge regarding general concepts and ideas 
about HIPAA and PHI.  Eighty survey questionnaires were 
collected and analysed to conclude the awareness of de-
identification techniques before sharing personal health 
information with the research community in Pakistan. These 
questions mainly focused on the awareness of data protection 
and privacy of any individual. Researchers and professionals 
that are working with any human-related information were 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

 

369 | P a g e  

www.ijacsa.thesai.org 

investigated about how they keep data about any individual and 
what are the consequences of sharing personal information 
with/without anonymisation. 

IV. RESULTS AND DISCUSSION 

The results obtained after inspecting the survey 
questionnaire being filled by different professionals, we came 
across the decision that among the respondents most of them 
were not able to understand what HIPAA and PHI were 
exactly. Very few of the respondents knew about HIPAA as 
shown in Fig. 1. In their opinion data de-identification and 
anonymisation was a great way of making health care data 
valuable as well as sustaining the data from any security threat. 

 
Fig. 1. Awareness percentage score of conducted survey 

HIPAA is basically an act pursued in the USA to safe guard 
the privacy of patient health care data used in the research for 
the purpose of scientific development. HIPAA is an 
international standard that is helpful for researchers in the 
USA. Through this system a researcher could access patient 
data and can utilise it without being fearful about the leakage 
of any data [5]. 

Since it is an effective and successful method of data de-
identification, it is explicit for this system to be deployed in 
Pakistan so that it could also be useful in the local setup. 

Very few renowned institutions contain Ethical Review 
process before sharing data with any external organisation but 

mostly limited to paper work. For the implementation of this 
system in developing country such as Pakistan, first step is to 
educate the professionals and researchers about this act, 
importance of data protection; how this act works, what its key 
benefits and how it be beneficial for them as well as how our 
data could be utilisable for research in other countries. Sharing 
of data with foreign researchers would be a great step towards 
the success and achievement of any educational as well as 
developmental program in our country in collaboration with 
the foreign world. 
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Abstract—To precisely identify gene associated diseases has 

been an open area of research for biological scientists to ensure 

clinical and psychological symptoms and treatment for human 

diseases. Because whole Human Genome is defined now it is the 

next step to find all necessary possible factors from such a 

complex data set that cause gene mutations and hence lead 

inherited and/or non-inherited diseases. So our research 

implementation combines all important factors from different 

biomolecular data sources to make one integrated data set and 

defines new relationships among these factors for gene associated 

disease/s that were not present in existing platforms. This paper 

presents a novel query model for NoSQL data storage that can 

help researchers to visualise relationships among gene factors 

and two new factors termed as “causative factors” and 

“drugs/treatment” for associated diseases. Since no data source 

applies graphical querying for gene associated diseases, our 

proposed novel cypher query model can help researchers to 

deeply analyse data set and get results in an efficient manner. 

The proposed query model writes novel cypher queries for this 

research domain on a graphical data model implemented in 

neo4j, which is a NoSQL (Not Only Structured) database. Use of 

NoSQL database and NoSQL query language has overcome 

certain limitations of relational databases, the existing data 

platforms had to cope up with. This paper gives a new suitable 

data storage format and effective data search queries for large, 

complex, semi-structured and multi-dimensional gene associated 

diseases data set to efficiently define new relationships among 

factors format to open new horizons of research. 

Keywords—Cypher queries; NoSQL; data model; Gene-disease 

associations; Causative factors; Drugs/treatment 

I. INTRODUCTION 

The Human body Genome is made up of millions of cells 
that normally perform some pre-defined function for our daily 
survival. In each cell, a molecule named Deoxyribonucleic 
acid (DNA) is present that carries heredity information in all 
living organisms. This heredity information is called genetic 
code or gene structure that is a proper sequence of four 
nitrogenous data bases named as adenine (A), thymine (T), 
guanine (G), and cytosine (C). In each cell there exist 23 pairs 
of chromosomes where chromosomes are tightly enclosed 
DNA containing bit-level details of genetics. Out of 23 pairs, 
twenty two are termed as „autosomes‟ and one pair is named 
as „sex chromosome‟, responsible for transfer of gene code 
information from one generation to its offspring. A gene is a 
specific part of a chromosome that exists at some particular 
location and performs specified functions in all organisms. A 

gene can have so many alternative forms called „allele‟ of a 
gene. Every human being can inherit only one allele of a gene. 
Allele of a gene can result in different physical traits such as 
eyes colour, hair colour and the shape of body parts etc. 

Gene related diseases occur when any change in the gene 
code at chromosome level, gene level or allele level causes 
mutation/disorder of genetic code thus resulting in 
dysfunctional gene behaviour. These mutations are 
responsible for many inherited and non-inherited diseases in 
all living organisms. But particularly focusing diseases in 
humans associated with genes may involve a complex 
interaction of one or more genes with another gene, with 
single or combination of alleles and/or may be with some risk 
factors and causative factors. The risk of acquiring disease 
because of above mentioned causes is known as genetic 
susceptibility. Gene susceptibility can vary because of 
environmental factors for an existing life. Environmental 
factors such as exposure to radiations, chemicals, and sunlight 
can increase or decrease chances of gene mutations in a 
certain geographical area. Gene susceptibility conditions that 
can increase or lessen the potential for a disease are the latest 
research topics. A gene‟s code gives instructions to cell for 
making a specific protein and its production amount. Protein-
protein interaction is also the latest research area to find gene-
disease associations. 

While working on gene-disease associations different data 
analytics techniques have been implemented by the 
researchers. As described in [1], G2D tool is web 
implementation used for finding gene associated diseases. 
This tool has worked on OMIM database and applies data 
mining algorithms to relate diseases with genes. In [2], 
microarray technology has been used to study gene expression 
profiles for Alzheimer‟s disease. In [3], sequence analysis of 
gene is used to study infectious disease. In [4], an analysis of 
amplified DNA sequences is used to study genetic diseases. 
However all of these techniques have used data sets from 
relational databases and apply different techniques on them. 

In our research implementation we have introduced a 
novel way to relate gene-disease associations. We have made 
an effort to combine data from different research centres 
across the globe working on genomics and genes functions 
such as National Human Genome Research Institute 
(NHGRI), National centre for Biotechnology Information, and 
World Health Organisation (WHO).  
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Objectives of this research work are: 

 To introduce graphical NoSQL unified data model that 
combines necessary factors from previous work 
implementations. 

  To add some additional factors that can relate to gene-
disease associations. 

 To write effective cypher queries for finding new gene-
disease associations. 

 To relate „causative factors‟ of a disease and suggest 
suitable „drugs/treatment‟ to cure that disease. 

Section 2 is a literature survey of some online available 
resources that store details of genes vs. diseases. This section 
covers all features provided by these publicly available data 
sources that can be used for research purposes. Section 3 
includes data model that storage format of data set in NoSQL 
database using Neo4j. Section 4 describes novel queries for 
such a complex and large sized gene-disease association data 
set that has more than 100000 data entries to extract useful 
information from. This section describes fast and effective 
search queries that visually relate important factors for 
associations. 

II. RELATED WORK 

There have been many different platforms that has stored 
data sets relating to gene associated diseases in the form of 
relational databases and provided online as well as some 
offline tools. All biomolecular data was available in the form 
of large databases at some websites covering protein domains 
such as protein-protein interactions, genes ontology, tissues 
expressions, and gene expressions at different platforms.  Wu, 
et al. 2012, has described in [5] that BioGPS is a centralized 
system built to aggregate distributed gene annotation 
resources user customisability options. However this system 
provides a publicly available web portal named 
„MyGene.info‟ in which a gene query returns a list of 
canonical gene identifiers e.g. (NCBI Gene or Ensemble Gene 
IDs). This database helps users to discover gene centric 
resources only. Brown, et al. 2015, in [6] has provided insights 
of National Centre for Biotechnology Information NCBI‟s 
Entrez Gene Database for gene-specific information. This 
database keeps entries for sequence analysis of genomes, as it 
uses NCBI‟s Reference Sequence project (RefSeq). The data 
store includes nomenclature, genomic location, phenotypes 
and links to citations, sequences, variation details, maps, 
expression, homologs, and protein domains. Consortium, 
2010, in [7] has provided a database named UniProt as a 
universal annotated protein sequences resource with querying 
facilities to help research community. UniProt is made up of 
four major parts. One is UniProtKB or UniProt 
Knowledgebase that has all protein information and a 
reference to all sources from which it is collected. Second is 
UniParc or UniProt Archive that contains history of all protein 
sequences. Third is UniRef or UniProt Reference Clusters that 
increase search speed for sequences by finding synonyms 
based upon sequence identity. Fourth part is UniMES or 
UniProt Metagenomic and Environmental Sequences database 
being updated for metagenomic data. Baker, et al. 2012, in [8] 

has integrated functional genomics in a web based system 
known as GeneWeaver. This web based system is powered by 
the Ontological Discovery Environment and this platform 
helps users to query different biological functions and their 
relations with genes. For example if a researcher wants to 
search a particular term the result includes all meta-data fields 
such as descriptions, publication information and NCBO 
Annotator [9] and Disease Ontology [10] terms. Liberzon, et 
al. 2011, in [11] has defined MSigDB that is another database 
for well-annotated gene sets showing all related biological 
processes. When user enters a query the result is a seven gene 
set collections. C1: for genes present in the same 
chromosome, C2: set of gene showing canonical pathways, 
C3: is for genes sets that share cis-regulatory motifs, C4: gives 
clusters of co-expressed modules for a large gene expression, 
C5: shows sets of genes relating to GO terms, C6: shows 
oncogenic signatures, and C7: lists immunologic signatures. 
Zambon, et al. 2012, in [12] has given a solution for pathway 
analysis of species, identifiers, gene sets and ontologies named 
as GO-Elite. GO-Elite takes benefits from the structured 
biological ontologies to show a minimum set of non-
overlapping terms. This system provides enlists genes, 
phenotypes, diseases, pathways, and biomarkers with 50 IDs 
for more than 60 species. Barrett & Edgar, 2006, in [13]   has 
introduced The Gene Expression Omnibus (GEO) repository 
at the National Centre for Biotechnology Information (NCBI) 
distributes gene expression data generated by DNA 
microarray technology. This web interface provides effective 
query searches and visualisation of data at individual gene 
levels. Kanehisa & Goto, 2000, in [14] has described KEGG 
(Kyoto Encyclopedia of Genes and Genomes) database that 
systematically analyse of relating genomic information with 
gene functions. A separate GENES database is introduced 
which keeps collection of indexed gene for all sequenced or 
partially sequenced genomes with annotation of gene 
functions. Rouillard, et al. 2016, in [15] has given a detailed 
description of database named “Harmonizome” which has 
gathered data from over 70 major online resources and mine 
gene based knowledge. However the datasets are stored in a 
relational database. In the tables of a relational data storage 
system the genes names are rows and their corresponding 
biological entities are columns. Huang, et al. 2009, in [16] has 
given a systematic analysis of gene lists using DAVID bio-
informatic resources. This research work was aimed at finding 
biological semantics from large gene and/or protein lists using 
data sets and analytical tools on them. Data mining techniques 
has been used in DAVID to analyse genomic experiments. 
Bonifati, et al. 2003, in [17] has introduced that mutations in 
gene DJ-1 can associate to PARK7, which is a kind of human 
Parkinsonism. The authors have proven that loss of DJ-1 
function results in neuro-degeneration. Moreau & 
Tranchevent, 2012, in [18] has described that statistical 
analysis of genes and proteins is required while integrating 
heterogeneous data sets. The authors have worked on 
expression data, sequence information, functional annotation 
and biomedical literature to rank genes and proteins because 
of limited resources. Lamb, et al. 2006, in [19] has introduced 
relation among genes, diseases and drugs. The authors have 
experimented cultured human cells along with pattern 
matching software to map molecules, genes and diseases. Teri 
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et al. 2008, in [20] has launched a project with the name of 
HapMap to enlist human genetic variations and their 
association studies to common diseases. This study has proven 
a great help in finding new research areas in pathophysiology 
of common diseases. Chen, et al. 2013, in [21] has integrated 
an open source, data store for long-non-coding RNA 
(lncRNA) and its associated diseases (LncRNADisease). This 
study mainly focuses on candidate lncRNA to find associated 
disease and its prognosis. The authors worked upon 480 
experimentally supported lncRNA entries that associate to 166 
diseases. Cookson, et. al. 2009, in [22], has worked on 
variations in gene expression and genome-wide gene 
expressions that can be mapped to understand complex 
diseases. It is concluded by the authors that gene mutation can 
help relating different gene factors that result in different 
quantitative level expressions. Clarke, et al. 2009, in [23] has 
found a relationship of genetic variations with lipoprotein 
level that can cause coronary disease. An increased level of 
lipoprotein is a high risk factor for heritable coronary artery 
disease. Özgür, et al. 2008, in [24] has gathered a data set that 
provides good candidate genes to get efficient experimentation 

on associated diseases using predictive analysis. The authors 
have implemented data mining based upon dependency 
parsing and support vector machines on a small available gene 
vs. disease data set to conclude genes most likely to cause 
associated disease. Little, et al. 2002, in [25], has proposed 
genotype study of genes for full human genome can be used to 
get gene-disease associations. Joshua et. al, 2010, in [26], has 
introduced PheWAS that determines phenome-wide scan can 
be better used for gene–disease associations. 

III. PROPOSED QUERY MODEL FOR NOSQL DATA STORAGE 

FORMAT IN NEO4J 

Based upon literature review it is observed that different 
publicly available data sources target different factors to 
determine diseases associated with any particular gene. So 
there is a need to get a unified data set containing all necessary 
factors to get all gene-disease associations. A comparative 
analysis of some known relational databases is done to get 
targeted factors of those data stores related to genes and 
diseases. Table 1 shows results of online databases when 
searched for a particular gene name or gene ID. 

TABLE. I. COMPARATIVE ANALYSIS OF AVAILABLE GENE ASSOCIATED DISEASES DATABASES 

 

MyGeneinfo is an online data storage system that helps user 

to choose GeneID, scopes such as NCBI Gene database or 

Ensemble Gene IDs, one or more out of nine species, 

number of results, field terminator for files, ascending or 

descending order of fields returned, etc. and can email this 

matched gene results in the form of .csv file to a user email 

ID. This database is totally genes based for nine common 

species (human, mouse, rat, fruitfly, nematode, zebrafish, 

thale-cress, frog and pig).  

javascript:;
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NCBI‟s Entrez Gene database provides gene associated 

diseases when searched for a particular gene name or a gene 

id. It also provides some additional content such as 

nomenclature, genomic location, phenotypes, links to 

citations, sequences, variation details, maps, expression, 

homologs, and protein domains. For example we searched 

for gene name = “MEFV” and it returned 117 results that 

include gene description, chromosome to which it belongs, 

aliases names and MIM database record ID. 

 

UniProt is a database for annotated protein sequences, that 

provides full protein name, gene names that make this 

protein, organism to which it belong, entry name, length etc. 

it provides user customized options to select fields that a 

user or researcher want to see and exclude the remaining 

fields. For example when searched for a protein “tubulin” it 

showed 86474 results for genes names in all organisms that 

exist.   

 

GeneWeaver is a data storage system that helps researchers 

to get relation of different biological functions with genes. 

For example if we search for a gene named “MEFV” it 

shows all meta-data fields such as descriptions for all alleles 

of the gene, publication information, NCBO annotator and 

associated diseases ontology terms. 
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MSigDB that is another database management system for 

well-annotated gene sets. This storage system results in 

seven gene-sets for each query and displays all related 

biological processes. It provides information about gene 

name, gene id, description of the gene, collections, organism 

to which it belongs etc. 

 

NCBI‟s The Gene Expression Omnibus (GEO) repository 

distributes gene expression data generated by DNA 

microarray technology. This data storage system shows gene 

annotation, organism, associated disease name, organism, 

reporter, data set type, etc. and visualisation of data at 

individual gene levels. 

 

KEGG (Kyoto Encyclopedia of Genes and Genomes) 

database provides information at genomic level and analyses 

gene function relating to genomes. We tested the database by 

entering gene ID=4210 and it showed gene name, gene 

description, organism, diseases, and other databases 

references. 
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Harmonizome is considered as latest work done for gene 

associated diseases data set that has gathered data from over 

70 major online resources and mine gene based knowledge. 

The data is stored in the form of relational database and it 

shows limitations as the data grown bigger and distributed. 

A user can only search using gene name as it is the row key. 

When we searched gene name= “LPL” it shows protein 

name the gene encodes, organ names where that protein is 

expressed and disease description that can be associated to 

mutation in LPL. 

The comparative study of above mentioned web platforms 
shows that not only an integration of factors is required to get 
insights of gene-disease associations but also some important 
missing factors can be related while working for gene-disease 
associations. In our data set these missing factors are termed as 
„causative factors‟ of a disease and „drugs/treatment‟ to cure 
any diagnosed disease. Adding these two factors to get gene-
disease associations in our data set opens up a new research 
area to find relation among causative factors themselves and to 
help in suggesting drugs for that particular causative factor.  
Relational databases on the other hand, for storing such a 
complex, multidimensional, huge sized, distributed data, show 
certain limitations that need to be addressed. Since no work 
has been done for storing this type of data sets in NoSQL 
databases we proposed data model for Neo4j to introduce new 
queries for this type of data sets. These queries can return 
fastest, comprehensive and effective results for 
multidimensional big data and can define relationships among 
different factors that have an association with another. Neo4j 
is the latest NoSQL graph based technology for data storage. It 
stored data in the form of entities and relationship between 
them. It is java based, highly scalable, reliable, network 
structured database service that uses object oriented Java API 
and property graph data model in which relations are class 
objects. CYPHER is the query language (CQL) used by Neo4j 
for user queries. 

Our research implementation has two major parts. One is 
the data storage format for gene-diseases associations‟ data set 
and the other is writing novel queries for researchers to work 
upon these lines. This implementation provides researchers a 

conversion from natural language to cypher queries. First of 
all we integrated the required data for gene associated diseases 
from multiple resources available online. The data set includes 
gene name, gene identity, aliases of gene, description of the 
gene, gene category, number of SNPs (variations in diseases), 
disease id, disease name associated, description of the disease, 
chromosome of gene, position of gene in chromosome, 
alternative lengthening of tolemere (ALT) of a gene, causative 
factors of a disease and drug families that can be suggested. 
Using Neo4j we implement gene associated diseases data set 
in graphical form. Our proposed data model in Neo4j defines 
four entities „Genes‟, „Diseases‟, „Causative Factors‟, „Drugs‟ 
with their possibly defined attributes such as Gene ID (gid), 
Gene Name (gname), Gene category (category), Gene 
Description (g_description), Chromosome to which gene 
belongs, chromosomal position of a gene (pos), Alternative 
Length of tolemere for a gene (ALT), alternative form of a 
disease (NoOfSNPs), Disease ID (did), Disease Name 
(dname), and Disease Description (d_description). „Gene‟ 
entity shows a relationship „Associated With‟ towards 
„Diseases‟ entity and the relationship type is many to many. 
Because one gene or allele of a gene can cause multiple 
diseases while on the other hand one disease may be generated 
because of one gene in one terrestrial are and because of 
another gene in another terrestrial area. Similarly one disease 
can have multiple causative factors and one causative factor 
can cause multiple diseases. And one drug/treatment can be 
used for multiple diseases or one disease may need to be 
treated by multiple drugs. So the relationship type between all 
entities is „many to many‟. The description of our data model 
to be implemented in neo4j is shown below in Figure 1. 
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Fig. 1. NoSQL Data Model for gene-disease associations in Neo4j 

IV. RESULTS AND EVALUATION 

To apply cypher queries it is necessary to load .csv data 
file from local file system path neo4j loads files by default 
from. For that purpose, a directory is created in 
„C://Documents/Neo4j/default.grapghdb/import‟ (by default 
installation path of Neo4j in windows) and „.csv file‟ or data 
file is loaded in it. It is necessary to mention fieldterminator as 
comma, tab, semicolon, space or any particular character on 
which you are classifying indexing from .csv file. “Load csv” 
command along with path of file in local disk storage system 
is used to load file into neo4j cache. It is necessary to mention 
a variable for indexing (e.g. row in the query below) after 
“load csv file://path” and field terminator is applied with 
reference to this. “Create command” generates nodes for one 

or more column type/s and relationship between two different 
columns (entities) must be defined here. “Match command” is 
used to compare entity relationship, against a particular entity 
or value defined in the query. Since our graphical NoSQL data 
model shows inter relationship between entities we have 
written new cypher queries for our data set.  For example 
cypher query to get associated disease name against gene 
name „A4GALT‟ is shown below in Figure2. Column [0] is 
the first column of .csv file that contains all entries for gene 
names and accordingly column [6] contains all diseases names 
entries. The output of this query is to generate all disease 
names as nodes for which gene name = A4GALT from 
samplegene.csv file as shown below in Figure 3. At the end of 
Figure 3 it says 8 nodes and 0 relationships. Field terminator 
in the query is mentioned as comma for comma separated 
samplegene.csv file. Similarly if we want to see all genes 
belonging to a particular chromosome=‟12‟ then cypher query 
will be written as shown below in Figure 4. 

The chromosome factor in the file is at column [10] and it 
is related to gene names (column [0]) with „has_genes‟ 
relationship where return (keyword) contains both 
chromosome name nodes as well as gene names nodes. The 
output of this query is shown below in Figure 5 resulting in 
total 296 nodes with 145 gene names and others are diseases. 
Similarly cypher query can also be written to define multiple 
relationships between nodes in one query. For example for one 
gene id „gid=29974‟ that has a relation of 
„Associated_Diseases‟ with particular disease names (dname) 
and each disease names has a relation termed as ‟due_to‟ with 
its related causative factors that may have caused this disease 
as defined in our samplegene.csv file (data set file). Cypher 
query to define these relationships for gene-disease 
associations in the data set is shown below in Figure 6. The 
output of this query is shown below in Figure 7 resulting in 
102 nodes display having 68 relationships, where 34 node 
pairs have „Associated_Diseases‟ relationship and 34 node 
pairs have „due_to‟ relationship. A similar command can also 
be written that shows “can_be_treated_with” relationship to 
suggested drugs/treatment for each causative factor as defined 
in data set file. 

 
Fig. 2. Cypher query to return disease names for a particular gene name= A4GALT 
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Fig. 3. All diseases names nodes against gene „A4GALT‟ using „Associated_Diseases‟ relation in neo4j 

 
Fig. 4. Cypher query to return all gene names and chromosome name to which they belong 
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Fig. 5. Returning all genes names and chromosome name using „has_genes‟ relation in neo4j 

 

Fig. 6. Cypher query to return multiple relationships among different entities with respect to a particular gene ID 
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Fig. 7. Returning „Associated_Diseases‟ relationship between gene id=‟29974‟and relating disease names and „due_to‟ relationship between disease name and its 

causative factors

This novel cypher query model can visualize relationships 
among different gene-disease factors, such as gene name and 
chromosomal position of that gene causing one or more 
associated diseases. This query model is a unified graphical 
representation of associations among gene and disease factors 
from all well-known data sources. This query model can find 
the following associations: 

 Gene name or gene ID that cause one or more diseases 

 One disease that may occur due to one or more genes 

 Chromosome name where gene resides, position of a 
gene on chromosome, gene category and gene 
description to associate with linked diseases (for 
example nephritic syndrome must cause high blood 
pressure) 

 All causative factors of a disease 

 Possible drugs in case of clinical disease and treatment 
in case of psychological disease 

It is concluded from the above research work 
implementations that gene-disease associations or any data set 
of this type can be better stored in graphical form of NoSQL 
databases. Graphical data storage format provides an easy to 
understand clear cut picture of all types of relations among 
entities. Novel cypher queries written for this data set can help 
researchers to relate gene name, gene ID, its chromosomal 
position, alternative length of gene tolemere, related diseases, 
disease description, disease variations, possible causative 
factors and drugs for clinical symptoms or treat for 
psychological disease symptoms with one another. By taking 
these queries into consideration, novel cypher queries for an 
extended gene-disease associations‟ data set and/or this type of 
data set can be defined. These queries are effective than most 

of the existing relational databases for showing special gene-
disease associations. 

Future work may include finding relationships among 
diseases and among causative factors to make better decisions 
for drugs/treatment to cure a disease. There could be different 
causative factors that may cause a genetic disease other than 
an inherited gene mutation and physicians can suggest 
preventive treatment/drugs or symptomatic treatment/drugs 
according to the found association for a particular disease. 
This representation of gene-disease associations can also help 
researchers to relate functional protein of a gene and associate 
protein-protein interaction to find candidate genes that can 
cause diseases. 
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Abstract—One of the benefits of mobile cloud computing is 

the ability to offload mobile applications to the cloud for many 

reasons including performance enhancement and reduced 

resource consumption. This paper is concerned with offloading of 

context-aware mobile applications, in which actions or tasks are 

executed in certain contexts and offloading those tasks needs to 

be itself context-aware to be advantageous. The paper 

investigates candidate techniques and development models in the 

literature to identify suitable ones. Accordingly, the paper 

proposes the practical Context-Aware Mobile applications 

Offloading (CAMO) development model, which we developed in 

Java for the Android platform. Programmers can exploit the 

independency of the tasks of a typical context-aware mobile 

application and use CAMO to profile each task in isolation on the 

mobile and the cloud. The paper introduces the concept of a task-

offloading plan in which programmers specify a criterion and/or 

an objective for offloading a task in a specific context. Offloading 

criteria allow rapid offloading in case the mobile environment 

does not change frequently. Based on the profiling results, 

programmers can use the classes and methods of CAMO to 

develop one or more custom offloading plans for each task or use 

pre-specified plans, criterion and objectives. We provide three 

example tasks with details of their profiling and analysis for 

developing corresponding offloading plans. CAMO is general 

and flexible enough for offloading any application partitioned 

into independent modules. Empirical evaluation shows extreme 

satisfaction of mobile application developers with its capabilities. 

Keywords—Application offloading; Context awareness; 

Distributed systems; Mobile application; Mobile cloud computing 

I. INTRODUCTION 

Context-aware mobile computing refers to developing 
mobile applications whose behaviour depends on context. In 
the broad sense, we can define context as the state of the 
mobile, the application or the user [1]. Context is extracted 
through internal mobile sensors and hardware features in 
addition to other external sources. Such raw context is 
typically, processed to a higher-level more understandable 
form [2]. For example, the current readings of the GPS system 
can be converted into current city, country, or continent. An 
example of a context-aware mobile application is an 
application that reduces the brightness of the screen in bright 
light and vice versa. 

Mobile cloud computing [3] refers to mobile computing 
that exploits the theoretically infinite cloud resources to make 
up for the limited mobile phone resources. One approach 
involves saving data and especially Big Data on the cloud [4, 5, 
6]. Another approach involves offloading execution of a 
mobile application to the cloud [7]. Researchers have proposed 
many techniques, frameworks, and development models for 
this purpose. Nevertheless, they mainly consider large 
applications that require partitioning to determine partitions 
they should offload or migrate to the cloud in order to resume 
execution. 

This paper is concerned with offloading of context-aware 
mobile applications. A typical context-aware mobile 
application is essentially partitioned into local partitions that 
are responsible for checking the mobile context and tasks that 
take place when specific contexts are satisfied. Such tasks may 
run locally or remotely according to their requirements. For 
example, tasks responsible for mobile adaptations should run 
locally. Typically, those tasks are independent and start from 
scratch when their corresponding contexts are satisfied. This 
implies that complex offloading techniques might not be 
necessary and that we can employ ones that are more efficient. 
Towards our goal, we summarise the contributions of the paper 
as follows: 

 To the best of our knowledge, this paper is the first to 
consider and study offloading of typical context-aware 
mobile applications in a context-aware fashion. 

 We provide a thoroughly investigation of different 
techniques, frameworks, and development models 
proposed in the literature to examine their suitability for 
those applications. 

 We propose (and developed) the Context-Aware 
Mobile applications Offloading (CAMO) development 
model in Java for the Android platform with several 
classes and methods that help programmers in 
developing off-loadable context-aware mobile 
applications. For example, programmers can exploit the 
independency of the tasks of such applications and use 
CAMO to profile each task in isolation on the mobile 
and the cloud. 
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 We propose the concept of task offloading plans, where 
programmers can use profiling results to determine 
conditions under which CAMO would offload each 
task, rather than merely whether it should offload the 
task as in most research studies. 

 Using CAMO, the programmers can develop custom 
task-offloading plans, in which an offloading criterion 
(such as maximum or minimum data size) allows rapid 
offloading in case the mobile environment does not 
frequently change. The programmer can also specify an 
objective that should be satisfied by the criterion (such 
as maximum delay) and how to update the criterion 
otherwise. This opposes similar research studies in the 
literature that rely merely on the objective for making 
the offloading decision. 

 CAMO provides pre-specified task-offloading plans, 
criteria, and objectives to the programmers to help them 
in developing their off-loadable applications. 

 CAMO is general enough to be used for any mobile 
application partitioned into independent modules. 

The following section provides a thorough investigation of 
mobile application offloading techniques, frameworks and 
development models in addition to corresponding challenges. It 
also discusses requirements of context-aware mobile 
application offloading. This is followed by a description of the 
details of the proposed development model, CAMO. 
Experiments based on CAMO are then provided accompanied 
by discussion. The last two sections provide results of the 
empirical evaluation of CAMO and the conclusion and 
directions for future research. 

II. MOBILE APPLICATION OFFLOADING 

Mobile application offloading to the cloud has drawn 
researchers’ attention due to the limited resources of 
smartphones (such as computing power, memory size, storage 
capacity and battery capacity) and the virtually infinite 
resources offered by the cloud. We can broadly classify 
application-offloading techniques into partitioning techniques, 
migration techniques and replay techniques, possibly coupled 
with context-awareness. Some research studies merely propose 
offloading techniques while others propose development 
models and frameworks for off-loadable mobile applications. 

A. Partitioning Techniques 

Partitioning techniques are concerned with how to partition 
an application and how to decide which of the resulting 
partitions should run locally (such as partitions that require 
user interactions and mobile interactions to obtain GPS 
information for example) and which should run remotely (such 
as resource-intensive partitions) on which cloud. We can 
broadly classify partitioning techniques into graph-based, 
linear programming-based and annotation-based techniques 
[7]. 

Graph-based techniques represent the parameters of a given 
mobile application using a graph and seek to partition the 
application and decide which partitions would be offloaded to 

which clouds [8, 9, 10]. For example, in CloneCloud [9], a 
graph represents the modules of the mobile application. An 
analyser is responsible for determining possible methods to 
partition the graph representation of the application between 
the mobile and the cloud. A profiler generates a cost model for 
the application (in terms of execution time and power 
consumption), under different possible partitioning methods 
via executions on both the mobile and the clone cloud with a 
random set of inputs. Finally, the optimisation solver 
determines the best partitioning method (among those 
generated by the analyser) that optimises an objective function 
(using the cost model generated by the profiler) to be used at 
runtime. It is worth noting that the graph-partitioning problem 
is Non-deterministic Polynomial Complete (NPC) and so most 
efficient techniques require manual annotations to the 
application by the developers to provide cues to guide the 
partitioning process [7]. 

Linear-programming based techniques [11, 12] on the other 
hand, represent the partitioning problem as a mathematical 
optimisation problem and use linear programming methods to 
optimise application partitioning. For example, the Mobile 
Augmentation Cloud Services (MACS) middleware [11] 
assumes an application is partitioned into modules. A cost 
function is defined in terms of the computing cost and the 
memory cost of each application module on the mobile and its 
transmission cost to the cloud in addition to a Boolean variable 
indicating whether it would be offloaded. Each of the three 
above costs is given a corresponding weight, and linear 
programming methods are used to optimise the cost function to 
determine whether to offload each module. 

Some research studies in the literature [13, 14] combine 
features from both graph-based techniques and linear 
programming-based techniques. For example, Sinha and 
Kulkarni [14] proposed representing the mobile application 
environment (such as the available clouds, the computing 
powers, the memory sizes and the communication links 
capacities) using a graph and then using linear programming 
methods to determine how to partition the application such that 
an objective cost function is minimised. 

Annotation-based techniques such as Cyber Foraging [15, 
16] and J-Orchestra [17] require extensive annotations to the 
mobile applications by the developers to guide the partitioning 
process using alternative methods. For example, in Cyber 
Foraging [15, 16], a language called Vivendi is used by the 
developer to describe the fidelity and tactics of a mobile 
application. The fidelity of an application is a normalised 
measure of its quality expressed as a number between zero and 
one, while the tactics are the possible partitions of the 
application. Finally, a Chroma scans the available tactics and 
selects the best partitioning plan that maximises the ratio 
between the application fidelity and latency. 

It is clear that a major problem with such techniques is that 
they require either manual annotations or complex 
representations, which may be hindering to most mobile 
application programmers. Fortunately, as previously noted, a 
typical context-aware mobile application is inherently 
partitioned and so each task can be processed in isolation to 
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determine conditions under which it would be offloaded rather 
than merely whether it should be offloaded. 

B. Migration Techniques 

Migration techniques are used to migrating processes and 
virtual machines over networks. Examples of such techniques 
include the Zap system [18] in which a PrOcess Domain (pod) 
is a virtual machine with a virtual operating system view 
encapsulating a group of processes allowing them to migrate 
between machines running different operating systems to 
resume execution remotely. In the Internet Suspend/Resume 
(ISR) system [19, 20], a parcel is a virtual machine that 
encapsulates user-specified operating system settings, 
applications, and documents such that the parcel can be 
suspended before migration and resumed after migration. 

Live virtual machine migration has been extensively 
studied for cloud data centres by constantly conveying changes 
from one virtual machine to another [21]. It is worth noting that 
live virtual machine migration across a WAN is more 
complicated due to inherent challenges such as long latency 
and variable or restricted bandwidth [22]. 

It is clear that such techniques are not suitable for typical 
context-aware mobile applications that start tasks from scratch 
when corresponding contexts are satisfied. 

C. Replay Techniques 

The idea of replay techniques is to record an execution of 
an application such that it can be later replayed. Deterministic 
replay refers to replay that can be fully reproduced 
deterministically. It has been shown to be useful for many 
purposes such as fault tolerance [23], workload execution 
tracing [24] and debugging [25]. Deterministic replay has also 
been proposed for coarse-grained mobile application cloud 
offloading without partitioning [26]. 

Non-deterministic replay, on the other hand, includes inputs 
such as a keyboard input or a camera input. The opportunistic 
replay technique [27] has been proposed to reduce the 
overhead associated with virtual machine migration by 
recording the non-deterministic events of user interactions with 
the application via the keyboard or the mouse and using the 
resulting interaction log to replay the application on the cloud. 
Hung et al. [28] extended this idea by proposing a framework 
in which programmers insert pseudo checkpoints in an 
application to mark locations at which the application can 
resume whenever it is paused. At each pseudo checkpoint, the 
input events are recorded, and on pause, the state of the 
application and the events are saved such that the application 
can be resumed starting from the nearest pseudo checkpoint 
and can be replayed using the recorded events until it reaches 
the state at which it was paused. The authors proposed using 
this technique to offload mobile applications to the cloud on a 
virtual machine that is as close as possible to the mobile 
environment provided that the machine holds a copy of both 
the application and the corresponding data. Data can be 
synchronised only upon the application request. 

It is clear that such techniques, like migration techniques, 
are not suitable for typical context-aware mobile applications 
that start tasks from scratch when their contexts are satisfied.  

D. Context Awareness 

Context-awareness has been associated with mobile 
application cloud offloading in many research studies to make 
informed dynamic offloading decisions at runtime since 
offloading is not always advantageous [29]. For example, Zhou 
et al. [30] proposed a technique that enables making dynamic 
offloading decisions of an independent mobile application 
process at run time by selecting a suitable wireless channel and 
cloud resources that satisfy a set of quality-of-service (QoS) 
requirements while minimising cost and energy consumption. 
Cuervo et al. [31], on the other hand, proposed the MAUI 
system that requires code annotation by the programmer 
specifying off-loadable methods or classes. At runtime, it 
represents the offloading problem as a linear programming 
problem based on the CPU cost, the communication cost (size 
of the method state) and the bandwidth and latency of the 
available channels and solves the problem by making an 
offloading decision that maximises energy saving. Ellouze et 
al. [32] proposed another technique for making dynamic 
offloading decisions of independent mobile application 
processes at runtime based on the CPU load and battery state 
unless the offloading process itself is energy inefficient or 
violates the user Quality of Experience (QoE). Possible context 
measures include: 

 The available resources (such as computing power, 
memory size, storage capacity and battery capacity) on 
the mobile versus the available cloud resources 

 The execution time on the mobile versus the execution 
time on the cloud in addition to the offloading time 

 Local computing energy consumption versus offloading 
energy consumption  

 The specifications of the application and its objectives 
and the satisfaction of its QoS and QoE requirements on 
the mobile versus on the cloud 

It is clear that the above techniques are more or less mobile 
application partitioning techniques except that the decision is 
made at runtime. In other words, they share the requirement of 
complex representations and/or code annotations as well as 
energy and storage space consumption and additional overhead 
at runtime in order to make such excessive computations. As 
previously noted CAMO considers this by allowing rapid 
offloading based on criteria rather than based on objectives in 
case the mobile environment does not frequently change. 

E. Development Models and Frameworks 

Some development models and frameworks have been 
proposed for helping developers in integrating offloading 
capability with mobile applications. For example, Zhang et al. 
[33] developed an SDK that can be used by developers to build 
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weblets by extending a corresponding abstract class. A weblet 
is an application partition that can change in state to be 
running, paused (before migration) or resumed (after 
migration). Application partitioning and the remaining 
functionalities are left to the developer. Unfortunately, this 
SDK is only suitable for migrating weblets. The Cuckoo 
framework [34] helps developers in building smartphone 
applications that can be offloaded dynamically at runtime. The 
developers have to identify the compute intensive code 
partitions and write both local and remote code 
implementation. Nevertheless, this was merely a prototype that 
employed very simple heuristics to make the offloading 
decisions. The µCloud [35] is another SDK intended to help 
developers in developing Java components that can be 
executed by a cloud orchestrator or a mobile orchestrator, but 
the developer has to partition the code to identify the different 
components and on which orchestrator each should be 
executed. The Uniport framework [36] is intended for 
developing applications that can run remotely based on the 
Model-View-Controller (MVC) architecture, but it only 
considers network availability as the trigger for remote 
execution of a replica of the application. The MobiByte system 
[37] allows developers to specify objectives for offloading 
each of the partitions of a given mobile application. Such 
objectives include performance enhancement, energy 
efficiency or merely execution under scarce resources. 
Nevertheless, it requires examining offloading objectives at 
runtime even if the mobile environment does not change 
frequently. Besides, it is not flexible enough to allow 
developing custom offloading plans or more than one 
offloading plan for a single partition in different contexts. 
CAMO addresses those drawbacks. 

F. Challenges of Mobile Application Cloud Offloading 

Many challenges face the success and adoption of mobile 
application cloud offloading [29]. For example, the execution 
time of a process (partition, independent module or an entire 
application) depends on the mobile specifications and the cloud 
specifications in addition to the input data size, which 
complicates the profiling process. The offloading time depends 
on the communication overhead on the mobile and the cloud 
(request preparation, communication, and result integration) in 
addition to the characteristics of the communication channel. 
Both the computing energy consumption and the offloading 
energy consumption depend on the mobile specifications, and 
the latter depends on the communication link characteristics 
too. Unfortunately, mobile vendors do not provide accurate 
energy consumption information regarding computation and 
communication. Energy consumption computation using, for 
example, external hardware is only valid for the monitored 
mobile model. Additionally, the offloading objective depends 
on the process profiling results and its QoS or QoE 
requirements and hence different offloading techniques with 
different objectives are needed to suit various processes. Those 
techniques need to be context aware. For example, it is not 
unusual that the communication channel quality is unstable, 
which affects profiling results. The mobile specification can 
also change, for example when the user switches to a different 
mobile than the one used for profiling. In other words, static 

offloading decisions can easily fail in many scenarios [3]. 
Unfortunately, dynamic partitioning and profiling at runtime 
can consume considerable computational power and needs to 
be done in a timely fashion. In general, automated selection of 
an appropriate offloading technique for each process is a 
challenge. In addition, different mobile phones have different 
specifications, and hence it is inevitable that the mobile 
platform may differ from the cloud platform. CAMO exploits 
the nature of typical context-aware mobile applications, which 
involve independent tasks to address some of those challenges 
as explained in the next section. 

G. Discussion 

To sum up, an inherent property of typical context-aware 
mobile applications is that they are essentially partitioned into 
local partitions that are responsible for checking the mobile 
context or for effecting mobile adaptations and off-loadable 
tasks that may run either locally or remotely on the cloud 
according to their objectives and context. This implies that 
complex application partitioning techniques (requiring 
annotations and/or complex representations) are not required 
for such applications. Additionally, programmers can profile 
each off-loadable task in isolation on the mobile and the cloud 
to determine conditions under which it would be offloaded 
rather than merely whether it should be offloaded. There is also 
no need for application migration and replay techniques since 
those tasks are, typically initiated from scratch at runtime and 
so do not call for suspending and resuming or replaying. 
Nevertheless, offloading should be flexible enough to suit 
various tasks with different objectives in different contexts. In 
other words, offloading itself needs to be context-aware since 
as previously noted, it is not always advantageous. 
Programmers have to plan task offloading with care to avoid 
unnecessary computations at runtime to save computing power, 
memory, and energy and avoid delay. CAMO considers this as 
explained in the following section. 

III. CAMO DETAILS 

In this section, we explain the details of CAMO showing 
how it exploits the nature of typical context-aware mobile 
applications to address some of their offloading challenges. 

A. Difference between Mobile and Cloud Platforms 

One of the challenges facing context-aware mobile 
application task offloading is the inevitable possible difference 
between the mobile specifications and the cloud specifications. 
In a typical context-aware mobile application, the 
independency of the tasks increases the chance of finding 
suitable apps, classes, and libraries for executing them. 
Accordingly, we accept this difference and do not enforce 
similarity between the corresponding tasks on the mobile and 
the cloud as long as the task is adequately executed on both 
platforms. For example, we can use a mobile app to perform a 
specific task on the mobile, and use code written in an 
alternative language for an alternative operating system on the 
cloud to perform the same task. We provide an example of 
such a task in Section IV. 
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B. Resource Consumption Estimation 

Another challenge is the estimation of the resource 
consumption of the tasks when running locally and when 
running remotely. As previously noted, programmers can 
exploit the nature of a typical context-aware mobile 
application, which is composed of independent tasks and use 
CAMO to profile each task in isolation on the mobile and the 
cloud. Accordingly, programmers can obtain a rough estimate 
of its resource consumption such as the execution time, storage 
space, network usage, and energy consumed when executed 
remotely and when executed locally under various possible 
data sizes. Examples of tasks profiling are provided in Section 
4. 

C. Making Offloading Decisions 

To make offloading decisions for each task, we draw a 
decision tree based on the profiling results. An example 
decision tree of a text-to-speech conversion task is provided in 
Figure 1. According to this decision tree, offloading takes place 
when the battery level is low. Even if remote execution fails, 
local execution will not take place because the battery does not 
allow it and merely an error message will be generated. The 
same applies to the situation in which there are not enough 
resources (other than energy) for local execution. 

On the other hand, even when there are enough power and 
resources, offloading can still take place to save mobile 
resources such as the storage space provided that the data size 
is less than n to avoid too much delay. Nevertheless, in the case 
of an error in remote execution, local execution can take place 
since there are enough power and resources for this purpose. 
Finally, in the case of successful remote execution, we check 
whether the offloading objective corresponding to the 
offloading criterion is satisfied. In the current example, the 
objective of considering only data size less than n is to avoid 
intolerable delay. If the objective is unsatisfied due to changes 
in the mobile environment such as the mobile specifications or 
the Internet connection between the mobile and the cloud, the 
criterion can be updated by reducing the value of n, for 
example by a pre-specified percentage. Similarly, if the delay 
is reduced, n may be increased by a pre-specified percentage 
(provided that the cloud can handle execution with a larger data 
size). 

 
Fig. 1. An example decision tree 

D. Task Offloading Plan 

One of the challenges of task offloading is that different 
tasks have various objectives and QoS or QoE requirements. 
Additionally, each task can have different objectives in 
different contexts. In this paper, we introduce the concept of 
task-offloading plans. Figure 2 shows the flowchart of such a 
plan. As previously noted, a task is triggered when its 
corresponding context is satisfied. It is worth noting that the 
application can continuously check the satisfaction of the 
triggering context of each task as shown in the flowchart or 
may request notification from CAMO when the context is 
satisfied. 

As shown in the figure, the offloading plan starts by 
checking whether the programmer enabled offloading and 
whether there is a connection between the mobile application 
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and the cloud. Next, the offloading criterion is checked. If it is 
satisfied, the task can be offloaded. In the case of an error in 
remote execution, one of two possible actions can take place. 
Unless the reason behind offloading the task is that local 
execution was impossible, we can replace remote execution by 
local execution. 

  
Fig. 2. Flowchart of a task-offloading plan 

On the other hand, in the case of successful execution of 
the task remotely, the objective behind the offloading criterion 
may be checked to ensure that the criterion is still valid or to 
update it if required. Given that a typical context-aware mobile 
application is idle most of the time (when none of the contexts 
of the different tasks is satisfied), this would have minimal 
effect on the application. 

It is obvious that a task-offloading plan is highly flexible 

facilitating the development of custom plans that suit various 

tasks and possibly more than one plan for each task. Table 1 

shows the three offloading plans of the text-to-speech task 

whose decision tree is depicted in Figure 1. In the first two 

plans, the offloading objective is always true and so nothing is 

checked. Programmers can use the classes and methods of 

CAMO to develop such plans as needed. CAMO examines the 

plans of each task one by one in order to decide whether 

offloading should take place.  

It is worth noting that programmers can replace the task-

offloading criterion by the offloading objective (so that CAMO 

checks the objective directly rather than checking the criterion) 

as in the case of MobiByte [37]. The side effect is that more 

time (delay) and power will be wasted as runtime. Choice of 

whether to check the criterion or the objective depends on the 

frequency with which the mobile environment (such as the 

specifications of the mobile and Internet connection) changes.  

TABLE. I. THREE OFFLOADING PLANS OF THE TEXT-TO-SPEECH TASK 

E. Discussion 

To sum up, we developed CAMO in Java for the Android 
platform providing classes and methods to allow developing 
context-aware mobile applications with off-loadable tasks. 
Programmers can exploit the independency of the tasks of a 
typical context-aware mobile application and use CAMO to 
profile each task independently on the mobile and the cloud. 
They can use the profiling results to develop an offloading 
decision tree and a corresponding set of offloading plans for 
each task in different contexts of the mobile and the task. They 
can then use CAMO to implement custom plans or exploit pre-
specified plans, criteria (such as a specific data size) and 
objectives (such as a specific delay or merely execution 
regardless of the adequacy of the mobile resources). At 
runtime, CAMO checks the plans of each task one by one to 
make informed, context-aware offloading decisions. 

It is worth noting that changes in the mobile environment 
may stem, for example from an unstable Internet connection, 
difference in the Internet connection specifications from one 
place to another, or difference in the mobile specifications, 
when the application runs on a mobile different from the one 
used for profiling. Programmers can consider such changes in 
the criteria of the developed plans or by checking each 
objective and updating the corresponding criterion in case of its 
violation. Alternatively, in the case of frequent changes, 
offloading objectives can replace offloading criteria at the 
expense of additional overhead at runtime. 

In CAMO, we exploit profiling results of a given task to 
reserve cloud resources needed for successfully running it 
under the largest off-loadable data size. The upper limit on size 
can be set for example such that delay does not exceed t sec. 
Since an inherent property of cloud computing is its ability to 
offer customised resources, we should not worry about 
fluctuation in performance when running the task remotely. 

(a) 

Offloading criterion: battery low 

On error: error message 
Offloading objective: true 

 

(b) 

Offloading criterion: inadequate resources 

On error: error message 

Offloading objective: true 

 

(c) 

Offloading criterion: size < n 
On error: run locally 

Offloading objective: delay < t  
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IV. EXPERIMENTS & DISCUSSION 

In this section, we present the details of some experiments 
based on CAMO. The specifications of the mobile used in the 
experiments are as follows: 

 Chipset: Qualcomm MSM8996 Snapdragon 820 

 CPU: Quad-core (2x2.15 GHz Kryo & 2x1.6 GHz 
Kryo) 

 GPU: Adreno 530 

 RAM: 4GB 

 Storage: 64 GB 

 OS: Android OS, v6.0.1 (Marshmallow) 

The Internet connection used in the experiments was Wi-Fi 
with a bandwidth of 500 KB/s. The cloud platform was 
Amazon Web Services (AWS) Lambda with the default 
memory size of 512 MB for executing the remote code and 
Amazon S3 for storage. We experimented with three tasks of 
different complexity levels. In those tasks, the execution time, 
storage space and network usage were the resources of interest. 

A. Text-to-Speech Task 

The first task is a text-to-speech conversion task. On the 
mobile, we used Android TextToSpeech class [38] while on 
the cloud we used the IVONA text-to-speech library [39]. As 
previously noted, we do not have to use the exact code on both 
platforms as long as the task is adequately executed on both of 
them. In order to profile the task, we examined the resource 
consumption due to converting text that ranged in size, from 50 
to 2000 words, to speech in the form of an MP3 file. The 
results are shown in Figures 3, 4 and 5, respectively. 

As shown in the figures, remote execution needs longer 
time in comparison to local execution since the text entered by 
the user is first converted into a text file that is uploaded to the 
cloud where it is converted and stored as an MP3 file. In the 
case of local execution, on the other hand, the entered text is 
converted to an MP3 file right away. On the other hand, local 
execution requires a larger storage space since it stores the 
MP3 file in the mobile device as opposed to remote execution, 
which requires local storage of only the text file that is 
uploaded to the cloud. Concerning the network usage, it is zero 
for the local execution that does not need any Internet 
connection at all, but ranges from 1.6 KB (50 words) to 47.3 
KB (2000 words) in the case of remote execution. Given that 
offloading 2000 words, for example, requires 47.3 KB of 
network usage and that the Internet connection bandwidth is 
500 KB/sec, the offloading time is estimated to be 94.6 msec;  
negligible in comparison to the total remote execution time. 

Those profiling results helped in determining the offloading 
plans depicted in Table 1. Since user QoE does matter in this 
case, 20 volunteers monitored the delay, and according to their 
assessment, the largest tolerable delay was 10 seconds 
corresponding to 1450 words. This agrees with the findings of 
research studies concerned with usability engineering [40]. 
This implies that text larger than 1450 words should not be 
offloaded. It is worth noting that profiling also helped in 

specifying the storage space that should exist on the cloud (in 
addition to that needed for the remote code) for the application 
to work smoothly in case offloading takes place. 

 

Fig. 3. Execution time (including offloading overhead) of the text-to-speech  

 

Fig. 4. Storage space of the text-to-speech task 

 

Fig. 5. Network usage of the text-to-speech task 

 

Fig. 6. Execution time (including offloading overhead) of the file download 

task 
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Fig. 7. Storage space of the file download task 

 

Fig. 8. Network usage of the file download task 

B. File Download Task 

The second task is a file download task. To profile the task, 
we examined the resource consumption due to downloading 
MP4 videos that ranged in size from 1 MB to 30 MB. The 
results are shown in Figures 6, 7 and 8, respectively. 

As shown in the figures, remote execution time is much 
longer than local execution time. The former is roughly about 
three times the latter. In other words, there is no gain in terms 
of execution time. It is worth noting that remote code execution 
uses Amazon Simple Notification Service (SNS) as a trigger to 
start download. Concerning storage space, a large space is 
consumed in the case of local execution, but none is required in 
the case of remote execution, as opposed to the text-to-speech 
task. The downloaded video is saved on Amazon S3. 
Concerning network usage, in the case of remote execution, it 
is no more than 5 KB required for sending the notification. In 
the case of local execution, it is relatively high. 

Those profiling results helped in determining an offloading 
criterion when the storage space is inadequate. Nevertheless, 
unless the Internet connection is fast enough, remote execution 
might be preferable. For example, in the case of a video of size 
30 MB and an Internet connection of 500 KB/sec, the time 
needed for local download is about 60 sec, while the remote 
execution time is about 190 seconds. In case the Internet 
connection speed is reduced to 20% of its value, for example, 
the task would need 300 sec to be executed locally. In this case, 
remote offloading would be favourable. 

 
Fig. 9. Execution (including offloading overhead) of the context 

management task 

 

Fig. 10. Storage space of the context management task 

 

Fig. 11. Network usage of the context management task 

C. Context Management Task 

In a context-aware mobile application, the context of each 
task is monitored until it is satisfied triggering the task. In the 
case of context with monitored sequential values such as time, 
we can monitor one context value at a time, and as soon as it is 
satisfied, this event is recorded and the next context value to be 
monitored is added to a log file. The third task is a simple task 
that involves recording a satisfied context value and adding the 
next context value to be monitored to the log file. To profile 
this task, we executed it both locally and remotely. The results 
are shown in Figures 9, 10 and 11 respectively. 

As shown in the figures, recording context required 0.19 
seconds locally and 0.17 seconds remotely. Similarly, adding 
new context required 0.99 seconds locally and 0.85 seconds 
remotely. Concerning the storage space, adding context 
required 18 KB when executed locally and 12 KB when 
executed remotely due to the difference between the file 
system on the mobile and the cloud. Recording context, on the 
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other hand, did not consume significant storage space neither 
locally nor remotely. Finally, neither adding context nor 
recording context consumed any network bandwidth during 
local execution, but required 12 KB of network bandwidth to 
send a notification to the remote code. It is clear that executing 
such simple tasks does not benefit much from offloading to the 
cloud so such tasks better be executed locally. 

D. Discussion 

In this section, we presented profiling results of three 
example tasks with variable complexity levels using CAMO. In 
those tasks, execution time, storage space and network usage 
were the critical resources of interest. Of course, we could have 
taken other resources such as power consumption into 
consideration [41]. We will consider this in future research 
studies. It is clear that the nature of context-aware mobile 
applications that involve independent tasks simplifies the 
profiling process of each task in isolation. Profiling results help 
in identifying offloading plans and corresponding criteria and 
objectives that can be implemented using CAMO. In other 
words, CAMO facilitates developing off-loadable context-
aware mobile applications armed with context-awareness. 

TABLE. II. EVALUATION RESULTS OF CAMO 

V. EMPIRICAL EVALUATION 

In this section, we present the results of the empirical 
evaluation of CAMO. We demonstrated the capabilities of 
CAMO to fifteen Android developers and allowed them to 
experiment with it and use it for developing off-loadable 
context-aware mobile applications for two weeks. Afterwards, 
a questionnaire was provided to assess their satisfaction with it. 
The developers were asked to provide a response for each item 
in the questionnaire based on a Likert scale that starts from one 
(very unacceptable) up to five (very acceptable), and the results 
are shown in Table 2. As shown in the table, the developers 
believe that the introduced concept of task-offloading plans 
deemed to be of high flexibility to suit various tasks and that 
CAMO is a promising tool for guiding and facilitating the 
development of efficient off-loadable applications with 
context-aware offloading decisions. Additionally, it is clear 
that most of the respondents think it is easy to use, and would 
readily use it in the future. We estimated the internal 
consistency and reliability of the questionnaire results using 
Cronbach’s alpha. We got an estimated value of α equal to 
0.92 signifying an extremely high degree of reliability and 
recognition of the encouraging questionnaire outcomes. 

VI. CONCLUSION 

This paper presents a thorough investigation of various 
techniques, frameworks and development models in the 
literature to examine their suitability for offloading context-
aware mobile applications. Accordingly, the paper proposes the 
practical context-aware mobile applications offloading 
development model, CAMO. We developed CAMO in Java for 
the Android platform providing several classes and methods to 
help programmers in developing off-loadable applications. 
Programmers can exploit the independency of the tasks of a 
typical context-aware mobile application and use CAMO to 
profile each task in isolation on the mobile and the cloud. 

The paper introduces the concept of a task-offloading plan 
that is highly flexible to suit various tasks with different 
offloading criteria and objectives. Programmers can use 
profiling results to develop one or more custom offloading 
plans for each task in different contexts and use CAMO to 
implement them. Alternatively, they can use pre-specified 
plans, criteria and objectives for this purpose. Offloading 
criteria allow rapid offloading at runtime in case the mobile 
environment does not change frequently or considerably unlike 
similar systems that rely merely on the offloading objectives 
[37]. Finally, CAMO is general enough to allow programmers 
to use it for any mobile application partitioned into 
independent modules. Empirical evaluation shows extreme 
satisfaction of mobile application developers with its promising 
capabilities. 

As future work, we intend to consider other types of 
resources especially power. Besides, we will explore the idea 
of incorporating the specifications of the mobile environment 
including the Internet connection into the offloading plans for 
increased context awareness rather than merely updating the 
offloading criteria. Automated generation of offloading plans 
based on profiling results and given the task objectives in 
different contexts is currently under development. Such plans 
can be updated, for example, once before using the application 
on a new mobile and more often with each considerable change 
in the Internet connection. In other words, we will continue 
working on improving CAMO hoping to trigger its wide 
adoption by mobile application developers to develop efficient 
applications that can benefit from the cloud. 
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Abstract—Since the earliest ages, the human being has not 

ceased to develop its system of exchange of goods. The first 

system introduced is barter, it has evolved over time into 

currency by taking various forms (shells, teeth, feathers, etc.). 

The evolution of micro-electronics has favoured the appearance 

of a new form of payment that is the credit card. Currently it is 

the most used means of payment throughout the world. Today 

financial institutions want to replace the credit card by mobile 

phone for the implementation of contactless payment systems via 

NFC. This mode of operation is called Host Card Emulation or 

HCE. We will present in this article the basic element at the 

heart of this technology, which is the Secure Element. We will 

present the different forms that this element can take and 

possible cases of use of this technology for the establishment of an 

ecosystem of payment by mobile or purchase tickets transport. 

Keywords—NFC; Secure Element; SIM-Centric; HCE; 

Tockenisation; MPayment; MTicketing 

I. INTRODUCTION 

RFID (Radio Frequency Identification) is an automatic 
identification technology that first appeared during the Second 
World War, to identify friendly or enemy aircraft in airspace. 
Until then, the use of this technology remained restricted to 
military use and control of access to sensitive sites, for 
example nuclear zones [1]. 

The advances of this technology have continued through 
the years, giving rise to the passive tag "Smart Tags" which are 
smart chips comprising a programmable chip enabling once 
powered by an electromagnetic field by a responder transmitter 
by an identification code via Its antenna, this unique identifier 
allows the remote identification of objects or persons. 

Today, RFID technology is widely used in most industrial 
sectors (aeronautics, automotive, logistics, transportation, 
health, etc.). Faced with the imposition of this technology, the 
ISO (International Standard Organisation) has in turn 
contributed greatly to the establishment of technical and 
application standards enabling a high degree of interoperability 
or even interchangeability. 

NFC (Near Field Communications) technology is a 
technology derived from RFID technology that was jointly 
developed by Philips and Sony in 2002, it is a Semi-Duplex 
communication protocol. This communication protocol 
provides two-way communication, but in one direction at a 
time (not simultaneously). Generally, once a party begins 
receiving a signal, it must wait until the transmitter stops 
transmitting before responding [10]. This technology allows 

easy and secure communication between two compatible 
devices, enabling the exchange of data of the most advanced 
formats (business cards, telephone contacts, bank data, etc.) 
within a few centimetres (10cm in maximum) with a frequency 
Operating costs of 13.56 MHz. 

 
Fig. 1. World shipments of NFC-enabled Cellular Handsets (in Millions of 

Handsets Shipped) (Source: IHS inc. June 2015) 

Mobile payment is the driving force behind NFC 
technology over the past seven years, it is widely used in 
contactless mobile payment, VISA estimates that mobile 
payment via NFC will replace the bank card in the coming 
years, Most manufacturers of smartphones have equipped their 
devices with this technology, according to a latest study 
conducted by IHS Technology, shipments of NFC chips are 
expected to increase to 756 million by 2015, against 444 
million by 2014, today NFC technology has arrived at A very 
mature level, but the next five years will prove more fruitful 
with 2.2 billion deliveries of NFC handsets by 2020 (Figure 1) 
[2] 

II. RADIO FREQUENCY IDENTIFICATION 

In principle, an RFID application integrates a reader which 
has an antenna and a demodulator for translating an analogue 
information to a digital data by radio link, the reader first 
transmits a signal to one or more radio tags located in its read 
field, and waits for a feedback signal to be received. A 
dialogue is then established according to the predefined 
communication protocol to exchange the data. These are then 
relayed to a computer for processing. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

 

392 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 2. Example of RFID tag 

In addition to contactless data transfer, communication via 
the antenna also allows wireless transfers between the reader 
and the label, unlike the bar code. The RFID tags are in the 
form of self-adhesive labels (Figure 2) which can be glued or 
incorporated into products or in the form of microscopic 
capsules (Figure 3) that can be implanted in living organisms 
(animals, human body) . 

 
Fig. 3. Example of an RFID capsule 

A. Type of RFID tags 

There are three types of RFID tags: active, semi-passive 
and passive: 

1) Passive Tags: Most RFID tags operate passively 

(without internal energy, battery or DC), unlike active tags, 

they do not have an internal battery because they take their 

energy from RFID readers. The RFID reader sends 

electromagnetic waves to the antenna of the tag, which will 

react (wake up) and return a signal to the reader using the 

energy of these waves. They are therefore the most economical 

and commonly used RFID tags in supply chain applications. 

2) Active Tags: They use their own energies to emit their 

waves, using an internal battery and can thus have a very long 

reading distance (Figure 4), they are more expensive than 

passive tags and are therefore generally used to trace valuable 

items. 

 
Fig. 4. Example of active tags used for payment on highway 

3) The Semi-Passive Tags: These are intermediate tags 

between active tags and passive tags. They typically use a 

battery as an energy source (such as active tags), but can also 

transmit data using the energy generated by RFID reader waves 

(such as passive tags). 

B. Categories of rfid tags 

For each type of RFID tag, there are several categories of 
RFID tags, including: 

1) “READING ONLY" LABELS: They are labels with an 

identification number engraved by the manufacturer, which can 

be read without being modified. 

2) “READING ONCE, MULTIPLE READING" 

LABELS: They are labels allowing the registration of the 

unique identification number when the label is first used. Then, 

it is only possible to read this information. 

3) “READ / WRITE" LABELS: They are labeling 

integrating pages of memory, in addition to the unique code, 

they allow the writing and modification of the new associated 

data. 
The memory of a radiofrequency tag generally comprises a 

ROM (Read Only Memory), a Random Access Memory 
(RAM) and a non-volatile programmable memory for storing 
the data. 

The ROM contains the security data as well as the 
operating system (OS) instructions for the basic functions such 
as response time, data flow control, energy. RAM is used for 
temporary storage of data during interrogation and response 
processes. 

C. Frequency of rfid tags: 

Once energised, the RFID chip begins transmitting a radio 
signal via its antenna in a radius ranging from a few 
centimetres to a few meters, depending on the power of the 
system, and especially according to the frequency used: 

- LF : 125 kHz - 134,2 kHz : Low frequencies, or a 

reading distance of a few centimetres. 
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- HF: 13, 56 MHz: High frequencies, i.e. a reading 

distance ranging from 50 to 80 centimetres. 

- UHF: 860 MHz - 960 MHz: Ultra-high frequencies, i.e. a 

reading distance of one to several meters. 
Thus, and according to these frequencies, there are three 

types of operation of the RFID technology, each of which is 
used in a specific field: 

 When it is a short distance of less than 5 cm, this is 
called the NFC (Near Field Communication), 
Example (Access control, contactless payment). 

 When the average distance is between 1 and 9 meters, 
it is the RFID range, Example (Transport Logistics). 

 When the range is several hundred meters, then the 
UHF range, Example (Location). 

III. NEAR FIELD COMMUNICATIONS 

NFC near-field communication is a short-range wireless 
communication technology that allows information exchange 
between devices up to a distance of about 10 cm (Figure 5). 
This technology is an extension of the ISO / IEC 14443 
standardising proximity cards using radio-identification (RFID) 
[11], which combine the interface of a smart card and a reader 
within a single device. 

 
Fig. 5. Frequency band of different wireless technologies 

The need for NFC technology has evolved considerably in 
recent years, given the number of applications that support it. 
This technology has established itself especially after its 
integration in smartphones, and it is implemented in several 
areas also mainly: 

 Contactless payment from a mobile phone or credit 
card, 

 Access control (company badges, car keys, ticketing, 
transport cards ...) 

 Couponing (coupons or loyalty cards ...). 

A. Near field communication on mobile 

NFC on mobile is the most used and most supported 
technology in contactless payment at point of sale. It allows 
consumers to use their smartphones for contactless payment 
services, ticketing, or as an access badge or ID. It also allows a 
phone to behave like a real reading module of contactless card 
writing. The mobile phone operates in three modes thanks to 
the NFC chip: 

 Card Emulation Mode. 

 Read / Write tags Mode (MIFARE ...). 

 Peer to peer mode (initiator & target). 

1) Card Emulation Mode: Also called passive mode, or the 

mobile terminal behaves like a contactless smart card. The uses 

are multiple: payment, ticketing, couponing, access control ... 

(Figure 6). 

 
Fig. 6. Using card emulation mode 

The technological element that is at the heart of the card 
emulation mode is the Secure Element. It hosts and governs the 
various NFC applications of the user and can operate around 
four main models: 

 A so-called "Device-centric" architecture in which the 
"Secure Element" is a constituent and inseparable 
component of the mobile phone. 

 A so-called "SIM-centric" architecture in which the 
SIM card hosts the "Secure Element"; 

 A "Host Card Emulation" architecture where the 
"Secure Element" is hosted in the cloud. 

 An architecture known as "SD-Centric" where the 
"Secure Element" is housed in an SD card. 

a) Device-Centric Mode: Also called eSE or Embedded 

Secure Element, this is a secure zone in the smartphone that 

manufacturers are beginning to integrate into their new devices 

(Figure 7). The architectures of this component differ from one 

manufacturer to another and do not cease to evolve, but they all 

guarantee a secure access via a monitor of access control 

independent of the OS of the smartphone, has secret data 

(Identifier, Fingerprint, ...) and only to applications or 

authorised persons. 
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Fig. 7. Embedded Secure Element 

b) SIM-Centric Mode: The SIM card has been a security 

feature of choice for Mobile Network Operators (MNOs) for 

many years, the information stored in the SIM card is used to 

authenticate and identify the user on the mobile network, in 

others Terms, the SIM card is a secure passport allow users to 

access mobile networks. 

The SIM card is comparable to the EMV chip (Europay 
Mastercard Visa) on bank cards. As a result, financial 
institutions want to take advantage of the existing telecom 
infrastructure by offering to safely store credit card information 
on the SIM card at NFC payment platforms via mobile. In the 
near future, the memory area of the SIM card will be reserved 
only for the telecom operator, but it will be shared between 
several providers wishing to offer mobile payment applications 
(Transport, Banks, Parking, ...) (Figure 8) 

 

Fig. 8. The use of the SIM card by NFC applications 

In this mode of operation, the NFC chip is not on the SIM 
card, but rather the NFC applications, for example, the 
application that validates transport tickets. Placing applications 
on the SIM card ensures high end-user quality of service. If it 
loses the phone and the SIM card for example, it is possible for 

the operator to disable the whole remotely, which reduces the 
risks (Figure 9). 

 
Fig. 9. NFC communication in SIM-Centic Mode 

This will clearly give MNOs an important role in the 
ecosystem, as exclusive owners of the SIM card. The SIM-
Centric architecture provides a clear advantage to the MNOs, 
they have the power to control any information installed on the 
SIM card, and therefore, financial institutions are obliged to 
collaborate with them [3]. 

The contribution of MNOs in the contactless mobile 
payment ecosystem has spawned new intermediary institutions 
called TSM or Trusted Service Manager, an independent 
entity responsible for the management of an element of Secure 
Element for mobile payments (Figure 10). 

 
Fig. 10. Trusted Service Manager 

The concept of TSM was initially introduced in 2007 by the 
Global System for Mobile Communications (GSM) to facilitate 
the adoption of NFC services (Figure 11). GSM is a trade 
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association representing more than 750 GSM operators in 
countries and territories around the world. The role of TSM is 
to provide multi-account services to various NFC mobile 
devices accessible through a variety of proprietary networks. A 
key element of the TSM role envisaged by the GSMA is that it 
is an independent entity serving mobile network operators 
(MNOs) on the one hand, and financial institutions, potentially 
banks, Transit cards, authorities, traders ... [4]. 

 
Fig. 11. NFC communication in HCE Mode 

c) Host Card Emulation: Contactless mobile payment 

entitles MNOs and mobile device manufacturers to be major 

players in this ecosystem as owners of the secure element (SE), 

as long as the secure information is stored Way in a physical 

area, access to these locations always passes through these 

operators. Given that interactions are global, they need to 

maintain relationships among themselves to ensure the 

availability of their services via NFC, which makes it very 

complex to implement, hence the interest in a new architecture 

called Host Card Emulation or HCE (figure 11), which is a 

newer architecture introduced in 2013 for storing critical 

information in a remote location (eg the cloud) [5] [6]. This 

technology has been adopted by Google on its Android system 

from the KitKat 4.4 version, to allow the creation of contactless 

payment applications in a simplified way, without going 

through the operators and possibly without TSM [7]. 

d) Tokenisation: Since in HCE mode the secret data is 

stored in the cloud, recovery and enrolment of this information 

is still possible, and for security reasons the banks have thought 

of avoiding the storage of sensitive data in the cloud, but Only 

a part, is where the idea to set up a system of authentication 

based on tokens. 

 

Fig. 12. Example of generating a token in a banking transaction 

Tokenisation is a process by which the primary account 
number (PAN) is replaced by a substitution value called 
"Token" (Figure 12). 

De-Tokenisation is the inverse process of changing a Token 
for its associated PAN value. The security of an individual 
Token is mainly based on the impossibility of determining the 
origin of the PAN by knowing only the substitution value [8] 
[9]. 

e) SD-Centric Mode: In SD-Centric mode, the Secure 

Element is included in a specific SD card (Figure 13), usually 

this card and offered by a service provider to its customers. The 

use of this mode is too restricted to some industrial 

applications. 

 
Fig. 13. NFC communication in SD-Centric Mode 
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2) Read / Write Mode: In this mode, the terminal behaves 

like a real NFC card reader (Figure 14), Android has set up 

libraries allowing reading and writing in these different tags. 

 
Fig. 14. Read/Write mode 

There are several cases of use of this mode, for example the 
reading of the information by approaching its mobile in front 
of electronic labels arranged on the street, on bus stops, 
monuments, posters... or on packages, Products or on business 
cards (vCard) ... 

3) Peer To Peer Mode (Initiator & Target): This mode 

allows two mobile devices to exchange information, such as 

vCards, photos, videos, money, tickets, etc. A device with NFC 

technology is capable of exchanging information with 

contactless smart cards, but also with other devices equipped 

with this technology (Figure 15). 

 
Fig. 15. Peer to peer mode 

IV. DISCUSSION 

Our research on NFC technology began during the 
implementation of a mediation system for the payment of 
mobile services (Invoices, Tickets ...). For solid identification 
on an application, the Fido standard requires three 
authentication factors (something you know, something you 
have, no matter what you are). Thus we have introduced this 
technology as a means of physical authentication via an NFC 
card. 

The study of NFC technology has shown us that it is 
possible to evolve our mediation system into a real contactless 
payment platform thanks to technologies at hand. This kind of 
platform can be used in several areas such as: 

 Contactless Payment 

 Purchase tickets. 

 Management of loyalty points. 

 Management of discount tickets. 

 ... 

Thus, in this study, we have established a state of the art of 
the different modes of operation of the NFC and RFID 
technologies, this allowed us to highlight several important 
points: 

With regard to RFID technology, it is possible to set up an 
ecosystem for payment of contactless tickets. The deployment 
of such systems requires the use of electronic cards (Arduino, 
RaspberryPi, ...) equipped with an RFID reader. The limit is 
purely due to hardware, as smartphones do not support the 
RFID frequency band. 

NFC technology appears to be more promising in terms of 
possible use cases. We concluded that it is technically possible 
to deploy contactless payment applications in the following 
ways: 

Reading mode of writing tags. 

Card emulation mode via the cloud. 

Card emulation mode via SIM card 

The third mode remains the most interesting in terms of 
portability and security, but since the SIM card always remains 
a property of the MNO's, and that access is only possible 
through them, Of the SIM-Centric mode imperatively requires 
the introduction of MNO's as an actor in the ecosystem. 

Following this study, the next step of our work is the 
implementation of contactless ticket payment platform 
architecture. 

V. CONCLUSION AND PERSPECTIVES 

Through this paper, we have presented an overall 
description of the different perspectives for the use of NFC and 
RFID technologies. In this study, we have concluded that it is 
possible, thanks to basic technologies, to develop very high 
value-added services Level, and especially for developing 
countries or the rate of banking remains low. We used NFC 
technology, first of all, as a means of physical authentication 
(something you have) on a mobile payment platform with three 
authentication factors, after, and thanks to this study we have 
Found that it is possible to exploit these technologies for the 
implementation of an architecture for purchasing NFC / RFID 
tickets by mobile. Prospects for the use of this type of 
ecosystem are very broad. 
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Abstract—Selecting a suitable conflict resolution strategy 

when conflicts appear in multi-agent environments is a hard 

problem. There is a need to formulate a model for strategic 

decision making in selecting a strategy to resolve conflicts. In this 

paper, we formalise a model for selecting a conflict resolution 

strategy in multi-agent systems. The model is expected to select a 

suitable strategy which guaranties low cost in terms of the 

number of messages and time ticks. This paper focuses on a 

novel method to guide strategic decision making for conflict 

resolution. The proposed model is named as Conflict Resolution 

Strategy Selection Method (ConfRSSM). We identified three 

distinct types of intervention: (1) domain requirement, (2) 

conflict strength, and (3) confidence level of the conflicting 

agents. We also ascertain that the most appropriate conflict 

resolution strategy for a given conflict depends on the type of 

conflict (weak, strong), the agents’ confidence level, and the 

domain preferences. Our method explores the best strategic 

choices that will reduce the cost and time in selecting a strategy. 

Keywords—Conflict resolution; Confidence level; Multi-agent 

system; Strategy selection method 

I. INTRODUCTION 

When agents work as a team, in the environments of multi-
agent, and a conflict state appears among them, there is a need 
to select one of the multiple strategies to resolve the conflict. 
Equipping agents with the capability to choose one or more 
strategies gives them more flexible behaviour [1]. Results of 
previous research on various conflict resolution strategies 
provide a foundation to solve the conflict problem, but there is 
very limited research focusing on how agents should select the 
most appropriate conflict resolution strategy given the goals 
and current situational context [2, 3, 4]. A major characteristic 
of most conflict resolution strategy approaches for multi-agent 
conflict resolution is that they focused on negotiation, 
arbitration, or other strategy, but not considering the 
characteristic of conflict states, or the confidence levels of 
conflicting agents’ opinions. 

On the other hand, some popular conflict resolution 
strategies are suffering from several weaknesses. As mentioned 
by Barber et al. [1], if there is more than one proposal within 
negotiation strategy, the number of required messages is much 
more than any other strategy, which makes reaching an 
agreement state more complicated. If the message has high cost 
bandwidth, this makes negotiation a high cost strategy. 
Additionally, heavy coordination between agents can be a 
cause of communication bottleneck that has bad effects on 
scalability and robustness of the system. If any conflict state 

among agents resolved by negotiation strategy that requires 
many messages, this may lead to a heavy coordination state. 
Based on this introduction, there is a real need to include some 
strategies that ignore some unimportant conflict states or 
include submitting strategy to enhance the performance the 
conflict resolution method. 

Current conflict resolution literature on resolving conflict is 
deficient in four major areas: (1) There is no clear attention to a 
confidence level of conflicting agents’ opinions and the effects 
of these levels on the conflict outcome, (2) There is no 
attention to the number of conflicting agents (number of 
groups) and number of issues that agents (groups) conflicts 
about it, (3) There is no suggestion of ignoring some 
unimportant conflict states using submitting strategy to 
enhance the conflict resolution process, and (4) There are no 
rules to select an appropriate strategy to solve conflicts that 
guaranty less cost and time. 

We will discuss a new method for selecting an optimal 
strategy to resolve conflicts. We argue that conflict resolution 
strategies in multi-agent systems need to simulate the 
resolution of conflict in real life. We proposed that an agent 
must have ability to select an appropriate conflict resolution 
strategy, according to: the strength of conflicts (e.g. Weak 
conflict, or strong conflict), the agent’s confidence level in 
their opinions (e.g. High level opinion's confidence, and low 
level opinion's confidence). 

II. RELATED WORK 

Conflict resolution strategies in multi-agent systems need to 
simulate the natural resolution of conflict in real life. Results of 
previous research on various conflict resolution strategies do 
provide a foundation to solve the conflict problem, but there is 
limited research focusing on how agents should select the most 
appropriate conflict resolution strategy given the goals and 
current situational context. Most state-of-the-art techniques 
have not considered all the possible states of conflict 
occurrences [5, 6]. 

A. Conflicts in Multi-agent Systems 

A multi-agent system is considered as a collection of 
entities communicating and interacting with each other to 
achieve individual or collective goals. However, agents 
occasionally overlook the total view of the overall problem, 
which causes conflicts among them [7]. A conflict is any 
situation of disagreement between two or more agents or two 
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or more groups of agents. This disagreement can be in plans, 
desires, or belief. 

Conflict between agents arises in a multi-agent 
environment in many cases, and it is solved depending on its 
type and dimension. Tessier [8] classified conflicts into two 
main classes: physical conflicts and knowledge conflicts. 
Physical conflicts are consequences of external and resource 
conflicts. Knowledge conflicts (or epistemic conflicts) occur 
when each agent has its own information that is different from 
other agents. In this class of conflict, agents conflict in beliefs, 
knowledge and opinions. 

Inspired from human’s conflict resolution strategies, we 
presented a framework for conflict resolution [9], as follows: 

 Forcing: corresponds to Destruction in some conflict 
state. We recognise that there is no chance to resolve 
the conflict. 

 Submitting/Ignoring: corresponds to Subservience. In 
this case, there is no force, but inducement between 
both sides. 

 Delegation: corresponds to Delegation when the 
conflict cannot be resolved, both opponents request a 
third party that has deep knowledge to judge. 

 Negotiation: corresponds to Compromising through 
negotiation when one of the opponents is willing to 
yield. This state includes an agreement in a different 
style. 

 Agreement: corresponds to Consensus. Each opponent 
must give all details about its decision to a third party. 
For this reason, this process comes as a result of a 
delegation process. 

B. State-of-the-art in Conflict Resolution 

Knowing the nature of a conflict reduces the search space 
of possible resolution strategies and thus helping agents to 
select the most appropriate behaviours that are most effective 
to resolve the conflict [1]. From literature, there are many 
different approaches associated with conflict resolution 
strategies, but the important question is how an agent selects 
the most suitable strategy for its situation and aims. Liu et al. 
[3] argued that agents should select an appropriate strategy for 
conflict resolution depending on three factors: type of conflict, 
agent’s rule, and preference solution. They classified conflicts 
into three classes: goal conflicts, plan conflicts, and belief 
conflicts. After classifying conflicts that appeared in the 
system, many modifications such as goal modification, plan 
modification, and desire modification are performed to resolve 
the conflicts. Adler et al. [4] allowed an agent to select a 
specific strategy from many other strategies such as priority 
agreement, negotiation, arbitration, and self-modification. 

C. Conflict Resolution Strategy Selection 

The capability of strategy selection can enhance multi-
agent systems’ flexibility and adaptability to dynamic and 
uncertain environments. For instance, when a conflict occurs in 
distributed agents over shared resources, we need a strategy 
that distributes resources equally among all agents, or a 

strategy that offers maximum possible resources to most 
constrained agents [10]. Few researchers discussed the ability 
of agents to switch between multiple conflicts strategies [3, 6, 
10]. To achieve an appropriate selection of conflict resolution 
strategy, several issues need to be addressed: 

 A uniform representation of different strategies to assist 
the comparison and evaluation process; 

 A metal-level reasoning mechanism for strategic 
decision making; 

 A set of specifications (including domain requirements) 
that agents use to evaluate alternative strategies; 

 Adaptability to support the decision-making required to 
select a strategy. 

In the selection of a conflict resolution strategy, Barber et 
al. [1] raised the issue of whether the domain’s requirements 
satisfied by the selected strategy. For example, an agent might 
use the high cost strategy in a domain that requires minimum 
cost. There is also the important issue of the confidence level 
of agents’ opinions that affects the selection of appropriate 
strategy. Barber’s research demonstrated one approach for 
matching four resolutions strategies (Negotiation, Arbitration, 
Self-Modification and Voting) [1, 2]. 

D. Limitations 

Most work did not exploit other information such as the 
number of conflicting agents, confidence level of the agents 
and conflict strengths. According to Thomas [11], it is hard to 
select an appropriate strategy without having the information 
about an agent’s confidence level. To provide a near-perfect 
method of a conflict resolution strategy selecting operation, the 
strength of conflict and the confidence level of agents need to 
be analysed. Our argument for such proposition is that we 
should not ignore the influence of the confidence levels of 
conflicting agents that control the direction of conflict 
resolution processing. The agents’ confidence levels are 
important since a high confidence level may lead to selecting a 
forcing or any strategies. 

III. RESEARCH BACKGROUND AND FOCUS 

The main objective of our research is to develop an 
integrated framework that comprised of Agent Confidence 
Detection Technique (AgConfDT) that detects agent's 
confidence levels, and a Conflict Strength Detection Model 
(CSDM) that detects conflict strength. This information is used 
by a Conflict Resolution Strategy Selection Method 
(ConfRSSM) for selecting a suitable conflict resolution 
strategy. AgConfDT includes an exploration of the three 
different confidence factors (trust, certainty, and evidences) 
[12]. It emphasises important objects by integrating these 
factors in order to better understand the agents’ specifications 
since the technique can detect the agent’s confidence whenever 
in the absence of any required information. Results show that 
the proposed technique eliminates untested opinions, such that 
the confidence levels of conflicting agents can be detected in 
all cases although in the absence of some confidence factors. 
CSDM detects the disagreement degree among the conflicting 
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agents, a conflict ratio as input for the model, and the output is 
the conflict strength. 

In resolving a conflict, ConfRSSM uses the confidence 
levels of conflicting agents and a conflict strength to select a 
suitable strategy. We hypothesise that ConfRSSM can reduce 
the number of messages and time ticks by ignoring some 
unimportant conflict states, which increases the efficiency of 
the entire conflict resolution process. 

The main research activities of the integrated framework 
for ConfRSSM are summarised as follows: 

A. Developing Agent Confidence Level Detection Technique  

In the work described in [12], we define “confidence” as a 
combined model that considers social trust and certainty 
concepts, supported by collecting evidence. We have a 
decision to be decided depending on collecting agents’ 
opinions; a confidence value used for each agent to resolve any 
opinion conflict. Modelling confidence based on three sources 
of information, which are the degree of certainty regarding the 
opinion of each agent, agent’s trust, and evidence for both 
certainty and trust. We combine trust and certainty values into 
a single composite measure to integrate a holistic view of the 
confidence of an agent.  The concept of confidence is 
decomposed into several factors, which may be integrated to 
produce the final confidence evaluation (degree of confidence). 
Figure 1 shows an illustration of the interaction between 
Evidential Agent (EA) and Evaluation Agent (EVA) in the 
confidence mode. EVA Collects evidences from the 
environment. EA is responsible for calculating agents’ 
confidence levels. One of the main specifications of our design 
is the assumption that the EA depends on the opinions of other 
agents to make its decision. Thus, the EA can have more 
confidence in some agents than others, which could change 
based on evidence. In order to process these evidences we 
introduce an EVA. Here, we include evidence as an additional 
factor that sets the confidence values of agents. Assuming 
positive evidence for opinions matching agent I’s certainty and 
trust, then it can be said that confidence increases as I’s opinion 
matches the belief of the EA. 

 
Fig. 1. Confidence Detection Model 

B. Developing a Classification Model for Conflict States  

Classification of conflicts provides a form of control in an 
environment in which agents are in conflicts with other agents 
in unknown conflict ratio and disagreement degree. 
Classification can be utilised to select the most appropriate 
resolution strategies to resolve conflicts rather than using one 
strategy in all conflict situations. For this purpose, we adapt a 
conflict model in which we define a conflict strength to be a 
particular measure of conflict between unknown numbers of 
agents about undefined dissenting issues [13]. Figure 2 depicts 
the analytical process of classifying the two dimensions of 
conflict resolution model. 

 
Fig. 2. A Model for Classifying Conflicts and Confidence in Multi-agent 

Systems 

C. Towards Developing a Conflict Resolution Strategy 

Selection Method 

After reviewing conflict resolution strategies in social 
science, we choose five strategies to resolve conflicts in our 
framework (Negotiation, Ignoring, Arbitration, Forcing, and 
Submitting). Efficient conflict resolution strategies mean 
resolving conflicts with fewer actions, and minimising the 
expected penalty [14]. From the review of current research 
work, there is no one strategy that works best for all situations. 
The following conflict states aspects are the focus of this 
research: 

 Weak conflict versus strong conflict, 

 Agents with high level confidence versus agents with 
low confidence level, 

 Belief (opinion) conflict resolution, 

 Agents’ confidence levels effect on the selecting 
conflict resolution strategy, 

 Conflict strengths effect on selecting a conflict 
resolution strategy, 

 Conflict resolution strategy selection method. 

Classifying conflicts into weak and strong is useful, and 
most importantly that, classifying agents based on their 
confidence level leads to wisdom selection of conflict 
resolution strategy. Conflicts among agents appeared when 
agents’ opinions about one or multiple issues are different. In 
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this situation, the conflict states classified into weak conflict 
and strong conflict based on the Conflict Ratio (CR) and 
Disagreement Degree (DD). CR is a ratio of conflicting agents 
to total number of agents, while DD is a ratio of dissenting 
issues to total number of issues in one conflicting state. Weak 
conflict means that result of adding DD with CR is less than 
one while strong conflict means that result of adding DD with 
CR is equal or more than one. 

The next section provides the building blocks for the 
formulation of ConfRSSM. 

IV. FORMALISING CONFRSSM DESIGN COMPONENTS 

The first important challenge in the field of agent’s conflict 
is the question of how to select a suitable conflict resolution 
strategy. The second important aspect is the effect of 
confidence level of a conflicting agent on this selection. 
Efficient conflict resolution strategies mean resolving conflicts 
with fewer actions, and minimising the expected penalty [15]. 
At the very beginning of the strategic selection process, there 
are multiple strategies and there is a need to select just one. In 
order to understand the issues of conflicts in multi-agent 
environments, we analysed the social theory of conflict and 
propose a conflict resolution strategy. 
A. Definitions of ConfRSSM Components 

 Definition 1: A set of agents A, each agent can 
represent as a tuple (an, Oan (I), Confan), Where: 

an: any agent ∈ A  

Confan : an agent’s confidence 

Oan (I): is the opinion of agent a of issue I. 

Definition 2: A conflict situation, CS, is a state that occurs 
when an action performed by an agent objection by another 
agent, or when there is a disagreement state between two 
agents’ opinions (decisions). Let us assume that there is a finite 
set of agents called the universe U. Elements of U will be 
referred to as agents. We define Opinions Collection Function 
as follows: 

Opinions Collection Function (OCF): This function collects 
an agent’s opinion from the environment. 

OCF: U → {O1… On}, 

Where: 

O: is an agents’ opinions 

As mentioned in Definition 1, each agent in U can be 
defined as a tuple (ai, Oai (I), Confai). If there are any two 
agents (ai, Oai (I), Confai), and (aj, Oaj (I), Confaj), in U, then, 
the conflict state appears if Oai (I) ≠ Oaj (I). 

The pair CS = (ai, aj, I) represents a conflict situation, 
where I is an issue that agents conflicts about. 

Definition 3: A conflicting agents set, CAS, is a set of pairs 
of conflicting agents (or conflicting groups of agents). For 
example, if ai conflicts with aj, then CAS = {(ai, aj)}. 

B. Conflict Classification 

Conflict classification is the basic part of understanding the 
concept of conflicts. Given the importance of conflict 
classification as a form of conflict resolution control, several 
researchers have developed models for this goal. In developing 
the model, we set the following requirements: 

 The model must provide a measure of confidence or 
confidence level of conflicting agents for each conflict 
situation, which allows comparison between conflicting 
agents. 

 The model must provide a ratio of conflict which 
detects the number of conflicting agents in both 
conflicting sides. 

 The model must provide a disagreement degree by 
detecting the number of dissenting issues in each 
conflict situation. 

Based on agents’ confidence values, two types of conflict 
are determined: 

 Strong Conflict (SC): When two agents conflict more 
than 50% of their decisions or their opinions (>1). 

 Weak Conflict (WC): When two agents conflict less 
than 50% of their decisions or opinions (<=1) 

While previous works in the literature explored different 
types of conflict classification [3, 8, 9]. This work explores the 
conflict classification by considering the Conflict Ratio and 
Disagreement Degree in evaluating the conflict strength. There 
are three key questions: 

 The ratio of conflict between agents, 

 The number of agents in each conflict state, 

 The number of dissenting issues in each conflict state. 

Definition 4: A conflict ratio, CR, is a ratio of conflicting 
agents to total number of agents. Each conflict state in CAS 
has conflict ratio can be represented as a low (L) or high (H), 

 If the number of CAS > 50% of the number of A → CR 
is H 

 If the number of CAS <= 50% of the number of A → 
CR is L 

Conflict Ratio Calculation Function (CRCF): This function 
calculates the ratio of conflicting agents with total number of 
agents in one of conflicting sets. 

CR: CR → CI / TI 

Where: 

CI: is a conflicting issues, 

TI: is a total issues in the conflict state. 

Definition 5: An agent opinion base (AOB), denoted as a 
pair, AOB = (A, O), where A and O are finite sets of agents 
and agents’ opinions, respectively.  
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Definition 6: A dissenting issues, DI, are an issues that 
agents conflicts about, if there are two agents ai and aj conflict 
about issues I1 and I2, then DI={ I1, I2} 

V. CONFLICT RESOLUTION STRATEGY SELECTION 

METHOD 

In many multi-agent applications, the delay in conflict 
resolution can cause a system performance degradation, so, a 
fast conflict resolution is required [10]. If there is more than 
one proposal within the negotiation strategy, the number of 
required messages is much more than any other strategy, which 
makes reaching agreement state more complicated. If the 
message has high cost bandwidth, this makes negotiation a 
high cost strategy. If any conflict state among agents resolved 
by negotiation strategy that requires many messages, this may 
be lead to a heavy coordination state. Based on this 
introduction, there is a real need to include some strategy that 
ignores some unimportant conflict states or include submitting 
strategy to enhance conflict resolution method performance. 
Figure 3 shows the process flow of selecting a conflict 
resolution strategy. 

 
Fig. 3. Process Flow for Selecting an Appropriate Conflict Resolution 

Strategy 

In the proposed method, the conflict strength and a 
confidence level of agents will be used for the selection of an 
appropriate conflict resolution strategy. The proposed model 
has several strategies as described below. 

A. Conflict Resolution Strategies 

Negotiation: considers the most popular strategy for 
resolving conflict in multi-agent systems. In negotiation 
strategy, it is assumed that all agents are rational and 
intelligent. This means the agents have the ability to make 
decisions that allowed it to reach their goals. In our proposed 
method, negotiation is selected when there is a high concern 
for both conflict parties; it corresponds to Compromising in 
social science, when one of the opponents is willing to yield. 
Negotiation is appropriate when both conflicting parties have 
equal confidence level, and neither party is strong enough to 
impose its decision or to resolve the conflict unilaterally [16]. 
Figure 4 shows the interactions among agents in negotiation 

strategy. The number of instances of each role that are required 
for operating the strategy can then be calculated. 

 
Fig. 4. Data Flow for Negotiation 

Arbitration: corresponds to Delegation. Arbitration and 
mediation are processes in which conflicts are arbitrated or 
mediated by a third party that does not have control to modify 
the behaviours of the conflicting agents. In arbitration in 
contrast of mediation, the decision of the third party 
(Arbitrator) must be accepted by conflicting agents. The 
Arbitrator must have additional specifications like authority, 
complete knowledge and more solution-search capabilities than 
other agents [17, 18]. This strategy is appropriate when a 
speedy decision domain requirement or a minimum number of 
messages is required. This strategy is appropriate when the 
agent disables to communicate with other agents. Figure 5 
shows the interactions among agents in Arbitration strategy. 

 
Fig. 5. Data Flow for Arbitration 

Submitting: represents high concern for other agents and 
low concern for themselves. It corresponds to Subservience. In 
this case, there is no force, but the inducement between both 
sides. Zartman [16] argues in situations of perceived 
asymmetry, the stronger party tends to act exploitatively while 
the weaker acts submissively. Submitting strategy is useful 
when the conflict is weak and there is a clear difference 
between confidence levels of conflicting agents. 

Ignoring: represents low concern for both conflict parties. 
This strategy similar to Withdrawing (Avoiding), that may 
happen when one of conflict's opposites does not pursue her/his 
own concerns [19]. One of the strategies that proposed in [20] 
is “Facilitation”, that means the low level of conflict can be 
resolved by changing some variables. This strategy will be 
used when both conflicting agents have low level confidence, 
and the conflict strength between them is weak. In this case, 
ignoring the conflict give a good outcome than spending time 
and effort to resolve this conflict. It is appropriate if time and 
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cost saving is one of the domain requirements. This strategy is 
inappropriate when one or both of the conflicting agents have a 
high confidence level, or when the conflict strength is strong.  

Forcing: helps reduce the complexity by eliminating some 
options as part of a non-compensatory strategy [21]. This 
strategy is used when an agent cannot change its strategy [22]. 
It is similar to compromise. 

Figure 6 shows the interactions among agents in 
Submitting, Ignoring and Forcing strategies. 

 
Fig. 6. Data Flow Diagram for Submitting, Ignoring and Forcing 

B. Strategies Characteristics Analysis 

We consider two main characteristics in the evaluation of 
conflict resolution strategies: 

1) The Number of Message for Each Strategy 
As shown in Figures 4 to 6, a number of messages are 

available for each strategy.  Inter messages refer to each 
output/input event binding that is executed. The strategies 
represent the interactions between agents’ roles. It is possible 
to calculate the number of messages and the data flow 
necessary to reach a solution through each strategy. The 
number of inter messages were calculated from the strategy 
representations using the following formulas: 

 Number of Messages for Arbitration = No. of Solution 
Implementer 

 No. of Messages in Negotiation = P * (1+2* Solution 
Acceptability Testers No.) + No. of Solution 
Implementers 

 Number of Messages for Forcing = No. of Solution 
Implementer 

 Number of Messages for Ignoring = No. of Solution 
Implementer 

 Number of Messages for Submitting = No. of Solution 
Implementer 

Where: 

P: Number of Proposals in Negotiation 

2) The Number of Time Ticks for Each Strategy 
A time tick represents a consistent cut of the strategy 

execution history, where each role is executing a single 
reasoning process. The physical meaning for a time tick is that 
it is a synchronised point for coordinating modules’ actions. 
All executions that may occur in a parallel fashion is 
synchronised among agents and their modules; one time tick 
corresponds to each role receiving an event, processing it, and 
outputting an event. These values cannot be used to directly 
compare the strategy performance, but rather to compare the 
behaviours exhibited by the strategies, such as scalability [1]. 

VI. THE CRSSA ARCHITECTURE 

Figure 7 depicts the architecture of Conflict Resolution 
Strategy Selector Agent (CRSSA). There are two main areas; 
the outer area represents the environment that contains 
conflicting agents set, and the inner area denotes the classifying 
conflict states, and selecting conflict resolution strategy. The 
Belief component represents an agent’s belief that includes 
conflict states in the system, conflicting issues and confidence 
levels of agents that are collected from Evaluation Agent. The 
Desire component represents an agent’s goal that includes 
selecting a strategy for resolving conflict states in the system. 
The Intention component includes classifying conflict states, 
and selecting a conflict resolution strategy. 

 
Fig. 7. The CRSSA Architecture 

We hypothesise that the proposed ConfRSSM method will 
reduce both the number of messages and the number of time 
ticks for resolving all the conflict states in a given system. 

VII. CONCLUSION AND FUTURE WORK 

Conflicts are likely to be the most critical parameters that 
are manifested through agents’ communication in a distributed 
multi-agent system. This paper presented a novel approach to 
detect and select appropriate strategies for resolving conflicts 
in multi-agent environments according to: (1) The conflict 
strength between agents (weak conflict or strong conflict), and 
(2) The agent’s ability (represented by its confidence level, 
decision-making ability and communication ability). We have 
also demonstrated that classifying conflicts is an important 
aspect for enhancing agents’ interactions and cooperation. As 
part of the on-going work, we will simulate and validate the 
proposed ConfRSSM in the domain of Learning Management 
System (LMS). The simulation scenario includes four agents, 
each detects the student’s learning style. The first agent 
represents a student, the second agent represents a student's 
parents (father or mother), the third agent represents a student's 
friend, and the fourth agent represents a student’s lecturer. The 
four agents are expected to exploit the algorithmic steps 
proposed in ConfRSSM for selecting an appropriate conflict 
resolution strategy. 
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Abstract—The most important component of Cognitive Radio 

Network (CRN) is to sense the underutilised spectrum efficiently 

in fading environment for incorporating the increasing demand 

of wireless applications. The result of spectrum sensing can be 

affected by incorrect detection of the existence of Primary User 

(PU). In this paper, we have considered Collaborative spectrum 

sensing to maximise the spectrum utilisation of Cognitive Radio 

(CR) user. We proposed a new architecture and algorithm that 

shows the step by step spectrum sensing procedure using Energy 

detection and Bayesian detection in collaborative environment 

for an optimal number of users. This algorithm also includes 

Maximal Ratio Combining (MRC) diversity techniques in fusion 

centre to make a final decision under fading condition. The 

simulation result shows the significant optimisation of detection 

performance with less misdetection for large number of users. It 

is also observed that MRC produces better results in 

collaborative manner under Nakagami-m, Rayleigh and Normal 

fading. Finally in this paper, we have analysed the relative 

performance of different wireless channels for various SNR levels 

and from that analysis it concludes that ED technique works 

better in high SNR and BD technique works for low SNR. 

Keywords—Maximal Ratio Combining; Collaborative 

spectrum sensing, Fading and Shadowing; Data fusion centre; 

Receiver operating characteristics; False alarm rate 

I. INTRODUCTION 

Modern and advanced wireless communication services are 
becoming scarce resources because of high data rate devices, 
which communicate by using electromagnetic waves. Due to 
fixed spectrum, nowadays this is a hard job to provide efficient 
bandwidth for the increasing demand [1]. Cognitive Radio 
Network (CRN) has become as a solution of limited spectrum 
problem by providing dynamic spectrum access with 
increasing number of users in current and future wireless 
communication [2]. In CRN, licensed users are known as 
Primary User (PU) and unlicensed users are known as 
Secondary User (SU) where SU’s are responsible to sense the 
occupied spectrum and use it without any interruption by 
giving highest priority to PU [3].  This electromagnetic wave 
media is highly disposed to noise and it is tough to detect the 
exact transmitted signal.  In presence of noise, miss detection 
may occur at SU. In case of misdetection, SU’s senses the 
existence of signal power but in reality it may be just noise, or 
SU senses no primary signal in transmitting mode but in reality 
it is. So the presentation of CRN based on how finely and 

reliably a SU detects the unused spectrum and utilise it by CR 
users without interferences. 

Spectrum detection can be done by using different 
techniques like, Neyman-Pearson Detection (NPD), Matched 
Filter (MF), Cyclostationary Detection, Energy Detection (ED) 
and Bayesian Detection (BD) etc. [4]-[7]. In [8], Matched 
Filter also known as coherent detection which can improve 
sensing performance by requiring less observation time and 
samples. Sensing of MF depends on prior knowledge about PU 
like modulation technique, packet structure and carrier 
synchronisation and timing devices of CR that is complicated 
to implement [9], [10]. In [11], Cyclostationary detection 
technique is used for detecting cyclostationary feature of PU 
signal. It also requires partial knowledge of PU and can easily 
distinguish transmitted signal from noise. This technique 
requires complex calculation, which is studied in [9].ED is the 
simplest way for sensing unknown deterministic primary signal 
with low complexity. It also refers as non-coherent detection, 
which can be implemented in both frequency and time domain 
that need no prior knowledge of PU [12]. BD is used to reduce 
the misdetection probability for a given large false alarm rated 
by incorporating likelihood ratio test which works better in low 
SNR than ED [13 ]. 

In this paper, we have considered the energy detection and 
Bayesian detection to optimise the efficient     sensing in co-
operative environment and to optimise total error rate. In real 
life, it is very challenging to estimate correct movement of PU 
and sense the hidden terminal independently due to fading or 
different obstacles like building, tree, tower etc. with high 
saturation loss. Collaborative Spectrum Sensing (CSS) is an 
intelligent and smart approach for combating multipath fading 
and shadowing with optimum numbers of SU [14]-[17]. In 
CSS, all CR users perform local measurement independently 
about existence or not existence of PU to make a binary 
decision and then forward the decision to a central Data Fusion 
Centre (DFC).  DFC combines those decisions and makes a 
final decision [18]. Different conventional diversity techniques 
are used to combine the independent decision which are 
discussed in [19] and [20]. In this paper, we have considered 
Maximal Ratio Combining (MRC) scheme with Energy and 
Bayesian detection. When MRC is used, channel state 
information of PU is needed in DFC with a normalised weight 
and then is added by linear combiner. 
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This paper has improved the work of [21]. This work 
demonstrates a clear comparison between local and 
collaborative sensing and has proposed a new scheme of MRC 
with ED to maximise spectrum detection within hidden 
terminal in collaborative environment. In wireless 
communication, fading is natural due to multipath propagation 
and shadowing. So, researchers are focused on detection 
performance over different fading channels [22], [23]. 
Performance of ED over Nakagami-m and Rician fading is 
discussed in [22]. The aim of this paper is to optimise the 
collaborative spectrum sensing by considering ED and BD 
over different fading channels like Rayleigh, Nakagami-m and 
Normal or Gaussian fading under MRC technique. It also 
analyses the performance of BD and ED based on SNR label. 

The remainder of this work is structured as: Section 2 
presents the structure of a signal model and mathematical 
formulation about ED and BD in local sensing. In Section 2, 
different fading channels characteristics like Nakagami-m, 
Rayleigh and Gaussian with tradition MRC is formulated with 
a new face. A complete algorithm, corresponding flowchart 
and proposed architecture of our collaborative spectrum 
sensing system are also deliberated in this section. Section 3 
discusses about the simulation results with required parameter 
and gives an analysis of access opportunity of collaborative 
CRN. Final conclusion is given in Section 4. 

II. SIGNAL MODEL 

A. Signal model of local spectrum sensing 

The main goal of spectrum sensing is to increase efficient 
use of spectrum hole and monitor the channel continuously to 
provide primary user precedence. In this paper, two most 
popular detection techniques is used like Energy detection and 
Bayesian detection to maximise the accessibility in an 
occupied channel based on SNR estimation. For binary signal 
detection two hypothesis are chosen to specify a decision rule 
about the presence or absence of PU that is referred as 
statistical decision. By following the term of signal the 
detection problem is solved using following hypothesis 
function [16], 

     {
                                           

                                          
 

Where    denotes as Null hypothesis that indicate there is 
no signal without noise,    indicate that primary user is in 
operation mode that produce the result of presence of primary 
user.  

In cognitive radio network, we consider N number of 
secondary users for spectrum sensing and each user senses the 
spectrum hole independently. For i

th
 secondary user that is 

independently and identically distributed [24], local spectrum 
sensing is determined by following the signal model including 
two hypothesis [21], 

      {
                                        

   
                       

 

Where       is denotes as received signal for      primary 
user’s transmitted signal at i

th
 secondary user and         

follows the Gaussian random process with zero mean and 

variance  
 . At the signal detector the sample sequence set of 

secondary users refers as iϵ{1,2,3, …, N},        is additive 
noise that produce null hypothesis and indicate that there is no 

primary user.    
    is the complex factor of  channel gain 

between  transmitter and receiver. The term    
        

     indicates that primary user is detected with    
hypothesis. 

B. Local spectrum sensing using Energy detection 

Energy detection is also known as non-coherent detection 
that can detect the signal energy by ignoring the structure of 
the signal. In case of unknown feature of a signal, energy 
detection could make better result. In Figure 1, energy 
detection technique collects transmitted signal bandwidth in 
specified sensing interval ti. Received Sampling signals are 
prefilled using Bandpass filter   and then square them using 
magnitude squaring device. Squared signals are integrated with 
respect to specified time interval to measure the test statistics. 

 
Fig. 1. Spectrum sensing using Energy detection 

In this energy detection, process test hypothesis is 
compared with predefined threshold value µED, which is 
measured based on signal noise, energy and sampling size. 
Functionally test statistics is given by [25], 

      
 

 
∑      

  
                  (1) 

where, 

    = test statistics, 

M = sampling size of received signal. 

In this case, an efficient decision rule is introduced by 
comparing predefined threshold with test statistics where 
received signal vector is y = {y1[k], y2[k], y3[k], … …, yN[k]} 
that varies only two random variable set {0, 1} that produce the  
hypothesis    (j=0,1). Formally the decision rule is given by, 

   ……………if µED,i< V(y) 
   ……………if µED,i> V(y) 

where, 

   ,             
  , 
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   = Power budget at Primary user. 

To determine the efficient measurement of test statistics it 
is very important to identify the number of sample and 
threshold value, that are calculated based on two important 
detection probability parameters    and    .    is denoted as 

probability of detection and       is denoted as probability of 

false alarm. Threshold and efficient sample size is measured by 
given equations [25], 

  
     (   )         

 

  
                                                (2) 

 
  

  √      (   )       
                                      (3) 

where, 

  = SNR for ith SU, 

           
       ⁄ , 

  = One sided power spectral density. 

Since PU is surrounded by different fading and obstruction, 
it is very tough to make a correct spectrum sensing decision 
with respect to    ) and     . A correct dicision matrix is 

given in Table 1 according to Figure 2 that produces the result 
about existence or not existence of PU. 

 

Fig. 2. Block diagram of detection hypothesis 

TABLE I. CORRECT DECISION MATRIX 

For a non-fading environment the statistical measurement 
of detection probability is given as [23], 

  ,   , 
  , 

                              

                                            
            

  
     

                                  (√    , √   , 
)                            (4) 

where, 

u = the time-bandwidth product = TW 

   ,  = threshold value for ith secondary user, 

     ,   is the generalised Marcum-Q function which is 
formulated as [23], 

          
 

    ∫   
 

 
  

      

                                    (5) 

And          is modified Bessel function of the u-1 order. 
Therefor using this function the probability of detection for the 
i
th 

 user can be written as, 

  ,   , 
  , 

  
 

√   
   ∫   
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                                                                                               (6) 

Since integral calculation of detection probability makes 
high complexity we can represent the formula as series 
function of Marcum-Q function, 
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 ∑
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Therefore, Probability of misdetection is given as, 

   ,   , 
  , 

                                   

                                      
                              ,   , 

  , 
                                       (8) 

And statistical calculation of false alarm is written as, 

        ,   , 
  , 

                                

                                               

        (      
  

|  ) 

                                   
   ,   ,  ⁄  

    
                                          

                                                                                               (9) 

C. Local spectrum sensing using Bayesian Detection 

Bayesian detection method is used in a prior statistics of 
PU movement and signalling information of PU to improve the 
throughput of SU sensing to utilise the unused spectrum.  
Bayesian detector works as a likelihood ratio test detector, 
which can make better performance in low and high SNR in 
binary hypothesis testing. Decision of the testing will produce 
by comparing this likelihood ratio with predefined threshold 
which is shown in Figure 3. 

The main goal of Bayesian detector is to reduce the cost or 
risk for making the incorrect decision. Expected minimise cost 
expression is defined as, 

C = C1|0 P(C1|0) + C0|1 P(C0|1) + C1|1 P(C1|1) + C0|0 P(C0|0) 
                                                                                             (10) 

where, Cab(a = 0, 1 and b = 0, 1) is the estimation of the 
cost that can make a detection statistics with binary hypothesis 
test. According to decision rule a clear cost matrix with 
detection probability is given in Table 2. 

 Decision rules 

Final decision       

Primary user  is   

present      

Detection Probability 

(  ) 

Misdetection probability 

(   ) 

Primary user is 

absent     

False alarm 

probability            

Rejection probability 
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TABLE II. COST MATRIX WITH BINARY HYPOTHESIS 

 True states 

Decision rule H1 H0 

x ϵ       C (1|1) =0, Pd C (1|0), Pfa 

x ϵ       C (0|1),    C (0|0) = 0 

 
Fig. 3. Process flow diagram of Bayesian detection 

For the two hypothesis testing with prior information, the 
likelihood ratio test is formulated as [26], 

                  
        

        
     

              

     
  

     

              
 

                              
              

             
                                         (11) 

Then the likelihood ratio is compared with threshold of 
Bayesian detection that is suitable to derive optimal detector, 

      H1 

         
 
 
    

         H0 

 

Where       
                  

                  
 

Bayesian detector is used to minimise the Bayesian cost to 
maximise spectrum utilisation. This function is related to false 
alarm probability and correct decision probability, 

                     

   Max P(H0) (1-Pfa) + P(H1) Pd                                        (12) 

D. Spectrum sensing under fading channel 

In wireless communication system, fading occurs due to 
multipath propagation and shadowing. Measurement of 
detection performance of energy detection and Bayesian 
detection over fading channel is very important to meet the 
spectrum sensing challenges to improve transmission 
performance.  Probability of detection in fading condition is 
measured using following equation, 

    
̅̅ ̅̅  ∫       ,      ,  ̅   
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where,    ,  ̅  is refers as probability density function for 
different fading channels. 

In case of Nakagami-m fading channel, the probability 
density function is given by, 

                           ,  ̅  
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 ̅                              (14) 

Therefore, average probability of detection over Nakagami-
m fading by following equation (7) is formulated as [23], 
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where, m is shape parameter of Nakagami-m channel 

The probability density function for Rayleigh fading 
channel is, 

               ,    
 

   
 

  

                                                      (16) 

where, 𝞼 is scale parameter of Rayleigh distribution 

And in case of Normal or Gaussian fading channel, the 
probability density function is, 

           ,  ,    
 

 √  
 
 
      

                                               (17) 

where, β is the expectation of the distribution and    is the 
variance of the normal distribution 

We can calculate the spectrum detection probability over 
Rayleigh and Normal fading channel to apply the 
corresponding PDF equation (16) and (17) in equation (7). 
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E. Sensing under fading channels in collaborative 

environment including MRC 

a) Formulation: For collaborative spectrum 

environment, we have considered N number of secondary 

users to sense the occupied spectrum to get an efficient result. 

In collaborative CRN, N number of SU senses the spectrum 

individually in a specified time interval to detect the real state 

of PU. Figure 4, determine PU activity with occupied states D 
= {d1, d2,…… …, dT}, for specified time interval states t = {1, 
 , …… …, T }. But, for the hidden spectrum hole SU generates 

its observation sequence O = {o1, o2, … … …, oT},  based on 

their local detection procedure. This observation set represent 

sensing information about the existence of not existence of PU 

in transmission mode. All SU transmit their observation 

information to DFC using local sensing method. Then DFC 

makes the final decision whether the SU finally transmit or 

not. 

 
Fig. 4. Block diagram of proposed Collaborative detection  using  MRC 

For N number of collaborative user where N= 1, 2, 3,…,Nm, 

the probability of detection in DFC is written as [21], 

           
  

                      (    (√   , √ ))
 

                         (18) 

The probability of false alarm for collaborative detection is 
written as, 

      (     )
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   ,  ⁄  

    
)
 

                     (19) 

To make an effective detection result DFC use different 
diversity method to combine the given sensing form all SU. 
One of the most popular diversity schemes is maximum ratio 
combining scheme. In this work, we proposed a collaborative 
environment with MRC diversity in different fading channels. 
The DFC collects all information and combine them using 
linear combiner. In MRC diversity, the complex envelop of 

received signal for     individual branches of SU is formulated 
as [27], 

 ̃     ∑   ̃ 
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where, 

   
   = composite channel achievement in fading, 

  = weighted factor for each channel, 

∑       
    

  
       = compound envelop of received signal, 

∑    ̃ 
  
       = complex envelop of received noise. 

Then the detection hypothesis is expressed as, 
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To maximise the detection statistics in collaborative 
sensing, MRC technique introduce an instantaneous SNR that 
is indicated as     . In DFC, this is calculated by summarising 
given all individual secondary users SNR using linear 
combiner. That is, 

                                         ∑   
  
                                        (21) 

Therefore, we can write the detection probability under 
MRC method as, 
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This equation will used to express the detection probability 
over Nakagami-m, Rayleigh and Normal fading channels by 
using equation (15). For Nakagami-m fading the detection 
probability under MRC is mathematically calculated as, 
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So, collaborative detection and false alarm probability 
under MRC can be expressed by, 

                                 ,      (    ,   
̅̅ ̅̅ ̅̅ ̅̅ )

 
               (24) 

And 

                                                (     )
 

                   (25) 

b) System Algorithm: 

To understand the working procedure of our system a well-
organised and smart algorithm is introduced. This algorithm 
shows the step by step spectrum sensing procedure using BD 
and ED in collaborative environment for an optimal number of 
users. This algorithm also includes MRC diversity technique in 
DFC to make a final decision (Algorithms 1 to 3). 
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Algorithm 1 Steps to estimate Collaborative Spectrum 

Sensing under different fading channels using  MRC  

Initial Step 

Step 1: Cognitive Radio user received transmitted signal 

independently trough specified sensing period with N = 1, 2, 

3, … …, Nm no-cooperative SU.  

Local sensing 

Step 2: For N individual users. 

Step 3: Select the received signal and filter the signal locally 

at each user. 

Step 4: Perform PU detection method (Energy detection or 

Bayesian detection).  

Step 5: Take independent decision using local ED or BD 

based on SNR level using algorithm 2 and 3. 

Step 6: Report independent sensing decision Hj to DFC.  

Step 7: End For. 

Final decision in DFC 

Step 6: DFC produces the final result using MRC under 

Nakagami-m, Rayleigh and Normal Fading channels. 

Step 7: Estimate       and     
    for independent user for 

equation (20) 

Step 8:  Compute      . 

Step 10: Calculate V(y). 
Step 12: Match V(y) with    or   . 

Step 13: If V(y) is greater than threshold value then DFC 

makes H1 as a final result else produce H0. 

Step 13: Compute    ,     and      under different fading 

channel using MRC. 

Step 14: Calculate   and     to evaluate Collaborative 

sensing proficiency under fading channels using MRC. 

 

Algorithm 2 Steps to calculate local sensing using Energy 

detection  

Step 1: SU takes the received signal and pass through BPF 

Step 2: Estimate Power Spectral Density (PSD). 

Step 3: Integrate PSD and determine fixed threshold     using 

parameters. 

Step 4: Compute test statistics      . 

Step 5: Compare     and    , for          ,   produce H1 

otherwise produce H0. 

 

Algorithm 3 Steps to calculate local sensing using Bayesian 

detection  

Step 1: SU takes the received signal at specified sensing time.  

Step 2: Set prior probability parameters. 

Step 4: Compute likelihood ratio          . 
Step 5: Set cost estimation matrix. 

Step 2: Calculate posterior. 

Step 4: Calculate    ,  using step 2, 3 and 4. 

Step 5: Compare         and    ,  . 

Step 6: if              , then produce H1 otherwise produce 

H0. 

III. SIMULATION AND RESULT 

This section is about the performance of detection in 
collaborative environment under different fading channels like 
Rayleigh, Normal and Nakagami-m using MRC. In addition, 
we also compare the performance between Energy detection 
and Bayesian detection based on specified SNR. 

A. Simulation parameters 

To estimate the collaborative performance under fading 
channel using MRC, the numerical simulation parameters 
followed by Energy and Bayesian detection are considered in 
Table 3. 

TABLE III. PARAMETERS  FOR EVALUATE ENERGY AND BAYSIEN 

DETECTION UNDER DIFFERENT FADING USING MRC 

Parameter Description Value 

    /       Threshold 0.001 - 0.02 

 ̅ Average SNR -30db – 20db 

T Sensing time 40 - 300 ms 

W Sampling bandwidth 50 - 500 Hz 

𝞼 
Scale parameter for 

Rayleigh fading 
0.03 - 0.08 

N Number of users 1 - 10 

M Number of samples 50 - 1000 

m 
Shape parameter for 
Nakagami-m fading 

2 - 4 

   Variance for Normal fading 0.001 

B. Simulation Results 

In the simulation result section, Receiver Operating 
Characteristics (ROC) curves are used to recognise the access 
probability of collaborative sensing by measuring the 
interchange between   and      against the different SNR 

levels. This segment delivers simulation and analytical results 
to verify and compare the ROC curves in sensing condition. 
All figures show that theoretical results are very close to 
simulation result. Therefore we can say that more than 95% 
confidence level is achieved. 

Figure 5 shows the impact of collaborative detection for 
different numbers of users. It indicates that probability of 
collaborative detection will increases at a large number of users 
with fewer false alarms. Figure 6 demonstrates     against     

for various sampling rates. It has been observed for the figure 
that the detection probability rises with a large number of 
sampling. 

Figure 7 shows the performance of Rayleigh fading under 
MRC using Bayesian detection. Though for the increased 
number of antenna MRC works better, but the ROC curve for 
collaborative with MRC produce superior detection than local 
sensing. Therefore using Table 4 we can say that Bayesian 
detection works in low SNR under Rayleigh fading where M = 
200. 
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Fig. 5. Complementary ROC curves of collaborative Missdetection for 
different users 
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(a) Detection probability under Rayleigh fading 
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(b) False alarm probability under Rayleigh fading 

Fig. 7. ROC curves for probability of detection and false alarm against 

average SNR for Bayesian detection under Rayleigh fading channel 
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(b) False alarm probability under Rayleigh fading 

Fig. 8. Detection and False alarm probability curves VS. average SNR for 

Energy detection under Rayleigh fading channe 
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(a) Detection probability under Nakagami-m fading 
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(b) False alarm probability under Nakagami-m 

Fig. 9. Complementary ROC curves of Probability of detection and false 

alarm for Bayesian detection under Nakagami-m channel 
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(a) Detection probability under Nakagami-m fading 
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(b) False alarm probability under Nakagami-m fading 

Fig. 10. ROC curves for detection and false alarm probability against average 

SNR under Nakagami-m channel using Energy detection 
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(a) Detection Probability under Normal fading 
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(b) False alarm probability under Normal fading 

Fig. 11. Performance curves of detection and False alarm probability VS 

average SNR under Normal fading channel using Bayesian detection 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

413 | P a g e  

www.ijacsa.thesai.org 

TABLE IV. RELATIVE PERFORMANCE OF WIRELESS CHANNELS

Number of Antenna with 

MRC 
Rayleigh Fading Nakagami-m Fading Normal Fading 

 
BD, 

 ̅= -10db 

ED, 

 ̅ = -2db 

BD, 

 ̅ = -5db 

ED, 

 ̅ = 4db 

BD, 

 ̅= -5db 

ED, 

 ̅ = 4db 

Single antenna 
   = 10%    = 30%    = 43%    = 43%    = 50%    =  62% 

    = 2%     = 70%     = 9%     = 40%     = 21%     = 19% 

MRC with 2 antennas 
   = 34%    =45%    = 58%    = 57%    = 60%    = 80% 

    = 6%     = 40%     =8%     = 22%     = 16%     = 10% 

MRC with 4 antennas 
   = 78%    = 70%    = 64%    = 58%    = 80%    = 81% 

    = 16%     = 13%     = 8%     = 18%     = 15%     = 9% 

Collaborative with MRC 
   = 99%    = 98%    = 97%    = 80%    = 99%    = 99% 

    = 28%     = 33%     = 18%     = 25%     = 21%     = 11% 
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(a) Detection Probability under Normal fading 
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(b) False alarm probability under Normal fading 

Fig. 12. Complementary ROC curves for detection and false alarm 

probability under Normal fading channel using Energy detection 

In Figure 8, the effects of MRC under Rayleigh fading are 
studied using Energy detection. It is observed that collaborative 
MRC produces more effective result for higher SNR range. 

Figures 9 and 10 show a clear comparison of the 
performance of detection between Bayesian and Energy 
detection under Nakagami-m fading. These show that 
Nakagami-m fading gives better detection than Rayleigh fading 
for same estimation. 

Figures 11 and 12 manifests the ROC curves for Normal 
fading under Bayesian and Energy detection, which shows the 
effects of increasing number of antennas with MRC to estimate 
optimum detection by considering sensitive false alarm rate. 

From these two figures, it observed that Normal fading channel 
start detection for low SNR in BD and produces better access 
probability for collaborative MRC where ED starts working at 
high SNR, and produces efficient detection against sensitive 
false alarm in collaborative environment. 

In Table 4, relative performance of Nakagami-m, Rayleigh 
and Normal or Gaussian fading are given for different SNR 
level using BD and ED. Findings from this tables are- 
Collaborative MRC produces a better output of access 
probability for all channels, Bayesian Detection works better at 
Nakagami-m fading for Low SNR values and Energy detection 
works better at Rayleigh fading for High SNR values. 

IV. CONCLUSION 

This work provides the analysis of spectrum sensing using 
traditional Bayesian detection and Energy detection with MRC 
under Nakagami-m, Rayleigh and Normal fading channels. We 
have considered the collaborative spectrum sensing 
environment to maximise the access analysis for CRN user. 
Sample numbers and threshold identifications are very 
important for this proposed method due to dynamic changing 
environment which helps to improved CR performance. This 
work introduces an adaptive algorithm to conduct the spectrum 
sensing for hidden terminals that optimise the correct detection 
probability for collaborative CRN. From the simulated ROC 
curves, it is estimated that large number of samples make better 
performance and provide less misdetection. It is also observed 
that for large number of antennas MRC produce more correct 
decision with collaborative environment then local sensing 
under different fading channels. By analysis the relative 
performance of different wireless channel for various SNR 
levels it is showed that ED works better in high SNR and BD 
can works for low SNR. 
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Abstract—Large volume of Genomics data is produced on 

daily basis due to the advancement in sequencing technology. 

This data is of no value if it is not properly analysed. Different 

kinds of analytics are required to extract useful information from 

this raw data. Classification, Prediction, Clustering and Pattern 

Extraction are useful techniques of data mining. These 

techniques require appropriate selection of attributes of data for 

getting accurate results. However, Bioinformatics data is high 

dimensional, usually having hundreds of attributes. Such large a 

number of attributes affect the performance of machine learning 

algorithms used for classification/prediction.  So, dimensionality 

reduction techniques are required to reduce the number of 

attributes that can be further used for analysis. In this paper, 

Principal Component Analysis and Factor Analysis are used for 

dimensionality reduction of Bioinformatics data. These 

techniques were applied on Leukaemia data set and the number 

of attributes was reduced from to. 

Keywords—Bioinformatics; Statistics; Microarray; Leukaemia; 

Feature Selection; Statistical tests; PCA; Factor Analysis; R tool 

I. INTRODUCTION 

Bioinformatics experiments are based on Genome, DNA, 
RNA and Chromosomes. Genomics plays an imperative role in 
this field. Huge amount of data has been produced in Genomics 
with a substantial portion produced in Functional Genomics (in 
the form of protein-protein association), Structural Genomics 
(in the form of 3-D structure). By using NGS (Next Generation 
Sequencing) technique, a lot of work has been done in the field 
of Microarray. This technique is helpful to identify human 
diseases. NGS is sequencing technique which is used to detect 
sequences of proteomics for next generation. 

Genetic Diseases are caused by Genetic disorders that are 
more complex because of multiple genes interaction. These 
disorders are breast cancer, colon cancer, skin cancer, autism, 
progeria, and haemophilia. These are caused by mutation in 
genes or sometimes inherit from parents. Leukaemia is a 
cancer of blood cells that occurs due to genome abnormality.  
Microarray includes genes expression data that is present at 
large scale. 

Bioinformatics data needs to be store in an efficient manner 
and include a lot of Attributes (Variables). The major problem 
is that, most of tools crash when large data stored in it. 

Statistics plays superlative role in the field of 
Bioinformatics, Mathematics and Computer Science. It is used 
to extract, organise, analyse and visualise large amount of data. 
. For this purpose, a lot of tools like Excel, Weka, Matlab and 
R are available. Many Statistical tests are used for the 
extraction of relevant information. These are t-test, chi-squared 
test (χ2-test), ANOVA (Analysis of Variance), Kruskal-Wallis, 
Friedman and PCA (Principle Component Analysis) tests [1] 
Statistical t-test is used to check the difference between sample 
Mean and hypothesised value. ANOVA is parametric 
(distribution) test used to check the difference of dependent 
variables with levels of independent variables. Kruskal-Wallis 
is non-parametric (distribution free) test in which assumptions 
are not including unlike ANOVA. Friedman test is used when 
there is one distributed dependent variable and one 
independent variable with two or many levels. It is used to 
check the difference in reading and math scores and writing. 
Chi-squared test is used to compare the observed data with data 
according to specific hypothesis. PCA test is used to 
Select/Extract relevant and specific information about variables 
(attributes) in large dataset. In PCA, correlation is found 
between principal components and original data. All of these 
tests applied in Statistical tool. 

R is open source Statistical tool that is used for loading, 
extracting, interpretation and analysis of data. It includes many 
operations such as standard deviation, correlation, mean, 
variance, median, mode, graphs, plot, charts, and histograms. It 
automatically loads libraries and packages. It performs 
Machine Learning Classification and Clustering tasks very 
quickly and effectively. 

Leukaemia data has available in enormous amount. It has 
four types such as CLL (Chronic Lymphocytic Leukaemia), 
CML (Chronic Myeloid Leukaemia), AML (Acute Myeloid 
Leukaemia), and ALL (Acute Lymphocytic Leukaemia). Many 
Homo sapiens are affected by these types. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

416 | P a g e  

www.ijacsa.thesai.org 

Machine Learning plays a significant role in the 
Selection/Extraction and Classification of data. PCA (Principle 
Component Analysis) test is used for extracting relevant genes 
information in large Leukaemia data. Factor Analysis describes 
the uniqueness between many variables (attributes) in data. 
PCA and Factor Analysis are applied in R Statistical tool. It is 
powerful tool for analysis of data. Extraction of relevant genes 
information is very important for Machine Learning 
Classification. 

The objectives of this article are: 

 To study various features of large Bioinformatics 
dataset (Leukaemia) 

 To apply the PCA (Principal Component Analysis) and 
Factor analysis statistical tests for reducing the number 
of attributes 

The rest of the paper is organised as: Section 2 explains the 
related work in this field. Section 3 describe experimental setup 
of our work in such a way that statistical test PCA (Principal 
Component Analysis) and Factor analysis on large Leukaemia 
data in RStudio tool. Section 4 highlights on results obtained 
from experiment and discussion about large data analysis using 
statistical tool. Section 5 concludes further research work for 
analysis on different Bio-informatic dataset using different 
statistical tests. 

II. RELATED WORK 

Kumar et al. [2] have developed Fuzzy kNN algorithm, 
providing better accuracy. They select /extract the genes with 
the help of t-test and classify the genes using kNN (k Nearest 
Neighbour) by using Leukaemia data. Leu et al. [3] have 
proposed analysis of genomic data with the help of sampling, 
in which genes are classified into three groups based on their 
expression level. After removing the needless groups, subsets 
are made by using sampling. Then kNN algorithm used to 
determine classification accuracy that helps to remove 
irrelevant subsets and χ2- test is used to find relevant genes 
(information) resulting in better correctness with fewer genes 
by using 3 bioinformatics datasets from NCBI (National Centre 
for Biotechnology Information). Hernandez et al. [4] have 
developed computational method for selection of genes. After 
that, they classified the genes with SVM (Support Vector 
Machine) Machine Learning classifier by using genetic 
algorithm. Leukaemia, colon cancer and lymphoma datasets 
are used from NCBI resulting greater accuracy. Lee et al. [5] 

have developed GADP (Genetic Algorithm with Dynamic 
Parameter setting) Algorithm that is used with the χ2-test for 
gene selection and  SVM (support vector machine) classifier is 
used for effective verification of genes resulting in best 
accuracy with fewer genes by using 6 datasets from NCBI. 
Kumar et al. [6] have proposed a way in which ANOVA 
(Analysis of Variance) Statistical test is used for relevant gene 
(information) selection and kNN classifier algorithm is used 
for gene classification resulting in best scalability and speedup 
by using NCBI datasets. Ray et al. [7] have developed 
framework for microarray data analysis in which 
features/genes are selected with sf-ANOVA (single factor 
Analysis of Variance) and features are classified with ML 
(Machine Learning) techniques such Naïve Bays and Logistic 
Regression resulting in better scalability, correctness and 
speedup as compared to all existing approaches. Ali et al. [8] 
have explained brief description on Microarray data analysis 
(genes) in which many genes Selection/Extraction and 
Classification tests/Algorithms are discussed. They also 
describe the Performance comparison of different Machine 
Learning Techniques and Algorithms. It illustrates further 
research ideas in his paper about Machine Learning 
Techniques and Algorithms. Sarwar et al. [9] have proposed 
review study about Bioinformatics tools. They demonstrate the 
implementations of Tools for Alignment Viewers, Database 
Search and Genomic Analysis. It also describes further 
research domains for the implementation of tools using various 
languages such as Java, Scala, Python and R. Rehman et al. 
[10] have explained importance of Scala language for 
Bioinformatics Tools/ Algorithms. They demonstrate the 
supported languages for Motif Finding Tools, Multiple 
Sequence Alignment Tools and Pairwise Alignment tools. 
Ahmed et al. [11] have explains the modern data formats 
(models) for the implementation of Machine Learning 
Algorithms and techniques in Hadoop MapReduce and Spark 
for large Bioinformatics data. It also describes the performance 
comparison of different data formats. It highlights the 
supported platforms for different data models. 

III. EXPERIMENTS DETAIL 

A. Dataset 

The Dataset used for Genome feature Selection/Extraction 
is obtained from NCBI (National Centre of Biotechnology 
Information) [12]. The details regarding this data are tabulated 
in TABLE I. 
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TABLE I. DESCRIPTION OF GENOMICS (LEUKEMIA) DATASET 

Accession GSE13159 Family (Series Matrix File) 

ID_REF From GSM329407 to GSM331732 

Title MILES stage 1 data (N1_0001 ----- N1_2096) 

Sample type RNA 

Number of Attributes 2096 

Source name Patient sample 

Total Classes 18 

Organism Homo Sapiens (Scientific Name) 

Sample type Bone Marrow Peripheral Blood 

WHO (World Health Organisation) Classification of 

Leukaemia types 

Names of Classes 

 o mature  B-ALL with t(8;14) 

o Pro-B-ALL with  t(11q23)/MLL 

o c-ALL/Pre-B-ALL with t(9;22) 

o T-ALL 

o ALL with t(12;21) 

o ALL with t(1;19) 

o ALL with hyper-diploid karyotype 

o c-ALL/ Pre-B-ALL without t(9;22) 

o AML with t(8;21) 

o AML with t(15;17) 

o AML with inv(16)/t(16;16) 

o AML with  t(11q23)/MLL 

o AML with normal karyotype + other 

abnormalities 

o AML complex aberrant karyotype 

o CLL 

o CML 

o MDS 

o Non-Leukaemia and healthy bone marrow 

 

In TABLE I four main types of Leukaemia are explained 
including AML, CML, ALL and CLL. In the bone marrow, 
Multi-potential stem cells are present. These cells are 
immature, undifferentiated and have no shape. They perform 
specific function in the human body after differentiation Stem 
cells are further divided into Myeloid and Lymphoid cells. 
Myeloid cells make Myeloblast cells which are further 
differentiated into Red blood cells (Erythrocyte), White blood 
cells and Platelets (Thrombocyte). Red blood cells are helpful 
to provide oxygen in human body. White blood cells defend 
the body from infections. Platelets provide blood clots in case 
of any injury [13]. 

AML occurs in bone marrow and blood. When immature 
Myeloblast cells are not differentiated then size of these cells 
increases. These immature Myeloblast cells get spread rapidly 
throughout the whole human body. Due to this reason, AML is 
produced. Its symptoms are fever, fatigue and bleeding. AML 
occurs in adults (below the age of 35 years) and children (from 

2 to 9 years of age). CML occurs in bone marrow and blood. 
Myeloblast contains chromosomes. Genes are produced in 
these chromosomes. When gene for Myeloblast mutate or 
transfer from chromosome 9 (normal) to 22 (abnormal) then 
these Myeloblast cells cannot mature into RBC (Red Blood 
Cells), WBC (White Blood Cells) and Platelets. Due to this 
effect, CML is produced. Its symptoms are anaemia (due to 
loss of blood), fatigue and weight loss. CML occurs in elder 
people. 

Lymphoid cells make Lymphoblast. Lymphoblast cells are 
further differentiated into B cells, T cells and Natural killer 
cells. B cells contain antibodies. When antigens enter into our 
body, B cells fight with them. T cells weaken the antigens and 
give to the B cells that remove them. If antigens are not 
controllable by B and T cells then Natural killer controls them. 

ALL occurs in bone marrow and blood. Lymphoblast 
contains Lymph nodes. Lymphocyte goes to Lymph nodes to 
mature into B and T cells. When Lymphoblasts and 
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Lymphocytes accumulate into Lymph nodes then ALL occurs 
rapidly. Its symptoms are fever, fatigue and swollen nodes 
(painful). CLL occurs in bone marrow and blood. When 
Lymphoblast has too many divisions of immature cells then 
CLL produces slowly. Its symptoms are anaemia and weight 
loss. However, CLL is less dangerous. 

WHO (World Health Organisation) classification of 
Leukaemia types and sub-types are tabulated in TABLE I. 
Occurrence of 18 subclasses for Bone Marrow sample is given 
in Fig. 1.Similarly, occurrence of 18 subclasses for peripheral 
Blood sample is given in Fig. 2. 

In Fig. 1, X-axis represents all subclasses for Bone Marrow 
and Y-axis represents total counts (existence) of Attributes 
(Variables) in Data GSE13159 Family. The interval between 
Attributes is 50 in Y-axis. Subclass “mature B-ALL with t (8; 
14)” is 12-time repeats for Bone Marrow in different Attributes 
of original data. Total 55 Attributes represent the class “Pro-B-
ALL with t (11q23)/MLL”. Total 111 Attributes represent the 
class “c-ALL/Pre-B-ALL with t (9; 22)”. Total 170 Attributes 
represent the class “T-ALL”. Total 58 Attributes represent the 
class “ALL with t (12; 21)”. Total 33 Attributes represent the 
class “ALL with t (1; 19)”. Total 39 Attributes represent the 
class “ALL with hyper-diploid karyotype”. Total 232 
Attributes represent the class “c-ALL/ Pre-B-ALL without t (9; 
22)”. Total 35 Attributes represent the class “AML with t (8; 
21)”. Total 34 Attributes represent the class “AML with t (15; 
17)”. Total 27 Attributes represent the class “AML with inv 
(16)/t (16; 16)”. Total 29 Attributes represent the class “AML 
with t (11q23)/MLL”. Total 330 Attributes represent the class 
“AML with normal karyotype and other abnormalities”. Total 
46 Attributes represent the class “AML complex aberrant 

karyotype”. No Attribute represents the class “CLL”. Total 66 
Attributes represent the class “CML”. Total 206 Attributes 
represent the class “MDS”. Total 73 Attributes represent the 
class “Non-Leukaemia and healthy bone marrow”. Maximum 
repeated subclass “AML with normal karyotype and other 
abnormalities” is 330-times. 

In Fig. 2, X- axis represents all subclasses for Peripheral 
Blood and Y-axis represents total counts (existence) of 
Attributes (Variables) in dataset GSE13159 Family. The 
interval between Attributes is 70 in Y-axis. Single Attribute 
represents class “mature B-ALL with t (8; 14)” in dataset. 
Total 15 Attributes represent the class “Pro-B-ALL with t 
(11q23)/MLL”. Total 11 Attributes represent the class “c-
ALL/Pre-B-ALL with t (9; 22)”. Total 4 Attributes represent 
the class “T-ALL”. No Attribute represents the class “ALL 
with t (12; 21)”. Total 3 Attributes represent the class “ALL 
with t (1; 19)”. Single Attribute represents the class “ALL with 
hyper-diploid karyotype”. Total 5 Attributes represent the class 
“c-ALL/ Pre-B-ALL without t (9; 22)”. Total 5 Attributes 
represent the class “AML with t (8; 21)”. Total 3 Attributes 
represent the class “AML with t (15; 17)”. Single Attribute 
represents the class “AML with inv (16)/t (16; 16)”. Total 9 
Attributes represent the class “AML with t (11q23)/MLL”. 
Total 21 Attributes represent the class “AML with normal 
karyotype + other abnormalities”. Total 2 Attributes represent 
the class “AML complex aberrant karyotype”. Total 448 
Attributes represent the class “CLL”. Total 10 Attributes 
represent the class “CML”. No Attribute represents the class 
“MDS”. Single Attribute represents the class “Non-Leukaemia 
and healthy bone marrow”. Maximum repeated subclass 
“CLL” is 448-times. 
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Fig. 1. Number of Attributes for subclasses in Bone Marrow sample 
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Fig. 2. Number of Attributes for sub-classes in Bone Marrow sample 

B. Preparing Dataset

Leukaemia dataset that has accession (GSE13159 Family) 
is too large having large number of attributes/variables. For 
best analysis results, whole data is divided into chunks that 
have equal number of attributes (variables). Every chunk has 
500 numbers of attributes/values. Division of these data is 
shown in TABLE II. 

TABLE II. DIVISION OF CHUNKS IN DATASET 

Chunks 
No. of 

Variables 
Accession no. 

  Start End 

1 500 GSM329407 GSM330130 

2 500 GSM330131 GSM330636 

3 500 GSM330637 GSM331136 

4 596 GSM331137 GSM331732 

C. Statistical tool 

In this experiment, 64 bit RStudio version 1.0.136 with the 
help of 64 bit R version 3.3.2 used [14]. PCA and Factor 
Analysis applied on Leukaemia dataset (GSE13159 Family 
(Series Matrix File)) in Statistical tool. 

D. Principal Component Analysis 

Principal Component Analysis (PCA) is used to identify/ 
extract uncorrelated Attributes (Variables) that is called 
Principal Components. The main purpose of PCA is to 
determine maximum variance with minimum number of 
Principal Components [15]. In this study, PCA is applied on 
data that is given in TABLE I.The objective of using PCA is to 
reduce the dimensionality problem. PCA gives relevant gene 
information that is helpful for further analysis. 
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For Principal Component Analysis, data is loaded in R tool 
that reads CSV (Comma Separated Values) file. All attributes 
of dataset are binded in one variable by using cbind (column 
bind) command. Then find out correlation between all 
attributes. After finding correlation summary, apply PCA test. 
PCA scores and correlation between attributes will be true in 
PCA. After obtaining PCA summary, loads the final attributes. 
Results of PCA presented in plots, sceeplots and also in 
biplots. 

E. Factor Analysis 

Factor Analysis is used to find out the uniqueness among 
many attributes (variables). A lot of attributes exist in large 
Dataset. Some attributes/records are meaningless for the 
purpose of analysis. So observed attributes (variables) are 
selected with many traditional analysis techniques but these 
techniques do not perform well at some extent. To remove this 
bottleneck, Factor Analysis approach is used that finds 
meaningful observed attributes (variables) in large. This 
approach is superlative for large data analysis. 

In this experiment, perform statistical PCA (Principal 
Component Analysis) test for extracting relevant information 
for dataset in R tool. Then apply Factor analysis for the 
uniqueness of observed attributes (variables) and extract 
relevant features. 

For Factor Analysis, data is loaded in R tool that reads CSV 
(Comma Separated Values) file. So, we need frames of 
standardised attributes/variables for further processing. For 
this, convert whole data into specific frame. Then apply Factor 
analysis using command factanal ( ). By using this command, 
find out the results initially without rotation of 
attributes/records. After Factor analysis, find 10 factors. 
Important arguments of Factor analysis are dataset, number of 
factors, rotation that will be none initially and omits null values 
of attributes/variables. After loading the results of Factor 
Analysis, compute Eigen values. Then find out the proportion 
of variance of Eigen values. Now, compute the uniqueness 

among different attributes/variables. Finally, resultant graph 
generated without factor rotation. Next, find out Factor analysis 
using varimax rotation. After loading factor variables, draw 
resultant graph with varimax factor rotation in [Fig. 4] – [Fig. 
7].Then find out the variables that has minimum and maximum 
values of factor 1 and factor 2 [16]. After binding these 
selected variables of factor 1 and factor 2, generates resultant 
graph with selected attributes/variables in [Fig. 8] – [Fig. 11]. 

IV. RESULTS AND DISCUSSION 

Bioinformatics field consists of proteins, genes, DNA, 
RNA and chromosomes. It also contains data of Leukaemia 
disease which occurs in multiple forms such as CLL, CML, 
AML and ALL. All of these types occur due to large number of 
genes in human body. These data need to be analyses in an 
effective and efficient manner. A lot of statistical tools are used 
for analysis of these data but PCA (Principal Component 
Analysis) test and Factor analysis are more preferable. 

In this experiment, large Leukaemia data is used that is 
divided into chunks and analysed every chunk. Statistical PCA 
(Principal Component Analysis) test is applied on given data. 
PCA test applied on every chunk that has the same number of 
attributes/variables. In Fig. 3 after performing PCA, when load 
attributes of whole dataset, it gives only 9 components among 
500 components. The reason is that these resultant 9 
components have greater than one value. The remaining 
components have less than one value. Results for analysis are 
represented using graph of PCA test. 

Factor analysis test applied on every chunk that has the 
same number of attributes/variables. After loading data in R, 
compute Eigen values and communality distance among 
variables/attributes of given dataset. Then check the 
uniqueness of the variables and perform Factor analysis 
without rotation of factors. Representation of 
attributes/variables that have minimum and maximum values 
for factor 1 and factor 2 is given in [Fig. 4] – [Fig. 7]. 

 
Fig. 3. Plot of Attributes for Factor Analysis with Rotation of Factors (1-500) 
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Fig. 4. Plot of Attributes for Factor Analysis with Rotation of Factors (500-1000) 

 
Fig. 5. Plot of Attributes for Factor Analysis with Rotation of Factors (1000-1500) 
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Fig. 6. Plot of Attributes for Factor Analysis with Rotation of Factors (1500-2096) 

When extracted variables/attributes with rotation of factor 
are gained, then bind these variables with randomly selected 
other variables in given specific dataset. Finalised extracted 

attributes/variables using Factor analysis are shown in [Fig. 8] 
– [Fig. 11]. 

 

Fig. 7. Finalised Extracted Attributes using Factor Analysis (1-500) 

In Fig. 8, the finalised Attributes are GSM329821, 
GSM329846, GSM329754, GSM329672 and GSM329946. 
GSM329821, GSM329846, GSM329754 and GSM329946 
Attributes/Variables represent Bone Marrow sample but 

subclass varies. GSM329821 and GSM329754 Attributes have 
c-ALL/Pre-B-ALL with t (9; 22) subclass. GSM329846 
Attribute has T-ALL subclass. 
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Fig. 8. Finalised Extracted Attributes using Factor Analysis (500-1000) 

In Fig. 9. the finalised Attributes are GSM330192, 
GSM330161, GSM330521, GSM330603 and GSM330291. 
GSM330192, GSM330161, GSM330291 and GSM330603 
Attributes/Variables represent Bone Marrow sample in but 
GSM330521 represent Peripheral Blood sample. GSM330192, 

GSM330291 and GSM330161 attributes have c-ALL/Pre-B-
ALL without t (9; 22) subclass. GSM330521 Attribute has 
AML with t (11q23)/MLL subclass. GSM330603 Attribute has 
AML with normal karyotype and other abnormalities subclass. 

 

Fig. 9. Finalised Extracted Attributes using Factor Analysis (1000-1500) 

In Fi.g. 10, the finalised Attributes are GSM330702, 
GSM331107, GSM331124, GSM330868, GSM331035 and 
GSM330784. GSM331107, GSM331124 and GSM331035 
Attributes/Variables represent Peripheral Blood sample but 
GSM330702, GSM330784 and GSM330868 represent Bone 
Marrow sample. GSM331107, GSM331124 and GSM331035 
attributes have CLL subclass. GSM330702, GSM330868 and 

GSM330784 Attributes have AML with normal karyotype and 
other abnormalities subclass. 

In Fig. 11, finalised Attributes are GSM331189, 
GSM331703, GSM331675, GSM331258, GSM331240, 
GSM331657, GSM331173, GSM331692 and GSM331547.  
GSM331189, GSM331258, GSM331240 and GSM331173 
Attributes/Variables represent Peripheral Blood sample. 
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GSM331703, GSM331675, GSM331657, GSM331547 and 
GSM331692 represent Bone Marrow sample. GSM331189, 
GSM331258, GSM331240 and GSM331173 attributes have 
CLL subclass. GSM331703, GSM331675 and GSM331692 

Attribute have Non-leukaemia and healthy bone marrow 
subclass. GSM331173 and GSM331547 Attributes have MDS 
subclass.  

 
Fig. 10. Finalised Extracted Attributes using Factor Analysis (1500-2096) 

 

Fig. 11. Scree Plot of Attributes for PCA 

V. CONCLUSION 

Accuracy of data mining experiments depends upon the 
appropriate selection of attributes for analysis. Further, larger 
the number of attributes, more time and space will be required 
for processing the data. Bio-informatics data usually have high 
dimensions which need to be reduced for applying machine 
learning algorithms. Statistical techniques are available for 
dimensionality reduction and selection of features. In this 

paper, a study was presented on reducing the number of 
attributes using PCA and Factor Analysis. Leukaemia data set 
was used for the experiments. First, PCA was applied on the 
data set and 9 components were selected out of the 500 
components. Then Factor Analysis was used to extract the 
important features.  GSM330702, GSM331107, GSM331124, 
GSM330868, GSM331035 and GSM330784 are found to be 
the important attributes in Leukaemia data. 
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In future, results of this study will be used for classification 
and prediction experiments. 
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Abstract—In purpose of data searching acceleration, the 

fastest data response is the major concern for latest cloud 

environment. Regarding this, the intellectual decision is to enrich 

the SaaS level applications. Amongst the SaaS based applications, 

service level database integration is the recent trend to provide 

the integrated view of the heterogeneous cloud databases through 

shared services using DBaaS. But the generic limitations 

interacted during the database integration are dynamic 

adaptability of multiple databases structure, dynamic data 

location identification in the concern databases, data response 

using the data commonality. Data migration technique and single 

query approach are the two individual solutions for the proposed 

limitations. But the side effects during data migration technique 

are extra space utilisation and excess time consumption. Again, 

the single query approach suffers from worst case time 

complexity for data connectivity, data aggregation and query 

evaluation. So, to find a suitable data response solution by 

eliminating these combined major issues, a graph based 

Middleware Database Integrator Platform or MDIP model has 

been proposed. This integrator platform is actually the flexible 

metadata representation technique for the concerned 

heterogeneous cloud databases. The associativity and 

commonality among components of multiple databases would be 

further helpful for efficient data searching in an integrated way. 

For the incorporation within the service level but not in the 

services, MDIP is considered as the different platform. It is 

applicable over any service based database integration in 

purpose of data response efficiency. Finally, the quality 

assessment using evaluated query time compared with already 

proposed SLDI shows better data access quality. Thus, its 

expertise dedication in data response can overcome summarised 

challenges like data adaptation flexibility, dynamic identification 

of data location, wastage of data storage, data accessing within 

minimal time span and optimised cost in presence of data 

consistency, data partitioning and user side scalability. 

Keywords—Database integration; Integrator platform; Multi- 

Level graph; Subset of vertices; First class edge; Concrete edge; 

Connectivity edge 

I. INTRODUCTION 

In cloud computing environment, huge amount of data sets 
are handled through services. The reason is the opaque nature 
of the services, for which it can typically hide the 
implementation details from the service consumers and is able 
to provide facility of returning information in a request-reply 
form through shared service environment. In the cloud 
storage, generally data are of varied types and incremental in 
nature. For this reason, the relational databases are not 
sufficient to store that heterogeneous type huge amount of 
data following the schematic structure. Remembering these 
issues, NoSQL databases are used to store huge amount of 

cloud data following the schema on read operation. But in 
course of data accessing, the automation is needed at cloud 
provider side. That causes accelerated consumer based service 
provisioning and data instance management. To reach towards 
the prescribed goal, DBaaS assistance is needed [9] [10]. 
Because, using the data service support at SaaS service model, 
DBaaS can deliver high quality of data to a large number of 
users. That satisfies multi-tenant scenario [16]. 

In purpose of data handling in cloud environment, there 
may be multiple numbers of heterogeneous cloud databases to 
store large scale data items. So, for cloud data handling, 
database integration concept comes. This can handle different 
types of data from multiple cloud databases in an integrated 
fashion. This concept leads towards database integration. But, 
in the database integration subtitle, one of the most 
challenging approaches is the deliverability of integrated view 
of different data sets which are situated in distributed 
heterogeneous cloud databases. If the database integration is 
done over the services, then that service based database 
integration [12] [13] must be focused as more effective 
approach than IaaS or PaaS based database integration. The 
reason is the services‟ ability to extract dynamic view of 
multiple cloud databases. But in sense of robustness of any 
mechanism, every mechanism suffers from some 
incompleteness as well as some challenges. Similarly this 
service based database integration technique also suffers from 
flexible adaptability of the structure of multiple databases and 
also lacks in dynamic identification of data location in the 
concern database or databases against users data request using 
their commonality. Depending on these challenges, some 
solutions have been found. Those are, data migration 
technique and single query approach. In data migration 
technique the data transformation form relational database to 
NoSQL database has been focused [1] [2]. But this technique 
suffers from extra space utilisation for storing duplicate data, 
and excess time for data migration. In single query approach, 
data collection is possible from relational as well as from 
NoSQL database just using a single query [3] [4] [5] [6]. In 
the context, the single query approach also suffers from the 
worst case time complexity for data connectivity, maximised 
time for data aggregation and maximised time for query 
evaluation. 

So, surveying all the possible techniques for multiple 
database handling, it can be concluded that database 
integration through SaaS is the effective approach rather than 
others. Because service based database integration can deliver 
integrated view of data within minimum data accessing cost as 
well as minimum implementation cost, in presence of 
consistency, service partitioning and service share-ability. But 
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for the above challenges during service based database 
integration, some modification is needed over it. So, to 
overcome the issues, a different platform in the service level 
in needed which can act as the integrator of multiple 
heterogeneous databases maintaining the flexible adaptation of 
another new database. 

Remembering all the issues and its possible solutions, a 
Middleware Database Integrator Platform (in abbreviation it is 
termed as MDIP) has been proposed. This platform would act 
as the database integrator and would able to provide integrated 
view of distributed heterogeneous cloud databases after 
adapting those multiple databases structure. The applicable 
area of this MDIP is SaaS service model. This middleware 
architecture does not ensure formalisation in services or in 
composition of services. Rather this middleware architecture 
ensures a different platform concept in between Application 
service and Data service, in which multiple number of 
heterogeneous cloud databases can store their database details 
in combined fashion for further integrated data deliverability. 
This mechanism is applicable in any service based database 
integration for the optimised time consumption during data 
response. So, in purpose of implementation of MDIP concept, 
a multi-level graphical approach has been considered. The 
concept can easily map the cloud databases and their 
components in different levels to form the metadata by 
maintaining the data instance inter relationship and 
commonality. This causes reduced time and fast data retrieval 
during users query response. At last, a comparison on query 
evaluation time has been done within already existing Service 
Level Database Integration mechanism [12] and proposed 
mechanism after incorporating it in SLDI. The comparison 
focuses on the quality assurance in sense of better data 
availability and optimised time for data management. Thus the 
approach can overcome the prerequisite challenges like data 
model adaptation flexibility, dynamic identification of data 
location, wastage of data storage, data accessing with minimal 
implementation cost as well as minimum time in presence of 
data consistency, data partitioning and maximum scalability. 
Summarising all the characteristics and solved issues of the 
proposed approach, it can be concluded that the MDIP 
approach would be supportive for further accelerated efficient 
data retrieval in the latest cloud environment. 

II. RELATED WORK 

Till now, many approaches have been proposed to provide 
dynamic integrity of cloud databases for the deliverability of 
the integrated view of heterogeneous data instances. Those are 
briefly discussed in below. 

In [1], to support advance database architecture, relational 
as well as NoSQL databases would be involved in data adapter 
system through three different approaches. To simplify the 
query evaluation, data adapter system integrates and handles 
the transformation from SQL to NoSQL approach is accessed. 
In [2], a framework is introduced to support migration from 
relational database to NOSQL database. The framework is 
modularised into two parts. The first is migration module, 
which enables seamless migration in between databases and 
the second is mapping module is used to translate and execute 
the requests in any database management system for returning 

the integrated view. In [3], the Triple fetch query language on 
the platform for integrating relational and NoSQL databases 
claims to provide applications to leverage the benefits of the 
relational as well as NoSQL databases using the single 
relational database query. This query may produce results 
from relational database and from NoSQL database rather than 
single output within minimal cost. In [4], a generalised query 
interface is designed for unity of both relational and NoSQL 
databases. In the scenario of unity allows SQL queries to 
automatically translate and execute with the help of 
underlying API of the relational and NoSQL data storages. As 
a whole virtualise system is applied to join data and query 
from both relational and NoSQL databases using a single SQL 
query. In [5], to provide the concrete benefit of NoSQL 
databases with relational database, a dual fetch query language 
system has been proposed. The platform is introducing a query 
syntax. This helps to provide combined data from separate 
databases in a single application. In [6], a framework has been 
evolved for integrating relational as well as NoSQL databases. 
The efficiency of the framework is the answering the queries 
after collecting them from integrated data sources. The 
framework offers optimised query translation within minimal 
cost for integrating MySQL (as relational database) and 
Mongo DB (as NOSQL database) through an aggregated cost. 
In [7], comparison in between NoSQL and relation databases 
has been magnified and also specifies the limitations during 
real world applications. Here the mechanism proposes the 
solution to solve the limitations using through integrated data 
sources for yielding better data responses through simple or 
complex queries. In [8], due to absence of proper tool for 
migration from relational database to NoSQL, a conversion 
has been proposed. This helps data migration from relational 
database (SQL) to NoSQL database (Mongo DB) using query. 
The common structure of the proposed query processing 
language can handle NoSQL data and relational data together. 

III. FRAMEWORK FOR MDIP 

Considering all the summarised generic challenges, a 
mechanism has been proposed to resolve the mentioned 
summarised issues. Regarding those issues, a Middleware 
Database Integrator Platform or in abbreviation MDIP 
approach is considered, where an individual platform rather 
than services would be engaged to provide the integrated view 
of heterogeneous cloud databases. Even for easier data 
availability, the integrator platform takes the responsibility as 
dynamic metadata representation after accepting new database 
and its model in a flexible way. Here, the target is to formalise 
the flexible metadata representation after collecting the data 
models from multiple cloud databases showing the 
interconnectivity and commonality among database instances. 
In this way, the formalisation can provide the draft for 
attached cloud databases using their interconnectivity and 
their commonality. This would be further helpful for users‟ 
data response by follow the strict navigation in reverse 
direction. 

A. Graphical Representation of MDIP Framework: 

A formal representation has been diagrammed using a 
graphical approach. Then MDIP can be realised using multi-
level digraph M (G: (V, E), L) which can be extendable unto 
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multiple levels, L. In the graphical scenario, the components 
of the cloud databases are considered as the vertices of the 
multi-level graph, which are denoted as V. The set of directed 
edges of the graph are defied by the interconnection in 
between pair of vertices are formally denoted as E   (V × V), 
where (V × V) is the representation of the pair of consecutive 
vertices within a layer or in between layers. 

For deploying the multi-level graph M (G, L), some issues 
can be evolved over the components of MDIP graphical 
framework. So, more formal description of those components 
are defined below. 

1) Vertices: In the MDIP graphical scenario, multiple 

cloud databases and their intermediate components are 

considered as the vertices of the graph. For this graphical 

design, the numbers of databases are themself considered as 

the vertices, which are the residence in the top level of the 

graph, in a single plane. The intermediate components of those 

databases can be realised as the subordinate consecutive lower 

level vertices. Whenever the same type of database 

components would be allowed to reside in same level, then 

those database components must be declared as co-planar 

vertices of the graph. Here in the graphical scenario, every 

vertices V are denoted by the combination of subset of vertices 

and level notation, like Spj(Li), where, Spj is the notation of j
th
 

number vertex in the p
th

 subset of vertices at level Li. 
For this approach, all the black circles are considered as 

vertices and are denoted by V. 

2) Subset-of-vertices: In the graphical scenario, the total 

number of co-planar vertices can be clustered into some 

number of subset of vertices. Those subset of vertices are 

denoted as Sp at a particular level L of the multi-level graph M 

(G, L). Here the arbitrary number p must range in between 1 to 

n or formally it will be denoted as 1 ≤ p ≤ n. So, the formal 

representation of the subset of vertices at a particular level L 

of the graph can be represented as, 

S1(L) / S2(L) / S3(L) /……/ Sp(L) / ………/ Sn(L)   S (L) 

Or, 

S (L) = S1(L)   S2(L)   S3(L)  ….  Sp(L)  ……  Sn(L). 

This means, the combination of all subsets of vertices in a 
particular level must form a complete level. 

For the presence of multi-level concept, if Li represents the 
i
 th

 level in the multi-level graph M (G, L), then for non-co-
planar subsets of vertices, any lower level subset of vertices 
must be considered as the subset of a particular subset of 
vertices in its consecutive upper level. Or in formal it would 
be represented as, 

S (L0)   S (L1)   S (L2)  …………….  S (Li) 

For example, in a particular level of the MDIP graph, the 
cluster of similar components at a particular level and can be 
decomposable into finite number of subsets. In vice-versa, the 
union of those subsets of vertices must form a complete level 
of the graph. 

For this approach, all the triangular solid shapes in the 
upper part of any level are considered as subset of vertices, but 

in the lower part, the lightly shaded areas containing vertices 
are considered as the subset of vertices in elaborate fashion. 

According to MDIP graphical concept, cloud databases 
must exist at the top level of the graph. Then their subordinate 
components would be placed in its lower level maintaining the 
proper sequence. Those subsets of vertices must exist at a 
particular level in a clustered way.  Form the concept of subset 
of vertices it is declarable that any top level sub set of vertices 
is the superset of its subordinate level‟s subset of vertices. 

3) Levels: In the graphical representation, cloud databases 

and their subordinate components must be non-co-planar. 

Maintaining the consequent placement of different non-co-

planar database components at different stages will discuss the 

level concept in the graph. 
For multi-level graph M (G, L), levels Li can be defined by 

the non-co-planar sets of vertices and their connectivity using 
edges. At a particular level, all the placed vertices or database 
components are considered as co-planar. If Vi denotes the set 
of co-planar vertices at a particular plane or level Li and the set 
of vertices Vj are denoting the set of another co-planar vertices 
at a particular plane or level Lj, then the two different co-
planar sets of vertices must exist at different plane or formally 
Li ≠ Lj. Then, as per definition of non-co-planar sets of 
vertices, different planes of the graph must be regarded as 
levels. 

Using the concept of multiple levels, any level Lj will be 
said as consecutive of level Li, if level Lj must maintain the 
provided relation: i.e. Lj = Li+1 / Li-1. Here, the number of 
levels must range up to some positive finite number. Because 
for any cloud databases, attributes are the granular 
components and those attributes cannot be further 
decomposable. But for the level concept, those levels always 
maintain the connectivity, which can be represented through 
the edge notation denoted by set E. 

TABLE I. DATABASE COMPONENTS AND LEVELS ASSOCIATIVITY IN 

MULTI-LEVEL MDIP GRAPH 

In the graphical scenario, for the simplicity of the 
graphical framework, at the top level of the graph, numbers of 
cloud databases are placed. So, for this reason, the number of 
cloud databases would be regarded as the co-planar graph, 
contained at same level. In the next level of the graph, the 
subordinate components of those cloud databases (like 
collection of schemas) would be placed in its proper graphical 
level maintaining the planarity of the vertices. Similarly, 
multi-level graph would be formed by placing those different 
database components at different levels in a proper sequence, 
which are also non-co-planar in nature. Here for the MDIP 
graphical scenario, the database components and their 
assumed levels are provided in Table 1. 

4) Count ability of the Subset of Vertices: In the graphical 

scenario, if the sub set of vertices are represented by Sp, at 

particular level Li. Then, formally the total number of sub-sets 

b in a particular level Li can be represented as, 

MySQL Database, Mongo DB  Level 0/ top level 

Schemas of databases Level 1/ intermediate level 

Attributes of Databases Level 2/ lower level 
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c (Li) = c(∑   
   Sp(Li)) = |b|. 

Here, each level of the multi-level graph has possibility to 
be decomposable into multiple numbers of sub sets of vertices 
maintaining the requirements. These subsets of vertices are 
regarded as the sub-graph in a level in the graph. Continuing 
in this way, the multi-level graph will contain total number of 
sub-graphs same as the total number of subset of vertices used 
in different levels in the whole graph. Continuing in this way, 
in the multi-level graph M (G, L), the total count of the sub-
graph must be the sum of total number of sub-graphs in every 
levels. Then the formal representation of the total count of the 
sub-graphs must be, 

C =  ∑         
    |,  

Whenever the maximum number of levels is m 

According to MDIP graphical concept in Figure 1, here 
two cloud databases are used in the graph. This indicates the 
single set of vertices at top level containing the databases. In 
the next level, if their schemas are defined, then two different 
sets of vertices (here schemas) for two different cloud 
databases would be represented. For the two sets of vertices in 
the second level, the cardinality of the sub-graph in the second 
level must be declared as two. And at the lowest level, there 
exists five different subsets of vertices depending on this 
concept. 

Then using the count ability of the subset of vertices, the 
total count of sub-graphs in the whole graph would be, 

C = (|∑       
   |) = c (L0) + c (L1) + c (L2) = 1+2+5 = 8 

5) Edges: In MDIP, whenever a cloud database gradually 

can be decomposed into multiple number of subordinate 

components (i.e. cloud databases, schemas, attributes etc.), 

then non-co-planar database components must be mapped into 

different levels in the multi-level graph. Continuing this 

process, the components of the cloud databases (denoted as 

the vertices) of same level or different levels must be 

connected some other consicutive components maintaining 

their physical connectivity. 
So, the set of edges can be categorised into two different 

types. Those are, 

a) Intra level connectivity edges: These set of edges are 

responsible for connecting a pair of co-planar vertices situated 

in a particular level. For this category of edges, the situation of 

the end vertices may be in a single subset of vertices or may 

be in different subset of vertices. Depending on this, these set 

of edges may be categorised into two types. Those are, 

 Intra subset connectivity edges: These set of edges are 
responsible for connecting a pair of vertices situated in 
a subset of vertices. If Fi denotes the set of Intra 
connectivity edges for connecting any two vertices vi 

and vj, situated at same sub set of vertices Sp at level Li, 
then the formal representation can be defined as, 

Fi  (Spi (Li) × Spj (Li)) 

where, Spi (Li) denotes vertex Vi and Spj (Li) denotes vertex 
Vj. The solid arrow headed solid lines represent these intra 
connectivity edges. 

 Inter subset connectivity edges: These set of edges are 
responsible for connecting a pair of vertices situated in 
two different subsets of vertices in a particular level. If 
Di denotes the intra level connectivity edges for 
connecting any two edges vi  and vj, situated at different 
sub set of vertices named as Sp and Sq at a particular 
level Li,, then its formal representation can be defined 
as, 

Di   (Spi(Li) × Sqj(Li)) 

where, Spi (Li) denotes vertex Vi and Sqj (Li) denotes vertex 
Vj. Solid arrow headed dashed lines represent these inter 
subset connectivity edges. 

b) Inter level Connectivity edges: These set of edges are 

responsible for connecting a pair of vertices situated in two 

different subsets of vertices in two consecutive levels. If Pi 

denotes the inter level connectivity edges then its formal 

representation can be defined as 

Pi   (Sp(Li) × Sq(Li+1))/ (Sq (Li+1) × Sp(Li)), 

Where, Sp and Sq are denoting two different sub sets of 
vertices accordingly at the levels Li and Li+1. In the inter-level 
edge representation, two different types of edges are defined. 
Those are, 

 Upward directed edges: In this set of edge 
representation, edges are directed towards upward. In 
the given scenario, the edge direction is from lower 
level components (i.e. like attributes) towards upper 
level components (finally the used database). 
Following these upward directed edges in a proper 
sequence, a user can find her requested data from the 
concerned cloud databases. So, the consecutive 
sequential usage of upward directed edges can form a 
complete request path. 

 Downward directed edges: In the second set of edge 
representation, edges are directed towards downwards. 
Where, the edge direction is from upper level 
components (i.e. like the used database) towards lower 
level components (finally attributes). Following these 
downward directed edges in a proper sequence, the 
data can be stored in the cloud database. So, the 
consecutive sequential usage of downward directed 
edges can form a complete data storage path. 

The blank arrow headed solid line represents these inter 
level connectivity edges. If the edges are directed towards 
upper level then the edges are upward directed edges. If the 
edges are directed towards lower level then the edges are 
downward directed edges. 

So, the formal representation of the set of edges can be 
defined as, 

Ei = Fi   Di   Pi 
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6) Dissection of a single level, its necessity and 

advantage: For the graphical simplicity, every level has been 

dissected into two different parts. Among them, the lower part 

must contain the clustered vertices and their connectivity 

details and the upper part must contain only the number of 

subset of vertices. 
Within a level, any subset of vertices in the upper part 

would be connected with its lower level components using a 
single edge. The reason is to avoid multiple edges connectivity 
complication. For this scenario, this single edge connectivity 
in between subset of vertices and its vertices is actually the 
summarised consideration of multiple inter connectivity 
edges. 

So, formally the representation would be, 

Ri   (Sp (Li) × Spi (Li))  

Or 

Ri   (Sp (Li) × {Sp1 (Li), Sp2 (Li), ….. , Spr (Li)}) 

Where Sp(Li) is the representation of the p
th

 subset of 
vertices situated at the upper part of the level i, and Spi (Li) is 
the representation of the i

th
 vertex in the p

th
 subset-of-vertices 

at lower part of the i
th

 level. This connectivity must explain the 
total count of edges equals with the number of vertices 
situated in Sp (Li) subset-of-vertices. If the Sp (Li) subset-of-
vertices contains r number of vertices in the set, then for 
interconnectivity r number of edges must exist. Here the 
vertices to subset-of-vertices functional connectivity will 
deliver the common edge in place of r number of inter 
connectivity edges. 

For the concise characteristics, any two co-planar subsets 
of vertices connectivity in the upper part of a level can explain 
the abstract relationship. But its lower part can explain the 
absolute relationship within the vertices in a single subset of 
vertices or within multiple co-planar subsets of vertices for its 
detail description. 

Similarly for the inter level connectivity discussion, any 
two vertices for two consecutive levels must be connected 
with the single edge for avoiding multiple edges to connect all 
of its nearer suordinates. 

So, formally the representation would be, 

Pi   (Spi (Li) × Sq (Li+1)) 

Or 

Pi   (Spi (Li) × {Sq1 (Li+1), Sq2 (Li+1), …….. , Sqr (Li+1)}) 

Where Spi (Li) is the representation of the i
th

 vertices 
situated at p

th
 subset-of-vertices at level i, and Sq(Li+1) is the 

representation of the q
th

 subset-of-vertices at consecutive i+1
th
 

level. This connectivity must explain the number of edges 
equals with the number of vertices situated in Sq (Li+1) subset-
of-vertices. Here also, if the Sq (Li+1) subset-of-vertices 
contains r number of vertices in the set, then for 
interconnectivity, single edge would be placed as the 
substitute of r number of edges. 

Graphically inter level connectivity edges are the detail 
explanation of this type of connectivity. 

B. Presentation of MDIP graph and its detail description: 

Figure 1 shows a simple scenario through the proposed 
MDIP graphical model. In the graph, three levels have been 
used, those are S (L0), S (L1) and S (L2). Among these S (L2) 
represents lower level and the highest level is represented by S 
(L0). In the highest level, two vertices are situated. They are 
noted as S11 (L0) and S12 (L0). In real concept these two nodes 
are denoting the used two different cloud databases, i.e. DB1 
as S11 and DB2 as S12.  Here the upper part of the level L0 

denotes the subset of vertices S1 (L0), which contains the 
discussed two vertices. In this level the interconnectivity 
within two databases lacks the concreteness in explanation. 
So, that connectivity edge is the first class edge. 

 
Fig. 1. Graphical representation of MDIP using multi-level digraph 

TABLE II. SUMMARISED GRAPHICAL NOTATION FOR MDIP GRAPHICAL 

NOTATION 

Formal 

notation 
Description of notation Graphical notation 

V Set of vertices  

S Subset of vertices  

E 

Set of intra 

level 
connectivity 

edges 

Intra subset 

connectivity 

edges 

 

Inter subset 

connectivity 

edges 

 

Set of inter 

level 

connectivity 
edges 

Upward directed 
edges 

Blank headed arrows 

towards upward 

direction 

Downward 

directed edges 

Blank headed arrows 
towards upward 

direction 

Set of edges for connecting the 
components of upper part and lower 

part with in level 
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In the next level, means at level 1, the clusters of schemas 
of the proposed databases has been magnified. For two 
different databases, the set of schemas have been presented 
into two subsets of vertices. The first subset is under vertex S11 

(L0) and the second subset is under vertex S12 (L0) of level S 
(L0) and those vertex subsets are denoted as S1 (L1), S2 (L1). 
So, the upper part of level S (L1) contains these two subsets of 
vertices, means S1 (L1) and S2 (L1). Here, the inter connectivity 
edges responsible for connecting the set of vertices <S11 (L0), 
S1 (L1)> and  <S12 (L0), S2 (L1)> can discuss the connectivity 
with all vertices, which are situated in the lower part of the 
level.  In the lower part of the level, first subset containing 
three vertices S11 (L1), S12 (L1) and S13 (L1). In the second subset, 
numbers of vertices are two and they are denoted as S21 (L1) 
and S22 (L1). Here, inter level connectivity edges responsible 
for connecting the set of vertices <S11 (L0), S1 (L1)> and <S12 

(L0), S2 (L1)>. These edges can discuss the connectivity with 
all vertices, which are situated in its lower part of the level. 

For the next lower level (here the last level) means at level 
2, the set of attributes are used. At level 2 five set of vertices 
have been used for discussing five schemas in the upper part 
of the level. Here the used sets of vertices are denoted as S1 
(L2), S2 (L2), S3 (L2), S4 (L2), and S5 (L2) and these are the 
vertices of the upper part of the level. The connectivity of 
these subsets of vertices can‟t clear the concrete connectivity. 
So, for the concrete view, those subsets are decomposable into 
lower part showing its concrete connectivity.  Among them, 
the first subset containing three vertices S11 (L2), S12 (L2) and 
S13 (L2), the second subset contains two vertices and they are 
denoted as S21 (L2) and S22, (L2), the third subset contains 
another two vertices, which are denoted as S31 (L2) and S32 (L2). 
For the fourth set, the numbers of vertices are three and are 
denoted as S41 (L2), S42 (L2) and S43 (L2), and finally in the fifth 
subset, the numbers of vertices are two and are denoted as S51 

(L2) and S52 (L2). Because of the attribute declaration in the 
level 2, this level is unable for further decomposed into next 
level, because attribute components always maintain the 
granularity feature in its provider databases. 

In this proposed graphical scenario, the used components 
of the databases in a single level easily be declared as co-
planar. But for the whole graph concept, databases 
components situated at different levels may be declared as 
non-co-planar. 

C. Decomposibility of the Levels: 

In this multi-level graph concept, there is a possibility to 
decompose a particular level of the graph into another level 
using some characteristics. But this decomposition process 
may be continued up to a finite range. Because, the assumed 
last level components may not be further decomposable using 
the proposed characteristics. In reality, any cloud database can 
be decomposable unto its attributes. This situation is for the 
granularity of the attributes in every database.  Then, in the 
graph, the first used level must be considered as the parent 
level or highest level of the graph, and the assumed last level 
must be considered as the leaf level or lower level of the 
graph. 

Continuing in this way, the proposed MDIP graphical 
framework may be decomposable into multiple levels. But this 

decomposability scenario must follow some characteristics 
associated with the graph. Those are, 

1) First class edge and concrete edge: In the concept of 

individual level (i.e. any particular level of cloud databases), 

there may be multiple sets of vertices. All these vertices must 

maintain the planarity and may have intra level connectivity 

among them. In this graphical concept, every level has been 

decomposed into two parts. The lower part (in Figure 1) 

shows the coplanar vertices in their defined section, means 

subset of vertices. The upper part (in Figure 1) of the level 

only shows the number of subsets of vertices (means 

subgraph) used in the level. This explains that the lower part 

of the level is the elaborate dissection of the upper part of the 

level. In the scenario, whenever the connectivity has been 

shown in between the two components in the upper part of any 

particular graphical level, then the concreteness of that edge 

can be discussed into the lower level vertex connectivity. So, 

in the upper part of the level shows the abstract connectivity 

of two sets of vertices using first class edges [11], and then at 

lower level, the vertices connectivity will explain the concrete 

edges. 

2) Scalability during decomposition of first class edge: 

During the explanation of total graphical concept, if the 

vertices connectivity within the upper part of the level shows 

the abstract connectivity using first class edge, then the upper 

part of the discussed level must be decomposable into 

consecutive lower part to provide the concrete connectivity of 

vertices. Whenever the vertex connectivity within the lower 

part of the level are may not be further decomposable for the 

atomic nature of the vertices, that level must be considered as 

the extreme lower level or leaf level Li. But the absence of 

concrete decomposability, permits the lower part of the level 

to be further decomposed into consecutive lower level. 
In reality, for this MDIP graphical approach, cloud 

databases are considered as the top level vertices. Let, those 
databases are further decomposable into cluster of schemas in 
the next level, and then those schemas must be regarded as the 
vertices in the next level. But in reality, the database schemas 
are not child level components. So, the schemas must be 
further decomposable into attribute details. Then in the 
consecutive lower level, those database attributes must be 
arranged. In the database detailing, the attributes may not be 
further decomposable into subordinate components. So, the 
graphical level with attribute detail must be declared as the 
extreme lower level in the multi-level graph. In this case, 
different cluster of schemas of different databases, different 
attribute detail of different schemas must form individual 
subsets-of-vertices maintaining their planarity. During the 
graphical formalisation, the upper part of the level must show 
only the number of subsets-of-vertices. 

3) Algorithm to accomplish the complete decomposition in 

the multi-level graph: To decompose a particular level of the 

graph into its lower level, anyone must follow the 

decomposability into defined steps. Those are, 
Step1: take any edge, which connects a pair of co-planar 

vertices. 
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Step 1a:  if the edge is intra subset connectivity edge, then 
pair of vertices will reside in a single subset-of vertices. Then 
check step 2 cases. 

Step 1b: if the edge is inter subset connectivity edge, then 
the pair of vertices will reside in different subset-of vertices. 
Then check step 2 cases. 

Step 2: Check the database components equivalent with 
those vertices. 

Step 2a: If both the vertices represent child level database 
components, then go to step 4. 

Step 2b: if both the vertices represent intermediate level 
database components, then go to step 3. 

Step 2c: if one vertex represent child level database 
component and the other vertex represent intermediate level 
database components, then go to step 3. 

Step 3: Decompose those vertices into further lower level 
components or vertices. 

Go to step 1 (Continue the process until it find Step 2a 
case to end the decomposition). 

Step 4: Stop further decomposition. 

End process. 

IV. ILLUSTRATION OF THE PROPOSED MDIP FRAMEWORK 

To illustrate the Middleware Database Integrator platform 
or MDIP, the real life example on healthcare data storage has 
been taken. Here for the presence of relational data as well as 
semi-structured data for remote health care, two different 
types of databases are used. Those are, MySQL database, used 
for storing relational data and Mongo DB database used for 
storing semi-structured data. 

In the illustration, MySQL database is taken to store the 
patients‟ demographic data, doctors‟ demographic data and 
doctor‟s schedule. For storing those data in a structured 
schematic way, a database named „HEALTHCARE‟ has been 
declared in the MySQL database, in which the three tables are 
designed [12]. 

For storing the prescription details, which poses the ever 
increased volume data with respect to a particular patient, 
Mongo DB database has been used. In Mongo DB, the 
declared database name is „RHC‟ [12].  In this RHC database, 
here also three collections (means table) has been declared. 
Those are PATIENT, EPRESCRIPTION and 
PRESCRIPTION DETAILS. The characteristics like the 
declaration of different types of documents (tuples or rows) in 
different collections (tables), there is no need to specify the 
attributes data type under which the data would be inserted in 
the Mongo DB database. But for declaring the inter-
connection within the tables or intra-connection in between 
tables in the database, some common attributes have been 
declared in the tables. Here, Table 3 shows the table details of 
MySQL database as well as of Mongo DB database. 

For data collection in an integrated way from the multiple 
number of tables or collections within a single database or 

multiple number of databases, the correlation among tables or 
collections or within databases are mandatory. MySQL 
supports the foreign key concept for interconnection within 
the tables in the single database for the above reason. So, in 
MySQL database, DOC_ID is assigned as a foreign key in 
PATIENT table and also in DOCSCHEDULE table for 
searching the doctor‟s details (i.e. doctor‟s name, 
specialisation as well as doctor‟s schedule) by any patient.  
But Mongo DB does not support any foreign key concept 
within the collections. So, for collection‟s inter-connection in 
Mongo DB, reference concept has been used. This referencing 
concept may not be validated throughout the whole collection. 
Only the referenced documents of a collection can be referred 
by the concerned particular documents situated at other 
collection. The referencing syntax is like, 

>db.eprescription.insert({name:"rames

h",pid:db.patient.find()[1]._id,docid:db.

doctor.find()[1]._id,age:"41",disease:"fe

ver",bp:"110/79",pulse:"92",medicine: 

"paracitamol 650"})  

Here, this particular document of collection 
EPRESCRIPTION taking reference from the PATIENT 
collection‟s document. So, using database details, and the 
inter-connections or intra-connections among them, the use 
case diagram of the MDIP graph is given below. 

In the use case diagram sketched in Figure 2, MySQL 
database and Mongo DB database are two different states at 
top level. The associativity among those databases or states 
can explain the relationship among their internal components. 
So, the two databases can provide schemas through the 
generalised view in the next level UML. Here, in the UML the 
clusters of schemas of two databases are grouped into two 
different packages. Then the single generalisation indicator 
can illustrate the database relationship with all of its schemas 
contained in the schema group. Continuing in this way, in the 
next level, all the attribute detail of the schemas and their 
associativity has been shown. But for the regarded case, 
attributes are further do not decomposable into next level. So, 
the attribute details are regarded as the last level of MDIP. 

Here different components of different level discussed in 
the use case diagram of the multi-level MDIP Graph have 
been provided with their identifying ID in Table 4. 

To discuss the provided tables or collections inter or intra 
connection among them, it is important to provide the attribute 
details with their commonality. To illustrate the graphical 
dissection of the vertices of the complete graph, a simplified 
example on healthcare data has been used. From the above 
table (Table 4), two different sets of tables or collections have 
been diagrammed. In Figure 2, MS1, MS2 and MS3 are 
associated with MySQL database and they actually are the 
representation of the three tables of the MySQL database, 
named PATIENT, DOCTOR and DOCSCHEDULE. But the 
three collections MD1, MD2 and MD3 are associated with 
Mongo Database and they actually are the representation of 
the three collections of the concerned database, named 
PRESCRIPTIONDETAILS, PATIENT, and 
EPRESCRIPTION. 
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TABLE III. DATABASE DESCRIPTION OF MYSQL AND MONGO DB 

DATABASES 

One remarkable thing in the Mongo DB database is the 
declaration of attribute. Because, in Mongo DB database 
attribute declaration is not mandatory for storing data. But for 
database to database interconnectivity, some basic attributes in 
the collections of Mongo DB have been declared. These 
attribute declaration is supportive for further metadata 
representation. 

In MySQL‟s PATIENT table, being the primary key, P_ID 
maintains functional dependency relationship with other 
attributes. And the NAME attribute also maintains functional 
dependency relationship with AGE attribute. Again, as the 
foreign key of the PATIENT table, DOC_ID manages inter- 
table relationship with other tables and manages the efficient 
data collection. Following the same process, in Mongo DB 
database, common attributes P_ID have been declared in 
PATIENT collection as T41, in PRESCRIPTIONDETAILS 
collection as T51 and in EPRESCRIPTION collection as T61. 
In the complete scenario, P_ID of MySQL database as well as 
Mongo DB Database will maintain the Inter-database 
connectivity. The unique P_ID usage indirectly maintains 
database to database connectivity, which helps to collect 
patient details by a doctor. 

Finally, the metadata representation can illustrate the 
above use cases using their attributes having interconnectivity 
among them. 

Using the root structure in the JSON format given in 
Figure 3, it is easy find the common attributes by finding the 
leaf nodes. The relationship provided by the commonality in 
the leaf level or child level can help to investigate the suitable 
data or sets of data in a single fashion or in integrated fashion 
by interrogating their concern schemas and their proper 
databases and. 

This schematic presentation is applicable in between two 
types of used services. I.e. the platform is suitable to reside 
within the Application service and Data service. It helps to 
interrogate the requested data after placing user request at the 
Application service side. Because, for data interrogation using 
metadata representation would be further helpful for collecting 
data form the concerned databases within minimal effort 
through the Data services. 

 
Fig. 2. Use case diagram for storing health care data in MySQL and Mongo 

DB database against the concept of MDIP graphical approach 

TABLE IV. DIFFERENT COMPONENTS OF USED CLOUD DATABASES WITH 

IDS FOR ILLUSTRATION OF MDIP 

MySQL Database: DB1 

Schema name  ID Attribute name ID 

PATIENT MS1 

P_ID T11 

NAME T12 

ADDRESS T13 

AGE T14 

DOC_ID T15 

PHNO T16 

DOCTOR MS2 

DOC_ID T21 

DNAME T22 

SPECIALISATION T23 

PHNO T24 

ADDRESS T25 

DOCTORSCHEDULE MS3 

DOC_ID T31 

DNAME T32 

VISITING DAY T33 

VISITING HOUR T34 

Mongo DB Database: DB2 

Schema name  ID Attribute name ID 

PRESCRIPTIONDETA

ILS 
MD1 

P_ID  T51 

P_NAME T52 

P_REPORT T53 

MEDICINE_LIST T54 

PATIENT MD2 

P_ID  T41 

P_NAME T42 

AGE T43 

PHNO T44 

EPRESCRIPTION MD3 

P_ID  T61 

P_REPORT_DATE T62 

DNAME T63 

Database 1: MySQL Database name: HEALTHCARE 

Table name Attribute name Primary key Foreign key 

PATIENT P_ID, NAME, 

ADDRESS, AGE, 

PHNO, DOC_ID 

P_ID DOC_ID 

DOCTOR DOC_ID, DNAME, 

SPECIALISATION, 

PHNO, ADDRESS 

DOC_ID  

DOCSCHED

ULE 

DOC_ID, DNAME, 

VISITING DAY, 

VISITING HOUR 

DOC_ID, 

DNAME 

DOC_ID 

Database 2: Mongo DB Database name: RHC 

Table name PATIENT, EPRESCRIPTION, PRESCRIPTIONDETAILS 
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Fig. 3. Tree structure for different databases metadata representation 

TABLE V. SET OF QUERIES OF MYSQL AND MONGO DB FOR QUERY 

EVALUATION TIME 

TABLE VI. QUERY EVALUATION TIME MEASURED IN MICROSECONDS 

 
Fig. 4. Comporison chart of SLDI and SLDI with MDIP for quality 

assessment 

V. QUALITY ASSESSMENT THROUGH COMPARISON 

ANALYSIS BY QUERY EVALUATION 

In concern to evaluate the quality assessment, 
incorporating the proposed MDIP with SLDI [12], query 
evaluation time has been measured.  To get the integrated 
result, the same set of queries have been evaluated which were 
used in SLDI [12] are given in Table 5. The given sets of 
quires are able to collect data from the concern databases in an 
individual way. But to collect the individual results in an 
integrated way, multiple database function calling can be done 
under a single loop, like, 

If (p_id= ?) search  
{  
MySQL function();  
MongoDB function():   
} 

For showing the better quality evaluation for the proposed 
mechanism, the implementable experimental query evaluation 
time has been compared with existing query evaluation time 
done in SLDI paper [12]. 

Form the existing SLDI approach, the case number 5 
(having 2 different databases, 2 different data services for 
connecting those databases individually and single 
Application service) has been selected. For the accurate 
comparison result, the proposed MDIP mechanism has been 
implemented over the same set of queries to get the evaluated 
time during integrated data retrieval. Here the respond time 
has been measured in microseconds and the measured time is 
given in Table 6. After plotting the query evaluation time of 
SLDI case 5 and SLDI case 5 using MDIP in the comparison 
chart plotted in Figure 4, the measured growth rate shows the 
better quality for MDIP incorporated SLDI. Because, during 
simple query evaluation the difference within query evaluation 
time of two different mechanism are lower. But whenever, the 
type of query becomes more complex, the difference within 
query evaluation time becomes greater. That shows the better 
performance during MDIP usage in SLDI mechanism. So, the 
usage of MDIP causes lower time consumption in a drastic 
way during complex query evaluation. That shows the better 
performance during MDIP usage over SLDI mechanism. 

0
2000
4000
6000
8000

10000
SLDI

SLDI WITH
MDIP

Time 

 MySQL query MongoDB query MongoDB query 

1 
Select * from patient where 

p_id= ?; Select 
patient prescription 

details 

2 
Select * from doctor where 

doc_id= ?; 
Selects patient 

details 

3 
Select count (*) from patient 

where 

doc_id =? group by p_id; 

Selects patients 

details 

4 

Select a .dname, a . 

specialisation, a . address, b 

. name, b . p_id from doctor a, 

patient b where a .doc_id = b 

.doc_id; 

Select doctor details 

5 

Select a.dname, a . 

visitingday, a . 

visitinghour, b . name, b . 

p_id from docschedule a, 

patient b where a . doc_id = b 

. doc_id; 

Select doctor details 

 Q1 Q2 Q3 Q4 Q5 

SLDI Case 5 2,781 3,221 3,971 4,719 9,156 

Using MDIP 1466 1398 1753 1871 2527 
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VI. SOLVED ISSUES BY MDIP FRAMEWORK 

The presence of individual platform in the service level for 
monitoring the database integration concept, this MDIP 
approach has been proposed. Unlike the existing models 
which act as the database integrator in different way, this 
proposed MDIP framework differs because of its ability to 
heal the unsolved functional as well as non-functional issues 
during its application.  Here the summarised solved issues are 
given below. Those are, 

A. Database adaptation flexibility: 

Unlike any other service based database integration 
mechanisms, the proposed MDIP mechanism over service 
based database integration doesn‟t suffer from database 
adaptation. Intellectually it supports flexibility to accept any 
newer database‟s model and is able to deliver the detail 
description of that database maintaining the commonality with 
another existing database description. For this type of 
resolution, the mechanism effects the database integration 
during users query evaluation. 

B. Database heterogeneity: 

The graceful concern for database adaptation flexibility in 
MDIP scenario explains multiple databases support for cloud 
environment. This concept for multiple databases always 
doesn‟t ensure similar types of databases, but also it ensures 
the support of heterogeneous types of databases. 

C. Distribute support: 

The applicability of MDIP in cloud environment along 
with its heterogeneous support indirectly explains the 
distributed support. Because, during heterogeneous databases 
support always does not ensure that the databases are the 
residence of a single location, rather it revels the positions of 
those databases in distributed location in the cloud 
environment. 

D. Dynamic Identification of data location: 

The MDIP mechanism simplifies the deliverability of the 
integrated view of multiple databases through the data 
identification against a single query, either form a single 
database or from multiple numbers of databases using the 
commonality and relationship among databases. So, before 
searching the databases blindly to find the appropriate data 
after placing query, the mechanism identifies the exact data 
location. This causes helpful for further data response. 

E. Memory space utilisation: 

The proposed MDIP mechanism efficiently response users 
query by providing the integrated view after individually 
capturing the data sets from multiple databases. So, in the 
mechanism there is no need to overwrite the data form one 
database to another to supply the integrated view of requested 
data instances. For this reason, MDIP avoids data redundancy 
and causes lower space utilisation. 

F. Cost efficiency: 

As the developing platform of the MDIP mechanism is 
service level, the implementation details causes lower 
development cost. Again for service usage, this software based 

implementation also causes lower maintenance cost and its 
efficient data response also degrades the data availability cost. 

G. Data availability: 

For data response after placing the users query, dynamic 
data location identification in the flexible metadata format for 
multiple databases decreases the data searching time in a 
remarkable way. This additive feature over service level 
database integration causes more effective data availability. 

H. Data consistency: 

The concept of data consistency is to manage the 
successful incorporation of the latest updated data in the 
concern database during data handling. The proposed MDIP 
mechanism is suitable to accept eventually the final updated 
data model, which causes deliverability of the last updated 
data within a short time span. This concept explains the data 
consistency support. 

I. Data partitioning: 

For any user query evaluation, the implementation of 
MDIP mechanism mandates to find out the concerned data 
sets from multiple numbers of databases using their 
relationship and commonalities. During data set searching 
mechanism, data location may be identified through the 
previously partitioned metadata structure of the databases, 
which shows the data partitioning. Eventually this concept 
supports the effective data response. 

J. User side scalability: 

Because of the service level implementation, the integrator 
platform would reside in between Application services and 
Data services. Where, Application service is responsible for 
user interaction and the Data service is responsible for 
database interaction. For the attachment of these two types of 
services, the multi-tenancy [16] feature of the services would 
support the scalable numbers of end users in accordance with 
their needs. 

K. Overall efficiency: 

This is a non-functional factor for checking the overall 
strength using the intended output. For the proposed MDIP 
mechanism, the ease of data response with the help of 
different impact factors discussed previously, explains overall 
efficiency. 

VII. CONCLUSION AND FUTURE WORK 

The proposed MDIP mechanism is the progressive 
approach over any service level database integration to ease 
the data response against maximised customers need. Beside 
the service level database integration, the MDIP mechanism 
can be implemented in an individual service level platform. 
This resides within Application service and Data service and 
applicable over any service based database integration. The 
working principle for the mechanism is to diagram all about 
for a single database using its multiple components 
relationship or for the multiple databases through the 
commonality of their components. The explanation is 
conducted through the multilevel graphical concept. Here 
multilevel concept explains the multiple stages of data 
components of the cloud databases. This platform does not 
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find the data physically from the data storage, rather it helps to 
find requested data or data sets from multiple heterogeneous 
databases using its tree structured metadata view against 
single user query that explains the data partitioning. Actually 
it helps to find the related data using the proper track. For this, 
the mechanism eventually causes better data response within 
optimised time span in presence of data consistency which has 
been shown through the query evaluation time comparison 
with existing SLDI approach over same set of queries. So, for 
the efficient data deliverability in the presence of data 
availability, data consistency and data partitioning, shows the 
CAP theorem [14] [15] support for the proposed MDIP 
mechanism. Like the ACID properties for relational databases, 
the desirable CAP properties support inversely explains the 
distributed heterogeneous database support for the proposed 
MDIP. Again for the service support, it can bear on scalable 
multi-tenant support as well as lower implementation cost and 
lower maintenance cost. So, the overall MDIP consideration 
mandates efficient data response avoiding any type of data 
duplication and complex query evaluation. 

The future scope for MDIP would reveal some other 
quality matrices for the purpose of quality assessment of any 
other quality factors in comparison with existing service level 
database integration approaches. Again, the additional 
application „dynamicity‟ over flexible database adaptation can 
forward the proposed MDIP mechanism towards database 
virtualisation. This may cause the attachment of additional 
cloud databases as per requirement basis and may effect with 
its more efficient data response. 
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Abstract—In this paper, a controllable reflection type Phase 

Shifter (PS) is designed, simulated and implemented. The 

structure of the 2-bits PS consists of branch line coupler, delay 

lines and six GaAs FET switches controlled in pair. The phase 

shifting is achieved by turning ON one pair of switches. The 

circuit design is fabricated using FR4 substrate with dielectric 

constant equal to 4.7. The size of the realised circuit is 

7cm×2.8cm. To reduce this size, two methods are used. First, 

shortened quarter-wave length transmission line in T model is 

employed to develop a compact branch-line coupler. Second, a 

loaded line with capacitor is used to reduce the dimension of 

delays lines. The two methods are combined to realise a PS with 

compact size equal to 4.5cm×1.96cm. 

Keywords—Reflection type PS; FET switch; Branch line 

coupler; Semiconductors technology 

I. INTRODUCTION 

The PS is the key component in phased array antennas used 
for electronic beam steering. Using digital PS based on 
semiconductors technology, we can realise an accurate 
scanning of beam former and a good compatibility with the 
computer control. 

Four classical design topologies are developed to realise 
digital PS, they are: the switched line, the loaded line, the 
switched low-pass / high-pass and the reflection theories, each 
of these methods has its own limitation [1-2]. The topology 
reflection achieves a low insertion loss and a low phase error, 
but it presents a poor match over a large bandwidth 

Several PSs operating in the L and S band frequency are 
developed and discussed in the literature. In [3], a reflection 
type PS characterized by an ultra-band is developed. The 
structure of the PS is composed of 3 dB hybrid coupler and a 
pair of novel reflective terminating circuit. The 180° and 90° 

MMIC PS have demonstrated a phase of 187±7° over 0.5-20 
GHz and a phase of 93°±7° over 7-12 GHz. 

Another reflection type PSs are presented in [4]. The PSs 
are implemented at 2.45 GHz in a 0.18 μm CMOS technology. 
So, an impedance transformed π resonated varactor network is 
employed to provide 360° phase rang. The measured results of 
the two PSs show a phase shift range of 120° with insertion 
losses 5.6 ± 1.6 dB and a phase range larger than 340° with the 
insertion losses of 10.6±2 dB over the band 2.44-2.55 GHz. 

In [5], another reflection type PS is developed, achieving a 
phase shift over 400° between 1.95 and 2.15 GHz. The circuit 
is composed of 3 dB hybrid coupler and reflection loads. 
Measurement results show insertion loss less than 4 dB for 
400° phase shift. 

Based on the previously mentioned proposals, we suggest 
in this work a design and the according implementation of the 
2-bits reflection type PS operating at the frequency 2.4 GHz for 
phased array antennas. The proposed structure provides four 
different phase shifts. Based on the experimental realisation, 
we show the major drawbacks of our structure which are 
mainly related to its big size. Therefore, in a second part of this 
work, we propose a miniaturised version of the PS and address 
the corresponding simulation results. 

This paper is composed of four sections: Section 2 
demonstrates our proposed of the 2-bits PS design, simulation, 
and corresponding implementation results. Section 3 
demonstrates our optimisation in size version of the PS and 
illustrates the corresponding simulation results with ADS. 
Section 4 describes 2-bits miniaturised PS  design and 
simulation. This paper is enclosed by Section 5 that is the 
conclusion and the perspectives. 
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II. 2-BITS PHASE SHIFTER DESIGN AND EXPERIMENTAL 

REALISATION 

A. Structure design 

In Figure 1, a model of a 2-bits reflection type PS is 
presented. Figure 1 (a) presents the model designed by ADS 
and Figure 1 (b) illustrates the layout. 

The structure is composed of 3 dB hybrid coupler (stage 1 
of Figure 1 (a)), six FET switch and delay lines (stage 2 of 

Figure 1 (a)). The electric length, denoted , is determined by 

the following: 

l   (1) 

Indeed, to realise a 90° difference phase and to validate the 
reflection propriety, the length of delay lines is determined for

 45 . Also, three delay lines are cascaded in series and 

connected to direct and coupled ports of the branch line 
coupler. FET switches is controlled in pair in the gate port, the 
bias is ±1.6V. 

 
(a) Model with ADS 

 
(b) Layout of the PS 

Fig. 1. Design of the 2-bit PS 

The input signal is first split into two parts having the same 
amplitude but they are 90 ° phase shifted. According to the 
states of the switches, the signals are propagated along a delay 
lines and are reflected and recombined in phase at the output 
port. By turning ON the different states of the switches, we 
obtain four output phases. So, using this PS, four pointed 
direction beam is achieved. 

B. Simulation results 

We simulated the proposed structure by using ADS, for the 
four phases, Figures 2(a), (b) and (c) illustrate the return loss, 
the insertion loss and the phase shift, respectively. 

 
(a) Return loss 

 
(b) Insertion loss 

 
(c) Phase shift of 2-bits PS 

Fig. 2. Simulation results of the 2-bits PS 
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Simulation results of the four phases show a return loss 
better than -15 dB, an insertion loss less than -3dB over 2- 2.6 
GHz. The phase shift is equal to 90° with error of 0.5° in the 
centre frequency. The objective of the next paragraph is to 
validate our simulation through a realised experimentation 
setup. 

C. Validation through PS experimental realisation 

Our PS is fabricated using FR4 substrate with dielectric 

constant r =4.7 and thickness of 1.6 mm. The size of the 
circuit is 7cm×2.8cm. Six transistors NE3508M04 are used to 
switch the different states.  Bias lines provide the desired 
polarisation in the gates of the different transistor. The 
operating frequency is 2.4 GHZ. Figure3 shows the photograph 
of the fabricated 2-bits reflection type PS based on branch line 
coupler. 

 

Fig. 3. Fabricated 2-bits PS 

According to the three Bias Lines, four possible 
combinations are provided, depending on the states of the 
transistors. These combinations are 100, 010, 001 and 000, 
corresponding respectively to the phases 0°, 270°, 180° and 
90°. Using the frequency analyser, we measured the return 
losses and insertion losses as depicted by Figure 4. 

 
(a) Return loss 

 
(b) Insertion loss 

Fig. 4. Measurd results of the 2-bits reflection PS 

The Figure 4 (a) illustrates the measured results for only the 
phase 270°. The measured return loss is less than -10dB over 
2.7-2.9 GHz and is equal to -25 dB in 2.8 GHz. The measured 
insertion loss varied around -3 dB over 2.7-2.9 GHz. A 
difference of about 300 MHz was provided between the 
measured and simulated results. This difference is mainly due 
to the characteristic of the substrate, the error of fabrication and 
the influence of via.  Moreover, the FETs used could insert a 
certain length of transmission line as well. 

In a second hand, since the switching process is done 
through electronic module, we show in the Figures 5 (a), (b) 
and (c), the rest of the different phases  0°, 90° and 180°, 
respectively, obtained in the band 2.1-2.9 GHz. 

 
(a) Phase 0° 
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(b) Phase 90°. 

 
(c) Phase180°. 

Fig. 5. Measured results of the 2-bits reflection PS 

According to the measured results, we notice the presence 
of the same error range of about 300 MHz around the centre 
frequency of 2.4 GHz used in the simulation. Since the origin 
of the errors is considered to be the same for all phases, we 
believe that a better experimental setup could offer better 
results. 

D. Discussion 

We notice that the results provided by the experimental 
setup are close to theoretical simulation. The error occurred 
was at the order of 300 MHz, this difference is mainly due to 
the substrate features which are slowly different from those 
used at the simulation level. So, to conclude with the 
experimental realisation, we consider that the four phases are 
provided but not exactly at the desired frequency. 

Furthermore, the drawback of such PS is related to its size 
considered to be as voluminous; therefore, we suggest a 
compact version of the 2-bits PS. Furthermore, the branch line 
coupler occupied an important area of the circuit. So, the 
development of a compact branch-line coupler is very 
necessary to reduce the size of the PS. Several compact branch-
line couplers have been developed in [7], [8] and [9]. Based on 
these methods, we aim in the next section to propose our own 
miniaturised model of the PS. 

III. 2-BITS MINIATURISED PS  DESIGN AND SIMULATION 

The process of miniaturisation consists of miniaturising 
both the branch line coupler and the delay lines, presented by 
stage 1 and stage 2 of Figure1(a), respectively. The following 
work discusses this issue. 

A. Miniaturised branch-line coupler 

To reduce the size of the 3-dB branch-line coupler, S. Jung 
et al [8] employed the technique of open stub with low 
impedance. The proposed method consists first of replacing a 
quarter-wave length transmission line by shortened one and 
making equivalence between them. Then, a low or a high 
impedance open stub in the shortened quarter –wavelength (in 
T model, π model and a combination between them) is 
employed [8]. 

Based on this proposed method, we use T model shortened 
quarter-wavelength transmission line with low impedance open 
stub to realise a compact branch line coupler. 

Equivalent quarter-wavelength transmission line of the T-
model is presented in Figure 6. 

 

Fig. 6. Equivalent quarter-wavelength transmission line of the T-model 

Let us first recall the ABCD matrix of a squared 
wavelengths transmission line (stage 1 of Figure 6) to be as 
follows: 
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In our miniaturisation, we considered the T model with 
parameters N=1, θc=0 and θd=0 [8]. According to our 
simplification, the matrix ABCD of a squared wavelengths 
transmission line (stage 2 of figure 6) could be reduced to the 
following expression: 
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where, 

Za: characteristic impedance of the shortened quarter-
wavelength 

a : electric length of the shortened quarter-wavelength 

Zb : open stub characteristic impedance 

Yb: open stub admittance 

b : open stub electric length 

After resolving equations 2, 4 and 5, we obtain: 
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(7) 

We choose a two low impedance open stubs (Zs1 and Zs2) 
and two electric lengths (θ1 and θ2) to determine the electric 
lengths (θs1 and θs2) of the two stubs and the characteristic 
impedances Z1 and Z2 of the direct and the coupled branches 
coupler. Then, the dimension of the compact coupler is 
determined using FR4 substrate having relative permittivity 4.4 
and height h=1.6 mm, at a centre frequency equal to 2.4 GHz. 
The layout of the coupler is presented in Figure 7. 

 

Fig. 7. Design of the T model branche line coupler with a low impedance 

The reduction of the dimensions of the direct and the 
coupled branches coupler offers a compact size but the 
adaptation lines present important lengths. Indeed, we 
employed the same method to reduce the length of the 
adaptation line. 

Using LineCalc ADS, the dimensions of the compact 
coupler are obtained as follows: Ls1= 6.9 mm, Ws1 =2.9 mm,   
Ls2=4.4 mm, Ws2=3.3 mm, L1= 4.9 mm, W1=1.2 mm,   L2= 
6.5 mm and W2=0.8 mm. Therefore, we obtain a size reduction 
of about 50% compared to the size of the conventional coupler. 

The simulation results of the compact branch line coupler 
are presented in figure 8. 

 
(a) Sij parameter 

 
(b) Phase shift 

Fig. 8. Simulation results of the miniaturised line 

The return losses (S11) and the isolation (S21) are better 
than -15 dB over 400 MHz, while the coupling (S31 and S41) 
are varying between 3 dB and 4 dB. The phase shift between 
port 3 and 4 is 90°± 2° over the frequency range 2.2 GHz-2.6 
GHz. 

B. Miniaturisation of  the transmission line using distributed 

elements 

Miniaturisation technique using loaded line consists of 
adding distributed elements in parallel or in serial of the 
propagation line. This technique is used to reduce the filter [10-
11-13], the resonator [12] and the coupler [14]. 

In this section, the miniaturised technique used consists of 
replacing the transmission line by sections of loaded line with 
parallel capacitor. The loaded line section (stage 1 of Figure 9 
(a)) is equivalent to a transmission line characterised by a low 
propagation velocity (stage2 of Figure 9 (a)). This method can 
offer a size reduction lower than 50% [15-16]. 
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(a) Model of the loaded line and the equivalent line 

 
(b) Electric model of the loaded line using ADS 

Fig. 9. Design of the miniaturised transmission line 

The capacitors CS and the electric length θ0 are determined 
as follows [17-18]: 
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where, 

l  : Electric length of loaded line 

0 : Electric length of not loaded line 

Zl : characteristic impedances of the loaded line 

Z0 : characteristic impedances of the not loaded line 

w: resonance frequency 

Cs : capacitor CMS 

Based on this method, we can replace the delay lines 
characterised by electric length equal to θ0=45° by a sections 
of loaded line with capacitor. When we consider the centre 
frequency at 2.4 GHz, Zl =50Ω, Z0 =110 and θl=45°, we can 
determine the value of the capacitor and the dimension of the 
not loaded line. 

At this level, we thought about validating the dimensions 
by considering their effect on the performances of the line. To 
this end, we simulated the line not loaded and the equivalent 
line as depicted in Figure 10. 

 
(a) Insertion losses 

 
(b) Return losses 

 
(c) Phase shift   

Fig. 10. Simulation results 

The length and the width of the equivalent line at the center 
frequency of 2.4 GHz are respectively equal to leq=8mm and 
weq=3mm. Using this miniaturised technical, the propagation 
line is replaced by two sections of not loaded lines separated in 
the middle by a capacitor. The dimension of the not loaded line 
is 2.1 mm and the capacitor is 0.8 pf. Indeed, we obtain a 
reduction size of 50%. 

Stage 1 Stage 2 
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The simulation results of the two lines showed the same 
performances with a little difference. The Return losses of the 
line not loaded is better than the return losses of the equivalent 
line. In the other hand, the insertion losses of the equivalent 
line are important. 

C. 2-bits miniaturised reflection PS 

In figure 11, the design and the layout of the whole 
miniaturised 2-bits reflection PS are illustrated. The value of 
capacitor is equal to 0.8 pf and the series resistance is 0.3 Ω. 
The length and the width of delay lines are respectively equal 
to 4.2 mm and 0.5 mm at the centre frequency 2.4 GHz. Then, 
the dimensions are optimised with ADS to obtain the adequate 
results. 

 
(a) Electric model using ADS 

 
(b) Layout 

Fig. 11. Design of miniaturised transmission line 

The size of the circuit is reduced to 4, 5cm×1.9cm whereas 
the size of the conventional PS is 7cm×2.8cm. Simulation 
results are presented in figure 12. 

 
(a) Sij parameter 

 
(b) Phase shift   

Fig. 12. Simulated results 

We obtain the same performance of the conventional PS, 
but we notice an increase of the insertion losses especially for 
the phase 180°. The phase shift between the four states is equal 
to 90° in the centre frequency and we obtain a good adaptation. 

IV. CONCLUSION 

In this study, we presented the design and the 
implementation of a 2-bits reflection type PS. We showed that 
the results obtained by the experimental setup are closed to the 
simulation at an order of 300 MHz. The PS under study 
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presented a big size and a miniaturisation of the structure was 
addressed. To this end, different miniaturisation techniques 
were employed to reduce the circuit size and obtain the same 
performance. The proposed structure can provide 4 states with 
90° of phase shift. Semiconductor devices were used to control 
the proposed PS, these devices are characterised by a fast 
switching speed, which permitted providing a fast beam 
steering and beam shaping. The perspectives of this work 
address the design and implementation of 4-bits and 6-bits PS. 
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Abstract—The project effort measurement is one of the most 

important estimates done in project management domain. This 

measure is done in advance using some traditional methods like 

Function Point analysis, Use case analysis, PERT analysis, 

Analogous, Poker, etc. Classical models have limitations that they 

are burdensome to implement, especially when there are LOC 

(lines of code) or objects’ count required in measurement.  

Sometimes historical information regarding a project is also 

considered to estimate the projects’ effort. But these estimates 

are then needed to be adjusted. The idea proposed in this 

research is to determine what factors regarding a project are 

directly related to the effort estimation. Other than that a model 

is proposed to predict the effort using minimum number of 

parameters in software project development. 

Keywords—Correlation coefficient; Decision tree; Effort 

Estimation; Evolutionary Support Vector Machine; Software 

project management 

I. INTRODUCTION 

We need software project cost estimation and project effort 
estimation to get an idea of the required amount of work to be 
done and the related amount to be spent on that particular 
work during the course of work of software product [3]. Effort 
estimation means that we are going to calculate or forecast the 
required exertion by the manpower involved in the project in 
person hours or person months. There are various techniques 
to estimate effort like Function Point analysis (FP), Use case 
analysis, PERT analysis, Analogous, Poker, etc. [17][18]. The 
classical ways of calculating effort are still in practice and 
providing services in software project management. Although 
these methods have limitations like FP is related to the size of 
project and has some long calculations, need to specify 
adjustment factor which if wrong than it leads to false FP 
analysis. Similarly all other techniques have their own merits 
and demerits. 

Machine learning is making advancements because of its 
algorithms used for making predictions. There are number of 
algorithms which are handy in prediction and forecasting. In 
calculating effort by any of the above mentioned method, we 
require large datasets with maximum information regarding a 
project. What we need now is fast calculation with accurate  
results even if we have less information. This research paper 
makes use of machine learning to predict the effort if we know 

certain parameters. What parameters can help in prediction is 
determined by linear correlation and decision tree. 

II. LITERATURE REVIEW 

In a company, its data is the most important entity to be 
considered as a source of information and a source of 
production of new products by forming a firm connection of 
data with management and expertise. The company‘s 
competitive position is furnished by the launch of new 
products. Most of the companies fail to develop new 
successful products due to inability to develop fine schedule 
and development plans in New Product Development (NPD). 
CPM (Critical Path Method) and PERT (Program Evaluation 
and Review Technique) are outmoded approaches in project 
scheduling. For non-linear data, a system with combination of 
Neural Networks and Fuzzy Neural Networks (intelligent 
systems) are to be used. [1] 

Cost estimation of a project is done to complete the project 
within specified budget or before that. Two types of models of 
cost estimation are there; one is algorithmic and the other is 
non-algorithmic. Algorithmic types have defined formulae for 
cost estimation calculation while non-algorithmic types have 
no defined formulae for this purpose. Then there are 
evaluation techniques to determine the difference between 
estimated and actual cost like root mean square error (RMSE) 
[2] 

We need software project cost estimation and project effort 
estimation to get an idea of the required amount of work to be 
done and the related amount to be spent on that particular 
work during the course of work of software product. Schedule, 
effort and quality are the three corners of a ―magic triangle‖ 
and to maintain a balance between these three aspects is a 
tough job yet essential job in software projects. Time 
management has its drawbacks in all cases whether it is 
accurately estimated, underestimated or overestimated. [3] 

Human Resource is an asset of software development firm. 
Due to scarcity of skilful developers, software managers find 
it challenging to schedule the time and cost for the limited 
developers resource to fill in the total time and cost of the 
whole project. ―Who must do what, and when?‖ is the 
question to be answered while scheduling tasks within 
specified time for developers. Scheduling is a hard-to-do thing 
for software projects as 1) software is not material hence its 
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progress is difficult to monitor. 2) There are only rough 
estimates of each development life cycle. 3) For those 
activities, which run parallel, when interfaced with each other 
their other components are also changed to support this 
sudden interface change, hence taking more time than 
estimated. [4] 

The development of techniques to schedule software 
projects is a challenging task. The challenge is not only to 
schedule project but also the human resource according to 
project. The existing models are designed such that to make 
project scheduling more accurate, human resource allocation 
is made to suffer. Event based schedule (EBS) and Ant 
Colony Optimisation (ACO) algorithm combination is an 
innovative plus flexible approach for scheduling software 
projects. In EBS, events are the times when employees start or 
leave the project or when resources are released. [5] 

There are several evolutionary algorithms to solve project 
scheduling problems but each algorithm has its own way of 
functioning, how they perform depends on the way they are 
designed. The design of proposed evolutionary algorithm is 
made better by combining it with normalisation techniques 
and it improves practical effectiveness. The project scheduling 
problem becomes problematic whenever the project is large 
scaled, employees has dedication to a task up to specific limit, 
there is a large space of allocation of tasks for employees. So 
it is a need of the time and management to automate the 
process of project scheduling so that each employee gets the 
optimised workload. [6] 

The dimension of human resource working on a software 
project is more crucial as compared to the technical 
dimensions in that particular project. Each individual human 
plays the key role in the software development life cycle 
deliverables delivery. The performance of a project, its 
success and failure cases depend on the personality of the 
individuals involved in it. ―Belbin Team Roles Assessment 
Tool‖ is a tool to assess the personality type of individuals and 
in this work, it is used to support the argument of human 
personality impact in one way or the other on information 
technology projects. [7] 

In-house software, outsource software and off-the-shelf 
software are the various types of software. Whenever 
outsource software projects are not being monitored and 
managed by appropriate ways, there are possibilities that the 
threats and suspicions associated with project will be handled 
based on individual knowledge of the work and personal 
ideas. Risk management in software engineering is a domain 
to handle risks effectively and managed in a timely fashion. 
This indicates that project manager and other team members 
must train themselves to handle the risks associated with each 
stage during the software development life cycle. [8] 

Performance evaluation of component based software is 
actually the performance evaluation of individual component‗s 
performance. There are specific models of development 
process of component based software which are specialised to 
best utilise the plus points of component based systems i.e. 
reuse of components and division of labour. The performance 
of component based systems is hard to find because in a 
running environment, components work the way they are 

deployed in a system according to the system and developers 
of components have no idea about the usage profile of 
particular component, or how they will be used. [9] 

Decision Support maker involve multiple actives and 
variable to analyse the performance of the project. Project 
Performance Measurement System (PPMS) involve variable 
and manager to tackle with volume of data to evaluate project 
performance. Decision Support categorised performance of 
the project by taken current state and decision maker view and 
if deviation is detected then management team will analyse 
reason per project manager performance interest.  
Performance of the project is basic support for the decision 
maker. MACBETH tool is used for analysing performance of 
the subsequent data of (PPMS) with respect as per project 
manager. [10] 

The Selection of Project Manager is a critical task that 
contains multiple criteria that must consider such as past 
project performance, suitability and nature of project and 
qualification of candidate. Project Performance are often 
measure by the cost, time and technical description. Decision 
Make Support System (DMSS) is based on the pervious 
performance for the selection of the candidate as project 
manager by using the ranking method of the past project. 
Different Ranking methods are presented for the ranking 
previous project that should fulfill specific as well as multiple 
requirements for ranking. DMSS analyse tool enable ranking 
the candidate on base of the previous project success DMSS 
also consider History of Candidate, Antiquity of Managing 
Project and outcome Performance of the Project. [11] 

In I.T based business Projects Knowledge management 
involves understanding of three areas such as knowledge of 
Technical, Organisational and business value Solution. 
Empirical Study shows that business esteem is better 
accomplished in IT-empowered project change with active 
knowledge management in three domain areas moreover 
empirical study also shows that knowledge management 
explain 38% of the project value performance. It has been 
proposed that knowledge management have significant impact 
on project performance. Performance against other essential 
targets, e.g. budget and schedule has positive impact of 
knowledge management by to managing project. [12] 

Paper presented a Hyper-Cube framework for Ant Colony 
Optimisation ACO to solve the Software Project Schedule 
Problem by using System Max-min algorithm. Hyper-Cube 
Framework improves the performance of the Algorithm. Max-
min Algorithm Results Compared with Genetic and ACO 
Algorithm and it is observed that Max-min Algorithm give 
better results for small instances and attain low cost and 
duration of the project. [13] 

Scheduling of Software Projects is Critical task in the 
process of software development. Software Project Schedules 
SPS involves human resource and people intensive activity. In 
SPS two goals arises such as reduction of duration and cost. 
Paper analyses eight multi object algorithm scalability for 
large project in the competitive software industry. It has been 
analysed that PAES Algorithm shows best scalability among 
eight multi object algorithm. [14] 
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Schedules in Critical chain project management not 
necessary always meet dates for completion of task. This 
paper proposes critical chain schedule optimal approach. The 
Problem related to critical chain schedule is taken in to 
account that involve duration uncertainty and resource 
constraints. CCPSP (Critical Chain Project Scheduling 
Problem) is expressed and then DE algorithm is applied as per 
the characteristic of the CCSPSP to find out solution of the 
problem new strategies of differential evolution (DE) 
algorithm follow to obtain fast coverage and global 
exploration ability. Critical chain method Implementation for 
large scale project is difficult and complex task. It is observed 
that modified algorithm DE achieve global coverage 
effectively for CCPSP. [15] 

Considering project complexity, this paper throws light on 
the how project success is related with risk management while 
correlating the soft and hard skills. For this purpose, a 
hypothesis was tested where 263 projects were involved where 
interviews were conducted from project managers and risk 
managers and analysed. A structural model was proposed that 
correlated the soft and hard skills of risk management with 
project success. It was concluded that soft side has 10.7% 
effect on the project success and hence, cannot be neglected 
while it also supports the hard side in addition to the 
correlation that is 25.3% effect on the hard side. [16] 

For Estimation of effort, schedules, cost, and size of 
software projects use case method is use. Use case method 
depends on the use case diagrams for estimation. Estimation 
of Software Project helps to determine cost, effort size and 
schedule of software projects. For this purpose, use case 
method use widely use case method have also limitation that it 
may affect estimation accuracy. Some techniques have been 
address to solve the problem related to the estimation, 
Techniques such as neural networks and fuzzy logics can be 
used for better accuracy of the estimation to improve use case 
points methods. [17] 

Use case point (UCP) technique is use for the effort 
estimation of the software project. UCP technique gives a 
better and accurate estimation of effort but still have certain 
limitation with it due to which UCP is not use accepted by the 
Software Industries. To Enhance the Predication and accuracy 
for the effort estimation Random Forest Technique is use to 
overcome constraint of the UCP technique. RF is Machine 
Learning Technique that utilises approach of Use Case Point 
method. RF combines results obtain by different model which 
give more accurate effort estimation. Results shows that RF 
Technique gives more accurate predication as compare to 
other techniques such as SGC (Stochastic Gradient Boosting), 
LLR (Log-Linear Regression), MLP (Multi-Layer 
Perceptron), RBFN (Radial Basis Function Network) [18] 

Cost and Performance are important factor for reducing the 
exploration time of target system of the design space at high 
level of abstraction in Software and Hardware code-signs. 
Estimation methods, such as S-Graphs are in 

software/hardware code-sign with POLIS at different 
abstraction level. S-Graph Level method provide better 
accuracy in software synthesis for optimisation and CFSM-
level provide better accuracy for generation of schedule and 
automatic portioning into software and hardware. 
Experimental results show that S-Graph method when 
compared to assembly level have accuracy within (-20% to 
+20) and for maximum time estimation CFSM-level accuracy 
range is (-10% and +25%) [19] 

Cost estimation for software projects are difficult task in 
early lifecycle of software development process. Deterministic 
methods are used for the software project evaluations. A 
Comparative analysis has been done between COCOMO and 
Fuzzy Logic for cost estimation of software. Fuzzy Logic is a 
new approach which is used to investigate Software Cost 
Estimation (SCE). Multiple Membership functions such as 
Trapezoidal, Triangular, Generalised Bell, Sigmoidal and 
Gaussian has been to analyse the Fuzzy Logics (FL) for the 
SCE. FL shows a better performance in comparison to the 
COCOMO model when tested for dataset of software projects. 
[20] 

III. EXPERIMENTAL SETUP 

SAMPLE:  A sample of 81 projects is taken from NASA 
Repository [21]. The actual dataset contains 12 parameters 
with varying types. They are mentioned in Table 1. 

TABLE I. ALL DATASET PARAMETERS WITH TYPES 

Parameters Data type 

Project Numeric  

TeamExp  Nominal 

ManagerExp  

   
Nominal  

YearEnd   Numeric  

Length  Numeric 

Effort Numeric 

Transactions  Numeric 

Entities  Numeric 

PointsAdjust Numeric  

Envergure Numeric  

PointsNonAjust Numeric 

Language Class/Categorical {1,2,3}     

The parameters mentioned in Table 1 are the ones in actual 
dataset. All of them will not be required in our work as the 
actual dataset was used in Analogous technique of effort 
estimation [22]. The parameters ―TeamExp‖ and 
―ManagerExp‖ are numerical but they have nominal values 
from 0 to 4 and 0 to 7 respectively. The dataset contains 81 
instances but 4 of them have incomplete information so 77 
instances are in workable form. 

In our research ―PointsAdjust‖ and ―PointsNonAdjust‖ are 
not used as they are specific to analogous method of effort 
calculation. 

The parameters involved to calculate effort are given in 
Table 2 
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TABLE II. DATASET PARAMETERS 

Parameter Explanation 

Team 
Experience 

Experience of the working team 

Manager 

Experience 
Experience of the manager in charge 

Length Length of project from start till completion 

Transactions Queries handled per module 

Year End The year in which the project ended 

Entities Modules in project 

Languages 

Language of development. It is assumed that the categories 

{1, 2, 3} represents three types of languages as 1 being the 
most easy to 3 being most difficult. 

Envergure  Scope of project 

Tables 3 to 5 depicts the dataset categories and population 
spread in certain classes of data 

TABLE III. TEAM EXPERIENCE POLYNOMIAL DATA SUMMARY 

Index 
Nominal 

value 

Absolute 

count 
Fraction 

1 4 21 0.25925925925925924 

2 1 20 0.24691358024691357 

3 2 18 0.2222222222222222 

4 3 13 0.16049382716049382 

5 0 7 0.08641975308641975 

6 ? 2 0.024691358024691357 

TABLE IV. MANAGER EXPERIENCE POLYNOMIAL DATA SUMMARY 

Index 
Nominal 
Value 

Count Fraction 

1 4 24 0.2962962962962963 

2 3 19 0.2345679012345679 

3 1 18 0.2222222222222222 

4 2 9 0.1111111111111111 

5 0 5 0.06172839506172839 

6 ? 3 0.037037037037037035 

7 7 2 0.024691358024691357 

8 5 1 0.012345679012345678 

TABLE V. SUMMARY OF INTEGRAL DATA PARAMETERS 

 Min Value Maximum value Average Deviation 

Year End 83 88 85.790 1.148 

Length 1 39 11.716 7.400 

Effort 546 23940 5046.309 4418.767 

Transactions 9 886 179.901 143.315 

Entities 7 387 122.33 84.882 

Envergure 5 52 27.630 10.592 

Languages 1 3 1.556 0.707 

The Dataset has pre-calculated efforts required in each 
project. Following figures (Figures 1 to 8) show the effort plot 
across each parameter. Effort is considered to be a dependent 
variable (y-axis) and other parameters as independent variable 
(x-axis). The scatter plot is chosen for this demonstration 
because it will give a rough idea about correlations and 
dependencies. 

 
Fig. 1. Effort across Entities scatter plot 

 
Fig. 2. Effort across Language scatter plot 

 

Fig. 3. Effort across Length scatter plot 
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Fig. 4. Effort across Manager Experience scatter plot 

 

Fig. 5. Effort across Transactions scatter plot 

 

Fig. 6. Effort across Year End scatter plot 

 
Fig. 7. Effort across Team Experience scatter plot 

 
Fig. 8. Effort across Envergure scatter plot 

IV. METHODOLOGY 

The methodology so followed is that the data is first tested 
for correlation. For that a correlation matrix is created to get 
an idea about the relation of each attribute with other 
attributes. The threshold value is set to 0.5. All correlation 
values less than 0.5 are discarded i.e. those attributes are not 
correlated. The correlation matrix can be viewed in Figure 9. 

TABLE VI. SHORTLISTED ATTRIBUTES 

Correlation of selected attributes 

Effort and Length 0.690 

Transaction and Length 0.608 

Transaction and Effort 0.570 

Entities and Effort 0.510 

The decision tree is made using Effort as a key label. The 
decision tree is used to shortlist the attributes, the matching 
attributes are then finally shortlisted. The tree can be viewed 
in Figure 10 and the shortlisted attributes can be seen in Table 
6. 
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From the tree we can see that the attributes playing role in 
decision making are the same as the output of correlation 
matrix i.e. Entities, Transactions and Length. Predictions will 
be made using these three parameters as they are correlated 
with Effort. 

After parameter selection several prediction models where 
developed and their performance was measured to calculate 

the correlation of predicted effort and actual effort. These 
models were preferred over other machine learning models 
because they were able to handle numerical data and as per 
previous tests to determine the parameters for prediction, all of 
them are numerical in nature (Table 7). The parameter 
―Effort‖ itself is a numerical attribute in this dataset. 

 
Fig. 9. Correlation Matrix 

 
Fig. 10. Decision Tree 
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TABLE VII. OTHER PREDICTION MODELS CORRELATIONS 

Comparison with other Prediction methods 

Prediction 
Models R R2 Spearman 

Rho 
Kendall Tau 

Gradient 
Boosted 0.850 0.722 0.835 0.673 

Deep learning 0.892 0.796 0.800 0.610 

Support Vector 

Machine 
0.912 0.832 0.817 0.638 

Linear Regression 0.913 0.833 0.813 0.629 

Vector Linear Regression 0.913 0.833 0.813 0.629 

Generalised Linear Model 0.914 0.836 0.813 0.629 

Neural Network 

(learning rate 0.3, 
training cycles 

500) 

0.927 0.860 0.806 0.619 

Polynomial 

Regression 
0.927 0.859 0.830 0.648 

Evolutionary 

Support Vector 
Machine 

0.965 0.930 0.938 0.800 

1) Gradient Boosted: 
Boosting is to add prediction models in ensemble serially. 

The Gradient Boosting technique adds new models in current 
model to increase the accuracy of the target Prediction 
variable. New base learners are established which are meant to 
be highly correlated with negative gradient of loss function. 
[23] 

2) Deep Learning: 
Deep learning is a type of neural networks [24]. 

Depending upon the need to make weights more accurate, NN 
might require long chains of computational phases. Each stage 
may transform the cumulative stimulation of network. Here is 
when deep learning comes in action by giving due credit to 
large number of stages as per requirement. [24] 

3) Support Vector Machine: 
Support vector machine is a linear classifier that divides 

data into two classes by hyper plane [25]. The training data in 
SVM is actually vectors in space. Those training points that 
are close to hyper plane are support vectors [26]. 

4) Linear Regression: 
Regression is a statistical method to analysis a relationship 

between variables. Linear regression is so called because it 
gives a straight line as a result between depending variables. 
In linear regression, predictor x is kept fixed, regressor y is 
than analysed. Any change in y demonstrates the external 
factors which determine its behaviour represented as ε. [27] 

5) Vector Linear Regression: 
Vector regression is efficient regression model. It includes 

the concept of support vectors i.e. training points near the 
separating boundary. Vector regression adjusts ε of the loss 
function in linear regression given training set and target 
variable to predict. [28] 

6) Generalised Linear Model: 
A general assumption in linear model is that data being 

modelled will be on continuous measure. Hence linear models 
cannot handle binary data or data that represents count. To 
overcome that limitation generalised linear model is used. [29] 

7) Neural Networks: 
Neural Networks have connected pre-processors called 

neurons. Input neurons get activated when they receive 
sensation from environment. Remaining neurons need weights 
from already activated neurons for activation. For learning 
process, the main task for Neural Networks is to find weights 
that will give best desired results. [24] 

8) Polynomial Regression: 
Polynomial regression is a type of linear regression in 

which there might be a case that either the predicting variables 
are non-linear or the relationship between the predictors and 
regressor is curvilinear. They are also linear models but just 
have higher powers f polynomial involved [30]. 

9) Evolutionary Support Vector Machine: 
Using the above three parameters, evolutionary support 

vector machine model is developed to predict the value of 
―Effort‖ parameter.  Effort is considered as a dependent 
variable whereas Entities, Transactions and Length are 
Independent variable. The developed model can be viewed in 
Figure 11. 

 

Fig. 11. Evolutionary Support Vector Machine model for prediction 

Support Vector machine is a supervised learning 
technique. In support vector machine, training examples 
which are closest to the hyper plane are called support vectors. 
There is hyper plane which separates out the classes in 
datasets such that they have maximum distance in between 
them SVM is not only used for classification but for 
regression also, where regression is how we separate out the 
data based on correlation. The input here will be elements of 
set X where X is a training set with x1, x2, xn being the input 
sample parameters which in this case are the shortlisted 
parameters. 

The out of SVM is a set of weights for input parameters 
needed for prediction. These weights adjust the value of 
elements of X and make predictions more accurate. 

Equation for hyper plane is 

          for di = +1  (1) 

         for di = -1  (2) 

Where w is a weight vector, x is input, b is bias and d 
being the distance between the plane and vector point (data 
point). 
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In evolutionary support vector machine there are 
evolutionary strategies for fast optimisation.  Old SVM are not 
able to optimise the function if it encounters the negative or 
non-positive kernel function. Hence a better approach would 
be to introduce evolution strategies (ES). Using this method, 
weights can be directly optimised. Evolutionary support vector 
machines simply use ES. In it there is real esteemed vectors    
, Gaussian distributed random variables having standard 
deviation      and this random variable is used for 
transformation. Initial vectors are random with       

The training set comprises of 81 observations from the 
dataset, the proposed model is trained for those values. The 
test set checked across the proposed model comprised of 20 
observations. 

V. OBSERVATIONS 

Nc is number of elements in same order and Nd is number 
of elements in different order. 

If the value of Kindall coefficient is greater than 0.5 than it 
implies high correlation between variables. 

These correlation values are calculated for the actual Effort 
and the Predicted effort. 

From the results of prediction we can deduce that in 
predicting the effort required in a project in person hours, the 
crucial parameters needed are the transactions performed 
within a module of the developed software, the length in 
moths of each project and the entities in development model. 

VI. CONCLUSION AND FUTURE WORK 

This paper is written to find a solution to estimate software 
project effort using minimum information from a project 
history of the same organisation. To find out the best 
parameters for prediction two methods were used, namely, (1) 
correlation matrix, and (2) decision tree. Two methodologies 
were considered just to verify the results of each test. Both 
tests generated the same results and three parameters were 
selected for prediction. Several prediction models were built 
and trained for selected parameters. The evaluation results 
revealed that Evolutionary Support Vector Machine gives the 
best prediction results. The final result is that if we know only 
the number of entities in a project, the transaction of that 
project and the length of project in months, we can predict the 
effort required for that project using Evolutionary support 
vector machine. 

In the future other algorithms, such as Bagging and 
Ensemble algorithms can be implemented for predicting effort 
in projects. Results would be observed against each in order to 
identify better performance keeping in view the accuracy and 
prediction estimates. 

The value of correlation if greater than +0.70 than it 
indicated high positive correlation which in our case is 0.965. 

The formula for Spearman Rho is 

    
 ∑  

 

       
  (3) 

P is spearman roh coefficient, d is the difference between x 
and y values and n is the number of elements in a dataset. 

Is value of p is greater than 0.5 than it is highly correlated. 

The formula for Kindall correlation is 

   
     

 

 
      

  (4) 
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Abstract—Web-services have become a governing technology 

for Service Oriented Architectures due to reusability of services 

and their dependence on other services. The evolution in service 

based systems demands frequent changes to provide quality of 

service to customers. It is realised by different researchers that 

evolution in service based systems may degrade design and 

quality of service and may generate poor solutions known as anti-

patterns. The detection of anti-patterns from web services is an 

important research realm and it is continuously getting the 

attention of researchers. There are a number of techniques and 

tools presented for detection of anti-patterns from object 

oriented software applications but only few approaches are 

presented for detection of anti-patterns from SOA. The state of 

the art anti-pattern detection approaches presented for detection 

of anti-patterns from SOA are not flexible enough and they are 

limited to detection of only a few anti-patterns. We present a 

flexible approach supplemented with a tool support to detect 10 

anti-patterns from different SOA-based applications. We 

compare results of our approach with two representative state of 

the art approaches. 

Keywords—SOAP web services; Anti-patterns; Bad smells; SQL 

I. INTRODUCTION 

Design patterns suggest viable solutions to the problems 
that occur again and again in the design of the software [1]. 
Design patterns follow the fundamental design principles for 
the development of software applications. Anti-patterns violate 
fundamental design principles and they are poor solutions 
adopted by developers due to deadline pressure, lack of 
awareness and time to market constraints.   Anti-patterns may 
have a negative impact on the quality and performance of 
software applications and their presence may result in 
degrading the structure of the services [2]. The identification of 
anti-patterns from the web services is a primary step for the 
removal of anti-patterns from service based systems. It is 
important to have knowledge about the presence of anti-
patterns in the software systems because it helps to improve the 
software at its abstraction level. It is reported through different 
studies that timely detection and correction of anti-patterns 
from software systems improve system performance and 
quality [4, 7]. This edge motivates researchers to offer 
assistance for unskilled designers through the detection of anti-
patterns. 

Service Oriented Architecture (SOA) is an arising 
architecture paradigm that is widely adopted by software 
industry for the development of distributed and heterogeneous 

applications. SOA allows the growth of timely, cost effective, 
flexible, adaptable, reusable, scalable and extendable 
distributed software applications with enhanced security by 
composing services through independent, reusable, and 
platform independent software modules that are easy to get via 
a network [8]. The application of SOA for emerging 
technologies such as cloud computing, big data and mobile 
applications is continuously escalating. Web-services have 
become an important technology for Service Oriented 
Architectures for the development of Service Based Systems 
(SBS) such as Amazon, Google, eBay, PayPal, Facebook, 
Dropbox, etc. Service based systems need to evolve with time 
to fulfill requirements of users. These systems also evolve to 
accommodate new execution contexts such as addition of new 
technologies, devices and products [8]. The evolution of 
service based systems may degrade design and quality of 
services and it may also cause the appearance of common poor 
solutions called anti-patterns. These anti-patterns affect the 
quality of service and can hinder maintenance and evolution. It 
reflects from state of the art anti-pattern detection techniques 
that mostly the concentration was on the static analysis of 
Web-services or on anti-patterns in other Service Oriented 
Architecture technologies (e.g., Service Component 
Architecture) [9]. 

It has been reported that anti-patterns have impact on the 
progress and maintenance of software systems [10]. The 
motivation for automatic identification of SOA related anti-
patterns is to improve the quality of service and to make 
maintenance and evolution easy. Maintaining changes in web 
services is a common practice to provide quality of services to 
the users. A study has shown that the software maintenance 
requires eighty to ninety per cent of the total budget in its 
whole life cycle [11]. Most state of the art techniques focused 
on detection of anti-patterns from object oriented software 
applications but these techniques are not capable of detecting 
anti-patterns from SOA. We identified only a few 
representative approaches on specification and detection of 
SOA anti-patterns from Web-services [9, 12, 13, 14, 15, 16, 
18]. To the best of our knowledge, most authors used different 
metrics and static/ dynamic analysis methods for the detection 
of anti-patterns from web-services. The state of the art anti-
pattern detection approaches has some limitations: SODA-W 
[13] approach detects anti-patterns by just considering interface 
level metrics and it ignores implementation details. PA-E [14] 
approach detects anti-patterns from web services by 
considering their classes as well as implementation details but 
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it is not capable to identify classes that create a problem at the 
interface level. Moreover, low cohesion operation and 
duplicated web service anti-patterns are not detected by this 
approach. The both approaches are also not able to identify the 
location of defected code segments that play a major role for 
interface level implementation. There are also no standard 
definitions for web-service anti-patterns that are important for 
their accurate detection. Moreover, there are still no standard 
benchmark systems for comparing and evaluating results of 
anti-pattern detection techniques for SOA. 

The proposed approach is flexible and extendable to 
implement code first concept. The presented approach is free 
from the implementation restrictions of WSDL interface. 
SOAP services might be implemented by using multiple 
languages such as C#, Java, Perl etc. The approach may detect 
anti-patterns from WSDL interface of web services as well as 
source code due to support of multiple languages. The 
proposed approach is supplemented with a tool support that is 
used to detect 10 SOA anti-patterns from different Web-
services. The objective of presented approach is to analyse the 
structure and quality of Web-services and automatically 
identify anti-patterns that may help the progression and growth 
of Web-services. The proposed approach is implemented by 
using C# dot.net Framework. We also focus on improving the 
accuracy in comparison to existing methods available for the 
detection of Web-service specific anti-patterns. 

Following are the major contributions of our work: 

 Standardised definitions of 10 Web-services related 
anti-patterns. 

 A flexible and scalable approach supplemented with a 
tool support for the detection of 10 anti-patterns from 
different Web-services. 

 Evaluation and comparison of the approach by 
performing experiments on Web-service of two 
different domains. 

The paper is organised as follows. The state of the art is 
discussed in Section II.  In Section III, we present specification 
of 10 anti-patterns. The concept and architecture of approach 
used to detect anti-patterns are presented in Section IV. In 
Section V, the concept of a prototyping tool is discussed. We 
discuss experimental setup and evaluation of approach in 
Section VI. The conclusion is presented in Section VII. 

II. STAT OF THE ART 

The research on bad smells started in 1999 when Fowler 
first time introduced 22 code smells and guidelines for 
refactoring smells. Bad smells are later on discovered at 
design, architecture and requirement levels. Zhang et al. [20] 
and Rasool et al. [19] presented reviews on code smells. Bad 
smells at design levels are called design smells or anti-patterns 
by different authors. A number of design smell detection 
techniques and tools are presented by different authors [21, 22, 
23, 24, 25].  Anti-patterns and code-smells are often mixed up 
into one term, the design defects [26]. The code smells are 
fine-grained and strongly connected to the code-level and anti-
patterns are coarse-grained and are shown at the design level. 
Code smells are code-level symptoms indicating the expected 

presence of an anti-pattern (also called ‗Design Flaw‘ [27]). 
Architectural bad smells are also presented by different authors 
[28, 29, 30]. A review on product line based architectural bad 
smells is presented by Vale et al. [31]. The concept of bad 
smells at requirements level and their detection is presented by 
Femmer et al. [32].  All of the above discussed approaches 
focused on bad smells for object oriented software 
applications. The focus of this paper is on bad smells related to 
service oriented architectures. We discuss in detail the state of 
the art on bad smells/anti-patterns for service oriented 
architectures. 

A number of books are available on SOA-patterns and 
principles [8, 33, 34] that provide guidelines and principles 
characterizing ―good‖ service-oriented designs. These books 
enable software engineers to manually evaluate the quality of 
their systems and provide a basis for the enhancement of 
design and implementation. For example, Rotem-Gal-Oz et-al. 
[35] suggested 23 SOA-patterns and 4 SOA anti-patterns and 
they described their effects, causes, and corrections. Erl, in his 
book [33], presented 80+ SOA design, implementation, 
security, and governance-related patterns. Kr´al et al. [34] 
elaborated 7 SOA anti-patterns resulted due to the poor 
practice of SOA rules.  Brown et al. [36] provided the set of 40 
anti-patterns. Dudney et al. [37] presented 52 anti-patterns in 
SOA, and especially in the area of Web-services. 

There are few contributions on the identification of patterns 
from SOA [38, 18, 39]. Upadhyaya et al. [39] presented an 
approach to detect 9 SOA patterns. Demange et al. [40] 
presented an approach to detect five SOA patterns from two 
SOA based systems. It is revealed through the review of 
literature that the research on Service Oriented Architecture 
still needs to be explored. Many detection techniques and tools 
are presented in the literature [21, 23, 25, 26] that focus on 
specification and detection of OO anti-patterns. These OO 
based techniques did not give a viable solution for the 
identification of anti-patterns that are pointed out in web-
services. There is a difference between structure of Object 
Oriented software applications and applications developed 
using web services. A limited number of approaches are 
available for the identification of the WS anti-patterns. 

Moha et al. [9] presented a technique supplemented with a 
tool SODA to specify and identify the anti-patterns in SCA 
systems. Authors performed experiments on two different 
corpora i.e., Home automation system and Frascati service 
component architecture. Authors apply algorithms that are not 
generated manually and they performed experiments on a 
number of SCA systems to gain the best accuracy. Hence, this 
approach can only tackle the SCA modules build up using the 
Java language and are not able to tackle the other SOA 
technologies like J2EE, SOAP and REST. 

Rodriguez et al. [41] described EasySOC and provided a 
set of guidelines for service providers to avoid bad practices 
during writing WSDLs.  Authors identified eight poor practices 
that are used to form WSDL template for Web-services. These 
heuristics are the rules that use pattern matching. A toolset is 
developed that enforces implementation of guidelines. Authors 
evaluated effectiveness of the toolset by performing 
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experiments. However, authors did not examine the quality 
related issues in the web service design. 

Coscia et al. [42] presented a statistical correlation analysis 
on the number of traditional OO metrics and WSDL-level 
service metrics and found a correlation between them. Anti-
patterns in SOAP based web services and REST are introduced 
first time in [13, 15, 18]. These authors used natural language 
processing and source code metrics to detect anti-patterns. 
Anti-patterns of SOAP based web services are detected with 
high precision and recall but only for some specific services. 
The tool SODA-W, an extension of SOFA framework [9] uses 
already established DSL for the detection of SOAP and REST 
services. 

The state of the art approaches discussed above reflects that 
a large number of authors focused on the detection of anti-

patterns from object oriented software projects. We present 
summarised information about SOA based anti-pattern 
detection approaches in Table 1. We also realised that SOA 
based anti-pattern detection approaches focused towards anti-
patterns detection for Service oriented architecture specifically 
for SOAP(Simple Object Access Protocol) based services. We 
found only three articles on REST APIs anti-patterns detection  
techniques [15, 18, 19]. The emphasis of above discussed 
approaches was not on the detection of the anti-patterns in the 
service interfaces. Sindhgatta et al. [43] presented a 
comprehensive literature survey on service cohesion, coupling, 
and reusability metrics, and they come up with five new 
cohesions and coupling metrics that are set as a new service 
design requirement. 

TABLE I. SUMMARISED INFORMATION ABOUT SOA ANTI-PATTERN DETECTION TECHNIQUES 

Reference  Key Concept  Anti-patterns Recovered Technique   Case Studies               P/R 

 [9] 
A rule-based approach capable for 
the specification and detection of 

anti-patterns using a set of metrics.  

TS, MS, DS,MS SOFA Home-Automation  
75% 

 

 [12]  

 

 

SOMAD apply sequential association 

rules to get execution traces of 

services. 

S, MS, CS, DS, Kt, BS 
Association rule 
mining   

Home Automation 

 

   

90%  

 [13]  
 

 

 

SODA-W is supported by an 
extended version of SOFA used for 

specification and detection of SOA 

anti-patterns from web services. 

RP, AN, LCOP, CS, DuS, MRPC, 

CRUDY-I, GOWS, FGWS 

Source Code 
metrics for static 

and dynamic 

analysis  

Experiments performed 
with  13 weather-related 

 and 109 finance related 

WSs. 

  

75% 

100% 

[14]  

An automated approach for the 
detection of Web service anti-

patterns using a cooperative parallel 

evolutionary algorithm (P-EA).  

MRPC, CRUDYI, DS, AN, FG, 

GOWS 

Parallel 

Evolutionary 
Algorithm  

 Web services from ten 

different application 
domains  

85to89% 

[44] 

Genetic Programming approach 

based on combination of metrics and 
threshold values 

MS, NS, DS, AN  
Genetic 

Programming 

310 services of different 

domains 

85% 

87% 

[45] Java to WSDL Mapper 
EDM, RPT, WET, AN, UFI, IC, 

ISM, LCOP 

Text Mining and 
meta 

programming 

(Java2wsdl) 

60 web services   
96% 

70-74% 

[46] 

Contract first concept based approach 

for detecting WSDL based services 

using EasySOC tool 

WSDL based Services 

Text Mining, 
Machine learning 

and component 

based software 
engineering  

391 web services 
75-80% 
78-94% 

[47] Prediction of Web Services Evolution Ds, MS, NS, CS 

ANN algorithm to 

predict anti-
patterns in future 

releases  

5  web services interfaces  
81%, 
91% 

[48] 

Identification of Web Service 

Refactoring Opportunities as a Multi-
Objective Problem 

MRPC, CRUDYI, DS, AN, FG, 

GOWS 

MOGP(multi-

objective genetic 
programming)  

 415 web services from 10 

different application 
domains. 

94% , 

92% 

[50] 

Comprehensive guidelines along with 

tool support to enforce these 
guidelines for the development of  

web services. 

EDM, RPT, WET, AN, UFI, IC, 
ISM, LCOP 

EASY SOC to 

detect violation of 

rules in WSDL 

A data set of 392 WSDL 
documents 

95.8% 

[51] 

Correlation analysis between source 

code metrics and WSDL 
implementation code 

EDM, RPT, WET, AN, UFI, IC, 

ISM, LCOP 

Statistical analysis 

for detection of 
anti-patterns  

90 different web services NA 

[52] 
WSDL document improvement for 

effective service availability 

EDM, RPT, WET, AN, UFI IC, 

ISM, LCOP 

Discoverability 

and removal of 
anti-patterns  

 391 WSDL documents NA 

[53] 
Concept of graph model for detection 

of anti-patterns 
GOb 

Metrics based 

approach 
Small examples NA 

P (Precision), R (Recall), NA(Not applicable), EDM (Enclosed Data Model), RPT (Redundant Port Type), RDM (Redundant Data Model),WET(What Ever Type) ,AN(Ambiguous names), UFI(Undercover fault 

Information), IC(Inappropriate Comments),  ISM(information within standard messages),LCOP(Low cohesive operations in same port types), MS(Multi Service ), NS( Nano Service), DS(Data Service ), Kt(the Knot), 

BNS(Bottle Neck Service), CS(Chatty Service), DuS(Duplicated service),SC(Service Chain), NH(Nobody Home), MRPC(may be Its Not RPC), Gob( God Object)
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 It is observed that many techniques have used metrics 
for the identification of the anti-patterns. 

 Different approaches applied source-code parsing 
techniques to identify the anti-patterns. Source code 
parsing techniques include the statistical collection of 
data like counting Lines of Code, measuring Switch 
Statement Cases and matching or finding other syntax 
etc. [49]. 

 The threshold values of metrics are constant in most 
cases and they are based on one‘s experience [49]. 

 A number of approaches in literature did not mention 
the accuracy of anti-pattern detection [51, 52, 53] that is 
important for the effectiveness of any approach. 

 Based on the above mentioned limitations, we propose 
unification of metrics-based and parsing based 
techniques that not only improve the scope in order to 
identify number of anti-patterns but it also improves 
accuracy. The required metrics are obtained from the 
SoaML of Enterprise Architecture, in spite of 
reinventing the wheel and by examining them directly 
from the source code. 

III. SPECIFICATION OF ANTI-PATTERNS 

The specification of web services related anti-patterns is 
primary step for their accurate detection from web services.  
The specification of anti-patterns in literature is textual that is 
hard to use and describe. Due to unavailability of standard 
specification of web service anti-patterns, we present 
specification of 10 selected anti-patterns in this section. Our 
specifications contain detailed information that is important to 
understand and detect these anti-patterns. The specifications 
are further used by our approach for the detection of these anti-
patterns. We selected these 10 anti-patterns for the 
specification and detection due to their common existence in 
different web services. 

1) God Object Anti-Pattern 
Name: God Object Web-service 

Derived from: God Class or Blob in OO Anti-pattern 

Short Description: An object that contains all the 
information related to the whole service and this object also has 
many methods. This makes its role in the source-code ―god-
like‖. 

Violated Principle: When an object holds numerous 
responsibilities 

Also known as: ―Schizophrenic-class‖, ―divergent-change‖, 
―unconnected-responsibilities‖, ―conceptualisation-abuse‖, 
―mixed-abstractions‖ [37]. 

Variants: ―Vague-classes‖, ―abusive-conceptualisation‖, 
―non-related data and behaviour‖, ―irrelevant-methods‖, 
―discordant-attributes‖. 

Metrics rule: 

God object exists if the service contains: 

Many methods and has very low cohesion, high response-
time and low-availability 

where, Many Methods >=10, Cohesion >= 1, High 
Response-Time >=1 

2) Data Web-service Anti-pattern 
Name: Data Web-service 

Derived from: Data Class in OO anti-patterns 

Also known as: ―Data class‖ ―record [class]‖ ―no-command 
classes‖ 

Variants: ―Data clumps‖, ―data container‖ 

Short Description: A web-service that performs 
information retrieval tasks in a distributed environment through 
accessor operations, like getters and setters. 

Violated Principle of Abstraction: This anti-pattern occurs 
when a class is used as a holder for data without any method of 
operating on it. 

Metrics rule: 

Data Web service exists if the service contains: High 
accessor operations with few parameters and has high cohesion 
and high primitive parameters 

where, Accessor Operations > 50 < 73 and with few 
parameters    and   lcom3<=0 and primitive parameters >100 

3) Fine Grained WS Anti-pattern 
Name: Fine Grained Web-service 

Short Description: Fine-grained web-service description 
regards tiny services out of which the larger ones are 
composed. That larger one needs to have many coupled web-
services. Therefore, it gives rise to higher development 
complexity, reduced usability. Individual Web-service is less 
cohesive due to related operations that spread across services 
of an abstraction. 

Violated Principle: This anti-pattern is the result of 
overdone implementation complexity 

Also known as: ―Higher-class-complexity‖ 

Variants: ―Too much responsibility‖, ―module-mimic‖ 

Metrics rule: 

This anti-pattern exists if a service contains: Few 
operations and has low cohesion and has very high coupling 

where, Operations >=1 And <=2, Low Cohesion >=1 And 
<=2, Coupling >=1 And <=4 

4) Ambiguous Name WS Anti-pattern 
Name: Ambiguous Name 

Short Description: When the developers use the key terms 
like Port-Types, operation, and message that contains too short 
and long, or too general terms, or even show the improper use 
of verbs. 

Violated Design Principle: This anti-pattern arises when 
the class name has a verb only and hold one method with the 
same name as the class and class has no inheritance 
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Also known as: ―Operation-class‖, ―method turned into 
class‖, ―single-routine-classes‖ 

Metris Rule: 

A service contains: Too long or too short signatures and has 
too many general terms in operations 

where, COUNT [Operations signature length<3 or 
Operations Signature length > 30] >1 or Ambiguous operations 
name should have any one ( arg, var, obj, foo, param, in, out, 
str ) >1 

5) Duplicated Service 
Name: Duplicated Web-service 

Derived from: Duplicated class in OO anti-pattern 
following silo approach 

Short Description: Duplicated Web-service contains 
identical-operations with the similar names and message 
parameters. 

Violated Design Principle: This anti-pattern occurs when 
two or more abstractions are identical sharing commonalities 
with their improper use in the design 

Metrics Rule: 

A web-service having Identical Operations and Identical 
Port-Types 

where,   ARIP > 1 And ARIO>1 

ARIP= Average Ratio of Identical Port-Types, ARIO= 
Avg. Ratio of Identical Operations 

where, ARIP count all ambiguous names starting from (arg, 
var, obj, foo) 

And ARIO is calculated as all meaningless operations name 
having length less than 3 and greater than 30. 

6) LowCohesiveOperations in the Same Port-Type Anti-

pattern 
Derived from: Metric Cohesion 

Short Description: Many unrelated operations in one port 

type. 
Impacted quality attributes: Flexibility and Effectiveness 

Violated Principle: The modularity of a system is 
composed of a set of cohesive and loosely coupled modules 

Metrics Rule: 

The service contains:  Many methods and has very low 
cohesion 

NOD >=1 and <= 70 And ARAO <=27 

ARAO= Average ratio of accessor operations, NOD= 
Number of operations declared 

7) Redundant Port-Types Anti-pattern 
Name: Redundant Port-Types 

Derived from: Data Replication Enterprise SOA Anti-
pattern 

Also known as: ―Similar Signature Class‖, ―split-identity‖, 
―redundant-classes‖, etc. 

Short Description: When a WS contains multitude Port-
Types and is composed of a number of redundant operations 
handling the same messages. 

Variants: ―Duplicate-design-artifacts‖ 

Violated Principle:  This anti-pattern arises when two or 
more classes have split-identity 

Metris Rule: 

Web-service contains: Many operations and has many port-
types resulting in high cohesion 

where, NOPT>1 And NPT >1 

NOPT = Num of Operations in Port-Types, NPT= Number 
of Port-types 

8) Chatty Web-service Anti-pattern 
Short Description: Chatty-WS is an anti-pattern in which 

numerous attribute-level operations like getters and setters 
exist in order to complete an abstraction. 

Violated Principle: Violation of coupling and cohesion 

Issues: Difficult to infer the order of invocation gives rise 
to maintenance issues. 

Metrics Rule: 

Chatty Web-service exists if service contains: 

Low Cohesion with High Accessor Methods And Has Low 
Availability And High Response Time And Many Methods. 

Where Low Cohesion >0  And  Accessor Methods  >=101 
And Many Methods >70 

9) CRUDy Web-Service Anti-pattern 
Derived from: Chatty Interface anti-pattern 

Short Description: A web-service design that contains 
CRUD-type operations, e.g., create (), ready (), delete (), 
update (). Interfaces designed may have several methods need 
to be called to accomplish a goal which makes it chatty. 

Violated Principle: This web service may violate share only 
schema and well-defined boundaries tenets that are important 
for composition of web services 

Metric Rule: 

A web-service is Chatty if it contains: 

Many CRUD-type operations and LOW cohesion and high 
accessor operations and high procedures  LCOM3 <=0 and 
accessor operations>100 and procedures >70 Crudy 
Operations>1 

Where CRUD-type operations >1 

10) Loosey Goosey Web Service Anti-pattern 
Name: Loosey Goosey Web Service 

Short Description: Services are designed in a complex way 
that creates problems for further service extensibility and 
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functionality. Services are tightly coupled and not able to 
answer the user request. 

Violated Principle: Tight coupling between service 
providers and consumers 

Metris Rule: 

A web service is Loosey goosey if the service interface 
implementation is single tier and services are loosely coupled 
And less cohesive 

DIT<1 AND AND  CBO>1  AND LCOM3>0 

Where DIT: Depth of inheritance 

IV. DETECTION APPROACH 

The motivation of our proposed approach stems from our 
previous work [49] presented for the detection of code smells 
from different open source software projects. We used the 
concept of contract first approaches for the implementation of 
our approach. Contract-first approaches focus on WSDL 
document to design first and then write that contract by using 
any programming language. Mostly, web designers and 
developers prefer this schema as WSDL schema is far richer as 
compared to the code you designed in any programming 
language. In different implementation scenarios, XML schema 
restricts the size of string and can apply different patterns to 
use contract detail like the use of regular expressions. 
Moreover, different tools can be used to convert schema file 
into HTML documentation. The architecture of proposed 
approach is presented in Figure 1. We input standard 
definitions of web services discussed in the previous section. 
The definitions include static and dynamic properties of web 
services. The static properties include static features of web 
services such as number of operations, number of port types, 
number of parameters etc. The dynamic properties include 
features such as response time and availability. The metric 
rules are composed based on the static and dynamic properties 
of web services. The approach applies these metric rules for the 
detection of a specific anti-pattern. Our detection algorithms 
use the metrics (i.e. SoA Modelling Language) / SoAML 
generated by Enterprise Architect. The approach follows three 
steps process as shown in Figure 1. 

Step1 

 The interfaces of web services are reverse engineered 
using JAVA2WSDL

1  
tool based on the contract first 

concept. 

 Dynamic properties of web services are measured using 
SAAJ

2 
and SOAP UI

3
 tools. 

Step 2 

 The source code is reverse engineered into an 
intermediate form using Sparx System Enterprise 
Architect tool. 

                                                           
1 http://cxf.apache.org/docs/java-to-wsdl.html 
2 http://docs.oracle.com/javaee/5/tutorial/doc/bnbhg.html 
3 https://www.soapui.org/ 

 The intermediate representation is used to understand 
the complete structure of web services and to build 
queries. 

Step 3 

 Anti-pattern detection engine is developed based on the 
static and dynamic properties of each anti-pattern 
obtained from steps 1&2. 

We discuss EA data model, SQL queries and limitations of 
approach in the following subsections: 

 EA Data Model 

 Structured Query Language 

 Limitations of approach 

A. EA Data Model 

Our approach depends on Sparx System Enterprise 
Architect data model that is directly generated from source 
code. Sparx System Enterprise Architect 11 has the ability to 
generate data model of different languages directly from the 
source code. Instead of reinventing the wheel, we relied on the 
use of metrics i.e., SOA data model to extract relevant features 
related to any given anti-pattern. 

We used SOAP-UI for parsing the code and SQL to extract 
the required data for the detection of Web-service related anti-
patterns from the Service Oriented Modelling Framework of 
Enterprise Architect. We selected Enterprise Architect tool due 
to its ability to generate well structured, self-explanatory and 
detailed (metrics) data model from the source code of 13 
programming languages. 

B. Structured Query Language 

Our approach is based on SQL to extract data from the data 
model of Sparx System Enterprise Architect. Structured Query 
Language is very useful database Query language capable of 
extracting any required data from the Database model. SQL is 
having enough types and clauses through which we can extract 
(delete or alter) any required data (if present) from the SQL 
database. SQL Queries are useful to retrieve huge amount of 
data and records from database effectively and efficiently. SQL 
based databases established standards that is adopted by ANSI 
& ISO. The syntax of SQL commands is simple like English 
statements. 

Examples of SQL commands that we used in our prototype 
for extracting data from the data model of Enterprise Architect 
Modelling tool are given below: 

1) Cohesion is based on well-known metrics called as 

LCOM3(Lack of Cohesion among Methods) and calculated 

as: 

LCOM3 = (∑Procedures - (∑Method Accessed / 

∑variables)) / (∑procedures - 1); 

Procedures= Select count (operationid) from t_operation, 

object where object. Object_Type='class'; 

Variables = Select count (operationid) from t_operation, 

t_object where t_object. Scope='public' and t_object. 

Object_Type='class'; 
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Method Accessed = Select count (name) from 

t_operationparams; 

2) Coupling is calculated by using CBO (Coupling 

Between Objects) and is calculated as under: 

CBO=∑ coupling among classes/ ∑ classes  

Count of Coupling = "select count (connector_id) from 

t_connector, t_object where t_connector. Connector ID= 

t_object. Object ID and t_object. Object_Type='class'"; 

 

  

 

 

  

Fig. 1. Anti-patterns Detection Approach 

Total Classes= select count (object_id) from t_object 
where Object_Type='class'; 

3) Primitive types Operations are calculated as: 

Select count (operationid) from t_operationparams where 

type 

IN('boolean','double','int','byte','short','long','char')"); 

4) Counting Accessor operations: 

Select count (name) from t_operation where name 

like'set*' or name like 'get*' 

5) Cruddy Operations are extracted as: 

Select count (t_operation.OperationID) from  

t_operation, t_object where  t_operation.Object_ID =  

t_object.Object_ID AND t_object.Object_Type = 

'Interface' and t_object.Name like 'Create*' and 

t_object.Name like 'update*' and  t_object.Name like 

'Delete*';  

6) Ambiguous Ports are extracted as: 

Select count (object_id) from t_object where name 

like'arg*'or name like 'var*' or name like 'obj*' or name 

like 'foo*'   and  object_type='port' 

7) Ambiguous Operations are extracted as: 
This metric is based on length of operation name. 

Select count (object_id) from t_object where len(name)<3 

or len(name)>30"; 

Select count (object_id) from t_object where name in 

('arg*','var*','obj*','foo*' ,'param*','in*','out#','str#'); 

C. Limitations of Approach 

To detect any given anti-pattern, our approach depends on 
the metrics i.e., data model of Enterprise Architect. One should 
have prior knowledge about internal structure of database 
model created by Sparx System Enterprise Architect to write 
SQL queries.  However, the data model is created only once by 
reverse engineering source code and it is updatable. A second 
limitation of our approach is that when we publish contract first 
then it is harder to change that contract. 

V. PROTOTYPING TOOL 

A prototyping tool is developed to realise concept of 
approach called Specifying Web-service related anti-patterns 
and Detection approach named as SWAD. SWAD is an 
Enterprise Architect plug-in developed using C# language of 
dot.Net Framework 4.5. The prototype tool is platform 
independent and it can be integrated with other tools such as 
IBM Rational Rose, Borland Together and IBM Rhapsody. We 
selected Enterprise Architect due to our prior experience of 
using this tool for different other projects [17, 49]. Enterprise 
Architect has very rich modelling and reverse engineering 
features for different programming languages. It is easily 
extendable for multiple languages due to the support of reverse 
engineering source code of 13+ programming languages. It 
also generates metrics for the source code written in multiple 
languages and these metrics are used for the detection of anti-
patterns.  It directly reverse engineers source code of web 
services into SOA data model. A screenshot for the user 
interface of prototyping tool is given in Figure 2. 

Step1 

Step 2 

Step 3 

Intermediate 

representation of Source 

Code 

DataBase  

 
Anti-patterns  

Detection Engine 

Step 3 
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Fig. 2. User Interface for detection of Anti-patterns  

To demonstrate that SWAD has few distinct features, we 
compared it with existing state of the art tools SODA-W [13] 
and P.E.Algo [14]. Table 2 presents a comparison of the 
different features of SWAD with the two other tools available 
in the literature. SWAD prototyping tool has a number of 
features that makes it unique to other two tools. SWAD is 
scalable and flexible due to the support of Enterprise Architect 
for generating metrics from various languages. 

TABLE II. COMPARISON OF SWAD WITH SODA-W AND P.E. ALGO 

TOOLS 

Features SWAD SODA-W[13] P.E. Algo[14] 

Plug-in 
Enterprise 
Architecture 

SODA Eclipse 

Extendibility  YES  YES  YES  

Platform Independent  YES YES  YES  

Detection-Algorithm 

Generation 
Manual  Manual  

Manual to 

Automatic 

 Validity for Code –

First Web Service 
YES NO NO 

Contract First facility YES NO NO 

Number of anti-
patterns detected  

10 6 7 

VI. EVALUATION OF APPROACH 

Evaluation of an approach is required to measure its 
quality, accuracy and effectiveness. To evaluate our approach, 
we applied SWAD on two distinct sets of WSs i.e., 7 weather 
related web-services and 60 finance related web-services. 
These sets of web services are selected due to the availability 
of their results. We compare our results with two existing state 
of the art techniques [13, 14] used for detection of anti-patterns 
from web services. Table 3 shows the statistics of examined 
web services extracted using CLOC

4
 tool available freely on 

the web. 

A. Experimental Results 

We selected 60 weather and 7 finance related web services 
to evaluate our approach and recovered 10 anti-patterns. We 
selected these datasets due to their free availability and 
comparison of our results with state of the art approaches. 

                                                           
4 http://cloc.sourceforge.net/ 

TABLE III. STATISTICS OF EXAMINED WEB SERVICES 

WS SLOC Methods Attributes 

BLiquidity 12210 4618 4284 

Cloan to Currency  29663 8647 7650 

sxBATS 13068 4994 4584 

xBondRealTime 26577 6170 4541 

Curs  12415 4627 4333 

Data  34836 10451 8528 

ExchangeRates 13535 5030 4544 

MFundService 13530 4930 4527 

getImage 16307 5506 5230 

Index  11958 4635 4218 

Populate 11335 4406 4077 

ProhibitedInvestor 11565 4453 4165 

StockQuoteService 13331 5383 4923 

StockQuotes 19790 6327 5662 

sflXML 14941 5771 5079 

TaarifCustoms 19678 6565 5919 

TaxEconomy 16167 6210 5336 

TipoCombio 13268 4959 4608 

VerifilterSoap 10500 4204 3878 

WebService 11120 4314 4046 

wsIndicator 10329 4203 3864 

wsStrikon 15078 5588 5217 

xCalender 22122 7294 6585 

xCharts 32925 5585 3679 

xCompensation 18917 6553 5693 

xEarningCalender 20340 7137 6374 

xEnergy 49670 13952 11433 

xEnchanges 21305 7154 6476 

xFinance 49377 14458 11503 

xFundamentals 23731 7581 6806 

xFundata 34821 11384 9405 

xFunds 31660 9765 8193 

xFuture 58311 1732 766 

xGlobalBond 16582 5723 5079 

xGlobalFundamentals 21858 6963 6236 

xGlobalHistorical 36392 11192 9626 

xGlobalRealTime 13829 5273 4741 

xIndices 22838 6775 5978 

xInsider 35561 11714 9565 

xInterbank 77971 7551 4291 

xLogos 11385 4611 4257 

xMaster 23182 7922 7094 

xMetals 57469 16208 12659 

xNASDAQ 21183 7059 5846 

xNews 15531 5666 5158 

xOFAC 16037 5906 5293 

xOptions 24044 7896 6520 

xOutlook 14899 5353 4937 

xReleases 4872 5984 5355 
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The results of our approach are shown in Tables 4 and 5. 
Each table presents the names of web-services in first column 
and then rest of the columns shows anti-patterns with their 
possible metrics detected. 

We selected SODA-W[13] and Parallel Evolutionary 
Algorithm[14] approaches for comparing results of our 

approach. SODA-W is a GUI based tool used to detect anti-
patterns from SOAP based web services. The detailed 
information about tool is available at [13]. Parallel 
Evolutionary Algorithm approach is used to detect anti-patterns 
for SOAP based services that are based on automatic generated 
algorithms and threshold values on the metrics. 

TABLE IV. RESULTS FOR FINANCE RELATED WEB-SERVICES 

Name of Web-

Services 

 

 

GOWS 

DWS CWS LCWS FGWS CRUDI RPT Dup-WS ANWS LGWS RT 

BLiquidity √ √ √ √ √ X X √ √ √ 1s 

Cloan to Currency √ √ √ √ √ X X √ √ √ 2s 

Finding service NR NR NR NR NR X X NR NR NR None 

xBATS √ √ √ X X X X √ √ X 2s 

xBondRealTime  √ √ √ √ X X √ √ X None 

Curs √ √ √ √ √ X X √ √ X 2s 

Data √ √ √ √ √ X X √ √ X 2s 

ebsWebTest NR NR NR NR NR X X NR NR NR None 

ExchangeRates √ √ √ √ √ X X √ √ √ 2s 

MFundService √ √ √ √ √ X X √ √ √ 2s 

getImage √ √ √   X X √ √ √  

Index √ √ √ √ √ X X √ √ √ 2s 

Populate √ √ √ √ √ X X √ √ √ 3s 

ProhibitedInvestor √ √ √ √ √ X X √ √ √ 2s 

StockQuoteService √ √ √ √ √ X X √ √ X 3s 

StockQuotes √ √ √ √ √ X X √ √ X 2s 

sflXML √ √ √ √ √ X X √ √ √ 2s 

TaarifCustoms √ √ √ √ √ X X √ √ √ 4s 

TaxEconomy √ √ √ √ √ X X √ √ X 2s 

TipoCombio √ √ √ √ √ X X √ √ X 2s 

VerifilterSoap √ √ √ √ √ X X  √ X 2s 

WebService √ √ √ √ √ X X √ √ X 2s 

wsIndicator √ √ √ √ √ X X √ √ √ 3s 

wsStrikon √ √ √ √ √ X X √ √ √ 2s 

wwwThomas √ √ √ √ √ X X  √ √ 2s 

xAnalyst √ √ √ √ √ X X √ √ √ 2s 

xBonds √ √ √ √ √ X X √ √ √ 2s 

xCalender √ √ √ √ √ X X √ √ √ 2s 

xCharts  √ √ √ √ X X √ √ √ 2s 

xCompensation √ √ √ √ √ X X √ √ √ 2s 

xCorporateAct NR NR NR NR NR X X NR NR NR None 

xCorporateActions  NR √ √ NR X X √ √ √ 2s 

xCurrency √ √ √ √ √ X X √ √ √ 2s 

xEarningCalender √ √ √ √ √ X X √ √ √ 2s 

xEmerging  NR √ √ NR X X √ √ √ none 

xEnergy √ √ √ √ √ X X √ √ X 2s 

xEnchanges √ √ √ √ √ X X √ √ X 2s 

xFinance √ √ √ √ √ X X √ √ X 2s 

xFundamentals √ √ √ √ √ X X √ √ X 2s 

xFundata √ √ √ √ √ X X √ √ √ none 

xFunds √ √ √ √ √ X X √ √ X 2s 

xFuture  √ √ √ √ X X √ √ X 2s 

xGlobalBond √ √ √ √ √ X X √ √ √ 2s 

xGlobalFundamentals √ √ √ √ √ X X √ √ √ 2s 

xGlobalHistorical √ √ √ √ √ X X √ √ √ 2s 

xGlobalRealTime √ √ √ √ √ X X √ √ √ 2s 

xIndices  √ √ √ √ X X √ √ √ None 

xInsider √ √ √ √ √ X X √ √ X 2s 

xInterbank  √ √ √ √ X X √ √ X 2s 

xLogos √ √ √ √ √ X X  √ X 2s 

xMaster √ √ √ √ √ X X √ √ √ 2s 

xMetals √ √ √ √ √ X X √ √ √ 2s 

xMoneyMarket X NR NR √ NR X X  √ √ 2s 

xNASDAQ √ √ √ √ √ X X √ √ √ 2s 
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xNews √ √ √ √ √ X X √ √ √ 2s 

xOFAC √ √ √ √ √ X X √ √ √ 2s 

xOptions √ √ √ √ √ X X √ √ √ None 

xOutlook √ √ √ √ √ X X √ √ √ 2s 

xReleases √ √ √ √ √ X X √ √ √ 2s 
MO: Multi-Operation Occurrences, CO: Cohesion Occurrences, NPT: Number of Parameter Type, NOD: Number of Operations Declared, AO: Accessor Operations, NOI: Number of Instances detected, DT: 

Detection Time, RT: Response Time, P: Precision, R: Recall, NAN: Num. of Ambiguous names in Port-type, SLAP: AmbOp = Ambiguous Operations, ANA: Ambiguous names anti-pattern, NR: No Response 

(Service not available)  

TABLE V. RESULTS FOR WEATHER-RELATED WEB-SERVICES 

Name of 

Web-services 
GOWS 

 
DWS CWS LC WS FGWS CRUDI RPT Dup-WS ANWS LGWS 

AIP3 √ √ √ √ √ √ X √ √ √ 

FindingService X NR NR √ NR √ X X √ √ 

ndfd √ √ √ √ √ √ X √ √ X 

soapWS X NR NR √ NR NR X X √ X 

WeatherForeca
stService 

√ √ √ √ √ X X √ √ X 

WeatherTerrapi
n 

√ √ √ √ √ X X √ √ X 

webSky √ √ √ √ √ X X √ √ X 

GOWS:  Gob Object Web Service,  DWS: Data Web Service , CWS: Cruddy Web Service, LCWS: Low Cohesive Web service, RPT: Redundant Port Type, ANWS: Ambiguous Name Web Service, FGWS: Fine 

Grained Web service, CRUDY I: Crudy Interface, DupWS:Duplicate Web Service 

We combine SQL queries and source code parsing methods 
and these methods work parallel to detect anti-patterns with 
better accuracy. The reason for their selection is that SQL 
queries are easy to customise for recovering anti-patterns with 

slight variations. Secondly, we have very limited number of 
approaches available for the identification of web-services 
related anti-patterns. 

TABLE VI. COMPARISON OF RESULTS FOR WEATHER RELATED SERVICES 

SWAD Tool  SODA-W Tool 

Anti-pattern  WS Precision  Anti-pattern  WS Precision  

GWS Detected  68% GWS None detected  ---- 

DWS Detected  100% DWS None detected ---- 

Chatty WS Detected  65% Chatty WS Detected 50% 

LCWS Detected  95% LCWS Detected  100% 

FGWS Detected  98% FGWS Detected  100% 

DWS Detected   86% DWS None detected ---- 

ANWS Detected  93% ANWS Detected 100% 

CRUDy I None detected ---- CRUDy I Detected 50% 

RPT None detected ---- RPT Detected 100% 

MRPC None detected ---- MRPC None detected ---- 

TABLE VII. COMPARISON OF RESULTS FOR FINANCE RELATED WEB-SERVICES 

B. Comparison of Results with P.E Algorithm 

Tables 6 and 7 shows the comparison of the detection 
results of the anti-patterns related to the web-services using 
Parallel Evolutionary Algorithm (P.E.Algo) and our approach 
i.e., specifying Web-service related anti-patterns and Detection 
approach. Both tables listed few web-services on which 
detection have been performed to assess how efficiently the 
number of WS-related anti-patterns identified in each given 

web-service. It can be seen from Table 8 that only one or two 
WS-related anti-patterns are detected in each web-service. For 
instance, in the web-service named xOutlook only two anti-
patterns have been detected using P.E Algo approach. 
Similarly, Data Web Service and Cruddy Web Service anti-
patterns are detected from xMaster web-service using P.E Algo 
technique. We can see that our approach is capable of detecting 
a large number of anti-patterns from different web services as 

SWAD Tool  SODA-W Tool   

Anti-patterns  WS Precision  Anti-pattern  WS Precision  

GWS Detected  42.8% GWS None detected  ---- 

DWS Detected  100% DWS None detected ---- 

Chatty WS Detected  42.8% Chatty WS None detected ---- 

LCWS Detected  100% LCWS Detected  100% 

FGWS Detected  100% FGWS Detected  66.67% 

DWS Detected  57.1% DWS None detected ---- 

ANWS Detected  100% ANWS Detected 100% 

CRUDy I None detected ---- CRUDy I None detected ---- 

RPT None detected ---- RPT Detected 100% 

MRPC None detected ---- MRPC None detected ---- 
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compared to other two state of the art approaches. Figure 3 
shows the variation of results by three different approaches on 

selected web services. 

TABLE VIII. COMPARISON OF RESULTS GENERATED BY SWAD 

Services/Anti-

patterns 

GOWS DWS CWS MNR LCWS RPT ANWS 

P
E

-A
 

S
O

D
A

-W
 

S
W

A
D

 

P
E

-A
 

S
O

D
A

-W
 

S
W

A
D

 

P
E

-A
 

S
O

D
A

-W
 

S
W

A
D

 

P
E

-A
 

S
O

D
A

-W
 

S
W

A
D

 

P
E

-A
 

S
O

D
A

-W
 

S
W

A
D

 

P
E

-A
 

S
O

D
A

-W
 

S
W

A
D

 

P
E

-A
 

S
O

D
A

-W
 

S
W

A
D

 

AIP3_PV_Impa
ct 

X X  √ X  X X X X X X X X X X 
 

√ √ X X √  √ 

Finding Service X  X X X  X X X X X X X X X X √   X X √   X X √ 

XBATS X  X √ X  X √ X X √ √  X X X X X X X X X X √ 

ExchangeRates X  X √ X  X √ X √   √ X X X X X √   X X X √   X √ 

xAnalyst √    X X X  X X √ X √ X X X X X X X X X X X √ 

X Master  X  X √ √ X √ √ X √ X X X X X √ X X X X X √ 

Xoutlook X  X √ X  X √ X X √ X X X X X √ X X X √   X √ 

Xrelease X  X √ X  X √ √ X √ X X X X X √ X X X X X √ 

Xcompensation √    X √ X  X √ √ X √ X X X X X √ X X X X X √ 
GOWS:  Gob Object Web Service, DWS: Data Web Service, CWS: Cruddy Web Service, MNR :May be its not RPC, LCWS: Low Cohesive Web service, RPT: Redundant Port Type, ANWS: Ambiguous Name 

Web Service 

 

Fig. 3. Variation of Results by three Anti-pattern Detection Tools

VII. CONCLUSION AND FUTURE WORK 

The detection of web service anti-patterns from source code 
supports maintenance, refactoring and highlights poor practices 
adopted by developers during development of software 
applications. The detection of anti-patterns from SOA is still 
young area. A limited number of approaches and tools are 
presented by different authors for the detection of anti-patterns 
from SOA based software projects. The state of the art 
approaches are not flexible for code first and contract first 
concepts. Our proposed approach has three major 
contributions. First, we present customisable definitions and 
algorithms for detection of SOA anti-patterns from multiple 
languages with varying features. Second, our approach is 
flexible due to application of SQL queries and regular 
expressions for matching definitions of anti-patterns in the 
source code and these searching queries are not hard coded in 
the source code. Our approach is capable to detect ten SOA 
anti-patterns from 7 weather related and 60 finance related web 
services. A prototyping tool is developed to validate the 
concept of approach. Thirdly, we evaluate our tool on two 
domains of web services implemented using different 
programming languages and recovered 10 anti-patterns with 
improved accuracy. The results of presented approach are 
compared with two state-of-the-art approaches. The results 
illustrate the significance of customisable anti-patterns 
definitions and lightweight searching techniques in order to 
overcome the accuracy and flexibility issues of previous 

approaches. We plan to extend our approach for refactoring of 
recovered anti-patterns. The future work will also focus on 
detection of anti-patterns from REST APIs. 
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Abstract—This paper presents a new reconfigurable antenna 

based on coplanar waveguide (CPW). The design for 

reconfigurable antenna is based on monolithic microwave 

integrate circuit (MMIC). This scheme combines a CPW antenna 

and switchable resonator radio frequency micro-electro-

mechanical system (RF-MEMS). The resonator RF-MEMS 

presents a meander inductor structure and tuning capacitor 

controlled by the applied DC voltage. This component can be 

used for the System on the Chip (SoC). Moreover, this device 

presents a compactness characteristic and the possibility to 

operate at high frequencies. The switch element allows changing 

the frequency band and the resonant frequency easily. The 

simulation results are shown between 10 and 40 GHz. The 

presented reconfigurable antenna can cover five bands: (26, 26.6) 

GHz, (26.4, 27.3) GHz, (27.3, 28) GHz, (29, 30.1) GHz and (30.13, 

30.7) GHz. All simulation results were made by the High 

Frequency Structural Simulator (HFSS) software and validated 

by Computer Simulation Technology Microwave Studio (CST 

MWS). 

Keywords—RF-MEMS; CPW; Bandwidth; Meander; 

Resonator; Frequency reconfigurable antennas and MMIC 

I. INTRODUCTION 

Recently, the reconfigurable antennas, which are able to 
support different standards [1] becomes a very interesting topic 
for researchers. In the literature, a multiple reconfigurable 
frequency antenna designs have been published in wireless 
communication field [2]. 

In various applications, the reconfigurable single or array 
antennas use several switching technologies, such as, varactors 
[3], inductor [4], PIN diodes [5], FET transistor [6] and RF-
MEMS. 

In 1998, E. Brown is the first researcher witch used the RF-
MEMS for reconfigurable antenna [7].  Lately, many potential 
researchers use the RF-MEMS for frequency reconfigurable 
antenna essentially at very important frequencies. 

The micro-electromechanical systems (MEMS) present the 
mixture of mechanical and electronic elements integrated on a 
common substrate. A common feature in MEMS component is 
the presence of suspended membranes of different geometry 
(beams, cantilevers, bridges, etc.), which allows to obtain a 
unique and very complex functionality [8]. The RF-MEMS is 

used to replace the classical switch based on semiconductors to 
obtain the best RF performance [9]. 

Actually, The RF-MEMS switches present many 
advantages compared to the conventional semiconductor 
components, such as, low insertion losses, good linearity, low 
power consumption, very important cut-off frequency, small 
volume and low cost fabrication [10]. However, the RF-MEMS 
switches have some limitations, such as, their switching speed, 
usually limited to a few microseconds caused by the 
mechanical structure movement [11]. 

The RF-MEMS switches can be used in various domains in 
wireless communication, space, defence, security applications 
[12] and complex circuit. 

In recent years, the radio frequency (RF) MEMS 
electrostatic actuators have been widely used in microwave 
communication system applications [13]. The majority of RF-
MEMS are operated using an electrostatic force. This micro-
electromechanical bridging element is employed to change the 
frequency. 

In the literature, there are many recent reconfigurable 
antennas using different technologies; Such In [14], Prafulla et 
al have developed a reconfigurable Microstrip patch antenna 
using MEMS switch for Ku-band application, showing a good 
result in the gain and the frequency range; In [7], Bahram et al 
have used the SIW antenna technologies with the RF-MEMS 
switch in order to obtain the reconfigurable antenna by 
optimising the radiation pattern. In [15], Slot-ring patch 
antenna loaded with multi MEMS has been proposed and 
designed giving three different approaches (switchable antenna 
with RF-MEMS switches, wideband or multiband antenna 
integration with tunable filters, and array architectures). In 
[16], the CPW technology is combined with RF-MEMS 
cantilevers for the design of the reconfigurable UWB antenna. 

The main problem with these papers is the hybrid structures 
(heterogeneous integration); only a few papers, such [15], have 
used the monolithic structure. 

In this paper a novel structure design of monolithic 
reconfigurable antenna is presented and designed. The 
proposed structure of RF-MEMS resonator based on a bridge 
with two meander self. The presented paper falls into three 
parts: Section 1 presents a design of the proposed resonator 
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RF-MEMS giving the simulation results for the MEMS 
parameters, such as the return loss, the insertion loss at 
different states. In Section 2, a CPW multiband antenna is 
described. In Section 3, the application of reconfigurable CPW 
antenna with the insertion of the RF-MEMS resonator is 
designed and analysed. Section 4  describes CPW 
reconfigurable antenna based on RF-MEMS resonator and 
finally Section 5 concludes this paper. 

II. THE PROPOSED TUNABLE RF-MEMS RESONATOR 

A. Conception of the proposed resonator 

In the literature, there are tunable RF-MEMS, such as [17]-
[18]; but their proposed structures are very complicated in 
order to have a simple configuration of a tunable RF-MEMS. 
We propose in [19] the structure of the Figure 1. This RF-
MEMS resonator has a small dimension (1200x900x681) µm

3
 

and it is built with multilayer configuration as shown in Table 
1. The base of the substrate is silicon (Si) with a thickness of 
675 μm. The second layer is silicon dioxide (SiO2). It is of the 
order of 2 μm and the line circuit CPW made of copper with 
thickness equal to 1 μm. The bridge is based on aluminium 
(Al) has a depth of 1μm. The bridge ends are attached to the 
base line of the CPW by a negative toner photoresist based on 
an epoxy polymer called SU-8 2000.5 with a thickness of 3 
μm. The dielectric is fabricated with a Silicon Nitrade (Si3N4) 
with depth equal to 1µm. 

 
(a) Top View 

 
(b) Cross sectional view 

Fig. 1. Design of resonator RF-MEMS 

TABLE I. GEOMETRIC PARAMETRS OF THE RESONATOR RF-MEMS 

 Material Design parameter  Value 

Substrate Si 
Length*Width*Thickness 

(µm3) 
1200*900*675 

Buffer 

layer 
SiO2 

Length*Width*Thickness 

(µm3) 
1200*900*1 

Patch Cu 

CPW ligne (G/C/G) (µm) 90/120/90 

Meander RF line Length 

(µm) 
400 

Meander RF line width (µm) 10 

Meander RF space (µm) 10 

Thickness of patch (µm) 1 

Dielectric Si3N4 Length*Width*Thickness 

(µm3) 
(140*120*0.5) 

Epoxy 
SU-8 

2000.5 
Length*Width*Thickness 
(µm3) 

(50*120*3) 

Bridge Al 

Length*Width*Thickness 

(µm3) 
(400*120*1) 

Initial gap with RF line g0 

(µm) 
3 

B. Simulation results of the proposed resonator 

The proposed tunable resonator has been simulated by 
HFSS and CST MWS. Figure 2 presents the scattering 
parameters for different bridge positions made on a frequency 
band between 10 GHz and 40 GHz. The spacing g among 
bridge and CPW line varies between g=2µm at OFF state and 
g=3µm at ON state. 

In Figures 2(a) and 2(b) shown as respectively the return 
loss (S11) and the insertion loss (S12) respectively for g=2, 2.5 
and 3 µm are shown. Bridge to change these levels gives three 
resonance frequencies. The insertion loss S12 parameter 
presents almost constant value equal to -1 dB for all simulated 
spacing g factor when the S11 parameter is down to -10dB. 
There is a good correspondence between the simulation on 
HFSS and CST MWS. 

 
(a) Return Loss parameters at 2, 2.5 and 3 µm 
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(b) Insertion Loss parameters at 2, 2.5 and 3 µm 

Fig. 2. Scattering parameters at: (a) OFF state ,(b) g = 2, 2.5 and 3µm 

The frequency range and the applied voltage is shown in 
Table 2. In this Schedule contains a comparison of the 
simulation result between HFSS and CST. The proposed 
bandwidth covers 3 bands. 

TABLE II. RF-MEMS RESULTS 

Space 

g(µm) 

Applied 

voltage 

(V) 

 

Cover band 

  
Resonance Frequency  

(GHz) 
Frequency range  (GHz) 

  HFSS CST HFSS CST 

2 25V 21.9 21 15.6-25.7 10-26.1 

2.5 19V 24 23.1 17.8-27.6 14.4-27.8 

3 0V 25.1 24.6 19.5-29 16.8-29 

III. CPW ANTENNA WITH ABSENCE OF RF-MEMS 

RESONATOR 

A. Geometry of the proposed antenna 

Figure 3 shows the geometry of the proposed design 
multiband antennas. This antenna consists of CPW above IC 
antenna (4.9*7.1* 0.677) mm

3
. The wafer is based on Silicon 

substrate with a thickness of 0.675 mm and Buffer layer based 
on SiO2 equal to 1µm. L and W denote the length and width of 
the Wafer respectively, which are constant at 4.9 mm and 7.1 
mm here. 

The RF patch is modified in the shape of an inverted U 
with a ring resonator are printed and 50 Ohm CPW feed line 
((S/We/S) = (90/120/90) µm) with a Length 1.6 mm on the 
same side of the substrate. The conductor-backed consists of 
rectangular for improving antenna efficiency [20]. In the Table 
3 shows the dimensions of the proposed antenna. 

  
(a) Top view configuration         (b) Bottom view configuration 

  
(c)Cross-sectional view at starting terminal (d) Cross-sectional view at finished 

terminal 

Fig. 3. Structure of proposed antennas 

TABLE III. THE GEOMETRIC PARAMETERS OF THE CPW ANTENNA 

Index 
Value 

(mm) 
Index 

Value 

(mm) 
Index 

Value 

(mm) 

L 7.1 W 4.9 H1 0.675 

H2 0.001 T 0.001 Tbc 0.001 

Lbc 5.34 Lg 1.68 Lg1 4.41 

Lg2 0.99 Wg 2.25 Wg1 0.26 

Le 1.77 We 0.120 S 0.090 

Lr 4.14 Wr 0.06 Wc 0.12 

Lp 3.36 Lpl 0.59 Wp 0.5 

Wpl 2.9 

B. Simulation results of the CB-CPW antenna 

The simulation results of the proposed antenna are 
presented in Figure 4. The Figures 4(a) and (b) shows 
respectively the reflection coefficient and the voltage standing 
wave ratio (VSWR), the resonant frequencies at 32.8, 35.1 and 
37.5 GHz and the simulation -10 dB impedance bandwidth of 
the proposed present their bands respectively [32-33], [34.8-
35.3] and [37.2-38.44] GHz and VSWR (< 2) of their bands. 

 
(a) Return Loss  
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(b) VSWR 

Fig. 4. Return Loss and VSWR of the proposed antennas 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. Realised gain of the proposed antenna at different frequencies: (a) at 

32.8 GHz, (b) at 35.1 GHz and (c) at 37.5 GHz 

Figure 5 presents the realised gain in 3D polar at three 
resonance frequencies, 3.566, 4.178 and 4.29 dB, respectively. 

IV. CPW RECONFIGURABLE ANTENNA BASED ON RF-MEMS 

RESONATOR 

A. Geometry of the proposed reconfigurable antenna 

The configuration of the proposed reconfigurable CPW 
antenna is shown in Figure 6. The study of the integration of 
complementary RF-MEMS with CPW on the same substrate: 
MMIC technology. The reconfigurability of this antenna 
depends on the switching condition of the resonator RF-
MEMS. 

 

Fig. 6. Monolithic reconfigurable antenna based on RF-MEMS 
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B. Simulation results of the reconfigurableantenna 

Figure 7 shows the reflection coefficient Simulation results, 
the resonant frequencies can be observed at three state of the 
bridge.  for g = 2 µm  has alone resonant frequency 26.3 GHz 
the return Loss is coming to be 15.1 dB, for g = 2.5 µm  has 
two resonant frequencies: firstly at 27 GHz with a return loss 
of 23 dB and 29.8 GHz (18dB), and for g = 3 µm  has two 
resonant frequencies 27.5 GHz (19.84 dB) and 30.6GHz (26.62 
dB). 

 

Fig. 7. Return loss of reconfigurable antenna at different at differents states 

Figure 8 shows the radiation pattern at different resonance 
frequencies for three states when phi = 90°. Simulation results, 
the resonant frequencies can be observed at three state of 
bridge. Firstly, the three states bridge given three resonance 
frequencies and the main lobe at teta = 310°. Secondly, only 
for g= 2.5µm and g= 3µm given the resonance frequency and 
the main lobe at teta = 0°. 

 
(a)  

 
(b)  

 
(c)  

Fig. 8. Realised gain of the reconfigurable antenna at different states: (a) at 

2µm, (b) at 2.5 µm and (c) at 3 µm 

Table 4 summarises the results of the reconfigurable 
antenna in terms of resonance frequencies, frequency ranges, 
bandwidth (calculate by equation 1) and the gain. 

max min

max min

2( )
% *100

( )

f f
BW

f f





                                                (1) 

TABLE IV. THE RECONFIGURABLE ANTENNA RESULTS 

Parameters Values 

Space 

g(µm) 
2 2.5 3 

Applied 

voltage (V) 
25 19 0 

Resonance 

Frequency  

(GHz) 
26.3 27 29.8 27.5 30.6 

RL (dB) 15.1 23 18 18.84 26.62 

Frequency 

range  

(GHz) 
26-26.6 26.4-27.3 29-30.1 27.3-28 30.13-30.7 

BW(%) 2.281 3.333 3.691 2.545 1.863 

Gain (dB) 3 3 2 2 1 
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V. CONCLUSION 

This paper presents a new contribution design for 
reconfigurable antenna, the idea of this reconfigurable antenna 
is very simple, based on the association between the resonator 
RF-MEMS and CPW antenna. The resonator is based on 
meander inductors and variable capacities. The control of this 
capacity is depending of the applied voltage to the bridge 
membrane. 

This sheet used for a new compact CPW antenna. The 
proposed antennas are a SRR and are added within the shape of 
inverted U shape to have the appearance multi-band feature 
which shows almost the same results as of CST, MWS and 
HFSS. The results of the resonant frequencies are 32.8, 35.1 
and 37.5 GHz, respectively with the realised gain of 3.57, 4.18 
and 4.29 dB, respectively. 

The association of the proposed RF-MEMS and this 
antenna are the reconfigurability aspect at Ka band. For g = 2 
µm  has alone resonant frequency 26.3 GHz the return Loss is 
coming to be 15.1 dB and the realised gain equal to 3 dB, for g 
= 2.5 µm  has two resonant frequencies 27 and 29.8 GHz with 
a return loss of 23 dB and 18dB, the realised gain 3 dB and 2 
dB. For g = 3 µm has two resonant frequencies 27.5 and 30.6 
GHz return loss (19.84 dB) and (26.62 dB) with realised gain 2 
dB and 1 dB. 

This resonator switcher can be used in different RF 
applications and in this paper this component is used in 
reconfigurable antenna. 
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Abstract—This paper presents an object recognition approach
of outdoor autonomous systems identifying the nature of the
interested object when observing an image. Therefore, seek-
ing for effective and robust recognition method, the proposed
approach is performed using a novel saliency based feature
detector/descriptor which is combined with an object classifier
to identify the nature of objects in an indoor or an outdoor
environment. As known, bottom-up visual attention computa-
tional models need a considerable computational power and
communication cost. A major challenge in this work is to deal
with such image processing applications managing a large amount
of the information processing and to work within real-time
requirements by improving the processing speed.

Based on interesting approach designing specific architec-
tures for parallelism, this paper presents a solution for rapid
prototyping of saliency-based object recognition applications. In
order to meet computation and communication requirement,
the developed pipelined architectures are composed of identical
processing modules which can work concurrently with distributed
memories and compute in parallel several sequential tasks with a
high computational cost. We present hardware implementations
with performance results on an Xilinx System-on-Programmable
Chip (SoPC) target. The experimental results including execution
times and application speedups as well as requirements in terms
of computing resources show that the proposed homogeneous
network of processors is efficient for embedding the proposed
image processing application.

Keywords—Object recognition; Saliency-based feature detec-
tor/descriptor; Object classifier; Pipeline architecture; Coarse-
grained model

I. INTRODUCTION

Object recognition in autonomous systems (robots, vehi-
cles, UAVs, etc.) is an important task in building a system that
can sense, identify the nature of objects around it and after-
ward react according to this information (exploring unknown
environments, obstacle avoiding, computing flight paths, etc.).
Generally, the object recognition can be used as a preprocess-
ing operation to classify objects in various applications such as
video surveillance [1], Simultaneous Localisation and Mapping
(SLAM) [2], Mission Planning [3] and Augmented Reality [4].

In this paper, we consider the problem of searching for
only one object of a known class in an unknown environments.
In order to search efficiently, the biologically inspired models
has a remarkable ability to easily detect and recognise objects
under the most complex conditions including variations in

lighting, color, orientation or size. This work proposes a
novel method for recognising objects based visual attention
mechanism [5] to extract complex visual relationships between
objects and their surroundings. Our object recognition method
is therefore based on a saliency based visual attention ap-
proach [6] to distinguish a set of visually conspicuous regions
that grab our attention from the rest of a given image without
any prior knowledge on its content. In fact, the complete
processing can be split up into two main steps: off-line stage
and on-line stage as illustrated in Figure 1. During the off-
line stage, for each object, a target attentional model is built
to represent the characteristics of the interest object from a
set of images containing instances of this object. Whereas, the
on-line stage can then decide whether or not the instance of
a target object is found in the input image. As illustrated in
Figure 1, this stage is achieved by performing two main tasks:
visual feature detection/description, (2) object classification in-
cluding matching and comparison between the detected feature
from the current image and those from the key image. First, the
proposed visual detector/descriptor identifies salient regions in
each new image from the video sequence and then describes
each one. In order to apply saliency for object recognition, we
need to obtain the saliency maps for three distinct features
(color, intensity, and orientation). As a result, this method
yields an output map containing only the regions that constitute
the most salient regions. Furthermore, the feature descriptor
then associates those regions with attentional models. In the
classification task, attentional models of the input image are
compared with the trained attentional model and the the current
feature model giving maximum correspondence is considered
the best match of the target object. To guide the attention to
look for reference objects, each saliency model is classified
as container or as non-container of each reference model by
computing a dissimilarity score between each extracted model
(current object model) and each target model (reference model)
via a matching process. Based on dissimilarity scores, we can
eliminate the salient regions that don’t contain the target ob-
jects, and then the result can be used in segmenting the whole
color image. Our approach for recognition yields encouraging
results for finding a region of interest (ROI) with synthetic and
natural input images. Translating our proposed algorithm for
real time hardware implementation requires making specific
choices so that the design meets the constraints. Some of the
main constraints are speed of execution, power dissipation,
recognition accuracy of the results. In fact, the image pro-
cessing applications based saliency computations are naturally
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Fig. 1. An overview of the proposed object recognition.

distributed and decentralised since they are organised as a set
of sequential pipeline composed by several computing units
to process several features (color, intensity, orientation, etc.).
Thus, we aim at using them in autonomous embedded systems
thanks to their hardware parallel implementation. Therefore,
in the second part of the paper, we map an object recognition
algorithm that combines saliency detection with a classification
method to our proposed coarse-grained architecture based
parameterisable softcore microprocessor, extending from the
previous work [7]. The proposed methodology might help
the designer to rapidly obtain an efficient implementation of
complex algorithms. Further, one of the main interest of this
paper is to parallelise our proposed application efficiently in
hardware, specifically for use in environments that have energy
and power constraints. To provide a complete solution for
parallel computing, embedding of a real time object recog-
nition application on a dedicated architecture design must
identify and exploit the parallelism and pipeline structures
in algorithms to match the specific application requirements
in term of the computing power and the communication
bandwidth. Hence, the developed parallel architecture based
homogeneous System-on-Chips (SoC) is comprised of a set of
sequential pipeline layers with an embedded communication
network to accelerate the software execution time. For the
given application, we additionally propose new task parallel
skeleton ”data flow skeleton” and its associated communication
functions to exploit first the task level parallelism that exist
in this application and then to be able to execute algorithms
in parallel in hardware. The major findings of the experiment
show our FPGA implementations of the saliency models retain
a good performance in recognising problems.

The paper is organised as follows; We start in Section 2
with the related work. Section 3 details the algorithm used
for saliency based object recognition. Thereafter, Section 4
describes the proposed homogeneous pipeline architectures
based softcore processors in response to computational needs
and real time performances required by multitasks real time
applications and also presents the data flow skeleton for task
scheduling of the given application in our pipeline architec-

ture. Section 5 shows the results of the implementation of
the proposed visual attention based object recognition into
Xilinx FPGA following the proposed approach. The Section 6
concludes the paper and summarises the contributions of this
work.

II. PREVIOUS RELATED WORK

We confine the related work to biologically-inspired al-
gorithms for object recognition in embedded hardware and
real-time architecture. The hardware implementation of ob-
ject recognition based saliency models in video streams has
attracted a large number of research workers. A lot of re-
searchers are interested in optimising hardware accelerators
for biologically-inspired algorithms. More specifically, we are
interested in object recognition based on bottom-up saliency
models accelerated using Field Programmable Gate Arrays
(FPGA) programmable devices. Recent work [8] presents a
visual saliency model and its hardware real time architecture
on FPGA platform to be embedded in a robotic system.
Several HMAX (Hierarchical models) accelerators are pre-
sented in [9] [10] [11]. The main focus of these papers is
to propose variety of purely hardware accelerators designs
for some computationally intensive stages in the HMAX
model [12]. Unfortunately, they must take into account several
problems related especially to area and/or memory occupation
dealing with low level hardware. For these reasons, it is
desirable to improve performance by employing more powerful
reconfigurable hardware accelerators. Thus, some proposals
focus on developing an FPGA framework for an end-to-end
attention and recognition system using saliency and HMAX
accelerators [13] [14] [15]. Particular optimisation efforts have
been proposed high performance hardware architectures for
bottom-up spatio-temporal visual saliency models. For exam-
ple, in [16], the authors have suggested a real time implemen-
tation of their proposed saliency based algorithm on a highly
parallel Single Instruction Multiple Data (SIMD) architecture
called ProtoEye, which consists of a 2D array of mixed analog-
digital processing elements (PE). Recent efforts were presented
in [17] [18], which propose a parallel implementation of this
model with multi-GPU and multi-FPGA system reaching real
time performance and good recognition accuracy.

Nevertheless, these proposed approaches can be consid-
ered, to the best of our knowledge, the first attempt to embed in
a single chip a complete real-time visual saliency applications.
However, there is no prior work on parallel implementation
of saliency-based bottom-up visual attention model applied to
visual object recognition tasks in many-core coarse-grained
architecture based parameterisable softcore. The processing re-
quirements of such applications can be fulfilled by performing
parallel processing on a given image. Our work, extending
from the previous work [7], presents the first parallel image
processing architecture based parameterisable software and
hardware modules. The overarching aim of this work is (1) the
development of real-time object recognition in SoPC devices,
attaining 94 frames per second (fps) Processing images with
size of 256× 256, and (2) task scheduling of the recognition
algorithm in the proposed multistage architecture for maximum
processing throughput.
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III. SALIENCY FOR OBJECT RECOGNITION

In this section, we address the problem of recognising
specific objects of interest from a database. We propose an
efficient method for salient region recognition for online image
processing.

A. Off-line Stage

In this stage, the aim of the work is to build a database of
attentional models (Figure 2). An attentional model is based
mainly on three components (coordinates within an image, size
of the region of interest, and saliency values) associated with
each target object has been proposed.

1) The Proposed Feature Detector/Descriptor: To resolve
the problem of distinguishing the appearance of the target
object under different viewing condition, the proposed feature
detector is based on saliency computation method described
later. The proposed detector tries to identify salient objects
that capture our attention, by virtue of being different from
the rest of the image.

When given an image, separate saliency maps are created
for intensity, color and orientation at multiple scales in a
bottom-up manner and then combined to obtain the final
saliency map. In total, 10 feature maps (FM ) are generated: 2
for intensity, 4 for color and 4 for orientation. These maps are
summed up to 3 conspicuity maps (CM ): CI (intensity), CO

(orientation) and CC (color) and combined to form the global
saliency map SM . In SM , the salient regions SRs within a
given image are determined.

2) Saliency Model: Based on the saliency features maps
collected from the object, a distinctive model is built for each
key object. The output of this stage is therefore several candi-
date attentional models of the target objects. The representative
features of each target object is given by a vector Vroi, where
its dimension is equal to 2 + 4 + 4 = 10, denoted as :

Vroi = (ui)
T (1)

To estimate the contribution of each feature map to its
associated conspicuity map, the vector component ui (i from
0 to 10) is defined as the ratio of the mean saliency in SR for
the feature map noted mFM (i) and the mean saliency for the
corresponding conspicuity map mCM (i):

ui =
mFM (i)

mCM (i)
(2)

Closely related work was presented in [19], expect that the
vector Vroi here is composed of 13 elements (10 FM and 3
CM of the VOCUS model) and also here ui is defined the ratio
of the mean saliency in SR to the mean background saliency.
Then, the detected the salient region is then kept with its local
neighbor and its coordinates in the reference image. With a
small rectangular window around our region of interest, we
consider that the attentional model of the target object based
on its size and location is given by :

Mroi = {X,Y,W,H, Vroi} (3)

where (X,Y ) is the position of upper left-corner of the
rectangle and W , H are the width and the height of the
rectangle respectively.

W

H

X

Y

Fig. 2. The proposed attentional model

B. On-line Stage

The on-line stage allows to find specific known objects of
interest in the input image and then the objects are recognised
by comparing the extracted models with the candidate models
built at the off-line stage.

Intensity Orientation Color

Original Image

Image Pyramids

Scale Maps

Feature Maps (FM)

Conspicuity Maps (CM)

LAB image

Center-surround

Across-scale addition

Output Saliency

Map (SM)MS

MSRWTA

Fig. 3. The bottom-up attentional detector. Saliency maps of three feature
channels (intensity, orientation and color) are computed independently and
then combined.

1) Feature Detector/Descriptor: See Figure 3 for an
overview of the proposed feature detector based bottom-up
visual saliency, proposed by Itti et al. [20] and extended by
Walther et al. [21]. From an input color image, our approach
started by extracting feature maps on three spatial scales with
image pyramids for distinct features type: intensity, orientation,
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and color. For intensity feature, the input image is converted
into gray-scale. From the gray-scale image s0, a Gaussian
image pyramid with three different scales (s1 to s4) is com-
puted. When compared to the classical attentional models
([22], [23]), the proposed methodology compute separately
the on-off and off-on contrasts for intensity feature. For the
orientation feature, there are sub-channels which are computed
to extract features specific to each orientation (0◦; 45◦; 90◦;
135◦). From the gray-scale image, the orientation feature maps
are computed using Gabor filters. Finally, for the color feature,
the input RGB image is converted into an LAB-image. From
LAB-image, a color pyramid is generated for each color red,
green, blue, and yellow.

As illustrated in Figure 3, the saliency detection algorithm
relies mainly on the principle of center surround contrast and
across scale addition. After the feature maps are computed, the
scale maps are fused into one multi-resolution feature maps
: 2 maps for the intensity feature, 4 multi-scale maps for
the color feature (green, blue, red, yellow), and 4 maps for
the orientation feature for each orientation. To combine the
features maps, the feature maps are normalised to decrease the
contribution of less important maps and the resulting maps is
then computed as:

M =
1

α×
√
β
×M (4)

where M indicates the map, α = max(M) and β is
the number of local maxima that exceed a threshold equal to
max(M

2 ). This formula is used for saliency maps by adding
them pixel to pixel, the saliency maps is then deduced.

The resulting feature maps M i are then grouped by type
of elementary dimensions, and summed into 3 conspicuity
maps: CI (intensity), CO (orientation) and CC (color). Again,
saliency maps are normalised and summed to form the bottom-
up map MS = CI+CO+CC . The output image is the saliency
map that shows a few region of interest. To determine the most
salient location, we select the region with the highest saliency
value in the saliency map SM , denoted as ∆S . Afterward, the
regions containing pixels whose average saliency S exceeds
a certain threshold ( ∆S

4 in our case) are chosen as salient
regions (SRs). From the saliency map, the proposed algorithm
iteratively selects salient region and adjusts their weights until
identifying the most salient region (MSR). For each iteration,
we select salient region with the highest saliency value. the
mechanism of a winner-take-all (WTA) network of integrate-
and-fire neurons is applied to determine the focus of attention
in this map, as well as to implement the property of inhibition
of return (IOR). Thus, the saliency in this region is inhibited
and then the next SR that has a saliency greater than ∆S

4 is
selected, and so on.

As final step, the processed output saliency map S is
characterised by a set of SRs, which are generated by the
proposed feature detector. Thus, for each image which con-
tain D different SRs, we can build the global attentional
model of the image as Mimage = (Mcandidatem)m∈[1,D] =
(Xm, Ym,Wm, Hm, Vsrm)m∈[1,D], determining the position,
size and the class of an object within an image.

2) Object Classifier: When given the output saliency map
of the input image, this step aims to help users found the

target objects they seek inside the scenes based on their
saliency features. After the image features are extracted with
their associated models, we want now to determine whether
each current feature vector corresponds to an object found
in the candidate models. Current attentional descriptors of
the input image are matched with all reference attentional
descriptors and then the current model which gives maximum
correspondence is considered as the best match of the reference
model. In order to do so, each current model is compared to
the other reference models by calculating a dissimilarity score
and models which are similar have a lower scores.

Processing images with single/multiple objects, varying in
color, size and location combinations, SRs that are matched
with the target object are those that minimise the distance
between the vectors representing the current attentional models
with each reference attentional model. In doing so, for each
reference model, we compute first the difference of visual
lightness Lm∈[1,D] between two models based on the L2
distance :

Lm = ‖Vroi − Vsrm‖2 (5)

In this work, we are not interested in the salient regions that
are fully contained within the image boundary. Consequently,
we will consider only the regions that verify the following
constraint: Dm∈[1,D] = ‖(x, y)− (xm, ym)‖2 < max(D)
where max(D) denotes the maximum distance between two
salient locations which is the diagonal distance of a given
image.

As second step, SRs that are matched are those that
minimize the difference of visual lightness between the vec-
tors representing the attentional models. To comply with this
condition, the similarity scores Simm between each current
attentional model and a each known model stored in visual
memory is defined as:

Simm =
1√

(Vroi − Vsrm)
2

(6)

Once similarity scores are computed, we then proceed to
find the global minimum and thus each current object model
which have a higher similarity value than a specific threshold
Thobj represent a given reference object model. The value
of Thobj is generally adjusted by user to recognise particular
objects.

IV. PARALLEL OBJECT RECOGNITION BASED SALIENCY
ALGORITHM

The proposed application described above can be en-
tirely implemented in a parallel manner. Based on high level
MPSoC-methodology [24], this work presents a solution for
rapid prototyping of this kind of algorithm based mainly
on two essential concepts. The first concept consists of the
derivation of a generic architecture based on a homogeneous
pipeline architecture where each stage can start as soon it
is finished and new data is available, while maintaining low
power consumption with much higher throughput. The second
one consists in the parallelisation of the sequential code on
the different softcores performed using specific communication
functions based on parallel skeleton concepts for task/data
parallelism.
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Fig. 4. Overview of the pipelined two stages architecture

In this work, a novel parameterisable system-on-chip ar-
chitecture is proposed to handle image acquisition, distribution
and processing to embedded multi-tasks applications. To effi-
ciently utilise an increasing number of processing elements,
we proceed by first proposing a novel parallel architecture
based upon a pipeline of stages with parallel programming
patterns and each stage then may exploit parallelism in the
most appropriate way.

In order to be tailored to a given application, the proposed
multicore design is a parameterisable architecture and thus
offers a high degree of flexibility including network dimension
of each stage, softcore parametrisation, memory size allocated
to each processor, type of communication link, included special
IPs for I/O (hand coded blocks to control incoming and
outgoing video frames), image size, etc.

A. The Proposed Pipelined Architecture

The proposed architecture is shown in the following Fig-
ure 4. The interconnection network of the proposed embedded
architecture is based mainly on point-to-point connections
between nodes. Depending on the computational requirements
of the final application, the proposed pipelined architecture
comprises two parallel pipeline stages connected via direct
point to point communication links. These parallel pipeline
stages are independent and perform divers image-processing
tasks and then each stage supplies a new output data to be
processed by the next pipeline stage. A set of synchronisations
links (FIFO links) allow parallel and pipeline connections
between stages depending on the final application. Thus, these
links are in charge of control and synchronisation of the
different sub-tasks.

The initial step consists in seeking for salient regions in
each image that would presumably contain the target objects

and then those regions with their associated models will be
transmitted over unidirectional signals to the second pipeline
stage. In the classification task, current descriptors of each
acquired image are matched with all trained objects models
based on distance measures to decide whether or not the key
objects are present in the current image. In this work, architec-
tural choices were focused on Multiple-Instruction Multiple-
Data (MIMD) architecture based on Xilinx’s MicroBlaze with
distributed memories. In this architecture, each computing
node has its own copy of a program and works on different
data streams. At any time, different processing nodes may be
executing in parallel different pieces of data. The proposed
distributed-memory system has an hypercube interconnection
scheme.

1) First Stage of the Pipeline Architecture: As illustrated in
Figure 5, the first stage of pipeline architecture relies on paral-
lel homogeneous processing nodes. To increase the distribution
and processing speed, the proposed ”Input Frame Generator
module” receives the input signals from the external memory
and then transfers the original image to one or more ”frame
Grabber module” in order to distribute the data among different
parallel computing nodes. Each processing node Node0−i (i
from 0 to N ) then process on an input sub-image supplied by
the latter module via point to point connections (FSL links).
Thanks to this parameterizable module, the local sub-image to
be treated by each node is loaded in its corresponding local
memory of each processor and in that case all nodes in this
stage have access to the input image at the same time.

As shown in Figure 6, each processing node controls
its own memory module. For this reason, Node0−i contains
memory unit module, with local memory and frame memories
used by the ”Frame Grabber module” to store the selected sub-
image. In fact, frame memories are used as swap memories
when the ith image is written in the frame memory 0, the
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Fig. 5. MIMD-DM architecture based Frame Generators.

Node0−i processed the (i− 1)th image in the frame memory
1. Once the data is partitioned, an attentional detection will
be computed to highlight visually salient objects with their
associated models in the current image. In fact, this step is
the most time consuming stage in the sequential version. In
its parallel implementation, the input image is first split into
N = 2D1 homogeneous elements of the same size where
D1 is the Hypercube dimension of the first pipeline stage.
Finally, the result of treatment (i.e. saliency map) is obtained
by merging the computed of each elements and then proceed to
send attentional models (Xi, Yi,Wi, Hi, SSRi

)i∈[1,D] (D is the
total number of detected salient regions in the current image)
to the next pipeline stage to perform the complete processing
chain.

Bidirectional links (FSL link)
N=2D1

Processor

Local memory

Frame memory 0

Frame memory 1

ILMB DLMB

From Input Frame
Generator

Frame Grapper

FSL
Link

Unidirectional link
(To the second stage)

Input
Buffer

Output
Buffer

Fig. 6. Basic computing node of the first stage

2) Second Stage of the Pipeline Architecture: The second
pipeline stage (MIMD distributed memory) as shown in Fig-
ure 5 is based on an homogeneous and parallel embedded
architecture composed of M = 2D2 nodes (where D2 is the
Hypercube dimension of the network architecture) to satisfy
the communication needs while the target system remains
relatively inexpensive in term of FPGA occupation, memory
size and power consumption, etc. Furthermore, communication
between nodes is realised thanks to the well-known message
passing communication model using bidirectional communi-

cation links (FIFO point to point link) for relatively low
implementation costs. Without loss of generality, the basic
computing Node1−i (i from 0 to M ) is composed of the
following modules: soft processor (MicroBlaze processor),
with local memory for software program and data, and D2
FIFO links for the communication between two MicroBlazes.
Only Node0−0 in the first stage will communicate with the
Node1−0 in the second stage (only nodes with index 0 are
connected through unidirectional link). Further, the Node1−0

node sends the data from the previous stage to the other
processors in the same pipeline stage. Once the processing
of each node is done, the Node1−0 node reaps the results of
each node. As illustrated in Figure 5, the Node1−0 is also
connected to the ”Output Frame Generator” module in order
to control the output video flow. After the first pipeline stage
completes its calculations to detect a set of salient regions
in the current image and to describe them, the computations
will be then continue for the next stage to classify more than
one object at the same time. The target object model stored
already in external memory is matched with the extracted
attentional models of the current image and then the object
model giving maximum correspondence is considered the best
match. Finally, the video output is transferred straight away to
the ”Output Frame Generator” module.

B. Data Flow Skeleton

In this section, we are interested in partitioning and
pipeline scheduling of the proposed algorithm in the developed
pipelined architecture for maximum processing throughput. We
aimed to develop parallel algorithms starting from applications
composed of several independent parallel data with different
degrees of complexity. Thus, to easily map the proposed
application onto the multiprocessor system-on-chip, we have
focused our attention to provide the parallel structure of the
given application which naturally fits into a new developed
Data flow skeleton. In a parallel implementation, we must
define the parts of the given application that can be done
concurrently. In this case, our application can be referring to
two independent tasks running concurrently. Data flow skeleton
defined as pipeline of skeletons is one of the best choice
to exploit task level parallelism that exist in the proposed
applications.

Using the data flow skeleton, the overall processing of the
proposed application is split into a two of sequential tasks, each
task is based on a SCM (Split, compute and merge) skeleton,
with synchronisation step at the end of each step as illustrated
in Figure 7. Thereafter, the parallel implementation scheme
is based on data parallelism (images then lists of attentional
models describing each salient region) between the available
processors in each stage.

The input image is divided into subsets for parallel pro-
cessing. The detection module (which is actually the attention
mechanism) will concurrently run on different processing
nodes of the first hypercube producing as output a list of the
most salient regions found on this image. In practice, the split
function implemented in each selected node in the first pipeline
stage, allows to configure correctly the Frame Grabber module
and then recover the subimage in real time from the input
image. This process allows all the processing nodes to start
the compute step at the same time. Actually, the input Frame
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Generator module focuses particularly on distributing the data
coming from external memory. Each node then execute the
visual detection on the subimage selected. Once the compute
step is finished, the result is sent to the node Node0−0 through
the Merge function.

V. EXPERIMENTAL RESULTS

The experimental section is divided in to two parts. First,
we perform experiments demonstrating the properties of our
object recognition approach and second we provide experi-
mental results of the pipelined architecture implemented on a
Virtex6-LX760T FPGA and compare its performance with two
existing HMAX accelerators specifically tailored to saliency
based object recognition algorithm.

A. Evaluation of the Proposed Recognition Method

To evaluate the performance of the proposed system, we
have conducted a large number of experiments on real image
sequences. At 256×256 image resolution, we first applied our
saliency detection for efficient identifying of bright regions in
the input image under large variations on the appearance and
shape of the desired object. The recognised object is set using
the output of the saliency map obtained. The result of object
recognition is shown in Figure 8. The value of Thobj can be
determined empirically by human.

Moreover, as we have mentioned before, the target object
can be recognised accurately using the proposed algorithm
regardless of the position, size . To discard undesired regions
from the obtained binary image, a grayscale thresholding based
method is applied wherein the recognised salient region is
retained according to its coordinates and its size while the
rest of image is removed.

B. FPGA Prototyping Results

In this section, we present the parallelisation and the
embedding of the proposed object recognition algorithm on
a SoPC platform. We made several experiments on multicore

Fig. 8. From left to right: (1) Examples of color images with the target object
(red squares), (2) The corresponding saliency map input, (3) The matched
salient regions, (4) Recognition Results on 256× 256 images.

parallel implementation. Afterward, the performance of the
multistage architecture in terms of SoPC resource consumption
and the computation time is presented. The entire algorithm is
partitioned into sequential tasks and then implemented on our
proposed pipelined architecture. The two sequential tasks: (1)
visual feature detector/descriptor and (2) object classifier are
ported to the embedded architecture. Based on the proposed

TABLE I. SYNTHESIS SUMMARY FOR POINT-TO-POINT BASED
NETWORK TARGETED FOR A VIRTEX 6 ML 605 FPGA DEVICE

(P1, P2) Slice Registers Slice LUTs Block RAM/FIFO
(4,4) 16605 / 22545/ 142/

301440 (5%) 150720 (14%) 416 (34%)
(8,4) 23414/ 37759/ 266/

301440 (7%) 150720 (25%) 416 (63%)
(16,8) 50969/ 80437/ 343/

301440 (16%) 150720 (53%) 416 (83%)
(32,8) 114547/ 102489/ 405

301440 (18%) 150720 (68%) 416 (97%)

multi-processor approach, it is possible to implement various
parallel FPGA designs in a single chip to investigate the
impact of the increasing number of computing nodes on the
system performance. The technologies we used to implement
our architecture are Virtex FPGAs from Xilinx. The proposed
soft multiprocessor is based on 32-bit RISC soft processor
MicroBlaze.

According to the processing and communication require-
ments in our target application, we have created several multi-
core architectures based on FSL point-to point links, by
varying the number of processing nodes in each pipeline stage.
Each node in the first stage has the following configuration:
MicroBlaze processor with FPU unit, 32 Kb of local memory
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for software application and data storage, 32 Kb of frame
memory for data of the current image. Whereas, our uniproces-
sor system in the second stage has the following configuration
: MicroBlaze processor, 16 KB of local memory for program
and data.

During our experiments, we present the FPGA hardware
resource utilisation of various pipelined architectures to per-
form the two serial processing stages visual detector/descriptor
followed by object classifier. The Table I presents the logic
synthesis results in terms slice registers, slice LUTs and Block
RAM/FIFO using bi-directional point-to-point communica-
tions considering different number of processing nodes in the
complete system. FIFO depth is configured by 16 bytes. One
can see in Table I that the proposed system has been tested
with up to 40 processors in a Xilinx Virtex-6 LX760T device.

According to the FPGA implementation results, place and
route results of the last network configurations lead to an
area occupation of (19%) for Slice Registers, (97%) for RAM
blocks and (68%) for Slice LUTs. This pipeline architecture
based on FSL links, easily fits a Xilinx Virtex-6 LX760T
FPGA. Our resources utilisation is fairly low, which represents
68% on all the resources available on the FPGA.

C. Timing Performance

Based on the experiment results, we have conducted
various pipelined FPGA designs with several configurations
choices that have direct effect on the processing time of the
complete system. However, the computational cost for the
calculation of the saliency map is the most time-consuming
part of the complete recognition algorithm. We can see in the
top Table II that with architecture composed of 40 processing
nodes the parallel steps of the complete application executed in
much less than 40ms, leaving more time for execution of the
whole algorithm (with the sequential parts) to process more
than 25 frame/s (fps). Compared to serial computing, at a
system frequency of 100Mhz, we can see in the top Table II
that with architecture composed of 40 processing nodes the
parallel steps of the complete application executed in much
less than 40ms, leaving more time for execution of the whole
algorithm (with the sequential parts) to process more than 25
frame/s (fps). Moreover, the processing time required for the
classification step is more than the time needed to process the
visual detection and description.

TABLE II. APPLICATION EXECUTION TIME (MS) (TOP), APPLICATION
SPEEDUP (BOTTOM)

Nb of PNs (P1,P2) (1,1) (4,4) (8,4) (16,8) (32,8)
Detection time 188.921 55.078 27.387 13.694 6.879
Matching time 35.656 10.185 10.185 6.931 6.931
Total time (ms) 188.921 55.078 27.387 13.694 6.931

Nb of PNs (P1,P2) (1,1) (4,4) (8,4) (16,8) (32,8)
Detection Speed up 1.000 3.430 6.898 13.795 27.463
Matching Speed up 1.000 3.500 3.500 5.144 5.144

Total Speed up 1.000 3.430 6.898 13.795 27.257

Introducing the processing time of the 1ststage (tstage1 )
and the 2sdstage (tstage2 ) performing the first and the
second parallel parts of the given algorithm, the total
processing time of the complete design can be modeled
by:max(tstage1 , tstage2 ). For each new input image, calcula-
tion of the output values takes T clock cycles (expressed in

milliseconds). The calculation is pipelined: Tdetection clock
cycles is used to extract attentional features from the current
image, and Tmatch to match two images with attentional de-
scriptors. When the calculation is finished, the time required to
complete this phase is given by: T = max(Tdetection, Tmatch).
As result, for last configurations, our proposed method allows
recognition calculation in approx. 7ms with a frame rate
of 94.3fps for an image of size 256 × 256. Thus, we can
applied this algorithm as a preprocessing for higher level vision
algorithms.

It is then possible to calculate application speed-up from
one solution to another depending on the number of pro-
cessors implemented and run-time of the application. Ex-
ample speedups is shown in bottom line of Table II with
various degree of parallelisms (number of processing nodes)
for 256 × 256 color images. We compute the speedup of
the pipeline architecture as the ratio of the execution time
tseq(1, 1) needed by the sequential algorithm and the execution
time tpar(P1, P2) for the parallel algorithm: Speed(P1, P2) =
tseq(1,1)

tpar(P1,P2) =
tseq(1,1)

T . A speedup of 27 times has been
achieved compared to the sequential implementation on a
uniprocessor architecture. A very near to linear speed-up and a
scalable architecture make it possible to match the processing
power with the input image by adjusting the number of
processor in each stage.

An advantage of the proposed approach is that the designer
can use a set algorithmic skeletons to specify explicitly the
communication of data between tasks suitable to be run effi-
ciently on a parallel target architecture. To resolve the problem
of efficient implementation of multi-tasks applications, staged
computations are required to split the desired application in
a number of independent pipeline stages. This can provide
an increased performance while minimising execution time
and minimising communication costs without affect the global
processing time. As a final result, the proposed pipelined
system coupled with task decomposition is able to classify
objects in the input visual scene and to specify the tasks that
can be executed concurrently without an important increase
in resources requirements. Additionally, we provide a specific
software skeleton suitable to be used to implement a pipeline
algorithm.

TABLE III. COMPARISON BETWEEN OUR SALIENCY IMPLEMENTATION
AND TWO HMAX MODELS FOR OBJECT RECOGNITION [25] [18].

Hardware FPGA FPGA Our FPGA
2xVirtex6 2xVirtex6 Virtex6

SX475T[10] SX475T[18] XC6VLX
Resolution 256× 256 256× 256 256× 256
Frequency 100 MHz 100 MHz 100 MHz
Precision Fixed-point Fixed-point (24bit) Floating-point

Computational time 21.81 ms 11.04 ms 6.931 ms

The Table III represents the speedups in execution time
gained by our pipeline architecture and two existing HMAX
accelerators implementations for 256 × 256 grayscale im-
ages [10] [18]. The initial design of the HMAX accelera-
tor [10] takes about 21.81ms per image with a frame rate of
45.85 fps, whereas the second design [18] takes about 11.04ms
per image with a frame rate of 90.57fps. Our multi-processor
architecture gave an overall speedups of 3.14X and 1.52X
over the initial design and the second design, although it is
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mapped to a single FPGA only. In the proposed architecture,
As seen in the above results, our improved designs is well
suited for the object recognition based saliency computations
compared to purely hardware implementation.

VI. CONCLUSION

This paper described a visual saliency based object recogni-
tion method, as well as a hardware architecture for pipelined
processing, to allow for a more efficient implementation of
pipelined embedded applications. This work investigates the
contribution of the visual saliency computations for object
recognition, and proposes a new saliency detector/descriptor to
identify particular objects in unknown environments. Depend-
ing on the requirements of the targeted application, we go on
to provide the necessary parallel software skeleton to resolve
the communication overhead which is widely recognised as
the principal obstacle for achieving large speedup using a
large number of computing nodes. The results are encouraging
and show the potential of the proposed approach to ensure
real time processing of multitasks applications by balancing
the computation requirement between the pipeline stages. The
proposed parallel system was verified experimentally on a
Virtex 6 FPGA. A significant speedup of the parallel pipelined
architecture has been obtained. Specifically, the pipelined
architecture was capable of processing 94 frames per second,
demonstrating a 27X speedup compared to the original serial
implementation.

Future works include implementation of more complex
applications that will be embedded using this work to obtain
real time neural systems. This will include also the devel-
opment of the proposed parallel architecture, bringing other
benefits such as support of arbitrary network topologies and
allowing for dynamic reconfigurability to meet the targeted
application requirements. This will allow to show another type
of communication devices and parallel software skeletons.
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Abstract—Many fault tolerance techniques have been pro-
posed in Network on Chip to cope with defects during fabri-
cation or faults during product lifetime. Fault tolerance routing
algorithm provide reliable mechanisms for continue delivering
their services in spite of defective nodes due to the presence
of permanent and/or transient faults throughout their lifetime
implementation. This paper presents a new approach in the
domain of fault-tolerant NoC with two main contributions.
Firstly, we consider a unified fault model that include transient
faults, permanent faults and congestion considered as a fault.
Secondly, we present a new architecture based on sub-nets and
give an overview of the associated test and (re)routing algorithm.
The main result of this paper, is a new routing algorithm called
Collaborative Routing Algorithm for Fault Tolerance in Network
on Chip (CRAFT-NoC). We compare our approach with ACO-
FAR that considers as well congestion and permanent faults. Our
simulation results show significant improvements in terms of both
latency and reliability.

Keywords—Network on Chip; Fault Tolerance; Congestion;
Reliability; Sub- network; Routing Algorithm

I. INTRODUCTION

Network on Chip (NoC) has emerged as an efficient
architecture to manage communication in system on chip
(SoC), where a large number of components and storage
blocks are integrated on a single chip. This intensification
of communications leads to performance and power concerns.
Decreasing transistor size also rendered semiconductors more
sensitive to faults and leads to serious reliability concerns in
the NoC. Commonly there are two types of faults that can
occur in network on chip: permanent faults (or hard faults), and
temporary faults (or soft faults). Temporary faults are classified
in transient and intermittent cases.

Permanent faults are due to two major effects: The in-
creasing complexity of chip manufacturing gives rise to higher
rates of post manufacturing defects caused by inaccuracies
of the photolithographic and etching processes, leading to
variability of material impurities, doping concentrations and
size, and geometries of structures1. On the other hand, decreas-
ing feature sizes cause faster transistor aging and eventually
transistor wear out, caused by Hot Carrier Injection (HCI), Bias
Temperature Instability (BTI), Electro-migration, and Time
Dependent Dielectric Breakdown (TDDB) [1].On another side,
soft errors are apt to occur at any time during the normal

1International Roadmap Committee. 2014. www.itrs.net

operation states of the system and affect randomly any part
of the system. They can be forecasted and treated during run-
time. The majority of failures (80 % ) are caused by transient
faults, whilst the rest of them originate mainly in permanent
and intermittent faults [2].

Faults in different components of the NoC have different
causes, however, all can result in cruel consequences: loss of
packet data, misrouting, deadlocks, to incorrect functionality.
Hence, the reliability of communication becomes an influential
concern when designing the NoC. Which pushed the designers
to elevate the problem of tolerance to faults. This issue also
affects link and router of NoC that must require a specific
attention, in order to maximize yield and to ensure correct
operation. This emphasizes the significance of robust design
solutions and has led to fault tolerance becoming a fundamen-
tal design constraint [3]. In this context, many fault tolerance
techniques have been proposed at several levels (circuit/system
and hardware/software) for critical applications. It is, therefore,
essential to consider, the management of failures, ensure cor-
rect and continuous operation of the circuit in its environment,
even when the failure rate is high.

Considering the problem above, many relevant fault-
tolerant routing algorithms have been proposed, while they
didn’t consider, the load-balancing of network [4]. Analyzing
the state of art, the objective is to design a new routing
algorithm which will not only be fault tolerant, but also we
recognize the network congestion state to improve the routing
performance by adaptive path selection.

The authors of [5] propose an adaptative routing algorithm
which measures the congestion level of the regions near the
router by RCS (Regional Congestion Status), and finds a
low congested path by selecting less congested links. The
proposed algorithm accomplishes a good gain for reducing
load-balancing and latency by applying RCS. Though, this
solution is not implemented with fault tolerance mechanism.

The adaptability viewpoint, us can classify routing al-
gorithms into two categories: deterministic or adaptive. A
deterministic routing algorithm uses a fixed path for each
pair source-destination node and does not consider, the current
network status, resulting in increased packet latency and espe-
cially in the congested networks. On the opposite, adaptive
routing algorithm estimates, the state of the network for
generates multiple paths between each source-destination pair.

Other classifications are done considering where and how
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the routing decision is taken. Sometimes the characteristics
of the path determined by a routing algorithm are considered
relevant; thus, there are minimal and non-minimal path routing
algorithms. The former is usually using the shortest one, so it
generally incurs lower latency[6]. Despite, this is not always
the case, for example when we have a congestion state or faulty
link/router appear along the minimal path.

The idea is to couple adaptive methods designed for
energy efficiency with the use of redundancy to get reliability.
Adaptive methods track energy efficiency by activating NoC
resources according to communications requirements, we pro-
pose a unified solution where we activate resources to solve
faults including congestion.

In this paper, we present CRAFT-NoC, a new architecture
for NoC . This solution offers reduced latencies and enables
the use of alternative paths when necessary; The proposed
work aim to jointly address congestion management and fault
tolerance. The proposed solution collects the global congestion
information for each subnet and adjusts path selection in the
network by measuring local congestion status for each node.
A shorter latency can be achieved by applying our routing
algorithm. Besides, we add a fault tolerant mechanism to
handle link or router failure by relying on alternative paths.
Moreover, our routing algorithm is deadlock-free and finally,
we verify and analyze our approach with Nirgam simulator2.
Pure software faults are out of the scope of this research.

The rest of the paper is organized as follows. Related work
is presented in section 2. The architecture of the proposed
solution is presented in section 3. Implementation details of
the proposed solution are given in section 4. In Section 5,
CRAFT-NoC is evaluated. Finally, conclusions are provided
in Section 6.

II. RELATED WORK

Reliability can be measured and ensured through testing
and fault tolerance. Testing defines the reliability of the circuit
with respect to manufacturing defects. Fault tolerance ensures
the reliability with respect to faults that appear during the
system normal operation. Both aspects need to be considered
in the NoC and in the NoC-based SoC [7]. FT approaches
are usually divided into two categories: reactive and proactive
techniques. The former, which can be most effective after the
system is affected by the error. The latter can be used to prevent
or avoid errors before they occur.

Applications communication can be critical and requires a
higher degree of reliability. Many solutions have been proposed
in the literature to sustain the reliability of NoCs, including
component redundancy, reconfiguration, and retransmission
techniques or fault-tolerant routing algorithms. But most of
them focused only on one type of fault. For example, the
routing algorithm proposed by Zhang and al [8] can tolerate
only one faulty router. For other works [10], [17] the routing
algorithm can’t detect or tolerate unreachable destinations.

Redundancy is the best-known, fault tolerance technique
and was the simplest method to achieve reliability. However,
using this technique proposed in [9], [10], [16], [11], [12] is

2nirgam.ecs.soton.ac.uk [Online; accessed April- 2015].

specially used to avoid faults in links or routers, when a com-
ponent fails it is simply replaced by its copy. The disadvantage
of this solution is that it is more expensive. Another drawback
of redundancy is that it is sometimes necessary to sacrifice
healthy routers to keep a regular area.

Others solution use retransmission [9], [13], [14], [15].
Park et al[14], propose a new technique to tolerate transient
errors. They introduce retransmission of flits for detection and
who are temporarily corrupted, they assert that the proposed
solution has lower overhead compared to other work. Another
work proposed in ARIADNE network [9], uses up*/down*
routing to move around faults. After each time, when faults
are detected, the new routing paths are created by transmitting
a series of flag broadcasts to all routers. The disadvantage of
this technique is the consumption of bandwidth which will
decrease the throughput and increased the latency.

By applying the reconfiguration mechanism [16], [17],
[18] new topology will be discovered and the components of
the network are updated to compute the new routing path.
The solution proposed by Zhang, et al[8] enforces with this
mechanism. This solution requires that the defective routers
(creating holes in the network) will be located accurately. Later
a communication infrastructure to will be reconfigured the
routers surely. The 2D DSPIN networks introduce a config-
uration register into the routers that allow the modification of
the X-first routing by default.

For this technique, the problem is either to reconfigure
the neighboring routers to create zone bypasses [17], or to
stop them and restart the application. In the latter case, this
can interrupt the normal operation of the system and stop
the delivery of packets. Also, a good fault-tolerant routing
algorithm should ensure its operation without disruption of the
network. Added problem is when the reconfiguration process
will be fail in a router it can disrupt the functionality of all
the system or a part of it. Nevertheless, to reduce latency, a
good routing algorithm will be better than retransmission and
reconfiguration.

Some of them use an adaptive routing algorithm to route
the packets around a faulty nodes or links [19], [13]. I. Pratomo
et al [19] propose adaptive fault-tolerant routing algorithm
for 2D mesh called Gradient, this algorithm is not deadlock
free. Hsien-Kai Hsin et al[13] proposes a new adaptive routing
algorithm called (ACO-FAR), that is biologically inspired by
the behavior of ants to achieve fault-tolerance in the NoCs.
Another solution proposed in Vicis [10] network, who changes
its routing algorithm to circumvent faults when they are
detected and turn restrictions are placed to avoid deadlocks.
The disadvantage of these algorithms is that they allow to
tolerating only the permanent faults.

In [15], authors present online fault-tolerant routing algo-
rithm for 2D Mesh Networks on Chip. The proposed solution
works by exploiting local information about the state of links
and routers. Self-checking is used to detect faults in them. In
a case of error, flit retransmission occurs from the upstream
router. The messages are protected by ECC. In the presence
of runtime errors, packet retransmission combined with novel
message recovery mechanisms are utilized in order to provide
fault tolerance under high failure rates. they have shown, that
the proposed algorithm maintains high reliability of more than

www.ijacsa.thesai.org 484 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 8, No. 5, 2017

99.38% in presence of 384 simultaneous link faults.

The disadvantage of all routing algorithms cited above [15],
[17], [13], [9], [10] is the large overhead, which can generate
a high energy consumption.

All cited approaches in the discussion, have benefits and
drawbacks. The problem is that all these techniques have a cost
in terms of performance, for instance: latency, an overhead of
area, throughput, network congestion and energy consumption.
Thus, it is better for the designer to find a good trade-off
between these costs and reliability.

To our understanding, this is the first work that can provide
all the requirements of the fault tolerance. Online detection
and isolation for permanents, transients faults. Secondly, the
routing algorithm ensures the delivery of packets to its destina-
tion when a path exists, as it can indicate if the destination is
unreachable, it offers complete coverage. In extension, routers
do not require any virtual channels and work in a fully
distributed way to transmit the packets in case of failing nodes.

III. PROPOSED NETWORK ARCHITECTURE

Segmentation is based on the concept of maintaining
connectivity to circumvent defects. A sub-network can be
described as a set of interconnected links and routers, which
each IP (Intellectual Property) is connected via a single link
with the other sub-networks.The global architecture is depicted
in Fig 1.

Fig. 1. The Global Architecture of NoC

A. Sub-network

There are many topologies that have been proposed for
Network on Chip like Mesh, Torus, Star,..etc. In this paper,
we suggest taking advantage of a topology based sub-networks
that can be switch on/off according to bandwidth requirements
as introduced in [20]. In this approach, we consider such an
energy-proportional architecture as a global solution to deal
with any type of faults including temporary, permanents faults
and, congestion which prevent the system from delivering the
expected quality of service (QoS). This approach allows track-
ing, with the same mechanisms, the best energy efficiency with
or without a presence of faults. It also offers a simple solution
to manage critical (no data loss) and best effort (possible data
losses) communications. Fig 1 shows the CRAFT architecture:

1) the connection pattern between switches in the same
sub-network,

2) the connection pattern between switches and IP cores.
Every IP core is connected to four switches each one
belonging to a disjoint sub-network.

Notice that switches of different sub-networks are not
connected between them. Specifically, we have four SNs. Each
SN is used only when necessary, otherwise only the subnet 0
is ON in the first time and all others sub-networks is in OFF
state.

B. Network structure

Any 2D-Mesh network with any size can be constructed
using the structure cited above. Fig 1 show an example of 2D
network with 6x6 dimensions which is designed using four
SNs.

C. Setting up the router according to its SN

To identify each router, we defined two parameters:

• (SN ID) : Sub-network identification;It is a number
indicating the subnet,

• (X, Y): Denote the coordinates of the router in its SN.

The routing unit considers these three (X,Y,SN ID) ad-
dresses to transmit a packet.Indeed, the SN ID is a binary
number defined by 2 bits, and each sub-network has its unique
ID code, the table below shows the codes associated with the
different SNs:

TABLE I. THE CODES ASSOCIATED WITH THE DIFFERENT SNS

ID SN Code
0 00
1 01
2 10
3 11

D. Router architecture

Two fundamental components are added to the basic router
architecture shown in Fig.2.

Fig. 2. Communication between Test Module and Fault Register

• Test Module :its, role is the input/output signals re-
ceiving for propagating fault information between the
adjacent nodes. More details about the Test Module,
fault detection mechanism is be given in Section IV.
Thus, compared with the baseline router architecture,
an additional multiplexer (MUX) is added and con-
trolled by the Test Module to provide all different

www.ijacsa.thesai.org 485 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 8, No. 5, 2017

Fig. 3. Communication between two neighboring routers

signals and transmit this information to a neighbor
router, therefore the two modules communicate with
them. As indicated in Fig .3 we have to duplicate the
links if a link is broken, we can use the second one,
but not both at the same time, in order to communicate
the defective components of the current router and to
update the fault register to the adjacent node.

• Fault Register: Routing function unit evaluates the
candidate channels in function the received or stored
Fault Register information, and chooses a proper out-
put channel to sends them. Notification mechanism
is implemented with local signal connections with
neighboring routers. The implementation of the FR
value is twofold. First, it can be stored in each router.
The area overhead a 3-bits table per router (four
directions) see Fig. 4. On the other hand, in this paper,
as shown in Fig. 2, we set the FR as a wiring signal
for each router separated from the link connections.

Fig. 4. Codification of different states of links and routers

The routing algorithm is based on this architecture. The
differences are on: the Fault Register information and Test
Module.

E. Subnet state and Retransmission policy based on criticity

The table .3 below shows the different types of state that
each subnetwork can have with the coding of each state:

Fig. 5. (a) Subnet state,(b) Type of Packet (TP)

TABLE II. CODING OF THE DIFFERENT STATES FOR EACH SUBNET

State SN Code
Normal 00

Congested 01
Out of order 10

Disable 11

Indeed, we distinguish two main types of packets: critical
packets and non-critical packets. In Fig 5, T.P: defined on a
1 bit, it indicates the type of packet, indeed this bit is 0 if
it is a non-critical packet otherwise it is 1. This information
is added to Header Fit. In this paper, we focus on tolerating
permanent and transient faults in NoCs, based on detection and
retransmission, for the transferred information not all data is
equally critical. Specific codes can be designed to reduce the
overhead by protecting the most critical data (see IV-D).

IV. ROUTING ALGORITHM

The sub-network routing algorithm (SR) is a routing al-
gorithm, that computes alternative paths based on local or
regional information for the transmission of packets in a
network. It divides the entire network into subnets. Each subnet
contains the same number of the router. At the same time, it is
restricted to provide a greater degree of freedom and tolerance
for wrongdoing.

For Fault Tolerance (FT) aim, it is very attractive to use
others sub-networks. If a fault is detected at a given link
(routers, wires, buffers) for one subnet, there is an alternative
path that is capable of preserving the communication between
PEs.

This section presents the need for a step-by-step approach
to obtain an FT-NoC, and summarizes each step for this ap-
proach. For example, we assume that a fault occurs in the path
between two cores. For this reason, to avoid system failures
caused by hardware faults, the system must detect, isolate and
avoid the defective nodes. So, the system must support adaptive
routing for delivering packets using an alternative path.

This approach adopts a 2D-mesh topology, with input
buffering, credit-based flow control, and wormhole packet
switching. The routing algorithm between PEs combines the
two distributed routing algorithm North last and South last[22].
The present work assumes only permanent and transient faults
in link/router, others components are out of the scope of the
current work.

A. Congestion detection

The performance of a NoC is related to the management
of congestion when the traffic increases or exceeds a certain
level, the latency increases and thus, the throughput decreases.
The reason is that when traffic increases, several packets
competition for access to the same resources.

The management of congestion is, therefore, unavoidable
and its implementation is multi-constrained: Firstly, its imple-
mentation time, with a low surface cost and less consumption.

For adaptive routing, several paths can be considered when
transmitting the packet and the selected path is the least
congested, Thus the traffic loads are congested around the
faulty nodes. We integrated congestion state to evaluate and
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relieve the traffic, local and regional congestion status to select
the better path. We consider that the congestion condition is
more severe when the number of faulty nodes increases. The
congestion process is through a single additional bit in the
buffer at each node, which is the minimum requirement for
detection. This bit is used only when congestion is presumed
and can be accessed from all neighboring nodes in the same
subnet.

Inspired by Catnap [20], we propose a local congestion
metric called the maximum buffer occupancy (BFM). Occu-
pancy of a routers input buffer is the number of flits in that
buffer, and it is proposed in this policy after evaluating several
other policies that looked promising, In Catnap, the NI at a
node keeps track of the buffer occupancy of each routers input
buffer. They chose this metric for two reasons: it is independent
of the network traffic pattern. Also, it incurs lower design
complexity than the other alternatives.

The LCS shall be designed to sense this local congestion
condition for early detouring. To achieve this, one bit is added
for each buffer that collects and propagates the information of
congestion in each router.

1) Local Congestion Status (LCS)[20]: If the BFM of a
router is greater than a threshold, then that routers
subnet is considered to be congested, and a local
congestion status (LCS) bit is set true, The BFM
congestion detection mechanism is local to a network
node, according to Catnap the best performing thresh-
olds for various regional congestion detection policies
is BFM: 9 flits,

2) Regional Congestion Status (RCS)[20]: 1-bit OR
network that collects the congestion status of all the
routers in a region of a subnet. This bit value, which
we refer to as the regional congestion status (RCS),
can be read by all the routers in the same subnet .The
OR-network is architected as an H-Tree network. The
NI of a node sets its RCS if its local congestion
status (LCS) is true which is determined based on
the BFM of its local router (that is, anyone of that
subnets routers in its region is congested). A nodes
NI detects congestion for a subnet if either the local
congestion status (LCS) is true (based on BFM of
the local router), or if the regional congestion status
(RCS) is true.

B. Fault Detection

Fast detection becomes a necessity, and the use of on-
line tests becomes essential, where network components (eg
network link) become unavailable and this must be done in
a periodic and frequent manner during the operation of the
system. The intention is to use CRC to detect faults and to be
able to pinpoint the location of each defect and finally use this
information to update the fault register. One important feature
of the Test Module is the fact that the isolation is decoupled
with the fault detection. So, the main function of this Module
is just to write in the fault register when it detects a defective
router or link. According to Figure 6 the Test Module is to
cope with detecting faults in three different locations:

• Fault in the link itself (wires) and input buffer;

• Fault in the crossbar of switch;

• Fault in the header flit.

Then, to prevent the spread of faults, isolation ensures that
the defective area does not disturb the neighborhood, and all
incoming packet will be immediately deleted. This Module
requires minimal extra hardware. Moreover, it is possible to
shut off one router or disable link and can’t reduce gracefully
the network performance when the number of faults increases.
Therefore, if some routers fail, a new path may be used to route
the packets from source to destination in the same subnet or
by another.

At first, the fault detection mechanism uses Test Module
the particular circuit to detect, locate, and isolate the faulty in
routers or links, Therefore, only adjacent routers can notice the
fault in the same subnet . Figure 6 presents the approach in-
spired by [21], which uses CRC decoders to detect faults. The
router can receive CRC decoders in the following locations:

1) Before the input buffer (CRC 1), with the objective
to detect faults in the link.

2) After the buffer (CRC 2), with the objective of
detecting faults in the buffer. The channel can be
healthy, but a fault can change the state of a given
bit stored in the buffer.

3) For detecting internal errors of the router, we use
CRC 3 with the objective to detect a fault in the cross-
bar. Moreover, in this case, the entire router should be
disabled because the integrity of the packets cannot
be guaranteed.

4) The CRC4 was added to detect faults at Header flit
that may occur during the transit of one package.
These faults can potentially lead to network dead-
locks due to poor routing. When this kind of error is
detected, it is considered as a critical failure.

When the fault is detected by the fault detection mecha-
nism, different signals fi value is sent to the router adjacent
to the faulty node ( see Fig 3 ). Fout is the signal propagating

Fig. 6. Internal architecture of the router

from local router to neighboring routers, in order to update FR
( Fault Register), We can observe from Fig. 2 and 3 that the
adjacent router of the faulty node can receiving three signals
Fout = 3. To make routing more efficient, the upstream router
react correspondingly depending on the received F value to
reroute the packets. Hence, this can bring the traffic load away
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from the faulty node and reduce the congestion of nearby
routers.

Defects in an integrated circuit can be classified into three
categories according to their behavior: permanent, transient
and intermittent.

• Permanent Fault Detection: Permanent errors are due,
for example, to disturbances in the manufacturing
process or to phenomena of aging of the circuit.
These errors cannot be eliminated by a simple reset
of the circuit. Routers adjacent to the router with
a permanent fault are notified of Its state and this,
to prevent any traffic to this defective router (for
example, they can disable the output ports leading to
this router). Same case for defective links.

• Transient Fault Detection: Transient failures are due to
temporary external environmental events. These errors
typically occur during a very short time and are not
destructive. So, after k attempts, the test module can
consider the (temporary) dynamic faults as permanent
faults. So we want to tolerate several faults on-line
and without having to reset the circuit, for this, the
adaptive routing is, therefore, the most suitable, in the
presence of defective or congested links/routers.

C. Routing Algorithm

In this approach, the isolation is strictly coupled with the
FT-NoC routing, that mean when a fault is detected in the link
or router, for example, the whole router is disabled (link ).The
objective of a novel fault tolerance routing is to find a new
path for every source-target pairs in a faulty network. So, the
routing algorithm may require a turn for avoid deadlock and
circumvent faulty nodes in the presence of faults. Thus, a fully
adaptive routing algorithm is required. Any 2D-mesh can be
divided into four disjoint sub-networks, each one implementing
an adaptive routing algorithm, for example, North Last and
South Last[22].

Many scenarios are adopted and when faults are detected
the distributed routing is applied using North Last and South
Last to reach the destination. However, area and power con-
sumption is still an issue in the resource-limited NoC, the
hardware cost of routers is a critical issue, so VC can increase
significantly the area cost and power consumption, for this
reason, in this paper new routing algorithm are proposed,
without using virtual channel to achieve fault-tolerance, and
turn model to guaranteed deadlock free.

At the system startup, the network is supposed faulty-free,
and packets are sent from the source PE to the destination PE.
The path searching mechanism searches the path to adjacent
nodes except a faulty router or link in the same subnet or
others subnets to provide higher path diversity.

Base on the network status, there are three cases as follows:
Case I when the packet is being sent from the current IP
to another and the current subnet is congested. Case II and
III when the packet is being sent from current router to the
next hop, in this case, the destination IP can reachable or not
reachable, we also illustrate these cases by using Fig 8.

• Congestion case; in the first scenario if the source PE
identifies it is not able to transfers packets to target

PE. The routing algorithm provides a new path, by
switch-on the higher level. In this case, set the current
subnet state congested and the new packets can be
injected in new subnet.

• Fault case and destination reachable; In this case,
the path is faulty, the faulty router adjacent to the
current router (received packet). The routing algorithm
provides the next hop by applying the appropriate turn
North last or South last depending to link and router
state saved in Fault Register (FR).

• Fault case and destination not reachable; in this case
path prohibited. The routing algorithm provides a new
path, by switch-on the higher level and set the current
subnet state to under broken, in this case, all new
packets can’t be injected in the old subnet.

Fig. 7. Congestion case : Subnet 0 is congested

Fig. 8. Routing algorithm in case II and III

D. Retransmission of packets

In the case of a non-reachable destination, the retrans-
mission of the flits is initiated by the upstream router. The
retransmission mechanism is made according to the type of
packet, if the packet is critical the retransmission is made if not
lost.Thus, we keep a copy of the header file for critical packets
at the router before transmitting it. So, this mechanism must
be implemented by the source node. The algorithm of routing
suggested sends only the critical packets. In our case, each PE
its network interface (NI) and the links linking the router to
the NI are considered healthy.

However, this mechanism aims to tolerate dynamic faults
(temporary) during the transit of the packet that modifies the
validity of the path, For example, a router or link becomes
suddenly defective while all the flits are not passed, thus
creating sub-packets which cannot all arrive at their destination
(Fig 10). A notification message is sent to the source node to
transmit all the packets again and to drain the flits which have
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Fig. 9. The notification message format

been transmitted in the case of a non-reachable destination or
only to transmit the packets not yet transmitted in the case of
a temporary fault. See below the notification message in both
cases.

Fig. 10. The retransmission process in temporary faults case

The notification message format is presented by the Figure
9.This message differs depending on the retransmission type.
Indeed, there are two types of retransmission (0: attainable,1:
unattainable). T: defined on 1 bit. S, D: address of source and
destination, finally n packet: denotes the sequence number of
the packet. This field is defined on 4 bits.

E. Deadlock avoidance

This algorithm combines two adaptive routing algorithms
North-Last and South-Last that use restrictions to avoid dead-
locks [22]. The NL turn model deadlock-free routing is
achieved by prohibiting two turns, dashed arrows indicate
prohibited turns (Fig 11(a)). In this routing algorithm, the flit
is routed in the E, W, or S directions before turning in the
N direction, after can’t make further turns. For the south last
(SL) turn model it is similar to NL, a flit is routed in the E,
W, or N directions before turning in the S direction after can’t
make further turns. As depicted in fig 11(b). This to diversify
the paths if a packet can’t reach its destination the second
algorithm gives another possibility.

Fig. 11. Turns allowed in the (a) North-last, (b) South-last algorithms

The objective of CRAFT routing algorithm (Fig. 12) is to
route S to its destination D with or without the presence of
faults or congestion.

Fig. 12. Pseudocode: Implementation of routing algorithm CRAFT

Fig. 13. Path selection scenarios in case I and II for NL turn

To understand this algorithm let us take the following
example (Fig 13): Let P be a packet that is sent from a source
node S to the destination node D. P arrives in the current node
x.

Fig. 13 explains an example of a faulty network (red color).
A packet traversing an intermediate router must choose one
output directions between (S, W, E). The NL routing algorithm
would take the path S-1-2-3-8-13-18-D, suppose that there are
two temporary errors at the links linking the nodes (D, 18) and
(18,23) at the same time. We observe that the packets can’t
reach the destination , so we need to send them by another
subnet. In this situation, notification message is sent to source
for retransmission and another message for remove all packets
which are already transmitted.

V. PERFORMANCE EVALUATION ON FAULTY NETWORK

A. Environment of simulation

Proposed routing algorithm reduces the latency and the
number of packets lost for different kinds of scenarios and
can be considered as a potential candidate for real application,
first, we fixed the fault tolerance for our routing algorithm, so
we had to adapt the configuration file for the possibility of
injecting faults at the routers or links (see table 3).

The table above summarizes the possible configurations of
the simulator. To measure and quantify the performance of a
network on a chip, we need metrics. One of the most important
criteria is latency. Secondly, reliability, and more specifically
fault tolerance, Packet success rate. This rate corresponds to
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TABLE III. SIMULATION PARAMETERS

Parameter Value
Topology 10x10 , 16x16

Buffer size 10 Flits
Traffic Uniform,Transpose

Failure injection rate (%) 0,10,20,30,40
Packet size 4 Flits
Warm-up 5000

Congestion metric BFM
Simulated packets 50000

the number of packets arriving at their destination in relation
to the total number of packets injected, this for a given type
of traffic and for a certain rate of failure.

B. Performance evaluation

1) Latency: We evaluated the average latency under the
different types of traffic: To compare the performances, we
considered the case of a network of size (6x6), and a network
of size (8x8). The average latency of each network was
measured by considering uniform traffic. The calculation of
the latencies was based on simulations carried out using the
simulator Nirgam. The results are given by the Fig.14. To show
the performance improvement of CRAFT, we evaluate our
routing algorithm in uniform traffic patterns. In the experiment,
the threshold T is set as 90 % of the buffer size.We also based
on congestion aware.
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Fig. 14. Performance of CRAFT routing algorithms under 4 faulty routers
and links, with uniform traffic (8x8).

The experimental results are shown in Fig.14. The per-
formance of the routing algorithms is evaluated in terms of
average packet delay. The results obtained in Fig.14 show
considerable performance regarding latency, and these results
are better compared to [13]. The percentage of failure rate is
fixed to 40% ( link and router).

2) Reliability: We evaluate the fault-tolerance ability with
the delivered packets ratio . This index indicates the success
rate that represents the percentage of packages which arrive at
their destination in relation to the injected packets.

Success ratio =
Total. arrived packets
Total injected packets

× 100

TABLE IV. COMPARAISON OF SUCCESS RATIO % WITH ACO FAR
ROUTING ALGORITHM

No of Fault Gradient ACO FAR CRAFT

2 2,8% 0,07% 00
4 3,2% 0,5% 00

This phase consists of conducting fault injections cam-
paigns and comparing our approach with the reference [13]
algorithms for uniform traffic.

Is shown in Figure 14 and Table IV, the strength of the
present routing algorithm CRAFT is confirmed throughout the
experiments, that this achieves shorter average packet latency
compared to ACO FAR routing algorithm in presence of faulty
routers and links.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a new adaptive algorithm
fault aware and congestion-aware for NoCs. To achieve the
proposed solution, the NoC architecture is partitioned into
subnets. Each one, avoids congestion state by local and re-
gional information, to identify the best path to route packets.
In order to react dynamically to the different faults in the NoC,
the procedure is invoked periodically to detect and isolate
the faulty components. Results based on Nirgam simulator,
demonstrate that the proposed adaptive routing algorithm
improves significantly the network latency and reliability,
compared to ACO FAR adaptive routing algorithm. We have
also proposed a new architecture for preventing the loss of
packets in a critical application. Our next works include the
hardware overhead, consumption energy and computational
time to detect permanents and transients faults.
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Abstract—Graph is an expressive way to represent dynamic
and complex relationships in highly connected data. In today’s
highly connected world, general purpose graph databases are
providing opportunities to experience benefits of semantically
significant networks without investing on the graph infrastruc-
ture. Examples of prominent graph databases are: Neo4j, Titan
and OrientDB etc. In biological OMICS landscape, Interactomics
is one of the new disciplines that focuses mainly on the data
modeling, data storage and retrieval of biological interaction
data. Biological experiments generate prodigious amount of data
in various formats(semi-structured or unstructured). The large
volume of such data posses challenges for data acquisition, data
integration, multiple data modalities (either data model of storage
model, storage, processing and visualization. This paper aims at
designing a well suited graphical data storage model for bio-
logical information which is collected from major heterogeneous
biological data repositories, by using graph database.

Keywords—Big Data; Graph Theory; Graph Database; Gene-
Gene Interaction; Protein-Protein Interaction; Large Scale Biolog-
ical Graphs; Storage Model; Neo4j

I. INTRODUCTION

Big Data is defined as data that contains variety, volume,
velocity, veracity, valance and value. Key term in Big data
is data, not big. Data speed, frequency, volume and con-
nectedness are being driven by the source of transmission
of data. The data gathered from different sources are in
different forms such as structured data, semi-structured data
and unstructured data. Some major repositories of Biologi-
cal Data include: Molecular Interaction Database (MINT)[1],
Database of Interaction Protein (DIP)[2], Biomolecular Inter-
action Networks Database (BIND)[3] which is a component
of Biomolecular Object Network Database, Reactcome[4],
Search Tool for the Retrieval of Interacting Gene/Protein
(STRING)[5], Unified Human Interactome (UniHI)[6], Online
Mendelian Inheritance in Man (OMIM)[7], Kyoto Encyclope-
dia of Genes and Genomes (KEGG)[8], Human Protein Ref-
erence Databases (HPRD)[9], Biological General Repository
for Interaction Datasets (BioGrid)[10], National Center for
Biotechnology Information (NCBI)[11], and Universal Protein
Resource Knowledgebase (UniprotKB)[12].

Graphs databases are trending in today’s highly connected
world where the flood of data is having dynamic and complex

relationships. It is required in coming decades to get insight
of vast graphs and highly connected data in order to achieve
competitive advantages. Graphs formally consist of nodes
(vertices) which represent entities and edges (relationships)
which represent connections between nodes. From real world
perspective, everything is connected and can be represented as
graph.

With the emergence of recent tools and technologies, it is
challenging to keep track of all of the storage, analytics and
management frameworks. In this study, the scope of graph
landscape is discussed in order to understand the presented
graphical data storage model for Biological Interaction Data.
There are two broader views of graph landscape: one perspec-
tive is the Graph Models and the other is Graph Processing.

Graph Model Perspective: The prominent graph mod-
els which are used by various other graph technologies are
Property Labeled Graph Model[13], RDF (Resource Descrip-
tion Framework)[14] and HyperGraphs[15]. Property Graph
model contains nodes which represent entities and edges
which represent relationships. Both nodes and relationships can
contain properties in the form of key-value pair. Relationships
must have start and end node, and are directed and named.
Hypergraph model is a generalized graph data model which
allows any number of nodes connected with a relationship
(called hyper-edge). It can be used to model many-to-many
relationship scenarios. Hyperedges can be multi-dimentional.
The concept of triple stores is originated from the movement
of Semantic Web. Triple is the data model which contains
subject-predicateobject structure. It is suitable to capture the
semantically-rich information and logically connected data.
Among aforementioned graph databases, OrientDB[16] pro-
vides Property Graph Model, Neo4j[17] provides Property
Labeled Graph Model (Labels can be assigned to nodes) and
HypergraphDB[18] provides Hypergraphs.

Graph Processing Perspective: The technologies that are
exploiting the concept similar to the OLTP (Online Trans-
actional Processing)[19] of traditional relational space are
termed as Graph Databases. Graph Databases offers online
transactional processing and provides access in real time either
from a user or an application. From another perspective, the
technologies that are exploiting concepts similar to OLAP
(Online Analytical Processing)[20] or Data Mining are cat-
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egorized as Graph Processing Engines (GPE)[21][22]. These
are typically designed to perform analytics on bulk of data in
batch steps.

Graph Databases (Graph Database Management
Systems)[23] are online transactional systems that expose
graph data model by exploiting CURD (Create, Update,
Read, Delete)[24] approach, and are designed for better
transactional performance, integrity and availability. The
distinguished properties of graph databases include graph
storage and graph processing. Some Graph databases offer
their native graph storage while others store graph data serially
into general purpose database such as relational database[25],
object-oriented database[26] and NoSQL store[27] (other than
graph store). The approach used by graph database in which
adjacent nodes directly point to each other is termed as index
free adjacency. In other words: a graph database qualifies as
a graph database when it behaves like real graphs from the
user’s perspective. Some graph databases use native graph
processing means that they provide index free adjacency[28].

Relational Databases are used to store data in tabular and
structured form and they are doing it exceedingly well. But
today’s technologies are facing challenges to store data which
is highly connected and semi-structured, which should be well
modeled and suitable for ad-hoc queries. Almost everything
is connected in this world and it is needed to understand the
influence of connections in order to thrive and progress. In
Biological Domain, data is more connected and have complex
relationships. This research is aimed at designing storage
model for connected data which is collected from major
biological data repositories, by using Graph Database (Neo4j).
Neo4j[17] provides Native Graph Storage and Native Graph
processing. Other prominent Graph Databases are discussed
in table I.

TABLE I. EXISTING GRAPH DATABASES WHICH ARE PROVIDING
NATIVE/NON-NATIVE STORAGE AND PROCESSING

Graph Database Graph Storage Graph Processing
Neo4j Native Native
OrientDB Native Native
Affinity Native Native
Dex Native Native
HypergraphDB Native Non-Native
Allegrograph Native Non-Native
FlockDB Non-Native Non-Native
Titan Non-Native Native
Trinity Non-Native Native
InfiniteGraph Non-Native Native

Biological interaction networks are typically dense, semi-
structured, unpredictable and highly connected. For example,
in protein-protein interaction network[29], a gene may be
interacted with other proteins, or may it be participated in
biological pathways[30], or may it be involved in disease
relevant network. This type of connected biological informa-
tion leads to highly connected networks. Therefore, traditional
database storge models are not suitable to handle such datasets.
Because classical database storage models are naturally design
to handle the datasets which are less-connected (few number
of relationships among data entities) with the entities represent
limited data types and querying the data need joins that make
it computationally expensive. Graph storage models provide an
easy way of modeling, understanding and visualizing data of a

domain. In Biological domain, the problem is to get data from
heterogeneous biological data sources, integration of collected
datasets, designing storage model based on the information-
rich graph model which helps to understand the connectedness
of data with several other aspects. With the less-familiarity of
graph databases, biologists (people from other domains) face
difficulty to design graph storage models.

The objectives of this research include:

• Biological data acquisition from heterogeneous data
sources like NCBI[11], RefSeq[31], EntrezGene [32],
BioGrid[10], OMIM[7], HGNC[33], HPRD[9] and
STRING[5] etc. (Selection of datasets of Gene-Gene
and Gene-Protein Interactions)

• Transformation, Cleaning and Integration of datasets

• Data modeling of Gene-Gene and Gene-Protein Inter-
action data using Labeled Property Graph Model

• Designing data storage model for Graph Database
(using Neo4j)

• Evaluation of implemented storage model

The outline followed in this paper is as: In section 2,
Graphical Data Storage Model is presented for Interaction
Networks by using Graph Database. In section 3 it is discussed,
how a data model(Labeled Property Graph Model) can be
represented as a graph storage model specifically for biological
interaction graphs. Further in section 4, evaluation of storage
model is discussed by using Cypher Query Language in
Neo4j[17]. Related work is presented in section 5, followed
by the conclusion in section 6.

II. GRAPHICAL DATA STORAGE MODEL

This paper aims at offering a unifying, gene-centric view
over the data made available by the heterogeneous data sources
and designing graphical data storage model for integrated
data. In order to achieve this objective, available typologies
of biological information are formulated as:

• Gene, i.e., Identification of a gene of a dataset through
data source identifier. For example: a Gene, symbol-
ically represented as RXRA is identified by its data
source identifier. In this data model, diverse datasets
are integrated from heterogeneous data sources includ-
ing HGNC [33], HPRD[9], UniProt[12], Ensembl[34],
EntrezGene[32]. BioGrid[35], NCBI[11], STRING[5]
and RefSeq[31]. Properties of gene include Gene-
Family Identifier, Gene-Symbol, Gene-Aliases, Gene-
Description, Genomic-Coordinates and Cytogenetic-
Location.

• Protein, i.e., Identification of a protein of a
dataset through data source identifier. In this
data storage model, diverse datasets are inte-
grated from heterogeneous data sources includ-
ing HGNC[33], HPRD[9], UniProt[12], Ensembl[34],
EntrezGene[32]. BioGrid[35], NCBI[11], STRING[5]
and RefSeq[31]. Properties of protein include Protein-
Identifier, Protein-Symbol and Protein-Aliases.

• Locus, i.e., Information about Locus Type and Locus
Family.
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• External Links, i.e., Identification of a gene or
a protein of a dataset through data source iden-
tifier. For example: a Gene, symbolically repre-
sented as RXRA is identified in HGNC as 10477,
in UniProt as Q6P3U7, its Ensembl identifier is
ENSG00000168824, HPRD identifier is 1577 and
so on. In this data model, diverse datasets are in-
tegrated from heterogeneous data sources includ-
ing HGNC[33], HPRD[9], UniProt[12], Ensembl[34],
EntrezGene[32]. BioGrid[35], NCBI[11], STRING[5]
and RefSeq[31]

• Molecular Information, i.e., Molecular Weight (unit:
Dalton) of a Gene, information about Molecular Class
from which a Gene belongs and Information about
Molecular Function a gene may be performed.

• Disease, i.e., Information about participation of a
Gene in Disease-Association[36] Networks for exam-
ple a gene can can be associated to a certain kind of
Tumor or other kind of disease.

• Publication, i.e., Reference of existing biological
literature[37] for Gene that includes information about
Author, Publication Year and Publication Identifier.

• Sequences, i.e., biological sequences include DNA
Sequence and Protein Sequence.

• Specie, i.e., NCBI [11] Taxonomy Information about
Organisms and Species (For example: HomoSapien
taxonomy identifier is 9606).

• Pathways, i.e., Information about participation of a
Gene in biological processes for example a gene can
take part in cell communication or in signal transduc-
tion etc.

• Gene-Gene Interaction Information, i.e., Interaction
of Gene with other Genes carries information about
the experiment method through which the G-G inter-
action is detected and recorded (by the data sources).
Examples of Interaction Experiment Methods are:
Two-Hybrid[38], Affinity Chromatography[39] and
Mass Spectrometry[40].

• Gene-Protein Interaction Information, i.e., Interac-
tion of Gene with other Proteins carries information
about the Interaction Detection Method through which
the G-P interaction is recorded (by the data sources).
Examples of Interaction Detection Methods are: Direct
Interaction, Physical Association and Co-Localization.

TABLE II. TYPES OF NODES AND RELATIONSHIPS INCLUDED IN
GRAPHICAL STORAGE MODEL

Node Relationship Node
Gene GGI-INTERACTS-WITH Gene
Gene GPI-INTERACTS-WITH Protein
Gene LOCUS-INFORMATION-IS Locus
Gene ASSOCIATES-TO Disease
Gene OF-ORGANISM Specie
Gene PARTICIPATES-IN Pathway
Gene HAVE-SEQUENCE Sequences
Gene IN-LITERATURE Publication
Gene REPRESENTED-IN External Links
Protein PPI-INTERACTS-WITH Protein

Fig. 1. Graphical Data Storage Model

In Table II, entities are represented as nodes and edges are
represented as relationships between biological entities. Nodes
have properties and can have one or more labels. Relationships
are directed and can have properties as well. In figure 1,
Graphical Data Storage Model is presented that is based
on Labeled-Property Graph Model. Nodes are representing
aforementioned entities of biological domain along with the
label and properties of each node.

III. PHYSICAL DATA STORAGE IN GRAPH DATABASE

The way in which graphs are stored in graph database is
one of the key aspects of the designing graph database. Neo4j
is one of the prominent graph databases which provides index-
free adjacency, native storage, native processing and native
query language(Cypher). Storage model is designed in section
2, for graph databases. This section aims at illustrating that
how biological interactions(binary) are physically stored in a
graph database(Neo4j). Neo4j is designed to store graph data
in different store files, i.e., Nodes, Relationships, Properties
and Labels have different physical stores on disk. There is
structural dissimilarity between the actual graphical view of a
graph and the actual view of stored records on disk.

Protein-Protein interaction networks are usually very di-
verse and have various properties. The reason is the generation
of data from heterogeneous sources both experimentally and
computationally.Mostly, Protein interaction networks follow
the characteristics of scale-free networks. In such networks,
higher degree of protein connectivity shows the higher biolog-
ical significance of that protein. Fig 2 presents, how a Protein-
Protein interaction is physically stored in Neo4j.

Gene-Gene interaction networks are usually sparse and
highly connected networks, also known as Gene-Regulatory
Networks. In fig 3, it is presented that how Gene-Gene
interactions are physically stored in Neo4j.
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Fig. 2. Graphical Data Storage for Protein-Protein Interaction

Fig. 3. Graphical Data Storage for Protein-Protein Interaction

Gene-protein interaction networks is presented in fig 4, i.e.,
how Gene-Protein interactions are physically stored in Neo4j.

Fig. 4. Graphical Data Storage for Gene-Protein Interaction

IV. EVALUATION OF BIOLOGICAL INTERACTION GRAPHS
USING NEO4J

The Biological Networks are naturally more complex, and
the complexity increases with the accumulation of data. The
variability of biological information is one of the major cause
of data inaccuracy. As for this research, data is integrated
from different major data repositories, and storage model is
presented for querying and visualization on Neo4j. The results
are evaluated by the verification of queried information with
the major sources of biological information.

In order to demonstrate, how the biological data can be ac-
commodated in neo4j, some queries results are presented. The
diverse data sets are polled in Neo4j, particularly for Biological
Domain and Gene-Gene and Gene-Protein Interaction scenario
and are queried by using Cypher Query Language. Query
results are evaluated on the basis of designed storage model
and its potential to capture all the information, a biological
network have, about its entities and relationships. Additionally,
query results are verified from the heterogeneous data sources
from where the data had been collected.In fig 5, the way is
depicted which is used in Neo4j for the representation of G-P
and G-G interaction networks.

Fig. 5. Neo4j Results based on presented Data Storage Model

V. RELATED WORK

Study of protein-protein, protein-gene and gene-gene in-
teractions are becoming increasingly important to understand
human diseases on a system-wide level. These proteinprotein
interactions provide significant information for new percep-
tions in different ways that can impact biomedical research.
Protein functionality often modulate with other interactors
which can either be proteins, or genes or other molecules.
Biochemical Interaction Detection Methods are used to de-
tect interactions among biological entities, such methods in-
clude protein affinity chromatography, affinity blotting, co-
immunoprecipitation, and cross-linking etc. Other prominent
experimental methods for interaction detection in molecular
biology are protein probing and two-hybrid system. Examples
of genetic interaction detection methods include suppressors
[41], synthetic mutants [42], and non-complementing mutants
[43] etc.

In [44], a practical analysis guidance of interactions in
genetic, biochemical and molecular biological methods is
presented. In [45], protein interaction fundamentals, publicly
available protein interaction databases with their useful data
significant information which facilitate genome or genetic
studies, are briefly discussed. A systematic prediction method
of protein-protein interaction type is proposed in [29], based
on solely techniques used to detect interactions. Lactose ef-
fect investigation on structural variation of aging induced by
changing lactose content is presented in [46].

In biological literature[37], systematic views of human
genome are presented from antiquity evolution to precision
medicine against diseases . For research purpose, biological
databases are increasing their importance with rapid growth of
data. In [47], a review of biological databases is presented
followed by the challenges such as data volume, process-
ing, data exchange and curation from big data perspective.
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Human(Homo-sapiens) databases are categorized by the in-
formation provided by database such as DNA [34], RNA
[48], protein [2] [12], Expression [49], Pathway [4], disease
[50], and literature [37]. Ancestral networks mechanisms of
human and mouse genomes that are characterized by the
new gene integration, and gene evolutionary significance are
discussed in [51]. Exploration of their generation frequencies
and patterns of new gene-driven evolution of Gene Gene
Interaction networks is also discussed.

In [52], interaction pattern discovery with characterization
of different types of interactions is discussed along with
their use in protein-protein interaction. Graph databases enable
efficient storage and processing of the encoded biological
relationships. Systems biology graphical notation (SBGN) [53]
represent STON [54] (SBGN TO Neo4j), a framework that
exploits the Neo4j graph database to store biological pathways.
In [30], a novel algorithm for the identification of spurious
curves is presented where curves are used for different un-
folding pathways. An evaluation of different resulting graphs
generated from statistical analysis is presented in [55]. [56]
shows detailed description of protein domains, functional sites,
and families as well as associated patterns and their profiles
identification methods. A brief description of major biological
interaction databases such as BIND [3], DIP [2], HPRD [9], In-
tAct [57], MINT [1], MIPS [58], PDZBase [59] and Reactome
[4] is represented in [60]. BioGrid[10] database is an open
access database that houses protein interactions and genetic
curated data from the primary biomedical literature for all
major model organism/species[35]. Currently, BioGRID [35]
contains 749912 interactions as drawn from 43149 publications
that represent 30 model organisms.

VI. CONCLUSION

We are living in the age of Big Data and graphs are
the most suitable choice for representing large scale multi-
model biological data as they can effectively represent the
relationships of data that is being collected by heterogeneous
data sources. Large scale biological graphs have been used
for analysis of complex data sets from biological domain
like Interaction Networks, Bioinformatics, Health Informatics,
Molecular Networks, Gene-Disease and Gene-Phenotypes As-
sociation Networks and applications that produce large amount
of biological data. To fully utilize the information represented
by graphs, efficient storage model and graph database are
required. In this paper, a storage model has been presented
for diverse data sets, collected from major biological data
repositories by using one of the prominent Graph databases,
Neo4j. Storage Model is described according to various types
of biological information. Moreover, potential Graph Theory
in Biology and tools and techniques used in biological research
activities has been presented. This article will be helpful for
the researchers to get firsthand knowledge of existing Graph
Databases and techniques to plan for future research.
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Abstract—The last decade has shown tremendous growth
data production from different sectors, e.g., biology, financial
markets, scientific computing, business processes, Internet of
Things. The “Data is New Oil” has become a proverb in academic
and corporate circles. Accordingly, tracing, recording origin and
deriving data called data provenance has gained tremendous
traction across board. Privacy and security of data are major
challenges to provenance management. This can be tackled using
watermarking. The downside of majority of existing watermark-
ing techniques is data distortion. In this work, we purpose a novel
approach called package watermarking that addresses the data
capacity, usability, robustness, security, distortion, verifiability,
and detectability issues in data provenance.
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I. INTRODUCTION

In the era of technology, the volume and complexity of data
produced is increasing exponentially. The growth of data poses
the concerns about data integrity and intellectual property
protection. Tracking origin and history of data is an important
task. Provenance or lineage is the mechanism to identify the
ownership and derivation of data. Data trustworthiness can
be evaluated using data provenance. This approach facilitates
the detection of any type(s) of changes in the data and help
to fix the responsibility for that change. It plays a vital role
for the management, authenticity, integrity and trustworthiness
of scientific data, relational database, semantic web, artwork,
and digital objects [1]–[3]. Unstructured/semi-structured data,
transparency of distribution, and interoperability of storage
formats are major challenges to data provenance [4], [5].

Provenance systems can be classified into database-
oriented, service-oriented, and miscellaneous categories [6],
[7]. Researchers have extensively studied different provenance
techniques in various applications domains with different prop-
erties (granularity, representation schemes, backend, overhead
etc.) [6].

Researchers have also used watermarking techniques to
ensure integrity and security of data [8], [9]. A watermark
is embedded into the data for temper detection, ownership
proof and traitor tracing [10]. The watermark must be invisible
and difficult to remove [11]. There exist various watermark-
ing techniques for data provenance including digital [12],
fragile [13], visible [14], invisible [15], novel [16]. These

techniques address data capacity, usability, robustness, security,
distortion, verifiability and detectability issues. However, they
are unable to cope with these issues to optimum level.

This paper presents a distortion free watermarking tech-
nique called package watermarking. This technique has se-
curity, integrity, verifiability, detectability, usability, usability,
and robustness features. The rest of the article is divided into
different sections. Section II presents related work. Section III
describes the proposed methodology. Section IV presents sce-
nario with the help of case study. The results are discussed in
section V. Finally, section VI gives conclusion.

II. RELATED WORK

The growth of data poses the concerns about data integrity
and intellectual property protection. Digital watermarking tech-
niques have been employed for multimedia data. However, it
was difficult to watermark relational data. Researchers have
proposed different database watermarking techniques which
can be categorized based on type of the watermark information,
cover type, granularity level, verifiability, intent of marking,
and distortion [10]. These techniques can be further charac-
terized by data capacity, usability, robustness, security, and
blindness [10].

Tiwari and Sharma studied various semi fragile water-
marking algorithms using various image quality matrices,
insertion and verification methods. However, issues of data
capacity, usability and distortion are not addressed in semi
fragile water marking [17]. Zhang et al proposed gray scale
watermark pre-processing technique which greatly increases
the robustness and capacity of the video watermarking for
copyright protection. This technique maintains the good visual
quality and almost the same bit rate. However, distortion from
illegal attacks and verification at the granularity level (bit level)
are major concerns [18].

Bartolini et al analyzed the performance of ST-DM water-
marking in the presence of non-additive noise. They showed
the gain attack plus additive Gaussian noise and the quanti-
zation attack affect the robustness and cause distortion in the
ST-DM watermarking technique. This limits the effectiveness
of this technique [19]. Noore proposed a semi-blind digital
watermarking technique using the modified discrete cosine
transformation. The results overcomes the attack issues but
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can not eliminate distortion. This technique is not completely
robust against the attacks [12].

Table I compares capacity, usability, robustness, security,
distortion, and verifiability characteristics support in different
studies of watermarking techniques. , , , , and
symbols represents the 0%, 25%, 50%, 75%, and 100%
presence of issues, respectively. This symbol represent ”Not
to be known” representation.

III. PROPOSED METHODOLOGY

Databases have data confidentiality problem. We are
proposing an encryption technique for data concealment or
confidentiality in databases. Proposed technique employs sym-
metric key and stream cipher algorithm. It supports poly
alphabetic substitution technique. Poly alphabetic substitution
approach obtains cipher character by modular addition of
plain text and key character (both should equal in length).
Each cipher characters can substituted by several different
characters.

Proposed algorithm has key generation, encryption, and
decryption steps. In proposed technique, key will be generated
between database user who will upload the file and the
database service provider. It is the symmetric key algorithm
so encryption and decryption key will remain same. Key will
be user name and date of file upload. Next, uploaded file
will be encrypted and then stored in database. Decryption
is the reverse process of encryption it works in same way
as encryption but in reverse. The proposed technique uses
package to ensure data provenance in database systems. The
package consists of encryption and decryption functions.

The features of proposed approach are:

• Proposed scheme is based on symmetric key algorithm
that is much faster than asymmetric key algorithm.

• Key generation mechanism is very strong and unpre-
dictable.

• Unique cryptographic key for each user.

• It follows poly alphabetic substitution method that
replaces plain text character with multiple cipher char-
acters.

• Frequency analysis and cryptanalysis is very difficult
that makes our technique much secure.

IV. CASE STUDY

Every organization has its own organizational structure.
Organizational structure determines how the roles, power and
responsibilities are assigned, controlled, coordinated, and in-
formation flow between the different levels of management.
Organizational structure can be centralized or decentralized
depending on the organizations objectives and strategy.

The proposed data provenance approach is applied for
information management system at Government College Uni-
versity, Faisalabad (Figure 1). The university follows the cen-
tralized organizational structure. The information management
system has four departments, i.e., information, registration,
accounts, and IT departments.

Fig. 1. Data flow in Government College University, Faisalabad.

Information department deals with different student
queries. For example, if an applicant wants to take admis-
sion then he contacts information department to submit the
admission application along with other documents. Information
department will process the application and store in database
by assigning a unique identifier to the applicant. Moreover,
if an applicant require modification of his information then
the department will forward request to other departments.
Registration department will check the applicant record from
database. For fresh students, registration department will assign
the registration number. If student has already registration
number then his data is verified from the database. In both
cases, student data is updated in database and forwarded to
the accounts department. Management of financial resources is
important for any organization. In our case study, the account
department is responsible to check, process, and store the
financial data of the students from the database. Account
department coordinates with IT and registration departments to
handle queries. In current era of the technology, IT department
is most important for an organization for smooth working. IT
department administer and manage the database and computer
network. IT department is responsible to answer different
queries of other departments. Administrator acts like a super
user who have administrative rights to add, update, and delete
records. However, there exist no mechanism to check and track
the tempering of data.

Data provenance can be used to check origin, transforma-
tion, and tempering of data. We have proposed information
classification with respect to provenance at Government Col-
lege University, Faisalabad (Figure 2). Applicant and informa-
tion department can serve as origin of the data. Information,
registration, accounts, and IT departments can modify the data.
Administrator can modify the data and check the tempering.
We have applied the package watermarking to ensure the
provenance of the data.

V. RESULTS AND DISCUSSION

Organizations rely heavily on data generated by different
business processes such customer relationship management,
purchase management, inventory management. Tempering of
data can affect the organization business. There are situations
when data can be modified by illegally without knowledge
of the users of data. It is difficult to find the tempering of

www.ijacsa.thesai.org 499 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 8, No. 5, 2017

TABLE I. COMPARISON OF DIFFERENT WATERMARKING TECHNIQUES

Author Capacity Usability Robustness Security Distortion Verifiability

Tiwari and Sharma [17]

Zhang et al [18]

Bartolini et al [19]

Noore [12]

Fig. 2. Information classification with respect to provenance at Government
College University, Faisalabad.

data. The proposed approach will help for data trustworthiness.
By implementing the proposed approach, organizations can
be assured that data is not changed illegally. If someone has
changed the data then it will be easy to track. The proposed
approach will help organizations to secure data.

The proposed technique is applied to the case study pre-
sented in previous section. Figure 3 shows simple provenance
of personal data. The results depicts a complete transformation
of data and ownership of each department during tracking of
data. This report can be only seen by the owner/administrator.
Other person whether the user of the system or any intervener
can never see this report.

After applying watermarking through encryption and de-
cryption technique, we secured the provenance process as
well as the data of the database. When any user other than
administrator try to approach or access the data, he will not see
the actual data (Figure 4). Figures 3 and 4 are same with same
data, same application. However, Figure 4 is not in useable
format since it does not any record. It is just a trash or nothing
else for the intervener. It does not effect the data present in
the database.

VI. CONCLUSION

There are lots of benefits of using provenance such as show
exact ownership, easily fulfill transformation of data, improved
accessibility etc. However, there are yet practical problems in
this technique that needs to be resolved. Data confidentiality
is one of the major problem. Many researchers contributed

Fig. 3. View of data for authorized users after applying provenance.

their efforts to minimize the data security issue in this domain
with different solutions. Cryptography is most widely used
technique for data concealment in database domain. In this
research work we proposed a new watermarking technique for
data concealment in provenance environment in database. Se-
curity analysis of proposed approach proves that our approach
is much secure against brute force attack, cryptanalysis, pattern
prediction and frequency analysis. This technology needs the
serious attention of the research community to gain the trust
and confidence of databases users. In future, the proposed
methodology will be applied to different types of data and
environments.
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Abstract—This paper proposes two optimal Cordic Loeffler
based DCT (Discrete Cosine Transform algorithm) architectures:
a fast and low Power DCT architecture and a high PSNR
DCT architecture. The rotation parameters of CORDIC angles
required for these architectures have been calculated using a
MATLAB script. This script allows the variation of the angle’s
precision from 10−1 to 10−4. The experimental results show that
the fast and low Power DCT architecture correponds to the
precision 10−1. Its complexity is even lower than the BinDCT
which is a reference in terms of low complexity and its power
has been enhanced in comparison with the conventional Cordic
Loeffler DCT by 12 mW. The experimental results also show that
the high PSNR DCT architecture corresponds to the precision
10−3 for which the PSNR has been improved by 6.55 dB in
comparison with the conventional Cordic Loeffler DCT. Then,
the hardware implementation and the generated RTL of some
required Cordics are presented.

Keywords—Cordic Loeffler DCT; high quality architecture; low
power architecture; Image Processing; DCT

I. INTRODUCTION

The Discrete Cosine Transform DCT was developed by
Ahmed et.al in 1974 [1]. It is a robust approximation of the
optimal Karhunen-Loeve Transform (KLT) [2]. It has become
one of the most widely used techniques of transforms in digital
signal processing.

Many works deal with the optimization of the DCT archi-
tectures. Two principal axes are explored. The first one consists
on the enhancement of the quality of the DCT in terms of
precision measured through the Peak Signal to Noise Ratio
(PSNR) ([3], [4]). The reference in this case is the Loeffler
based DCT which is the most precise architecture since it
doesn’t contain approximations.

The second axe consist on improve the DCT in terms of
power consumption ([5], [6], [7]). In fact, it is well-known
that DCT is one of the computationally intensive transforms

since it requires many multiplications and additions. Many
researches had been done on low-power DCT designs [8],
[9]. As the multiplications are energy expensive operations,
several algorithms are based on additions and shifts instead of
multiplications.

In 2004, Jeong et al. [9] suggested improving a Cordic
(COordinate Rotation Digital Computer) based implementation
of the DCT. CORDIC is an algorithm which can be used to
evaluate various functions in signal processing [10], [11], [12].
In [9], authors proposed a low-complexity CORDIC based
DCT algorithm based on the Flow Graph Algorithm (FGA)
which is the commonly used way to represent the fast DCT.
It requires only 38 add and 16 shift operations and consumes
about 26.1 % less power compared to [13],with a minor image
quality degradation of 0.04 dB.

In the same direction, Sun et .al [14], [15] proposed a new
flow graph for Cordic based Loeffler DCT implementation.
A new table of parameters is obtained with new choice of
the elementary rotations. Their experimental result shows that
the Cordic-based Loeffler DCT consumes 16% of energy
compared to [16] with a minor image quality degradation of
0.03 dB.

After this analysis of state of the art, we remark that
previous works have almost neglected the quality of the results
provided by the DCT algorithm in order to decrease the energy
consumption. In the aformentioned works, the reached preci-
sion degree is at most 10−4. We propose to remain in the same
interval (10−1 to 10−4) and provide 2 optimal architectures.
The first one is a fast and low power DCT architecture and the
second one is a high PSNR DCT architecture. The parameters
of the two architectures are obtained from a Matlab script
which calculates the rotation parameters of the considered
angles.

Contribution in this paper are:

• A matlab script which calculates the CORDIC param-
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eters of the desired angles.

• A high PSNR DCT architecture which is the closest
to the reference in terms of image quality (the Loeffler
based DCT [16]) with significant power reduction.

• a fast and low power DCT architecture which is the
closest to the reference in terms of low complexity
(The BinDCT [17]) with substancial PSNR improve-
ment.

This paper is organized as follows. Section 2 briefly
introduces the algorithms of conventional Cordic-Based DCT
Architecture. In Section 3, the proposed architectures and their
Cordic parameters are presented. The experimental results are
shown in Section 4 while Section 5 concludes this paper.

II. CONVENTIONAL CORDIC-BASED DCT
ARCHITECTURE

A. Cordic Algorithm

The conventional Cordic algorithm [10], [11] is hardware-
efficient used for the approximation computation of the tran-
scendental functions. It only uses shift and addition operations.
The Cordic algorithm can operate in two modes, namely
vectoring and rotation and in this paper, the first mode is
focused on.

In the conventional Cordic algorithm, a rotation angle is
decomposed into a combination of micro-rotation angles of
arctangent radix. When the vector is rotated by an angle θi,
the coordinate changed from (Xi, Yi) to (Xi+1, Yi+1).

The value of vector after this micro rotation can be repre-
sented as:(

xi
yi

)
=

(
cos(θi) −σi sin(θi)
σi sin(θi) cos(θi)

)(
xi+1

yi+1

)
= Ki

(
1 −σi2−i

σi2
−i 1

)(
xi+1

yi+1

) (1)

where θi = arctan(2−i), σi = ±1 and Ki = cos(θi).

The circular rotation angle is depicted as:

θ =
∑

σiθi where σi = ±1 (2)

Fig. 1. The direct implementation of equation 1

In the equation (1), only shift and add operations are
required to perform the rotation angle described in Fig. 1. But,
the results of the rotation iterations need to be scaled by a

compensation (scale) factor K. This can be done by using the
following iterative method.

K =
∏
i

Ki =
∏
i

1√
1 + 2−2i

(3)

The scale factor K which can be interpreted as a constant
gain (hence not data dependent) can be tolerated in many
digital signal processing applications. Hence, it should be
carefully investigated whether it is necessary to compensate for
the scaling at all. If scale factor correction cannot be avoided,
two possibilities are known. The first approach consists on
performing a constant factor multiplication with 1/Ki. The
second method is based on extending the Cordic iteration in a
way that the resulting inverse of the scale factor takes a value.
In other words, writing the scaling factor as a sum of 2−i

where i must be determined so that the error is minimized,
is needed. In the rotation mode, the angle accumulator is
initialized with the desired rotation angle. The rotation decision
at each iteration is made to diminish the magnitude of the
residual angle in the accumulator one. The decision at each
iteration is therefore based on the sign of the residual angle
after each step [10].

B. Cordic-Based DCT Architecture

The One-dimensional DCT for 8x8 sub-images is defined
as

X(t) =
1

2
C(t)

7∑
i=0

x(i) cos

[
(2i+ 1)tπ

16

]

C(t) =

{ √
2
2 if t = 0
1 otherwise

(4)

Where x(i) is the input data and X(t) is 1-D DCT
transformed output data.

The two-dimensional DCT is a separable transform. It can
be executed by one-dimensional DCT in a serial manner as
shown in the Fig. 2.

Fig. 2. 8× 8, 2-D DCT processor with separable 1-D DCT

The 1-D DCT transform is represented by the Equation 5
- 12.

X(0) = x(0)+x(1)+x(2)+x(3)+x(4)+x(5)+x(6)+x(7)
(5)

X(1) =
(
x(0)− x(7)

)
cos(π/16) +

(
x(1)− x(6)

)
cos(3π/16)

+
(
x(3)− x(4)

)
sin(π/16) +

(
x(2)− x(5)

)
sin(3π/16)

(6)

X(2) =
(
x(1) + x(6)− x(2)− x(5)

)
cos(3π/8)

+
(
x(0) + x(7)− x(3)− x(4)

)
sin(3π/16)

(7)
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X(3) =
(
x(0)− x(7)

)
cos(3π/16)−

(
x(3)− x(4)

)
sin(3π/16)

−
(
x(2)− x(5)

)
cos(π/16)−

(
x(1)− x(6)

)
sin(π/16)

(8)

X(4) =
(
x(0)+x(3)+x(4)+x(7)

)
−
(
x(1)+x(2)+x(5)+x(6)

)
(9)

X(5) =
(
x(3)− x(4)

)
cos(3π/16) +

(
x(0)− x(7)

)
sin(3π/16)

−
(
x(1)− x(6)

)
cos(π/16) +

(
x(2)− x(5)

)
sin(π/16)

(10)

X(6) =
(
x(0) + x(7)− x(3)− x(4)

)
cos(3π/8)

−
(
x(1) + x(6)− x(2)− x(5)

)
sin(3π/8)

(11)

X(7) =
(
x(0)− x(7)

)
sin(π/16)−

(
x(1)− x(6

)
) sin(3π/16)

−
(
x(2)− x(5)

)
cos(3π/16)−

(
x(3)− x(4)

)
cos(π/16)

(12)

The unfolded and reorganized equations allow to detail the
origin of the FGA based DCT shown in Fig. 3. These equations
are also used to represent the DCT as a matrix which will be
used in the 2D-DCT processing (Fig. 2).

The Cordic array performs the fixed-angle rotation in the
DCT algorithm. Therefore, the general signal flow graph of
Cordic-based DCT is presented by Fig. 4.

Fig. 3. Hardware architecture of CORDIC-based 1-D DCT

According to the Fig. 4, the signal flow can be represented
by three major components, the butterfly operator, the fixed-
angle CORDICs and the post-scaling factors of 8-point DCT.

III. PROPOSED HIGH PRECISION CORDIC-BASED
LOEFFLER DCT ARCHITECTURE

In this section, the proposed MATLAB script which calcu-
lates the Cordic Rotations is presented. The main result of this

Fig. 4. The general signal flow graph CORDIC-based DCT

algorithm is enhancing the degree of precision by improving
the selected parameters in order to find the exact values of the
rotations.

A. Computation of Micro-Rotation decomposition

The proposed MATLAB script takes as input the rotation
angle. We vary the precision degree from 10−1 to 10−4 to
remain in the same interval exploited by the conventional
architectures.

Input Theta (angle) and Epsilon (tolerance);

The MatLab script

1:Cpt=[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0];
2:N=1;
3:Sig=0;
4:while (|Theta|>Epsilon) && (N<15))
5:if (Theta < 0) Sig=Sig+1; end;
6:x=|tan(Theta)|;
7:k=round(log2(1/x));
8:Theta=|Theta|-atan(1/2ˆk);
9:Cpt(N)=(-1)ˆSig * k;
10:N=N+1;
11:end;
12:a=0;
13:for k=1:15
14: if (Cpt(k) ˜= 0)
15: a=a+|Cpt(k)|*atan(2ˆ(-|Cpt(k)|))/|Cpt(k)|;
16:end
17:end

This approach provides the Cordic parameters (iterations
and direction) corresponding to the angle and the selected pre-
cision. The iterations, in other words, the micro-rotations are
identified with their orientation, clockwise or anticlockwise.

This method is applicable to the angles comprised within
the range of 0 and π/4. The angles higher than π/4 can be
decomposed into angles in this interval. For example, 3π/8 =
π/4 + π/8. So, to determine the CORDIC parameters of this
angle, we begin by the CORDIC parameters of π/4 followed
by the CORDIC parameters of π/8.

B. Cordic parameters corresponding to the angle 3π/16

For a precision degree of 10−1 and 10−3, the micro-
rotations shown respectively in the Table I, II are found.
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TABLE I. DETERMINING THE CORDIC PARAMETERS FOR 3π/16 CORRESPONDING TO A PRECISION DEGREE OF 10−1

θ = 3π/16 x = |tanθ| i=round(-log2(x)) θ = |θ| − tan−1(2−1) σ Stop Condition
|θ| < ε

Iteration1 x=0.6682 1 θ = 0.1254 + 0.125 > 10−1

Iteration2 x=0.1261 3 θ = 0.001 + 0.001 < 10−1

End of process

TABLE II. DETERMINING THE CORDIC PARAMETERS FOR 3π/16 CORRESPONDING TO A PRECISION DEGREE OF 10−3

θ = 3π/16 x = |tanθ| i=round(-log2(x)) θ = |θ| − tan−1(2−1) σ Stop Condition
|θ| < ε

Iteration1 x=0.6682 1 θ = 0.1254 + 0.125 > 10−3

Iteration2 x=0.1261 3 θ = 0.001 + 0.001 > 10−3

Iteration3 x= 0.0010 10 θ = 6.9457e− 05 + 6.9457e− 05 < 10−3

End of process

The rotation angle 3π
16 can be written as the weighted sum

of micro-rotations as seen in the Equation 13

θ =
3π

16
= 0.589048 ≈ θ1 + θ3 = 0.588002± 10−1 (13)

Based on the previous computed micro-rotations of the
3π/16 angle, the Cordic architecture computing 3π/16 angle
is given in Fig. 5.

Fig. 5. Unfolded flow graph of the 3π/16 angle (Precision=10−1)

The rotation angle 3π
16 is shown in the Eq. 14

θ =
3π

16
= 0.589048 ≈ θ1+θ3+θ10 = 0.588979±10−3 (14)

The Cordic architecture computing 3π/16 angle is given
in Fig. 6.

Fig. 6. Unfolded flow graph of the 3π/16 angle (Precision=10−3)

C. Cordic parameters corresponding to the angle π/16

For a precision degree of 10−1 and 10−3, the micro-
rotations shown respectively in the Table III and IV are found.

The rotation angle π
16 can be written as the weighted sum

of micro-rotations as seen in the Equation 15

θ =
π

16
= 0.196349 ≈ θ2 = 0.244978± 10−1 (15)

The Cordic architecture computing π/16 angle is given in
Fig. 7. The generated RTL is shown in Fig. 8. As it is shown,
it consists on a subsystem with 2 inputs and 2 outputs. The
subsystem is composed by two shift operators (sh1 and sh2)
and two add/sub operators (a and sub).

Fig. 7. Unfolded flow graph of the π/16 angle (Precision=10−1)

Fig. 8. The generated RTL of the of the cordic π/16 (Precision=10−1)

The rotation angle π
16 estimated with a precision degree of

10−3 is shown in the Eq. 16

θ =
π

16
= 0.196349 ≈ θ2 − θ4 + θ6 − θ9 = 0.196230± 10−3

(16)

The Cordic architecture computing π/16 angle is given in
Fig. 9.
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TABLE III. DETERMINING THE CORDIC PARAMETERS FOR π/16 CORRESPONDING TO A PRECISION DEGREE OF 10−1

θ = π/16 x = |tanθ| i=round(-log2(x)) θ = |θ| − tan−1(2−1) σ Stop Condition
|θ| < ε

Iteration1 x=0.1989 2 θ = −0.0486 + 0.048 < 10−1

End of process

TABLE IV. DETERMINING THE CORDIC PARAMETERS FOR π/16 CORRESPONDING TO A PRECISION DEGREE OF 10−3

θ = π/16 x = |tanθ| i=round(-log2(x)) θ = |θ| − tan−1(2−1) σ Stop Condition
|θ| < ε

Iteration1 x=0.1989 2 θ = −0.0486 + 0.048 > 10−3

Iteration2 x=0.0487 4 θ = −0.0138 - 0.0138 > 10−3

Iteration3 x= 0.0138 6 θ = −0.0138 + −0.0018 > 10−3

Iteration4 x= 0.0018 9 θ = −0.0138 - −1.1908e− 04 < 10−3

End of process

Fig. 9. Unfolded flow graph of the π/16 angle (Precision=10−3)

D. Cordic parameters corresponding to the angle 3π/8

For a precision degree of 10−1 and 10−3, the micro-
rotations shown respectively in the Table V and VI are found.

The rotation angle 3π
8 estimated with a precision degree of

10−1 is shown in the Eq. 17

θ =
3π

8
= 1.178097 ≈ θ0 + θ1 = 1.249045± 10−1 (17)

The Cordic architecture computing 3π/8 angle is given
in Fig. 10. The generated RTL is shown in Fig. 11. As it is
notable, it is composed by 4 add/sub operations (a1, a2, sub1
and sub2) and 2 shifters (sh1 and sh2).

Fig. 10. Unfolded flow graph of the 3π/8 angle (Precision=10−1)

The rotation angle 3π
8 estimated with a precision degree of

10−3 is shown in the Eq. 18

θ =
3π

8
= 1.178097 ≈ θ0 + θ1 + θ4 + θ7 = 1.178814± 10−3

(18)

The Cordic architecture computing 3π/8 angle is given in
Fig. 12.

IV. EXPERIMENTAL RESULTS

In order to demonstrate the high-quality feature of the
proposed DCT architectures, it has been evaluated considering
a JPEG2000 compression chain [18] using a well-known test
image. Table VII shows the comparison of the PSNR of the
proposed DCT architectures for precision degrees ranged from
10−1 to 10−4, with the other conventional DCT architectures.
Checked results consider high-to-low quality compression (i.e.
quantization factors from 95 to 70) using Lena image. Fig. 13
gives the experimental results based on the Lena image.

It can be easily noticed from the Table VII that Arch.Deg3
has better quality about 6.55 dB for Q=95 than the Cordic-
based Loeffler. As seen in the Table VII (especially the last
row which correponds to the average PSNR), Arch.Deg3 is
the closest to the Loeffler DCT which is considered as the
reference and the target in terms of precision and image quality.
It is also noticed that it is useless to go higher than 10−3 since
the values remain stable. This is why Arch.Deg3 is considered
as the best architecture in terms of image quality.

The considered architectures have been implemented on
Virtex5 xc5vlx30-3ff676. The power consumption is measured
with Xpower Analyzer with 100 Mhz clock frequency and 1V
supply power. The delay of each architecture is determined
with the ISE Simulator (ISIM). The power consumption, the
latency and the complexity of the different DCT architectures
(the conventional and the proposed ones) with precision de-
grees ranged from 10−1 to 10−4 are shown in the Table VIII.

As it could be noticed, the most interesting architecture in
terms of power consumption and execution delay is Arch.Deg1
which corresponds to a precision degree of 10−1. The com-
plexity of this architecture is even lower than the BinDCT
which is a reference in terms of low complexity. The power
consumption of Arch.Deg1 is almost the lowest. The fact is
that the power of the BinDCT is lower but this loss of power is
minor when the significant enhancement made by Arch.Deg1
in terms of image quality in comparison with the BinDCT is
considered.

The waveform correponding to Arch.Deg1 and Arch.Deg3
are shown respectively in Fig. 14 and 15. As it is notable from
Table VIII, Fig. 14 and 15, the execution time of a single
column of an 8 × 8 image block is 95 ns for Arch.Deg1 and
105 ns for Arch.Deg3. In terms of number of cycles, it could
be said that for Arch.Deg1 it is equal to 10 cycles and for
Arch.Deg3 11 cycles. The process of an entire 8 × 8 image
block takes 905 ns for Arch.Deg1 and 985 ns for Arch.Deg3.
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TABLE V. DETERMINING THE CORDIC PARAMETERS FOR 3π/8 CORRESPONDING TO A PRECISION DEGREE OF 10−1

θ = 3π/8 x = |tanθ| i=round(-log2(x)) θ = |θ| − tan−1(2−1) σ Stop Condition
π/4 + π/8 |θ| < ε

Iteration1 x=1 0 θ = 0 - 0 < 0.1
π/4 End of Process π/4

Iteration2 x=0.4142 1 θ = −0.0709 + 0.07 < 10−1

π/8 End of Process 3π/8

TABLE VI. DETERMINING THE CORDIC PARAMETERS FOR 3π/8 CORRESPONDING TO A PRECISION DEGREE OF 10−3

θ = 3π/8 x = |tanθ| i=round(-log2(x)) θ = |θ| − tan−1(2−1) σ Stop Condition
π/4 + π/8 |θ| < ε

Iteration1 x=1 0 θ = 0 - 0 < 0.1
π/4 End of Process π/4

Iteration2 x=0.4142 1 θ = −0.0709 + 0.07 > 10−3

π/8

Iteration3 x= 0.0711 4 θ = 0.0085 - 0.07 > 10−3

π/8

Iteration4 x=0.0085 7 θ = 7.1738e− 04 - 7.1738e− 04 < 10−3

π/8 End of Process π/8
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Fig. 11. The generated RTL of the of the cordic 3π/8 (Precision=10−1)

Fig. 12. Unfolded flow graph of the 3π/8 angle (Precision=10−3)

In terms of number of cycles, it could be said that Arch.Deg1
takes 80 cycles and Arch.Deg3 88 cycles. This is perfectly
normal since Arch.Deg3 requires more shift/add operation

layers than Arch.Deg1. So the process takes more time.

In comparison with the Loeffler DCT, it could be said
that Arch.Deg1 is somewhat slower since the multiplication
operation is replaced by several layers of shift/add operators
which leads to a little higher delay.

If one compares the conventional Cordic Loeffler based
architecture, Arch.Deg1 and Arch.Deg2, he finds that the delay
is the same even though the shift/add operation layers are
not exactly similar. This is perfectly normal since the delay
depends essentially on the longest path and in these three cases,
the longest path passes through the 3π/16 Cordic.
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TABLE VII. PSNR FROM HIGH-TO-LOW COMPRESSION QUALITY IN JPEG2000 FOR LENA128 IMAGE

Quality Loef. CLoef. BinDCT Arch.Deg1 Arch.Deg2 Arch.Deg3 Arch.Deg4
Factor DCT DCT

95 44.23 36.98 26.94 41.33 42.04 43.53 43.53
90 39.72 36.02 26.85 38.52 38.85 39.46 39.46
85 37.14 35.11 26.78 36.44 36.62 36.99 36.99
80 35.46 34.30 26.65 35.06 35.18 35.35 35.35
75 34.36 33.71 26.57 34.03 34.12 34.28 34.28
70 33.61 33.18 26.48 33.39 33.46 33.56 33.56

Average 37.42 34.88 26.71 36.46 36.71 37.19 37.19

(a) 34.28 dB for Q=75
(Arch.Deg3)

(b) 36.99 dB for Q=85
(Arch.Deg3)

(c) 43.53 dB for Q=95
(Arch.Deg3)

(d) 36.98 dB for Q=95
(Conventional CLDCT)

Fig. 13. Lena images obtained using the proposed Cordic-based Loeffler DCT for P = 10−3

TABLE VIII. COMPLEXITY AND POWER CONSUMPTION FOR DIFFERENT DCT ARCHITECTURES

8-point DCT Multipliers Add/Sub Shift Power(W) Delay(ns)
Loeffler DCT[16] 11 29 0 0.744 75

CORDIC-based Loeffler DCT [14], [15] 0 38 16 0.642 95
Bin DCT [17] 0 36 17 0.600 95

Arch.Deg1 (10−1) 0 34 12 0.630 95
Arch.Deg2 (10−2) 0 40 18 0.640 95
Arch.Deg3 (10−3) 0 46 24 0.656 105
Arch.Deg4 (10−4) 0 52 30 0.659 115

Fig. 14. The Waveform corresponding to Arch.Deg1
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Fig. 15. The Waveform corresponding to Arch.Deg3

V. CONCLUSION

In this paper, we present two optimal Cordic Loeffler based
DCT architectures: a high PSNR architecture (Arch.Deg3)
and a fast and low power architecture (Arch.Deg1). The
Cordic parameters required for these architectures have been
calculated using a MATLAB script. The obtained results con-
cerning the first architecture (Arch.Deg3) show a significant
improvement in the PSNR (6,55 dB for Q=95 in comparison
with the Cordic Loeffler based DCT and 16,6 dB for Q=95
in comparison with the BinDCT) without a substantial loss
of Power. Concerning the second architecture, we obtain an
enhancement in terms of power consumption (12 mW in
comparison with the conventional Cordic Loeffler based DCT
and 114 mW in comparison with the Loeffler based DCT) with
a significant improvement in terms of PSNR (4,35 dB for Q=95
in comparison with the Cordic Loeffler based DCT and 14.4
dB for Q=95 in comparison with the BinDCT). The optimal
Cordic Loeffler DCT architectures which we found could be
used in biometrical systems and endoscopy applications.
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Abstract—IoT is transforming the physical world into a digital
world by connecting people and things. This paper describes
state of the art domains where IoT is playing a key role. Smart
agriculture is selected as a case study of IoT application domain.
OGC sensor web enablement framework is studied and discussed
its application for smart agriculture. This paper mainly focuses
on modeling the smart agriculture system using SensorML of
OGC. It also identified, developed and modeled few major
components/sub-systems/systems required for smart agriculture.
This study also demonstrated how SensorML can be utilized in
modeling IoT enabled systems.
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I. INTRODUCTION

Internet of Things (IoT) is an umbrella term covers many
aspects of the connected world. It is enabling the objects in
the real world to communicate and collaborate in everyday
working or living environment. It represents the convergence
of various enabling technologies such as connectivity, smart
objects that can sense, store and communicate. By 2020, there
will be around 50 billion physical and virtual entities con-
nected to form a global network infrastructure[1]. Things are
becoming recognizable to exchange information that must be
readable, addressable and locatable through different sensing
devices.

In the past few years, wireless communication proposed
an innovative paradigm called the Internet of Things (IoT).
It is a unique infrastructure [2] that is promptly achieving the
scenario of recent wireless telecommunications. It evolve from
the concepts of pervasive, ubiquitous, and ambient computing
and became the most disruptive technological revolution. IoT
is enabling to collect the sensed data, analyze it and perform
primary actions by providing smartly intelligent management
and decision making processes. This new dimension is a step-
forward to develop smart socio-economic societies. In the
context of domestic and working fields, IoT have obvious
effects on both such as smart homes and offices, logistics,
business process management, intelligent transportation of
people and goods, e-health, automation or industrial built-up
and enhanced learning are the examples of some application
developments in which this new standard will play a prominent
role in coming future [3].

Open Geospatial Organization (OGC) [4] is a standard
organization that promote the development and implementa-
tion processes for geospatial services. This standard initiated
Sensor Web Enablement (SWE) that constructing a distinctive
and innovative structure for developing all types of Web-
connected sensors systems. SensorML is an Open Geospatial

Consortium standard. It give standard models which provide
a rich assemblage of metadata that make the sensor system
discoverable, measureable and observable. SensorML is a
sensor programming mechanism provide XML encoding for
defining the sensors and its observation processes [4]. OGC
also support many IoT sensor based applications and build
several research projects and commercial developments into
different geographical data frameworks.

In this paper, Section II describe the application domains
using IoT enabling technologies. Section III introduced the
SensorML based on OGC SWE framework that contain some
related work where the SensorML is implemented. It also con-
tain the description of Sensor Web and its standard elements.
Accordingly, the Case study of SensorML is illustrated in
section IV, which defines the working of different components
of smart agriculture. Then it will conclude in Section V with
a short summary of entire working as well as viewpoints on
future research experiments.

II. IOT APPLICATION DOMAINS

This section elaborate the four different application domain
areas that based on IoT paradigm.

1) Supply Chain Management: Supply chain management
(SCM) is a set of coordinated activities for incorporating the
dealers, producers, transporters, and consumers conveniently
so that the right item or service can be delivered [5]. Global
supply chain forum has identified eight main processes of
SCM: consumer relationship and service management, demand
management, order fulfillment, manufacturing, flow manage-
ment, procurement, product development and commercializa-
tion and return [6-8]. Supply chain particularly in food (fresh
or processed) require extra measures to manage the quality
parameter of food items and maintain the food degradation
process. Long supply chains of fresh or unpreserved foodstuff
can be affected by extraordinary hazardous elements [9-13].
The Internet of Things and enabling technologies can provide
solutions to manage complex processes of the supply chain.
The operational efficiency in fleet management, cargo integrity
monitoring, and storage condition control, optimization of
warehouse workload, inventory tracking and analytics can
be achieved with IoT technology. The sensing and tracking
technologies such as RFID, GPS, smart labels, temperature
and humidity sensors can bring in a variety of data such as
location, weather conditions, traffic conditions, temperature
stability and driving behaviors. Sensing, in this regard can
bring deep intelligence and new business models in supply
chain and logistics.
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2) Traffic Monitoring and Management: Smart traffic mon-
itoring and management is a growing need for smart cities.
With the enabling technologies, now it is becoming possible
to have a smart infrastructure to control the vehicles flow on the
road, provide efficient and safe road journey, accident handling,
help in preventing the traffic congestion, save the travel time
or cost and fuel consumption etc [14]. The objectives of smart
traffic monitoring can be achieved by collecting real-time data
and observation of different traffic conditions.

A number of researchers have dealt with the problem of
intelligent traffic monitoring and controlling, and as a result of
their efforts, several different approaches have been developed.
Like one author proposed a solution to improve the precise
automobile location and get the mechanical information of
vehicle status by the technology of wireless data communica-
tion and RFID technology [15]. In another article, the authors
developed strategies to integrate different dynamic data into
Intelligent Transportation Systems by using Wireless Sensor
Networks [16].

The Author [17] proposed a design for intelligent traffic
monitoring system (ITMS) by implementation of the Internet
of Things (IoT) that visualize the traffic on the Web-based
GPS or GPRS. This IoT implementation focused on three
components such as the attainment of traffic that contain the
abilities of GPS sensor, GPRS-based data transport, and the
scheme of a Web/GIS-based traffic monitoring software. Patrik
et al. [18] proposed a service-oriented architecture (SOA) for
an effective integration of IoT in enterprise services. Recently
researchers shifted their attention to revolutionizing paradigm
of the Internet of Things, which resulted in constructing of a
more convenient environment composed of various intelligent
systems in different domains.

3) Waste Management System: The Intelligent waste man-
agement system will provide beneficial information to the
public by helping and encouraging a useful and optimizing
method of collecting waste. It comprises of different processes
like the collection, manage and checking the waste things,
transportation, handling of garbage data and the clearance
of items. Whole processing of this system is done on a
cloud platform that supports sensing as a service. Commercial
Waste management is divided into some selective methods
such as the gathering, transportation, discarding, handling,
controlling and monitoring of waste ingredients. According to
this scenario, different sectors are involved such as health and
safety authorities, reusing and manufacturing industries and
city governance. All these sector processes retrieve information
according to their own concern.

4) Smart Agriculture: Agriculture is an essential part of
world’s economy and facilitates many business entities and
communities around the world. According to World Economic
Forum [19], the demand for a feed of 9 billion world popula-
tion will rise to 70 percent by 2050. To meet this challenge,
improvements in the global food system is required that can
meet the requirements of farmers as well as consumers. Grow
Africa initiative [20] is a kind of joint venture by World
Economic Forum and African Union Commission(AUC) to
target collaboration among key stakeholders and improve agri-
cultural growth. To achieve the objective of growth rate by
20 percent requires a transformation of the agriculture sector
by increasing the collaboration by all stakeholders including

Fig. 1. Overview of the Sensor Web Enablement architecture [27].

farmers, marketers, government, civil society, and the private
sector. Smart agriculture systems can pave the way to achieve
the global objectives of food security and agriculture. Smart
agriculture system mostly defined in five factors: environ-
mental, social, economic, geographical and technical aspects.
Smart agriculture systems have the potential in provisioning in
agricultural management, production and overall distribution
processes [21, 22].

The enabling technologies in IoT are going to modernize
agriculture around the world particularly in developed coun-
tries. The smart agriculture systems are widely being used
in crop breeding, preservation of crops, forestry and insect
operation, and agricultural meteorological conditions[23, 24].
Sensing capabilities and platforms are required to monitor
the plant growth status, soil conditions, pest controlling, and
weather conditions.

III. SENSOR WEB

This section presents Sensor Web architecture that derive
from Open Geospatial Consortium (OGC) Sensor Web Enable-
ment including its other information and service models. Open
Geospatial Consortium (OGC) is an international standardiza-
tion organization comprises of various services that integrate
sensors and sensor data into geographical data frameworks.
SWE define the designs for sensor data and metadata along
with sensor service interfaces. Collectively, these standards
create a structure that achieving the objectives of the Sensor
Web. It comprises of different standard elements:

• Observations and Measurements (O& M) is an en-
coding for data being observed or measured by the
devices.

• Transducer Markup Language (TML) is augmented for
data streaming and supports the encoding of sensor
metadata or data. Though, it also addresses various
application area than O& M and SensorML.

• The Sensor Observation Service (SOS) describes the
network-centric data demonstrations and processes for
retrieving and incorporating the observation data from
sensor systems

• The Sensor Planning Service (SPS)setting the mea-
surement parameters and used for tasking sensors.

• The Sensor Alert Service (SAS) describes the service
interface which can be used by the user for con-
tributing to self-defined alert situations. This service
provides the facility of receiving notification in case
the circumstances are matched
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• Web Notification Service (WNS) identifies an interface
for a service avail by the user for message interchange
with multiple services.

1) SensorML: The SensorML specification [25, 28] de-
scribes the models, encodings and XML Schema for any
activity, counting measurement by a sensor system. SensorML
is a process model that cover the specifications, input/output,
metadata quality, filters, procedures, standardization data, sev-
eral probable parameters and useful characteristics that can
apply in SensorML descriptions. Different subtypes clarify
different varieties of sensors, actuators or structures of devices.
Global Positioning System (GPS) sensor is an example that
also integrates the system of complex processes that gives the
observations of location, direction, and speed.

SensorML provides an operational model of the sensor
system, rather than a thorough depiction of its hardware. It
uses sensor structures and a systems modules as processes
such as actuators, devices, detectors, platforms, etc. Therefore,
each element can be involved in more than one processes that
provide a facility for geolocating and handling or define the
observations to a higher level of information. In SensorML,
all methods containing the sensors and sensor systems have
input/output, constraints, and processes that can be operated
by applications for developing measurements from any sensor
system. Furthermore, SensorML also gives other metadata that
is beneficial for empowering the discovery process, finding
system constraint of security or authorized usage for giving
connections and references, physical properties and explaining
task-able properties.

SensorML and Sensor Web Enablement processes are the
key discovery in the development of detector applications.
Sensor Model Language (SensorML) includes the sensors and
actuators that give descriptions of sensors and sensor systems
for record management. SensorML process the information
system and observation discovery to support the geolocation of
measured values. Its services supported the sensor discovery,
sensor programming mechanism, sensor geolocation, and con-
tribution to sensor alerts and processing of sensor observation
[27] [28].

A sensor has only one input and output term for both the
scalar quantities. According to SensorML, a sensor describes
a specific type of Process Model. It clarifies the element that
the SensorML can be used to make the immediate structure
of a System. This system measures the temperature, pressure,
wind speed, wind direction, and rainfall amount. All these
detectors using the five different modules for observation and
measurement such as a thermometer for temperature detection,
a barometer for measuring wind direction, wind sensor, rain
gauge and spark fun for soil moisture detection.

Smart Agriculture

By considering the working of SensorML, several Authors
presented their work implementing its processes. The paper
[29] presented the system architecture which is stimulated by
the Open Geospatial Consortium (OGC) Sensor Web Enable-
ment (SWE) based on one of its information model. It sup-
ported Sensor Model Language (SensorML) of which Process
Model is primary for efficiently handling the heterogeneous
devices and their information. Author designed prototype by

using ”SensorModel V1.0” and executed used to create the
standard model for integrated management of various remote
sensing satellite sensor resources information and determine
the model-based recovery and conception of connected remote
instruments and their data. It stimulates the inclusive retrieving
and collective formation and monitoring the accessible distant
sensors information in time-critical hazard emergency.

Aloisio G et al[28], proposed a Globus Monitoring and Dis-
covery Service that integrate sensor networks in Grid environ-
ments by means of the design of an information system based
on Sensor Modeling Language (SensorML). It is a method
that based on Monitoring and Discovery Service of Globus
Toolkit to assimilate devices in grid environments. These grid
sensors provide explicit information about various phenomena
and utilizing the computing resources in a resourceful and
coordinated manner.

SensorML, however, provide efficient mechanism for de-
scribing sensor resources as well as Scientific Workflow. Sci-
entific Workflows usually works for modelling and executing
scientific experiments. Its technology helps the researchers by
letting them to capture in a machine executable manner to
the process concerning to some research. SensorML in this,
facilitate as a tool by giving some extensions for distributed
Scientific Workflows Description on the Web [29].

IV. CASE STUDY OF SMART AGRICULTURE

In this section, the proposed simulation mechanism is
introduced. The user can access the sensor data, by using web
application named The Smart Miner. User can create his
account and avail the service. All these sensor specifications
stored in registry, can select data from the search panel and
select required detector information. System can process these
devices behavior and generate information by considering
observation and measurement element. Data source interface
contains the sensor id, source name and source table. The user
can also add new data source item in it.

In these schemas, five system components are elaborated
that describe different functionality according to their specifi-
cation.

1) Temperature Detector: Temperature sensor detector
used to detect humidity level in the environment. It contains
the sensor name, type, and identification numbers, temporal,
reference to the platform description, sensor’s location, the
sensor operator and tasking services, response characteristics
and information for geolocating measures, textual metadata,
and history of the sensor and classification constraints of the
description. In Identification component of temperature sensor,
a name and a model number are given for the detector. Each
Term is clearly stated by the URN. The calibration curve in
temperature detector gives representing of input values to the
output values at a stable state system. There is a separate
virtual input for every measured development. In output term,
all values and a time tag is measured.

<!--IDENTIFICATION-->
<detector id="Humidity_THERMOMETER">
<identification>

<IdentifierList>
<identifier name="longName">

<Term qualifier="urn:ogc:def:identifier:longName">
Humidity Temperature Detector</Term>
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</identifier>
<identifier name="modelNumber">

<Term qualifier="urn:ogc:def:identifier:modelNumber">123</Term>
</identifier>

</IdentifierList>
</identification>

<!--INPUT/OUTPUT-->
<inputs>

<InputList>
<input name="temperature">

<swe:Quantity definition="urn:ogc:def:phenomenon:temperature"
uom="urn:ogc:def:unit:celsius"/>
</input>

</InputList>
</inputs>
<outputs>

<OutputList>
<output name="measuredTemperature">

<swe:Quantity definition="urn:ogc:
def:phenomenon:temperature"
uom="urn:ogc:def:unit:celsius"/>
</output>

</OutputList>
</outputs>

Listing 1. SensorML description of Temperature Detector

2) Wind Speed Detector: Anemometer sensor or wind
speed detector is used to detect the wind speed that measures
the air velocity and air flow. In identification component of
wind speed detector, a unique identification and model number
needs to give and its each Term is defined by URN. The
calibration curve in Wind Speed sensor, representing of input
values to the output values at a stable state system. There is
a separate virtual input for every measured development. In
output term, all values and a time tag is measured.

<!--IDENTIFICATION-->
<Detector id="User_ANEMOMETER">
<identification>
<IdentifierList>
<identifier name="longName">

<Term qualifier="urn:ogc:def:identifier:longName">
User Wind Speed Detector</Term>
</identifier>
<identifier name="modelNumber">
<Term qualifier="urn:ogc:def:identifier:modelNumber">333<
/Term>
</identifier>
</IdentifierList>
</identification>

<!--INPUT/OUTPUT-->
<inputs>
<InputList>
<input name="windSpeed">

<swe:Quantity definition="urn:ogc:def:phenomenon:windSpeed"
uom="urn:ogc:def:unit:meterPerSecond"/>
</input>
</InputList>
</inputs>
<outputs>
<OutputList>
<output name="measuredWindSpeed">

<swe:Quantity definition="urn:ogc:
def:phenomenon:windSpeed"
uom="urn:ogc:def:unit:meterPerSecond"/>
</output>
</OutputList>
</outputs>

Listing 2. SensorML description of Wind Speed Detector

.

3) Wind Direction Detector: Wind direction detector also
has a unique name and a model number as its each Term
is clearly stated by the URN. When specifying the position,
id will be used. The user can read this measurement data by
different parameters, input or output conditions and calibration
time according to it. Different rotation of axis observe the

status of the direction of the wind and give information to the
user. In identification component of wind direction detector, a
unique identification and model number needs to give and its
each Term is defined by URN. The calibration curve in Wind
direction sensor, representing of input values to the output
values at a stable state system. There is a separate virtual input
for every measured development. In output term, all values and
a time tag is measured.

<!--IDENTIFICATION-->
<Detector id="User_WIND_DIRECTION">
<identification>
<IdentifierList>
<identifier name="longName">

<Term qualifier="urn:ogc:def:identifier:longName">
User Wind Direction Detector</Term>
</identifier>
<identifier name="modelNumber">
<Term qualifier="urn:ogc:def:identifier:modelNumber">
111</Term>
</identifier>

</IdentifierList>
</identification>

<!--INPUT/OUTPUT-->
<inputs>
<InputList>
<input name="windDirection">

<swe:Quantity definition="urn:ogc:def
:phenomenon:windDirection"
uom="urn:ogc:def:unit:degree"/>
</input>
</InputList>

</inputs>
<outputs>

<OutputList>
<output name="measuredWindDirection">

<swe:Quantity definition="urn:ogc:def
:phenomenon:windDirection"
uom="urn:ogc:def:unit:degree"/>
</output>

</OutputList>
</outputs>
<outputs>

</OutputList>

Listing 3. SensorML description of Wind Direction Detector

4) Rainfall Detector: Rain gauge sensor instrument is used
for rainfall measurement. Like others, this sensor also has
identifier name and model number. Reference frame contains
all information of the rainfall gauge. Its origin is situated
at the connector or case junction. The parameter includes
the calibration time, rainfall measurement, quantity and gives
steady state response condition of the detector. In identification
component of Rainfall detector, a unique identification and
model number needs to give and its each Term is defined by
URN. The calibration curve in rainfall sensor, representing of
input values to the output values at a stable state system. There
is a separate virtual input for every measured development. In
output term, all values and a time tag is measured.

<!--IDENTIFICATION-->
<Detector id="User_RAIN_GAUGE">
<identification>

<IdentifierList>
<identifier name="longName">

<Term qualifier="urn:ogc:def:identifier:longName">
User Rain Fall Detector
</Term>
</identifier>

<identifier name="modelNumber">
<Term qualifier="urn:ogc:def:
identifier:modelNumber">222</Term>
</identifier>

</IdentifierList>
</identification>

<!--INPUT/OUTPUT-->
<inputs>
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<InputList>
<input name="rainFall">

<swe:Quantity definition="urn:ogc:def:phenomenon:rainFall"
uom="urn:ogc:def:unit:meter" scale="1e-3"/>
</input>

</InputList>
</inputs>
<outputs>

<OutputList>
<output name="measuredRainFall">

<swe:Quantity definition="urn:ogc:def:phenomenon:rainFall"
uom="urn:ogc:def:unit:meter" scale="1e-3"/>
</output>

</OutputList>
</outputs>

Listing 4. SensorML description of Rainfall Detector

5) Soil Detector: Soil Detector measure the soil moisture
on land. Although others, it also has identification name and
model number. It measures the water potential or checks the
volumetric content of water in a specific land area. Such useful
information helps the user in making an appropriate decision
about the crop. In identification component of soil detector, a
unique identification and model number needs to give and its
each Term is defined by URN. The calibration curve in soil
sensor, representing of input values to the output values at a
stable state system. There is a separate virtual input for every
measured development. In output term, all values and a time
tag is measured.

<!--IDENTIFICATION-->
<Detector id="USER_SOIL_DETECTOR">
<identification>

<IdentifierList>
<identifier name="longName">

<Term qualifier="urn:ogc:def:identifier:longName">
UserSoil Detector</Term>
</identifier>

<identifier name="modelNumber">
<Term qualifier="urn:ogc:def:
identifier:modelNumber">555</Term>
</identifier>

</IdentifierList>
</identification>

<!--INPUT/OUTPUT-->
<inputs>

<InputList>
<input name="Moisture">

<swe:Quantity definition="urn:ogc:def:phenomenon:windDirection"
uom="urn:ogc:def:unit:cesius"/>
</input>

</InputList>
</inputs>
<outputs>

<OutputList>
<output name="measuredsoilmoisture">

<swe:Quantity definition="urn:ogc:def:phenomenon:moisture"
uom="urn:ogc:def:unit:celcius"/>
</output>

</OutputList>
</outputs>

Listing 5. SensorML description of Soil Detector

V. CONCLUSION

This paper provides an overview of the application domains
of IoT. Particularly, smart agriculture as a case study has been
taken to model using SensorML. Different components/sub-
systems/systems of smart agriculture have been identified
and their SensorML based model has been presented. The
applicability of SensorML to model IoT based systems is
evaluated. The descriptive capability of SensorML can help
to describe and model IoT based systems. In future work, a
wide scale modeling of smart agriculture will be performed to
evaluate the descriptive capabilities of the SensorML.
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Abstract—The paper aims to identify and control the coupled
mass-spring-damper system. A nonlinear discrete polynomial
structure is elaborated. Its parameters are estimated using
Recursive Least Squares (RLS) algorithm. Moreover, a feedback
stabilizing control law based on Kronecker power is designed.
Finally, simulations are presented to illustrate the effectiveness
of the proposed structure.
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I. INTRODUCTION

System identification is an important tool which can be
used to improve control performance [1] [2]. It is the process of
developing a mathematical representation of a physical system
based on observed data with sufficient accuracy.

Identification of complex systems has stilled a major prob-
lem in automatic control because there is no general method
for studying high order processes. Indeed, it has received
considerable attention and several types of models have been
proposed during the last decades [3] [4] [5] [6] [7]. Such
as Volterra model [8] [9], Wiener model [10], Hammerstein
model [11], Nonlinear AutoregRessive with eXogenous in-
put (NARX) model [12], Nonlinear AutoregRessive Moving
Average with eXogenous input (NARMAX) model [13] [14],
etc. However the elaboration of a suitable feedback stabilizing
control using the proposed models remain difficult.

Nonlinear discrete polynomial structure is general enough
to describe many physical systems [15] [16]. It presents the
advantage to permit the use of the kronecker product and power
of matrices and vectors, which allows important algebraic
manipulations [17]. Moreover, it allowed to design a feedback
stabilizing control law [18].

In this work, a suitable nonlinear discrete polynomial struc-
ture was elaborated. Recursive Least Square (RLS) algorithm
is used for parameters estimation. The polynomial model
allowed to design an efficient feedback stabilizing control law.
A CMSD system illustrated the proposed nonlinear parametric
estimation and structures.

This paper is organized as First, the nonlinear identification
procedure is defined. Second, the feedback stabilizing control

is presented. Third, the proposed identification method is
applied to CMSD system and finally a conclusion is made.

II. SYSTEM IDENTIFICATION

In automatic control applications, a compact and accurate
description of the dynamic behavior of the system under
consideration is needed. Nonlinear models can be constructed
from theoretical modeling on the basis of a priori knowledge
on the nature of the systems. However, these white-box models
are very complex and difficult to derive because they require
detailed specialist knowledge which is practically or totally
unavailable in practical situation [19].

An alternative way of building models is by system iden-
tification. It is the process of improving a mathematical repre-
sentation of a physical systems based on observed input/output
data with sufficient accuracy which can be used to improve
control performance and achieve robust fault tolerant behavior.

The identification procedure is summarized as follows:

• collection of the inputs and outputs measurements,

• selection of the model,

• choice of the identification algorithm in order to
estimate the parameters that describe the model,

• validity of the obtained model is evaluated.

There are several types of models that describe complex
systems. Nonlinear discrete polynomial structures is one of
the most performers models. Hence, it can approach with
satisfactory accuracy any analytical nonlinear system and
thus ensure the mathematical description of a wide range of
physical process [18] [20] [15]. Moreover, the description of
polynomial systems can be simplified using the Kronecker
product and power vectors and matrices.

A. Nonlinear discrete polynomial structures

We consider in this paper the discrete nonlinear polynomial
systems described by a state equation of the following form
[16]:

Xk+1 = F (X k) + G (X k) U k (1)
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where F (Xk) and G (Xk) are a polynomials vectors
functions. They are given by [15]:

F (Xk) =
∑
i≥1

AiX
[i]
k (2)

G (Xk) =
∑
i≥0

Bi

(
Im ⊗ X

[ i]
k

)
(3)

with Xk = (x1, k , x2, k , . . . , xn,k)
T ∈ Rn, X [ i]

k is the
Kronecker power of the vector Xk defined as: X

[ 0]
k = 1

X
[ i]
k = X

[ i−1]
k ⊗ Xk = Xk ⊗ X

[ i−1]
k

for i ≥ 1

(4)

where ⊗ designates the symbol of the Kronecker product,
Ai and Bi are respectively

(
n × ni

)
and

(
n × mni

)
matrices. Im is the identity matrix of order m. We assume
that the pair (A1, B0) is completely controllable.

Parametric estimation using recursive algorithms is one of
the most important areas in system and signal processing. The
RLS algorithm is one of the most popular ones and widely
used for the parameter estimation because of his capability
to approximate a large class of systems and his simplicity of
implementation [21].

B. RLS algorithm

RLS algorithm allows to estimate the model parameters by
minimizing a measure of the model prediction error given by
[22]:

ε k = y k − ŷ k (5)

where ŷ k is the prediction of the scalar measured output
y k. It is given by:

ŷ k = θ̂ Tk ψ k (6)

θ̂ k is the vector of estimated parameters and ψ k is the
regression vector containing old inputs and outputs of the
system to be identified.

The RLS algorithm can be written in following form:


θ̂k = θ̂k−1 + Pkψkεk

Pk = Pk−1 − Pk−1 ψk ψ
T
k Pk−1

1 + ψ T
k Pk ψk

εk = yk − ŷk

(7)

with P k is the gain matrix. It is given by:

Pk =

(
k∑

i=n+1

ψi ψ
T
i

)−1

(8)

C. Performance indicators

The performance of the models is assessed using the Mean
Square Error (MSE) and the Variance-Accounted-For (VAF)
indicators [12]:

MSE =
1

N

N∑
k=1

(ys, k − y k)
2 (9)

V AF = max

{
1− var (ys, k − y k)

var (ys, k )
, 0

}
× 100 (10)

where ys, k and y k are respectively the system and the
model output, N present the number of iterations and var (.)
denotes the variance of a signal.

III. NONLINEAR FEEDBACK STABILIZING CONTROL

In this section, we propose to determine a stabilizing
control law of the system in the following form [18]:

Uk = H (Xk) (11)

where H (Xk) is an analytical vectorial function from Rn

into Rm .

It is expressed by generalized Taylor series:

H (Xk) = −
∑
j ≥ 1

Kj X
[ i]
k (12)

where Kj , j = 1, . . . , r are
(
m × ni

)
matrices. Thus,

the controlled system equation can be written as [18]:

Xk+1 =
∑
i≥1

Ai X
[i]
k

−
∑
i≥0

∑
j≥0

Bi

(
Im ⊗X [i]

k

)
Kj X

[j]
k

(13)

Our objective is to determine the control function so
that the stability of the null equilibrium (Xk = 0) of the
system. The best solution of such a problem consists in the
determination of the matrices Kj , j ∈ N . The matrix K1

is obtained using the Discrete Linear Quadratic Regulator
(DLQR) state feedback design.

DLQR is one of the optimal control techniques. It takes
into account the states of the dynamical system and control
input to make the optimal control decisions. This is simple as
well as robust [23] [24]. The discrete state equation is given
by:

Xk+1 = A 1Xk + B 0 U k (14)

then, the state feedback control Uk is defined as:

U k = −K 1X k (15)

which leads to:

Xk+1 = (A 1 − B 0 K 1) Xk (16)

K 1 is derived from minimization of the cost function:

J (X k) =
1

2

∞∑
i= k

(
XT
i QXi + UTi RUi

)
(17)
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where Q and R are positive semi-definite and positive
definite symmetric constant matrices, respectively. The DLQR
gain vector K 1 is given by:

K 1 =
(
R + B T

0 PB 0

)−1
B T

0 PA 1 (18)

where P is a positive definite symmetric constant matrix
obtained from the solution of matrix Algebraic Riccati Equa-
tion (ARE):

AT
1 PA 1 − P +Q

−AT
1 P B 0

(
R + B T

0 PB 0

)−1
B T

0 PA 1 = 0
(19)

However, the matrices K j , forj ≥ 2, are given by the
following relation [18]:

K j = −B +
0

(
A j +

j−1∑
i = 1

B i (K1− i ⊗ In i)

)
(20)

where B +
0 designates the Moore-Penrose pseudo-inverse

of the matrix B 0.

IV. ILLUSTRATIVE EXAMPLE: COUPLED
MASS-SPRING-DAMPER SYSTEM

A. CMSD system description

The CMSD system, shown in Figure 1, is composed of
two nonlinear springs, two weights and two dampers. Since
the upper mass m1 is attached to both springs, there are two
nonlinear springs restoring forces acting upon it: an upward
force fr1 exerted by the elongation, or compression, x1 of
the first spring; an upward force fr2 from the second spring
resistance to being elongated, or compressed, by the amount
(x2 − x1).

Fig. 1 – Mechanical model of the CMSD system

The second mass m2 only feels the nonlinear restoring
force from the elongation, or compression, of the second
spring. Allowing the system to come and to rest in equilibrium,
we measure the displacement of the center of mass of each
weight from equilibrium, as a function of time, and denote
these measurement by x1 and x2 respectively. System param-
eters are presented in Table 1 [25].

TABLE I – Parameter Description of CMSD System

Parameter Description Value
k(N/m) spring constant k1 = 2

5 , k2 = 1
x(m) displacement x1, x2

m(Kg) mass of the weight m1 = 1, m2 = 2
δ(Ns/m) damping coefficient δ1 = 1

10 , δ2 = 1
5

µ nonlinear coefficient µ1 = 1
6 , µ2 = 1

10

1) Mathematical model: The continuous nonlinear equa-
tions of the CMSD system are given by:


m1ẍ1 = −δ1ẋ1 − k1x1 + µ1x

3
1 − k2 (x1 − x2)

+µ2(x1 − x2)
3

+ u1

m2 ẍ2 = −δ2 ẋ2 − k2 (x2 − x1)

+ µ2(x2 − x1)
3

+ u2

(21)

2) Proposed identification and feedback stabilizing control
using polynomial structures: The proposed nonlinear discrete
polynomial structure that describes perfectly our system is as
follow, the sampling time Te = 0.01 s and the initial conditions
of the state variables
Xk (0) = ( 0.7 0 0.1 0 )

T , with x1, k displacement of
the first mass, Ω1, k velocity of the first mass, x2, k displace-
ment of the second mass and Ω2, k velocity of the second mass:

Xk+1 = A1Xk + A2 X
[ 2 ]
k + (B0 + B1Xk) Uk (22)

with:

Xk =

 x1,k

Ω1,k

x2,k

Ω2,k

 , Uk =

(
u1 , k

u2 , k

)
,

A 1 =

 a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

 ,

AT
2 =



a15 a25 a35 a45

a16 a26 a36 a46

a17 a27 a37 a47

a18 a28 a38 a48

04×4

a19 a29 0 a49

07×4

 , B 0 =

 b011 b012

b021 b022

b031 b032

b041 b042



and B1 =

 b111 b112 b113 b114

b121 b122 b123 b124

b131 b132 b133 b134

b141 b142 b143 b144

b211 b212 b213 b214

b221 b222 b223 b224

b231 b232 b233 b234

b241 b242 b243 b244

 .

The performance of the proposed polynomial structure is
assessed using the MSE and the VAF indicators, is presented
in Table 2.
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TABLE II – Performance Indicators

MSE VAF %

x1, k 1.5833 10−9 99.8068

Ω1, k 5.9269 10−13 99.9999

x2,k 1.1949 10−9 93.7454

Ω2, k 1.7374 10−10 99.9608

To stabilize the CMSD system, we consider the following
nonlinear control law:

Uk = − K1Xk − K2 X
[ 2 ]
k (23)

with:

K1 =

(
8.2253 10.2009 0.7640 −0.0844
0.9997 0.1870 8.1414 9.2730

)

and KT
2 =



−0.2407 0.0139
−0.1001 0.0322
0.1504 −0.0529
0.0119 −0.0044
−0.1708 −0.0004
−0.0791 0.0034
0.0645 0

0 0
0.0003 0.0106
−0.0059 0.1479
0.0048 0.0004

0 0
0.0014 −0.0190
0.0007 0.1685
−0.0005 0.0005

0 0



.

3) Simulation results: For parameters estimation of CMSD
system, we choose the causal signals u1, k = 1

3 sin(k π Te) and
u2, k = 1

5 sin(k π Te), as inputs of the CMSD system.

The responses of real and estimated state variables x1,k

and x2,k, as well as, the errors are presented from Figures 2
and 3, respectively.
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Fig. 2 – Displacement of the first mass x1,k in the open-loop
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Fig. 3 – Displacement of the second mass x2,k in the open-loop

Figure 4 shows the control signals u1,k and u2,k. The
responses of the state variables x1,k and x2,k of the CMSD
system using nonlinear feedback stabilizing control technique,
equation 23, are depicted in Figure 5.
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Fig. 4 – Control signals u1,k and u2,k
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V. DISCUSSION

The main concern of the paper was to determine suitable
nonlinear discrete polynomial structure of complex systems,
which allowed to design a feedback stabilizing control law.

As can be seen from Figures 2 and 3, the identified
outputs tracks the behavior of the real ones perfectly. The

modeling errors range of x1, k and x2, k are from −0.05 to 0.5
and −0.001 to 0.005, respectively. As well as, the indicator
performance values given in Table 2, the elaborate model
applied to the CMSD system can achieve a sufficiently high
modeling accuracy.

The convergence of the nonlinear discrete polynomial
model parameters values obtained using the RLS algorithm is
presented, in Appendix A, Table 3. Indeed, Figure 4 shows that
by applying the proposed structure to design feedback gains
based on Kronecker power, suitable inputs can be produced
for CMSD system that make state variables track equilibrium
point rapidly, as given in Figure 5.

VI. CONCLUSION

A nonlinear discrete polynomial structure has been elabo-
rated. RLS algorithm has been used for the parameters estima-
tion. The polynomial structure allowed to design a feedback
stabilizing control law based on Kronecker power for complex
systems. The proposed structure has been applied successfully
to model and stabilize CMSD system.

Simulation results demonstrate that the identified model
has allowed to elaborate a feedback stabilizing control law,
which had provided a satisfactory performance in stabilizing
the CMSD system at the equilibrium points.

APPENDIX A

TABLE III – Polynomial Structure Parameters Values

Iterations k = 1000 k = 2500 k = 3000
a 11 , k 0.8964 0.9889 0.9999
a 12 , k 0.0064 0.0094 0.0100
a 13 , k 5.0711 10−5 5.0647 10−5 5.0668 10−5

a 14 , k 2.4375 10−7 3.6931 10−7 5.1578 10−7
a 15 , k 6.9419 10−6 6.9371 10−6 7.0247 10−6

a 16 , k 3.7207 10−7 6.9149 10−7 1.0616 10−6
a 17 , k −3.8943 10−6 −3.9178 10−6 −4.1106 10−6

a 18 , k −4.4732 10−7 −4.6420 10−7 −4.9244 10−7
a 19 , k −2.0127 10−6 −1.9510 10−6 −1.8830 10−6
a 21 , k −0.0116 −0.0128 −0.0136
a 22 , k 0.9858 0.9978 0.9988
a 23 , k 0.0088 0.0096 0.0099

a 24 , k 5.3704 10−5 9.2341 10−5 1.3632 10−4

a 25 , k 9.9317 10−4 0.0010 0.0010

a 26 , k 1.3510 10−4 2.4317 10−4 3.6300 10−4

a 27 , k −9.2512 10−4 −9.3906 10−4 −9.8158 10−4

a 28 , k −1.0911 10−4 −1.1247 10−4 −1.1889 10−4

a 29 , k −1.5265 10−4 −1.4477 10−4 −1.3337 10−4

a 31 , k 9.9534 10−5 9.9533 10−5 9.9535 10−5

a 32 , k 7.7758 10−8 1.1050 10−7 1.2859 10−7
a 33 , k 0.9889 0.9987 0.9999
a 34 , k 0.005 0.008 0.01

a 35 , k −4.8452 10−6 −4.8423 10−6 −4.8277 10−6

a 36 , k −3.5350 10−6 −3.4305 10−6 −3.2950 10−6

a 37 , k 5.4944 10−6 5.4922 10−6 5.5046 10−6

a 38 , k −7.2677 10−7 −6.1974 10−7 −5.3975 10−7
a 41 , k 0.0186 0.0190 0.0196

a 42 , k 5.7104 10−5 5.6609 10−5 5.5627 10−5
a 43 , k −0.0184 −0.0191 −0.0194
a 44 , k 0.9948 0.9954 0.9958

a 45 , k −3.0969 10−4 −3.3269 10−4 −3.3269 10−4

a 46 , k −2.2553 10−4 −2.4861 10−4 −2.8341 10−4
a 47 , k 0.0008 0.0010 0.0011

a 48 , k 9.8465 10−4 1.0059 10−5 8.9020 10−5

a 49 , k −5.6627 10−4 −5.5898 10−4 −5.3928 10−4
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Iterations k = 1000 k = 2500 k = 3000

b 0
11 , k 4.9719 10−5 4.9751 10−5 4.9796 10−5

b 0
12 , k −1.9145 10−7 −1.7296 10−7 −1.4859 10−7

b 0
21 , k 0.005 0.008 0.01

b 0
22 , k 3.2638 10−4 3.2440 10−4 3.2376 10−4

b 0
31 , k 7.3450 10−8 4.6762 10−8 2.2880 10−8

b 0
32 , k 1.0049 10−4 1.0046 10−4 1.0042 10−4

b 0
41 , k −2.2969 10−5 −2.9023 10−5 −3.5136 10−5

b 0
42 , k 0.0190 0.0194 0.0198

b 1
11 , k 1.4001 10−6 1.2392 10−6 1.1519 10−6

b 1
12 , k 6.3145 10−6 6.4188 10−6 6.5700 10−6

b 1
13 , k 4.2077 10−7 3.0541 10−7 3.0630 10−7

b 1
21 , k 1.8451 10−4 1.6802 10−4 1.6751 10−4

b 1
22 , k 9.2558 10−5 8.0139 10−5 7.7278 10−5

b 1
23 , k −8.0191 10−5 −6.8981 10−5 −6.3339 10−5

b 1
31 , k 10−6 2 10−6 2 10−6

b 1
32 , k 3 10−7 4 10−7 5 10−7

b 1
41 , k 3.8 10−4 4.2 10−4 4.4 10−4

b 1
42 , k 6.4 10−5 7.2 10−5 8.2 10−5

b 2
11 , k −6.17 10−6 −5.63 10−6 −5.64 10−6

b 2
12 , k −6.17 10−6 −5.63 10−6 −5.47 10−6

b 2
13 , k 5.09 10−8 1.42 10−7 1.44 10−7

b 2
21 , k −1 10−3 −1.18 10−3 −1.3 10−3

b 2
22 , k −2 10−4 −3 10−4 −4 10−4

b 2
23 , k 1.54 10−5 1.86 10−5 1.82 10−5

b 2
31 , k 3.82 10−6 4.3 10−6 4.45 10−6

b 2
32 , k 6.86 10−7 8.46 10−7 1 10−6

b 2
41 , k 6 10−4 7.5 10−4 9 10−4

b 2
42 , k 0.5 10−4 1.5 10−4 2 10−4
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Abstract—From last three decades, the relational databases
are being used in many organizations of various natures such
as Education, Health, Business and in many other applications.
Traditional databases show tremendous performance and are
designed to handle structured data with ACID (Atomicity, Con-
sistency, Isolation, Durability) property to manage data integrity.
In the current era, organizations are storing more data i.e. videos,
images, blogs, etc. besides structured data for decision making.
Similarly, social media and scientific applications are generating
large amount of semi-structured data of varied nature. Relational
databases cannot process properly and manage such large amount
of data efficiently. To overcome this problem, another paradigm
NoSQL databases is introduced to manage and process massive
amount of unstructured data efficiently. NoSQL databases are
divided into four categories and each category is used according
to the nature and need of the specific problem. In this paper
we will compare Oracle relational database and NoSQL graph
database using optimized queries and physical database tuning
techniques. The comparison is two folded: in the first iteration we
compare various kinds of queries such as simpler query, database
tuning of Oracle relational database such as sub databases and
perform these queries in our desired environments. Secondly, for
this comparison we will perform predictive analysis for the results
obtained from our experiments.

Keywords—Big Data; Hadoop; MapReduce; Relational
Databases; NoSQL Databases; Decision tree

I. INTRODUCTION

Now-a-days, data is being expanded rapidly in the industry.
The nature of data is varied and diversified such as unstruc-
tured, semi-structured and structured data. The issue is not
only how to store and access such amount of big data but
also need to extract meaningful knowledge from such data
rapidly. Relational databases are being used for such data
for the past more than three decades. Many organizations
have been using the traditional databases for handling and
analyzing structured data efciently. Traditional or Relational
databases require declarative language such as SQL to manip-
ulate structured data. Relational databases are based on data
consistency and can process the data at certain limit [9]. To
manage large datasets using relational databases, organizations
are required to increase their system capacity such as RAM,
Disk, optimized methods of accessing data etc. The systems
are also mostly supported limited by capacity.

Data is stored in the form of punch tables or punch cards.
It is not an appropriate way to read and understand data [11].
It is impossible to index cross reference data by eliminating
data inconsistency. Therefore relational databases are used to

store data in the form of tables. Sometimes, theses tables were
human readable. But as soon as to normalize (1NF, 2NF, 3NF
etc.) the tables to eliminate the duplication, inconsistencies
many elds start referencing and generating referential integrity
and data becomes difcult to understand and maintain without
complicated join queries. The ACID property of a relational
database describes that we can trust once the data is committed.
It would be accessible to future queries If it is expensive to
nd data, we add indexes, sub databases, partitioning and query
optimization which make data access faster. If we do a bunch
of joins then we have to perform query time index lookup for
each and every join. It works well but if we have 20 or more
tables in a query, it is really expensive and becomes more
expensive as data size grows and joins increase. To overcome
such issues, researchers used parallel databases and distributed
databases approaches to process large sparse dataset efciently
and can be used for decision-making purposes. This approach
can also handle the dataset at certain size which is varied and
large in nature.

Now-a-days many organizations are rely on unstructured
data such as emails, blogs, audios, videos, images and such
data is generated at very high speed. Big data means when
the dataset is large enough, cannot be processed by traditional
databases efciently [4]. For example, data is expanded due to
machine generated data, scientic experimental data, Facebook
scale dataset and Google BigTable. Basically, big data has
three characteristics: (1) Volume: Data is in huge and large
amount. (2) Velocity: Data is generated or accessed at very
high speed. (3) Varied: The generated data is varied in nature.

Keeping in mind such issues of big data, NoSQL databases
are born. NoSQL stands for Not Only SQL and the word
was used for the first time in 1998. NoSQL databases are
used for processing and analyzing big data efciently. NoSQL
databases are based on BASE (Basically Available State and
Eventually Consistent) property [9]. NoSQL databases are
horizontal scalable databases while relational databases are
vertical scalable databases. To process large, sparse, irregular
and connected dataset, new technology and storage methods
are raised. Graph database is one of the NoSQL databases type
and is used to process the large connected data set perfectly.
For example, Facebook scale dataset and Google+ dataset
which consist of billions of edges, millions of update rates
per second and require complex storage system.

Graph databases are designed for connected data and
are used in many applications such as Facebook, Amazon,
LinkedIn and many more. The literature review presented the
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comparison between relational database (MySQL) and NoSQL
graph database (Neo4j) [12]. The graph database performed
better than relational database as shown by the researcher
contribution.

There are mainly four types of NoSQL databases: Key
value, Document, Column and Graph databases. (1) Key-value
databases are based on hash table. Hash table uses unique
key and a pointer. Key and Pointer both are used to refer
to particular item. Hash table is suitable for processing large
number of records. (2) Document databases are used to store
data as key/value but different from key/value database. We
can search document by key as well as by the contents of a
document. The document is stored in XML, JSON (JavaScript
option notation) and BSON (Binary JSON) forms. MongoDB
and CouchDB are the examples of Document Database. (3)
Wide-column databases follow hybrid architecture; means it
uses characteristics of relational databases and stores schema
of key-value databases. These are suitable for distributed data
in cluster environment. Examples are Hbase, Cassandra and
Accumulo. (4) Graph databases are the main focus of this
document are designed to process and analyze connected
data efciently. Graph databases not only store information
about objects but also store their relationship. Neo4j, Pregel,
ArangoDB and OrientDB are the example of graph databases.
The store data is in much more logical fashion. The graph
databases represent the real world and prioritized presentations,
discoverability and maintainability of data relationship. [19],
particularly native graph databases are designed and optimized
for storing and managing graphs. Native graph databases pro-
vide a natural adjacency index and hence do not heavily depend
on indexes. The main benefits of native graph databases are
performance and scalability. The relationship in a native graph
databases attached to a node established a direct connection
naturally to other related nodes of interest. Due to such direct
connection or locality, the traversing of a graph by using graph
queries become much easier by chasing the pointer. Therefore,
native graph databases can traverse millions of nodes per
seconds in contrast to joining data through global indexes and
it is too slow in relational databases.

[4] the volume of data grows 20% annually of the world
data and will be 50 times by 2020. In the near future, the
market value of big data will be 16.9 billion while the same
value was 3.2 billion in 2011. With the rapid growing of
data, 2020 data production will be 44 times larger than it was
in 2009. According to survey, Walmart database performs 1
million database transactions and approximately generate more
than 2.5 PB (Peta byte) of data each hour. By the end of 2011,
International Data Corporation (IDC) indicated that 1.8 ZB
(Zeta byte) of data was created and 2.8 ZB of data will be
created by the next few years. IDC also estimates the growth
rate of the following technologies: (1) by 2020, enterprise data
will reach 40 ZB. (2) By 2020, internet Business to Business
(B2B) and Business to Customer transactions will reach 450
billion per day. Big data is generated by various resources
such as Internet of things (IoT), self-quantified multimedia and
social media data.

[18], the decision trees are being used in various domains
such as data mining, engineering and artificial intelligence etc.
Mainly there are two goals of decision tree: (1) yield perfect
classifier and (2) provide the problem predictive structure.

Decision trees are simple, easy to understand and generate the
results in symbolic and visual terms that communicate very
well. In the breast cancer prediction, the decision tree J48
algorithm has the highest sensitivity than all other algorithms
(Logistic regression model, Artificial Neural Network (ANN),
Nave Bayes etc.). The decision tree J48 returns 85.6% accuracy
in the breast cancer prediction.

For our experiment we used MedCare (Medical Diagnostic
System) dataset. Our experiment will describe performance
comparison analysis of relational database (Oracle 11g) and
NoSQL graph database (Neo4j). The Medcare database is our
own in-house developed schema as case study of hospital
healthcare system. The Medcare schema consists of main large
data tables such as Patients, Patient visit, Dependent, Medical
staff, Patient IssueMed, Patient history, Patient Appointment
and Patient History etc.

The rest of the paper is organized as follows. Section
2 explains related work and concepts; Section 3 describes
our designed research methodology; Section 4 explains our
experimental framework; Section 5 discusses the analysis of
our experiment. Finally section 6 describes conclusion and
future work.

II. RELATED WORK

A. Big Data Transaction Approach

Figure 1 shows the transaction of big data coming from
different sources. The small block on the bottom left represents
the Enterprise Resource Planning (ERP), in this phase a
different types of data is collected about an organization i.e.
purchase details, purchase records, payment records etc. As
this includes structured data, therefore, this data is not as
much bigger in size. This data is further handled by CRM
(Customer Relationship Management), which collects data
about an organization, all the entities directly and indirectly
linked with organization like emails, chats, database, tele-
phone, etc. As CRM involves data from databases and other
resources ,therefore, this has comparatively bigger size which
can cover multiple Gigabytes. The third layer is about Web.
Web collects data from different CRMs and joins multiple
networks and branches of organization, therefore, the size of
data increases up-to multiple terabytes while handling Webs.
The fourth layer in Figure 1 represents the Big-Data, which
covers data from different resources like data coming from
different organizations, mobile webs, social networks, machine
generated data, scientific applications etc. This type of data is
scaled up to multiple Petabytes.

B. Big Data Approaches

[1], The data governance techniques become more popular
to take the important decisions with the passage of time for
the business communities across the globe. Organizations are
required to maintain good quality of their data for effective
data governance by putting more efforts on its data. [6], There
are many open issues and research challenges in analyzing
huge amount of information regarding data warehouse and
OLAP research. Analyzing large amount of data requires
complex strategies to extract valuable knowledge stored in
archives. Two techniques are proposed in the above mentioned
sentences. First, how to extract the hidden structure from the
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Fig. 1. Big Data Transactions with Interactions and Observations.
http://hortonworks.com/blog/7-key-drivers-for-the-big-data-market/

Fig. 2. MapReduce Tasks process flow [17]

massive amount of data, that is varied in nature (e.g., legacy
frameworks, Web, exploratory information stores, sensor and
stream databases, informal organizations). Second, once the
structure is extracted then how it will be plotted on charts,
dashboards for decision making purpose?

[16], Hadoop is used for large data scale analytics. Hadoop
is not a single tool rather it is a framework that supports
data-intensive parallel applications. It can work with 1000s on
compute nodes. Hadoop is open source software and works on
distributed model. Hadoop has no scalability problem because
it divides computation into smaller pieces on different nodes
in a cluster environment. At very high level it has two main
components HDFS (Hadoop file system) and MapReduce. The
objective of Hadoop is to support running applications on
big data. Dean and [7], MapReduce is a programming model
used to process large data sets in the distributed environment.
MapReduce process is distributed and replicas of data over
the shared nothing cluster by using two main functions i.e.
Map Function and Reduce Function. Inside at Google over
the recent years more than ten thousand unmistakable MapRe-
duce programs have been implemented, and a normal of one
hundred thousand MapReduce tasks are executed on Googles
bunches (cluster) each day, handling a sum of more than twenty
petabytes of information for every day. Figure 2 describes the
process flow of MapReduce tasks.

[2], Hadoop++ is used to collocate the related data by
performing heavy weight changes. It creates Trojan File from
the co-grouping of the two input files. In Hadoop++, users are
required to reorganize their input data and therefore, Hadoop++
provides a static solution. However, this approach does not
modify the core architecture of Hadoop. Only the two files
can be collocated in Hadoop++, when two files are created by
the same job. In Hadoop++ data is reorganized and loaded
from the scratch when new data is added incrementally to
the files. Hadoop++ is not suitable for the applications where

TABLE I. HADOOP USAGE

SN# Specified Use Used By
1 Recommendation system Facebook
2 Data warehouse Facebook
3 Searching Yahoo, Amazon
4 Log Processing Facebook, Yahoo
5 Analysis of videos and images New York Times

data is added to the files incrementally like log processing
file. [8], to balance the load, HDFS data placement policy
placing the blocks randomly. HDFS does not consider any
data characteristics. Particularly, in HDFS there is no way to
collocate (arrange) same data on the same node. Cohadoop
is used to address the above short coming. CoHadoop is the
extension of Hadoop with light weight mechanism. Definition
of CoHadoop: CoHadoop is the extension of Hadoop infras-
tructure, where:

• HDFS accepts hints from the application layer to
specify related files. Hints are:

1) Collocating log files with reference file for
joins.

2) Collocating partitions for grouping and aggre-
gation.

3) Collocating index files with their data files.
4) Collocating columns of a table.

• Based on these hints, HDFS tries to store these files
on the same set of data nodes.

[15], BDAS (Berkeley data analytics stack) is developed at
AMPLAB in UC Berkeley. BDAS is used to analyze big data.
BDAS is integrating software components to understand and
analyze big data. Big data analytics research lab, developed
and designed at Frankfurt, is also used to analyze big data
and unify research activities regarding huge information. AT
UC Irvin, ASTERIX project has been developed and is also
used to tackle and examine the big data. CSAIL is the MIT
big data Laboratory. CSAIL is emphasizing on developing the
new technologies for handling big data challenges of next
generation. Its focus is developing scalability, easy to use and
easy to implement across various platform to handle big data.

[4], The organizations were unable to process and manage
vast amount of data by using the existing tools in the past.
By handling big data, new technologies are implemented
to improve performance and decision-making support. Big
data technologies are depended on the three milestones. The
milestones are 1) minimize hardware cost 2) before committing
significant company resources, check the value of big data
and 3) reduce processing costs. Various technologies are used
to handle big data like 1) Batch based processing technolo-
gies such as Apache Hadoop, Skytree Server, Talend Open
Studio, Jaspersoft, Dryad, Pentaho, Tableau and Karmasphere.
2) Technologies based on stream processing such as Storm,
Splunk, S4, SAP Hana, SQLstream s-Server and Apache
Kafka. 3) Big data processing methods such as Bloom Filter,
Hashing, Indexing and Parallel Computing. Table I describes
hadoop usage [17].

C. Handling Structured data in Hadoop

[3], HadoopDB database systems are using Hadoop as the
task coordinator and network communication layer. HadoopDB
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connected multiple single nodes with database systems.
MapReduce framework is used to parallelize the queries across
the nodes. Moreover, much of possible work of a single query
is stored within the corresponding node databases. To handle
fault tolerance and function in heterogeneous environment,
HadoopDB inherited job tracking and scheduling implemen-
tation from Hadoop. HadoopDB uses database engine for
managing much of query processing to gain parallel database
performance. HadoopDB includes four components to the core
architecture of Hadoop. 1: The Database Connector, 2: Meta
Information, 3: Data Loader and 4: SQL to MapReduce to
SQL (SMS) Planner.

[5], Map reduce is used to manage and analyze large
unstructured data efficiently and the dominating architecture
for handling big data on cluster. HiveQL is used in Hadoop for
handling structured data and a data warehouse infrastructure
tool that creates interaction between user and HDFS. HiveQL
is SQL-Like query language. HiveQL generates query execu-
tion plan by using naive rule based optimization techniques
and does not guarantee efficient query plan. There are many
ways to execute map reduce operations such HiveQL is used
to process structured data for map reduce. Clydesdale is the
new approach to handle structured data efficiently and does
not bring any changes in the core architecture of Hadoop.
Clydesdale follows many techniques such as columnar storage,
star join and block iteration. Clydesdale is suitable when the
workloads fit the data as star schema. The experiments have
shown that Clydesdale performed approximately 83x faster
than hive by using star schema benchmark.

D. Relational Databases and NoSQL Databases Comparisons

[9], Relational databases users are required to increase
the system capacity like CPU and RAM to handle the large
amount of data of a certain limit. Relational databases are
vertically scalable databases. To handle massive amount of
semi-structured data and unstructured data, NoSQL databases
are used. NoSQL databases follow the principle of BASE
(Basically, Available, Soft state and Eventually consistent).
Relational Databases provide better data integrity, security and
trustful transactions. While NoSQL databases are suitable for
large volume of data of various format. NoSQL Databases
handle big data at lower cost and required minimum overhead.
NoSQL databases are horizontally scalable databases just by
adding new server in the cluster environment. Commodity
hardware is used to store big data in the cluster.

[10], The CAP theorem is presented by Eric Brewer and
stands for Consistency, Availability and Partition Tolerance.
Today CAP is implemented and adopted by large companies
e.g. Amazon. In CAP: Consistency means after performing
some writes operation by the system, how a system will
be in a consistent state. Availability means system must be
designed in a way in which updated data is always highly
available to the users after performing the writes operation.
Partition Tolerance means the system must be able to continue
its operations if data is distributed over various nodes in the
network. Traditional databases’ focus is on the consistency and
partition tolerance. While NoSQL databases follow availability
and partition tolerance. NoSQL databases are commonly used
to handle big data (large data sets). Amazons Dynamo follows
availability and partition tolerance of CAP theorem.

[11], In RDBMS, the data is stored in the form of tables
(rows and columns). To avoid repetition of records RDBMS
uses primary key concept. Therefore, data is consistent and
reliable. NoSQL databases follow different approach. The
NoSQL databases split the data on different systems to accel-
erate the processing and perform the task fast and efficiently.
RDBMS follows the rigid schema and becomes mature with
the passage of time. It is hard but possible to bring the
changes in the mature schema if required. The same is not true
for NoSQL databases. NoSQL databases schema, developed
gradually and is flexible for stored data in row including
NULL values problem. In RDBMS NULL values problem
occur persistently.

[12], Typical data structure for storing data provenance
information is the Directed Acyclic Graph (DAG). For the
development of a data provenance system whether the fun-
damental innovations like traditional databases (MySQL) and
NoSQL databases (Neo4j), would be more viable or not. In
software engineering and in computer science, Graph is one
of the key information reflection (abstraction). We have various
types of applications of graph and each and every every graph
application required to store and query the graph. Many social
network sites such as Facebook, Google and LinkedIn are
using graph databases for storing their huge amount of data.
Most commonly, graph is the appropriate data structure for
modeling objects’ interactions.

[13], Healthcare systems (public and private) in United
States generating more data and requiring new technology
to handle data analytics effectively. Data driven approach is
used to handle data analytics in healthcare systems by using
two independent tasks, data management and data services.
Here, data management means storing the data with minimal
redundant structure and error free. Data services describe
various analytics queries such as join, search and statistical
queries. The problem appeared due to the gap between data
management and data services in relational databases. To
overcome this problem, they presented an approach to convert
third normal form (3NF) of relational databases in equivalent
graph of Graph database. A graph database uses Denormalized
forms. A graph database does not require creating more tables
and replicating them unlike relational databases. For example,
Neo4J is suitable in OLTP (online transaction processing)
environment. Pregel is used where high latency and high
through put have high priority. Their experiments have shown
that Graph database performed better than relational database
(MySQL) in heterogeneous environment of healthcare systems
of United States in OLTP.

[14], the comparison of relational data model and graph
data model has been discussed by the author. According to him,
the data model consists of three properties: integrity rules, data
structures and query operators. From last few years, most of the
systems natures have become more and more connected. The
connected nature of data is not easily handled by the relational
data model. The graph data model is the appropriate choice for
such systems such as geographical systems, biological systems
and social networks. In graph data model, the relationship is
stored at individual level while the relationships are handled at
the conceptual level by the relational data model. No additional
computing is required when adding new relationship in the
graph data model while the same is not true for relational data
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Fig. 3. Literature Evaluations Comparison

model due to its rigid schema property. In graph data model
nodes are used to represent entities, edges are used to create
relationship among nodes, while both relationship and nodes
have properties in the form of key-value pairs. RDF (Resource
Description Framework) is the semantic graph data store and
represents information as subject-predicate-object and is uses
on different systems for highly connected data. For example,
Oracle database, Social Networks applications, medial, life
sciences and intelligence communities. Graph databases are
used in various types of applications such as Master Data Man-
agement, Graph-Based Search, IT and Network Operations,
Real-Time Recommendation System and Social Data Analysis.
Figure 3 shows the approaches to handle big data.

III. RESEARCH METHODOLOGY PROCESS FLOW

This section describes the design of our proposed method-
ology. It mainly consists of relational databases (ORACLE)
with its default settings and NoSQL graph database (Neo4j).
Secondly, we will perform the physical database tuning of
Oracle database. With the physical database tuning we can
improve the performance of Oracle database. Tablespaces are
one of the physical database tuning techniques of Oracle
Database. Thirdly, we will run a large data set on both
layouts to conclude the results in a simple (Standalone System)
and in a client/server environment where our performance
measures are how much time a query can take to return its
result. Secondly, how much the results are accurate. Figure 4
describes our desired research methodology or framework.

IV. DESIGN OF EXPERIMENT

A. Experimentation Framework

To evaluate the proposed research methodology of figure
2, we setup an experiment on a medical data set Medcare case
study on Oracle 11g Enterprise Edition and Neo4j 3.03 Com-
munity Edition. We define parameters such as sub-schema,
network speed and the number of records returned by a query.
Experiment compares the effectiveness of both databases.

B. Schema

The Medcare database schema is a case study of hospital
healthcare system. The Medcare schema includes of main table
such as Patients, Patient visit, Dependent, Medical staff, Patient

Fig. 4. Research Methodology

TABLE II. MEDCARE SCHEMA OBJECT SIZE

SN# Object Name Number of Records File Size in MB
1 Patient 27952 04 MB
2 Dependent 19036 2 MB
3 Patient Visit 625721 320 MB
4 Patient IssueMed 869666 80 MB

IssueMed, Patient history, Patient Appointment and Patient
History. MedCare schema has been updated yearly and all
the updated records are saved into their respective tables. The
following table describes the number of records present in each
table and size of each object. The table II describes the objects’
name, number of records in each object and their size in MB.

C. Queries Schema

The designed methodology is used to evaluate and compare
objective benchmarks of ORACLE 11g Enterprise edition and
Neo4j 3.0.3 Community edition. The objective benchmark
consists of the following properties:

• Disk space requirements

• Set of predefined Queries

• Scalability characteristics

For the preliminary analysis, five various queries are per-
formed on the objects of mentioned schema using both tools.
The queries are given in the following figure 5. Figure 6
represents the characteristics and complexity level of each
performed query.
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Fig. 5. Sample Tested Queries

Fig. 6. Represents the Characteristics and Complexity Level of Each
Performed Query

• Query 1: count records from Patient Visit and from
Patient IssueMed tables.

• Query 2: count records from Patient and from Depen-
dent Tables.

• Query 3: is used to count records from three tables.
The tables are Patient, Dependent and Patient Visit.

• Query 4: is same as query 3 but uses the concept of
correlated subquery.

• Query 5: is same as query 1 but uses the concept of
correlated subquery.

D. Default Configuration of Oracle 11g and Neo4j on Local
System

The experiments have shown that Neo4j performs well with
reasonable time in all queries for the Medcare data set. The
time of each query in seconds is given in table III.

When the dataset size increases, the graph database per-
forms much better than relational databases, [12]. Relational
database does not store the relationship of data in the database
whereas graph databases hold the relationship of information
and also is used for connected data so it enhances the perfor-
mance of graph database. The above five queries are performed
when the system is in the normal state.

TABLE III. QUERIES EXECUTION TIME IN SECONDS

Query# Oracle 11g Neo4j 3.0.3
1 4.515 Sec 0.346 Sec
2 0.172 Sec 0.216 Sec
3 3.531 Sec 0.452 Sec
4 3.469 Sec 0.452 Sec
5 10.391 Sec 0.346 Sec

Fig. 7. Results(Time in Seconds) of Queries on local and on server systems.

Fig. 8. Results return by weka tool.

E. Configuration of Oracle 11g on Local System and on Server
System with partitioning

While performing experiment, the Oracle 11g database of
the local system and the server was in the consistent state
before query executions. The results of the desired experiments
are given below in figure 7 and each query is tested 5 times.

For query number 2 the performance of server system and
local system is almost same. But for all other queries the
performance of a local system is better than server system.
The network speed at the time of experiment was 0.557 mb/s
at peak.

We also processed the results of figure 7 in Weka tool by using
J48 algorithm. J48 [18] has the following advantages:

• J48 algorithm is suitable where dataset is not changed
rapidly.

• Represents decisions about data in alternatives possi-
bly rules and tree.

• Can easily modify a decision tree as new information
available.

• The decision trees are self-explanatory

The above figure 8 shows the results of the dataset of table
4.5 return by weka tool. J48 (C 0.25 -M 2) classifier is used
for the classification with 10-fold cross validation. In the figure
8, the class local system (LS) always performed better than
remote system (RS). The classifier J48 classifier returns 96%
accuracy of the table 4.5 dataset.

V. PREDICTIVE ANALYSIS OF COMPARISON

As the dataset size increases the graph database performs
much better than relational databases, [12]. A relational (ora-
cle) database follows rigid schema structure and is difficult to
manage the changes when there are more than 20 tables due
to constraints. For efficient data retrieval relational database
(Oracle) uses indexing. In relational (Oracle) database, when-
ever any schema (user) and its objects (Tables, Views, and
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Fig. 9. Queries Execution Time on Local System in seconds.

Procedures) are created, by default database objects are stored
in a User tablespace (Logical folder). Therefore, we created
Medcare schema by using oracle default configuration and also
loaded data of the same schema in Neo4j. Neo4j performed
better than Oracle due to the following reasons:

• Oracle database does not perform well when the data
is more connected.

• Oracle database is heavily dependent on constraints
and indexing.

• Neo4j uses graph algorithm (Dijkstra and Floyd War-
shall) to find the shortest paths and save them. There-
fore it always takes constant time.

• Neo4j also stores the relationship while Oracle
database does not.

While performing the queries of figure 5 on a local and on
a server system with separate tablespaces for large tables such
as patient visit and patient issuemed. Whenever the query is
executed for the first time, the Oracle database reads data from
the disk by finding the appropriate segment (Table etc.). After
finding the segment, Oracle finds the appropriate extent (Where
data is located). At the end, oracle selects the particular block
(portion of data) from the selected extent and stores it in the
Database buffer in memory. For the next time Oracle database
reads data from the buffer. Local system (LS) performed well
than remote system (RS) except for the query 2 when executed
the first time as shown in figure 7.

The Figures 9 and 10 graphically represent the execution
time of each query on local system and on remote system
respectively. Queries are plotted on x-axis and the time con-
sumed by each query is represented on y-axis. In both graphs
Query 5 takes considerably more time than other queries
because in query 5 we have fetched data from three large tables
and this query is using three sub-queries and a join condition
too.

VI. CONCLUSION AND FUTURE WORK

Relational databases are being designed to managed struc-
tured data. Now-a-days, many organizations are heavily depen-
dent on unstructured data and generate enormous amount of

Fig. 10. Queries Execution Time on Remote System in seconds.

data such as Facebook, Google, Yahoo, Google+ and Amazon
etc. To handle such large data, Hadoop and NoSQL databases
are used. Our experiment has shown whenever data becomes
more and more connected (large number of joins) and large
in size, relational databases show worse performance than
NoSQL graph database. Relational databases (Oracle 11g En-
terprise Edition) used constraints, indexes and do not store any
relationship information. While NoSQL graph database stores
relationship information among various nodes. Graph database
(Neo4j 3.0.3) use native graph storage. Native graph is opti-
mized and designed for storing and managing graph. NoSQL
graph database uses index-free adjacency. The connected nodes
physically point to each other in the graph database due to
index-free adjacency characteristics. Our experiment describes
NoSQL database performance are significantly better than
Oracle 11g with and without partitioning. The results returned
by the Weka tool also present that Oracle 11g on Local system
with partitioning is performed better than Oracle 11g with
partitioning on Server system.

In future we will try to compare relational database (Or-
acle 11g) and graph database (Neo4j) for a remote system.
It is not 100% solution for enhancing performance in row
based database management systems but performance will be
checked by applying partitioning under umbrella of physical
database paradigm. There is very less amount of work done
in this area thats why it is considered as future work. Our
proposed techniques also need some improvement in terms of
high performance that we will deal all the issues related to
elapsed time in the future works and how to build schema of
structured and unstructured data.
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Abstract—Wireless Sensor Network (WSN) is being utilised 

for several purposes in military and civil domains, including 

surveillance, monitoring, and management, where networked 

sensors monitor and detect an event of interest and report to the 

concerned party through the WSN or the Internet infrastructure. 

Due to the characteristics of WSN, there are many fundamental 

technical challenges including the node deployment, event 

localization, and event tracking, among which, the probability of 

the event observability has a crucial role. The observability is 

defined as the capability of observing an evolving event in the 

monitoring area. The probability of detection ability in observing 

an event depends on the parameters of the detection function, 

which in turn rely on the sensor technology and the nature of the 

surrounding environment. This paper addresses the observation 

of an event using WSN and how accurately the event is observed 

in the monitoring area. It presents a practical solution for event 

observability after formulizing and establishing the complexity of 

observability issue and tackling its relation and impact on node 

deployment and event localization. Hence, a feasible event 

observation model has been proposed and validated in this paper. 

The numerical results of the experimental evaluation have 

confirmed that an accurate detection of an occurring event can 

be achieved by the proposed model. 

Keywords—Wireless Sensor Network (WSN); Environmental 

Monitoring; Event Detection; Event Localization; Sensing 

Modelling 

I. INTRODUCTION 

The rapid development in Micro-Electro-Mechanical 
Systems (MEMs) and the computation and communication 
technologies paved the way for the advances in Wireless 
Sensor Networks (WSNs).  Sensors have the ability to operate 
independently, perform intended sensing tasks, process the 
sensed data, and report to a particular interested remote station 
[3, 14, 15]. Besides these advantages, the low cost and 
reliability of sensors have facilitated the establishment of 
numerous applications for various monitoring and management 
purposes including environment, transportation, human 
activity, detection and target tracking, underground mining and 
pipeline (such as water, oil, gas), healthcare , precision 
agriculture, industrial and supply chain [9]. 

Hence, WSN is being deployed for various monitoring and 
management operations in military and civil domains, where a 
specific event is observed and reported to the interested entity 
via the WSN or the Internet infrastructure [19, 18]. 
Accordingly, there have been a lot of research works on the 
development and practice of WSNs including architectures, 
operating systems, and applications. Nonetheless, the features 
of WSNs impose some fundamental technical challenges 
including the deployment of the sensor nodes, localization of 
the occurring event, and tracking of the event evolution, among 
which the probability of the event observability is an essential 
factor. 

The observability of the event is defined as the capability of 
detecting an event (such as an environmental phenomenon) 
occurred in the monitoring area. The observability is related to 
the probability of sensing an event by sensors, where high 
observability indicates that there is a higher possibility that an 
event can be detected by the nearby sensors. It can be 
theoretically computed as the integral of the detection function 
considering the distance between the detecting sensors and the 
trajectory of the event e that is progressing from point pi to 
another point pi+1. The probability of detection ability in 
observing an event depends on the detection function 
parameters, which in turn rely on the technology of the sensor 
and the nature of the surrounding environment. The well-
known detection model used in seismic sensors, which are used 
to measure seismic vibrations by converting ground motion 
into a measurable electronic signal, takes the form of 

           
  , where   and   are sensor technologies and 

environment parameters respectively, and          is the 
distance from sensor i to an event at point i [8, 4, 6, 13]. 

This paper focuses on how accurately an occurring event 
can be observed in the monitoring area. The objectives of the 
research work presented in this paper are to come up with a 
practical solution for event observability once formulizing and 
establishing the complexity of observability problem, and to 
tackle its relation and impact on sensors deployment and event 
localization. The rest of the paper is outlined as: Section 2 
presents some of the related research works. The common 
feasible sensing models and the proposed event 
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observation model that is based on probabilistic concept along 
with several effective observability measures presented in 
Section 3. Section 4 presents the experimental evaluation for 
validating the proposed event observation model. Finally, 
Section 5 presents the conclusion of the research work 
presented here and suggests some potential future works. 

II. RELATED WORK 

There are several research works, such as the ones 
presented in [1, 2, 5, 7, 10, 11, 12, 13, 16, 17, 20, 21, 22, 23, 
24, 25], which have been focusing on the detection coverage 
and the observability path of a targeted event. Among the main 
objectives of these research works, a quantitative measure that 
reflects how accurate an event can be detected by the sensors in 
the monitoring area was of concern, while considering the 
location of the event development paths (that are highly likely 
can be detected by the nearby sensors), in addition to the effect 
of the sensor deployment on the detection of a target, while 
increasing the observability of the least observed path in the 
monitoring area. These research works presented the advantage 
of the probabilistic detection over the deterministic one. With a 
probabilistic detection model, the sensor    is capable of 
detecting an event located at point    with probability 

   (        )  which is defined as a decreasing function; that 

is       (        )   . Moreover, with this model, the 

joint detection probability of a location point p (which is 
covered by some sensors) can be used to quantify the coverage 
of p. When the joint detection probability is greater than a 
predefined threshold, then p is definitely covered. 

Some of the research works available in the literature had 
focused on a deterministic coverage of a location point, while 
other works had aimed at a probabilistic coverage. However, 
the coverage of whole monitoring area was not addressed 
properly and no solutions were introduced to ensure the 
coverage of the entire area. Moreover, most of the researches 
on detection coverage supposed a perfect disc detection model 
(also known as the binary detection model) where the sensing 
range is fixed. With such model, an event would definitely be 
detected in the monitoring area if it occurs within the sensing 
range senr of a sensor i; that is, the event is detected if its 
distance d to the closest sensor i is less than i's sensing range 
senr. Nevertheless, this is considered as a rough approximation 
since the event detection characteristically relies on various 
variables and techniques used to confirm the detection 
accuracy. Thus, for a superior approximation, in every sensor, 
a probabilistic detection model with respect to the Euclidean 
distance between a sensing node and the event located at point 
p should be taken into account. 

While these works were directed to coverage-related 
algorithm design, and that their network coverage formulations 
consider the distance between the nearest sensors to the event, 
for the concept presented in this paper, the probability of the 
observability in the monitoring area is characterised and 
calculated as an integral of several sensing measures and 
asymptotic behaviours. 

III. DETECTION MODELS AND EFFECTIVE OBSERVABILITY 

MEASURES 

With consideration of the closest distance between the 
sensor and the event, most of the current proposed works use a 
fixed detection radius, within which a sensing node i would 
certainly detects the event once triggered in the monitoring 
area. The majority of event detection applications in WSNs 
require that nodes should be activated probabilistically to sense 
the surrounding area. A linear function that is inversely 
proportional to the detection accuracy can help in 
demonstrating the distance from the node to a particular point 
where the event has happened. Hence, the detection probability 
      of node i can be computed as follows: 

                                 (            )
 

                  (1) 

                                           
                           (2) 

where,          is the measurable distance from a sensing 
node i to an event at a point p.   and   are sensor technologies 
and environment parameters respectively, where   is a tuning 
parameter and that   ranges between 1 and 4 according to the 
surrounding environment. 

Also, an exponential function of the distance can define the 
detection probability inversely as follows: 

                                   (          )                                (3) 

Furthermore, the detection probability model can be 
presented as combination of linear and exponential functions 
constrained by two limiting thresholds (min, max), such that: 

      {

                                                               

                                                              

                                 

      

While the detection probability model introduced in 
Equation (4) is reasonable in comparison to the previous ones, 
though it has suitability constraint. To provide more practical 
detection model, the probability to detect an occurring event 
can be presented as follows: 

                                   (          )
 

                              (5) 

where, 

  presents the accuracy of the observability; it defines the 
maximum probability of that an event is definitely detected by 
the sensing node i, such that      ; i.e.     in case 
          . 

  and   presents the vertical and the horizontal locales 
respectively, where α > 1 and β > 0. A formulation of 
probability distribution can be made with respect to a reference 
point q which can be characterised by (dq (si , q), Pq (Di)). This 
implies that when an event occurs at dq (si , q) distance away 
from the sensing node i, the probability of detecting the event 
is Pq (Di ). Thus, when βdq(si , q) = 1, Pq(Di) = λα

-1
, which 
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allows determining a reference point (dq(si , q), Pq(Di)) by 
defining the parameters α and β as follows: 

    (      )
  

                                    (6) 

                                                                                    (7) 

τ, (τ > 0), represents decreasing tendency of the detection 
probability   to 0, as for d(si ,pi). When there is a need to 
specify that at a particular distance d

ʹ
(si ,pi), the detection 

probability is Pʹ ( Di ), then τ must be as follows: 

                                              (
 

      
)                  (8) 

provided that the conditions                    , and 

             , or vice versa, should be maintained. 

As highlighted previously, with a fixed radius-based 
detection model, a node would surely detect any event 
occurring within its sensing range (senr); thus, in such scenario, 
the detection probability would be as follows: 

                        {
                      

                            
                 (9) 

Sensing Area (SA) is the network coverage at any given 
point i (pi), which is interpreted as the probability with which a 
sensing node can detect an event at pi. Hence, it can be 
computed as follows: 

                        ∏                               (10) 

where,        is the coverage at     , and       is the 
detection probability of the sensing node i at pi of the 
monitoring area. 

The coverage of the sensing area          indicates that 
the sensing area SA is the overall achieved detections from 
nodes in the monitoring area at pi. 

Therefore, when there are n sensor nodes in the network, 
the coverage of the sensing area at pi can be as follows: 

                         ∑   

 

 

                                             

The proposed model can be useful for detecting events that 
occur in indoor and outdoor environments such as intruders, 
fire outbreaks, gas leak, and so on. Such events are considered 
dynamic and in order to be accurately detected the observation 
and localization must be performed properly. 

IV. EXPERIMENTAL EVALUATION 

In order to validate the proposed probabilistic detection 
model and its ability to observe and localise a dynamic 
environmental phenomena a comprehensive experimental 

evaluation has been conducted using simulation. This section 
presents the scenario and settings used in the experimental 
evaluation followed by the discussion on the results gained 
from the simulation experiments. 

A. Experiments Settings 

A network of 1000 of wireless sensor nodes has been 
simulated using Network Simulator 2 (ns-2) running on a 
computing station with a CentOS version of Linux. The sensor 
nodes were deployed randomly over an area of       
       to monitor the surrounding environment. Hence, the 
density of sensor nodes is 0.016 per   . Each sensor node has 
a sensing range (    ) of 30m and a transmission range (  ) of 
120m which enables a direct transmission of the detection data 
to a base station located at the centre of the sensing area. The 
settings of associated parameters of the sensing model were as 
follows:     (100% observation),    ,       (50% 
observation of event occurred at 30m), and    . The 
evaluation investigates the effect of every parameter on the 
subject of density that varies between 0.01 and 0.05, and 
compared to the fixed detection radius sensing model where 
        . 

B. Evaluation Results 

The results presented in this section are regarding the effect 
of the observability accuracy parameter  , the vertical locale α, 
the horizontal locale β, and the decreasing tendency of the 
probability of the observability accuracy τ parameters. 

1) Impact of the Observability Accuracy λ 
The observation accuracy of an event can be well 

demonstrated by this parameter. As there is no guarantee that a 
sensor node can always observe an event once it happens. This 
is because of some limitations associated with the sensor 
measurement and the nature of the event. The observability 
accuracy parameter is examined with different values where 
     ,      ,      ,      , and      , respectively; 
and in comparison with the fixed detection radius      of 30m. 
Thus, when           , the probability of the detection 
accuracy       to observe the event is 0.6, 0.7, 0.8, 0.9, and 
1.0, respectively. Figure 1 illustrates the effect of the 
observability accuracy considering the node density and the 
average detection observations of the event at a given point i in 
the monitoring area. The results imply that in case 
    , the average number of detections is closely equivalent 
to the fixed radius case at certain values of node density of  
0.02 and 0.03; while it is higher as the node density increases. 
The results confirm that better event detection accuracy is 
provided by the proposed detection model; hence, reducing the 
possibilities of having false alarms of the event. In addition, for 
various settings of  , the number of event detections increases 
as the node density increases, confirming the occurrence of the 
event that is observed by several sensor nodes. 
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Fig. 1. Impact of the observability accuracy  , where      ,      , 

     ,      ,       

2) Impact of the Vertical Locale α 
This parameter defines the probability        of observing 

an event occurring at a specific reference point q; that is, 
       ). It has been examined with different values: 
       ,        ,        , and       respectively; as 
presented in Figure 2. This implies that, with respect to the 
point located at         , the resulted probability values are 

0.6, 0.7, 0.8, and 0.9, respectively. The detection probability 
for the reference point is increasing when decreasing the value 
of α. This implies that the detection probability is higher when 
the event happens at          away from the sensor node(s). 

This is confirmed by the results behaviour presented in Figure 
2. As it can be seen in the figure, when        , the results 
are close to that of the fixed detection radius when the node 
densities are 0.03 and 0.04, implying that such settings are 
identical to the fixed detection radius of 30m. 

 

Fig. 2. Impact of the vertical locale  , where        ,        , 

       ,         

3) Impact of the Horizontal Locale β 
This parameter specifies the distance between the reference 

point q and the sensor node i detecting the event (i.e. 
        ). The parameter has been examined with various 

settings where       ,       ,       , which means 
that the reference point q is located at 35m, 30m, and 25m 
away from the sensor node i, respectively. Figure 3 shows that 
the distance          becomes higher as β value decreases, 

which implies that a sensor placed at a greater distance would 
have a higher probability to detect the occurring event. 
Compared to the rest of the settings, the results in the figure 
demonstrate that the closest statistical results to the fixed 
detection radius appear when        (i.e             ). 

 

Fig. 3. Impact of the horizontal locale β, where                       

4) Impact of the probability decreasing tendency τ 
This parameter defines how steep the slop of the probability 

of the observation decreases. It has been examined with 
different values where,    ,    , and      respectively. 
Increasing τ causes a sharp decrease in the probability of the 
observation accuracy. This implies that, with higher settings of 
τ, the proposed detection model is driven to follow the course 
of the fixed detection radius model. This is verified by the 
results presented in Figure 4 where the results are almost 
comparable when     and                   for 

various node densities. Thus, the lower value of τ is the lesser 
the steep of the observation probability. 
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Fig. 4. Impact of the decreasing tendency τ, where    ,    ,     

V. CONCLUSION AND  FUTURE WORK 

In this paper, an event observation model that is based on 
probabilistic concept has been presented. Also, some effective 
observability measures with the use of Wireless Sensor 
Network (WSN) for sensing and locating of an abnormal event 
have been introduced. Four parameters have adapted to reflect 
various environment scenarios, which are: observability 
accuracy λ, the vertical locale α, the horizontal locale β, and the 
decreasing tendency τ of the detection probability. The ability 
of the proposed model in observing a dynamic environmental 
phenomenon is well investigated with various settings for the 
above-mentioned parameters, in terms of the average number 
of event detections with respect to different node densities, and 
in comparison with the fixed detection radius model. The 
experimental evaluation results confirmed that the proposed 
event observation model provides a proper analytical 
description of the detectability of an event and it can be utilised 
for various monitoring applications where sensing coverage is 
of concern. In the future work, the direction of the research is 
going towards exploring the potential course of the event 
evolution to provide an accurate estimation and tracking of the 
development of the event. 
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Abstract—Quadriplegic people are unable to use mobile de-
vices without the aid of other persons which can be devastating
for them both socially and economically. This has motivated many
researchers to propose hardware and software solutions that
operate as intermediates between the impaired users and their
devices: accessibility switches, joysticks and head movements.
However, the efficiency of these tools is limited in some conditions.
To alleviate this problem, we propose to exploit electroencephalo-
graphic signals captured via an adequate headset. More precisely,
the user is asked to perform a facial expression that will be
recognized by the system through the analysis of the EEG signals.
Several facial expressions are offered and each one corresponds to
a command wirelessly sent to the mobile device and executed. This
Brain Computer Interface based system is called SmileToPhone.
It enables the quadriplegic patients to use their smartphones
in an easy way with a minimum of effort and with respect to
studied Human-Computer-Interaction requirements. The system
includes the main functionalities of a smartphone such as making
calls and sending messages. The evaluation of the system usability
showed that most of the time, users were able to use the different
functionalities of the system in an easy way. The current results
are encouraging and motivating to add more features to the
system.

Keywords—Quadriplegia; EEG; facial expression; BCI system;
HCI

I. INTRODUCTION

Mobile devices like tablets and smartphones are trans-
forming our life by the emerging of new technologies and
mobile applications offering new possibilities for communicat-
ing, working, shopping, etc. However, people suffering from
disabilities particularly due to a Spinal Cord Injury (SCI),
find themselves unable to follow this flow of technologies in
continuous progress, which can be devastating for a person
both socially and economically. Furthermore, a study reveals
that the most common age of injury is 19 years and that a large
percentage of spinal cord injury patients are under 30 years
old (except in Japan where the majority of the patients are
over the age of 50 years) [1]. Physical difficulties, to mobility
and use of basic technology yield to the exclusion of many
people from participation in society, especially during this
period of life between the age of 19 and 30. Hence the need
for a system that allows mobility impaired persons to benefit
from the available technologies and services likewise healthy
people. Several applications are proposed in the literature that
aim to help mobility impaired users to make phone calls [2],
[3], use computers [4], [5], play games [6], prepare the meal
and other functions [7]. The key idea is to use a hardware

operating as an interface between the user and the device to
be manipulated. The interface could be a joystick that the user
moves in different directions using one finger [4], [7] or using
his lips [5] in order to navigate or select a functionality on
the device. Accessibility switches were also exploited in the
Tecla product to transmit commands to a smartphone or a
tablet via a Bluetooth connection by using the user’s hand
or a finger [4]. Sip and puff sensors allow the user to puff
for clicking and selecting a functionality. In addition to a
lip position sensor, a push switch and voice commands are
exploited in the Quadstick product for playing games [6]. A
different idea for moving a cursor and selecting the desired
item on an android device is the one implemented in Sesame
application [3]. It consists of tracking the head movements
through the camera of the device, recognizing them using
computer vision algorithms, and associating each movement to
a defined action on the screen. Applications based on the Brain
Computer Interface (BCI) are also proposed to help mobility
impaired persons using their mobile devices: the idea consists
of analyzing the brain signals to recognize the action to be
executed on the device [2], [7].

In the present work, we are interested in developing a
mobile phone system to people suffering from a special spinal
cord injury which is Quadriplegia (also called Tetraplegia).
According to the severity of the injury, quadriplegia yields to
varying levels of functional loss in the neck, trunk, and upper
and lower limbs [8], whereas quadriplegic patients have a full
control of the head and the facial organs. As a consequence,
the use of materials such as joysticks and push switches is not
appropriate for our target users. Furthermore, puffing may be
tiring; in addition to the fact that it requires a wired connection
to the device. A number of requirements should be accounted
for when designing a mobile phone system for quadriplegic
patients. For instance, a physical movement from other than
the head and the face of the user are discouraged and even
not possible. Besides, in order to ensure a maximum level
of usability of the system, it is preferred that the material
used for transmitting the commands to the mobile device
be wirelessly connected. These requirements are perfectly
satisfied in Sesame application [3]. However, it presents some
limitations restricting its use to some conditions: since the
head movements are captured via the camera of the device,
it is very sensitive to the brightness level present in the room.
Hence, the sesame phone should be in a well lit room without
being exposed to a light source. This compromises the comfort
of the user when he needs to be within a slightly bright
room and restricts the usage of the phone in some areas,
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especially when the user is out of home and has no control
on the lightning level. Another issue is that the unlocking of
the phone is performed using the voice, by recognizing the
sentence ’Open sesame’. The recognition may fail when the
user is in a noisy environment. Neurophone [2] is another
phone system that satisfies the aforementioned requirements.
It is a BCI based system that exploits the P300 brain potential
to select the photo of the contact that the user wants to call.
The idea of the Neurophone application is to sequentially
flash in a random order the photos stored in the address book
contacts. When the flashed photo corresponds to the contact
to call, a P300 potential is evoked by generating a peak after
a stimulus. Although the idea of using brain signals to send
commands to the phone is interesting and ensures flexibility
to the user, the P300 depends on the levels of attention and
arousal [9]. In addition, a more accurate way that does not
require a prior training stage and allows the understanding of
the user’s intent, is to interpret his facial expressions through
his brain signals. Furthermore, the Neurophone application
restricts the phone calls to the contacts stored in the address
book and whose photos are available. Given the high degree
of autonomy offered by BCI technology and the success it
achieved through several available systems [2], [7], we resort to
the exploitation of the brain signals to manipulate the proposed
mobile phone system. More precisely, the brain signals are
used to recognize a facial expression performed by the user,
which is then translated to an action to be executed on the
mobile device. Our choice of the analysis of the brain signals
is motivated by their accuracy and the quasi real-time of their
processing; whereas the use of the camera to capture the facial
expression followed by an analysis step based on computer
vision algorithms is compromised by the lightning of the room
as mentioned earlier.

The contribution of our mobile phone application, named
SmileToPhone (referring to the smiling facial expression), is
not restricted to only phone calls from the contacts of the
address book, but also includes dialing a phone number, per-
forming an emergency call (by dialing a number or selecting
a predefined number), reading and writing messages, setting
alarms and also adjusting some settings regarding the way in
which the commands are sent to the device. It also includes a
fault management module offering the possibility to the user
to reset his inputs in case of error, and allowing an additional
flexibility to the application. The remainder of the paper is
organized as follows. Section II describes the proposed system
by detailing the process of brain signals acquisition, the system
features and the HCI requirements specific to the quadriplegic
people and taken into consideration in the design phase. The
evaluation results of the system usability are presented in
Section III. Finally, conclusions and future work are drawn
in Section IV.

II. PROPOSED MOBILE PHONE SYSTEM FOR
QUADRIPLEGIC USERS

The SmileToPhone system consists of two main parts:
the first part aims to analyze the brain signals in order to
recognize the facial expression performed by the user. The
second part is an Android application installed on the patient’s
smartphone that interprets the facial expression as a function
to be executed. The high level architecture of SmileToPhone
system is illustrated in Figure 1.

Fig. 1. High level system architecture.

A. Brain signals acquisition and analysis

Thanks to the interactions between billions of neurons
present in the brain, people are able to think, move, feel
emotions, and more. All these feelings and thoughts start
in the brain and are transmitted through neurons to other
neurons or other types of cells such as muscles, via electrical
signals. The electrical activities of the neurons emerge in the
brain surface and thus can be captured by placing electrodes
on standard positions on the scalp according to the 10-20
international system [8]. The recording of the electrical activity
of the neurons is called electroencephalography (EEG). Several
cap-like devices composed of electrodes and allowing the
acquisition of the EEG signals exist [10]. They differ by
their external appearance, the number of electrodes, their
applicability (medical or non-medical use), cost, and other
characteristics.

Taking into account the features of the proposed system
and the targeted users, some constraints regarding the choice
of the EEG headset should be accounted for. In one hand, the
cost of the headset should not be expensive and its placement
should be relatively easy and does not require a training stage.
In the other hand, the acquisition and the interpretation of the
signals should ensure a minimum of accuracy that allows a
satisfying level of the system usability. Several low-cost EEG
devices are commercially available in the market. A survey
of most of them along with a comparison are conducted in
[11], where the Emotiv Epoc headset [12] was evaluated as
the most usable low-cost device. More precisely, a comparison
between the Emotiv Epoc headset and the Neurosky headset
was conducted in several works, confirming the outperforming
of the former one [11], [13]. The Emotiv Epoc headset has 14
electrodes located on AF3, F7, F3, FC5, T7, P7, O1, O2, P8,
T8, FC6, F4, F8, and AF4 positions as shown in Figure 2.
Eight of these EEG sensors are positioned around the frontal
and prefrontal lobes to collect and record signals from facial
muscles and eyes. Once the brain signals are collected, they
are processed in order to extract the relevant features allowing
to recognize the facial expression performed by the user. It is
worth pointing out that a Software Development Kit (SDK) for
research is available along with the Emotiv Epoc headset and
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Fig. 2. Positions of the electrodes in the EPOC headset [15]

offers the processing of signals, which is mainly composed of
the following 3 stages:

1) Preprocessing: The aim of this stage is to make
the acquired brain signals suitable for analysis by
amplifying them and removing the electrical noise to
enhance their quality. The signals are then digitized.

2) Feature extraction: In this stage, suitable features
helping to recognize the user’s facial expression are
extracted from the digitized brain signal samples.

3) Features classification: This step can also be denoted
as the translation algorithm; it is comprised mainly
of a signal translation procedure that converts the set
of brain signal features into a set of output signals
to control a device. This translation is accomplished
using conventional classification procedures [14].

Once the facial expression is identified, a command is
associated to it in order to control the mobile phone device.

B. Command identification

The system can recognize up to 12 facial expressions
including smile, left wink, right wink, blink, raised eyebrows
(surprise) and some others. We associate some of these facial
expressions to specific commands that allow the functioning of
the desired feature in the mobile phone. The main commands
consist of:

• Unlocking the phone,

• Selecting an icon,

• Moving up/down to navigate through icons.

A facial expression is attributed by default to each of these
commands: smiling to unlock the phone and to select an icon,
winking left to move up and winking right to move down.
As will be explained later in the paragraph II-D, the keypad
is required to be simple with large icons. Consequently, the
keypad of our application (for the dialing function) and the
icons organization are designed to be vertical. Moving through
icons is only in up/down directions, as shown in Figure 3. A
minimum number of facial expressions is exploited in order
to facilitate their use and memorization by the quadriplegic.
However, it is to be noted that the user has the possibility to
customize the facial expressions associated to the commands
through the function ‘Settings’ of our application. The remain-
ing features offered by SmileToPhone application are described
below.

Fig. 3. Home screen icons of SmileToPhone.

C. System features

The application includes the following main functions as
shown in the use case diagram (see Figure 4); the first function
is the Emergency call; it allows the patient to ask for help
through a predefined phone number or a new one that he dials.
The second one is the Call function; it helps the patient to
call any number from his contacts or enter a new number by
using a keypad appropriate for the mobility impaired users.
The requirements related to the design of the keypad and
more generally, the Human-Computer-Interaction aspects will
be discussed in the paragraph II-D. The third function is
the Message function: by using it, the patient can read his
messages and write a new message with a special keyboard.
As a fourth available feature, the user has the possibility to set
an alarm.

Another important feature of the SmileToPhone system is
that it supports a fault management module allowing the user
to reset his entry after an error.

It is worth noting that our system is designed in such a way
it can be easily extended to support additional functionalities
without altering to the existing implementation.

All the features are presented to the user with respect to
Human-Computer-Interaction (HCI) requirements defined in
[16] and described in the following.

D. HCI user requirements

The HCI of the proposed system is based on a study
conducted in [16] on 11 participants suffering from mobility
impairments. The participants were men and women of dif-
ferent ages and professions. The study aimed to observe how
the mobility impaired users interact with computers and mobile
devices and what are the limitations they face. A questionnaire
was also addressed. Some of the findings of the study are listed
below and are taken into consideration in the implementation.

• Graphic icons should be large enough to be easily
manipulated by users suffering from quadriplegia.

• The text should be clear.

• It should be easy to read the interface at some distance
that allows operation from the wheelchair.
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Fig. 4. Features of the SmileToPhone system.

(a) (b) (c)

(d) (e)

Fig. 5. Some screens of the SmileToPhone system. (a) Home screen. (b) Call
and contacts screen. (c) Keypad. (d) Settings screen. (e) Sending messages

• The screen should be vertically positioned.

As can be seen in Figure 5, the screens of the Smile-
ToPhone system are vertically positioned, with large icons
and clear text. The list of contacts also appears in a vertical
direction. The keypad used for dialing a number is simple,
clear and easy to move up and down through it (by right
winking and left winking respectively).

III. USABILITY EVALUATION

In order to evaluate the usability of the proposed system, a
usability study is conducted in which five healthy participants
were asked to perform a set of tasks. It was not possible
to make the study on quadriplegics. The focus was on the

main features of the proposed system, which are: make an
emergency call, make a call and send a message.

In the emergency call task, participants have to select the
emergency call icon from the home interface and make an
emergency call. Two sub-tasks are considered in this task;
making an emergency call when a number is already saved
in the emergency call list and making an emergency call with
a new phone number. In the make call task, participants are
invited to select the make call icon in order to be able to make
a call. Also in this task, two sub-tasks are considered; making
a call to a phone number from the list of contacts and making
a call by entering a new number. In the send message task,
participants have to send a message in two ways; by selecting
a predefined message and by writing a new message.

As results, it was observed that the executions of the
different commands using the corresponding facial expressions
were instantaneous, except for some isolated cases where a
user had to perform a facial expression twice in order for the
related command to be executed.

IV. CONCLUSIONS AND FUTURE WORK

In this paper, we were interested in facilitating the social
integration of users suffering from quadriplegia. We proposed
a mobile system that allows them to use the smartphones
effectively. Taking into account that physical movements are
discouraged and sometimes not possible for most of the
quadriplegic patients, the facial expressions were exploited to
control the smartphone. In that way, quadriplegics can use
their smartphones with a minimum effort. For that sake, the
mobile application consists of five main functionalities; make
an emergency call, make a call, send message, customize the
facial expressions and set an alarm. HCI requirements have
been taken into account when designing the system. As a future
work, the aim will concern the adding of more functionalities
to the system allowing the full control of the smartphone by
quadriplegics.
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Abstract—Factors like colour, light, air quality, 

environmental conditions, and noise has a great effect on the 

Health and Performance of office employees. All these factors 

have the impact on employee’s performance and are the reasons 

to improve or reduce the level of employee’s working quality and 

health. The office design, computer usage, and sitting postures 

affect the muscles, eyes and other body parts. Availability of 

better office environment and design improve the performance 

and health of employees to achieve much better and productive 

outcome from the employees. Following empirical study has 

investigated the relationship between office workplace design and 

employee’s health and performance. We conducted a survey on 

the employees working in the software industry of Pakistan, 

collected the data from employees through questionnaire. We 

used Linear Regression for the analysis of the study. The results 

concluded that workplace design has a significant impact on 

employee’s health, and have a negative relationship with the 

employee discomfort level. Results also showed that workplace 

design has statistically significant impact on employee’s 

performance. 

Keywords—Ergonomics; Office work design; Employee’s 

health; Employee’s performance; User friendly design; 

Accessibility 

I. INTRODUCTION 

In very industry, the dynamic of work is always different, 
work pressure and stress may vary in different industries. The 
level of stress is very critical in IT field as compared to other 
fields. The business world is modelling new ways of doing 
work and the systems to enrich the innovation and improve the 
performance of employees, and one of the key entities is 
office environment (Management Today magazine in a survey 
2003). According to stats, almost above 95% people feel 
valued because of working environment (ibid). 

There is rapid change in features of the working 
environment in the last few years because of diversity in social 
and technological aspect of new scientific world [2]. Various 
studies have concluded that performance of employees is 
greatly affected by working conditions of the employees [3]. 
Better working conditions lead to better performance of the 
employees [4]. Performance of an employee can be affected 
by a number of factors like colours around, lights combination 
and sitting arrangement [5]. Ergonomics is a science 
concerned with the ‗fit‘ between people and their work. It puts 
people first, taking account of their capabilities and 

limitations. Ergonomics aims to make sure that tasks, 
equipment, information and the environment fit each worker 
[6]. 

Office ergonomics is a major factor for improving the 
performance of the employees [7]. The level of motivation of 
an employee is correlated with working environment and the 
commitment towards his job [8]. On the other hand, low 
standard of environment not only decreases the productivity 
and performance but also demotivates the employees [9] [10]. 

Ergonomics and balance of its factors like noise reduction, 
furniture setting and layout of hardware, lighting, air and room 
space also ensures the productivity and better performance of 
the employees [11]. Sustainability of performance of an 
employee can be achieved by providing a good ergonomics 
design [8]. In the places where people have to work indoor the 
mental stress and fatigue effect the performance and ability to 
do job better [12]. 

Moreover, in software industry the employees have to 
work on computers most of the time, it is considered as a 
major risk factor that can cause musculoskeletal and visual 
discomfort [13] [14]. The usage of computers and ergonomics 
factors has a wide impact on musculoskeletal and visual 
uneasiness of the employees [15]. There are a number of 
factors that can cause visual and musculoskeletal discomforts 
such as workplace design, workplace area, and number of 
hours working on computers and lightening of workplace [16] 
[17]. 

Section 1 has covered a brief introduction of workplace 
deign and its perception in the software industry of Pakistan. 
Section 2 and 3 includes a detailed literature review, 
hypothesis development and research framework. Section 4 
covers the research methodology for this study and Section 5 
covers a detailed discussion of results and Section 6 includes 
study‘s limitations and future recommendations. 

II. LITRATURE REVIEW 

Ergonomics is a major factor in the performance of an 
employee and has been validated by many studies. According 
to [18], ergonomics shows a significant part of the prosperity 
of a worker and in the reduction of errors, especially in the 
design of office, its environment, and tools. The same concept 
has been confirmed by [19] [20] that ergonomics can be a 
major KPI about the performance. 
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A. Workplace Design 

The optimised layout is an important for better 
performance, which includes ergonomics factors and course of 
workflow [21]. 

A study has conducted that by analysing various responses 
of employees about workplace and results indicated that most 
prominent (90%) of employee believed that their attitude 
toward the work is most affected by working environment 
[22]. Another study stated that unsatisfied employees and low 
standard of workplace plus physical conditions of the 
environment are one of the major impact factors of 
productivity [23] [24]. 

The more innovative environment requires more 
comfortable and optimised environment for the job, and then 
the higher productivity can be achieved; on the other hand, 
lower these standards and it will introduce the higher rate of 
un-satisfaction and stress [25] [26]. 

The environment of a workplace includes some things and 
the most relevant are the layouts of office design and 
furniture, lighting, and configuration of the floor [27]. Another 
study‘s findings suggested that the physical environment plays 
a vital role in the network and relationship development of the 
workplace [26]. In the better physical environment, an 
employee experiences less stresses while doing their jobs [28]. 

B. Key Elements in the Office Environment 

Health and Performance of office employees affected by 
the different factors like colours, light, air quality, 
environmental conditions, noise, mouse, keyboard, monitor, 
sitting chairs, desk, ergonomic conditions and lack of privacy, 
etc. All above factors are the reasons to improve and reduce 
the level of employee‘s working quality and Health. Furniture, 
noise, lighting, communication, temperature and air quality 
are the Integral parts of workplace environment [3]. 

1) Furniture 
In organisations, where workplace situations are 

monotonous and arduous, the major problem that employee 
experience is their health condition specially neck, shoulder, 
backbone and hands [29]. Sitting arrangement or comfortable 
furniture for a workplace has serious impact on health of user 
[28]. A study was conducted on school children and findings 
indicated that where risk of musculoskeletal pain was 
observed 1.59 times more due to seat depth and length 
similarity in reference to the furniture [30]. The neck stress 
seems to be significantly reduced by engaging the use of 
forearm support, this arrangement was also observed to be 
good for shoulders [31]. 

2) Noise 
There have been a number of researches on the noise and 

its impact on the performance of employees and its impact on 
employee welfare. The level of noise greater than 85dB has 
negative impact on the performance and is proved to be 
strategic indicator for performance improvement [31] [60]. 
Rate and accuracy of work are two different aspects and 
according to [32] noise seems to have a negative effect on the 
rate of work. The impact of noise also depends on gender. The 

female employees seem to be more affected by the noise as 
compared to their male counterparts [33]. 

The noise also affects the personality of a person [34]. The 
people working in very noisy environment feel distracted with 
sense of low privacy along with difficulty of concentration on 
the work [35]. Environment with inappropriate noise 
conditions significantly affects the health of employee 
negatively [36]. The increased level of noise increases the 
level of stress and irritation along with dwindling of 
productivity [37]. 

3) Temperature 
People are working in a number of different climate 

conditions; by increasing the temperature, the performance of 
any task can negatively reduce [37]. The health of an 
employee will also be affected negatively as there is an 
increase in cardiovascular stress because of temperature it also 
affects the performance [38]. Duration of a task and how long 
an employee experiences the temperature, are important 
factors too but hot condition (above than 900F) and cold 
condition (less than 500F) have bad effect on performance. 

4) Light 
Intensity of light causes eyes strain, which affects the 

patterns of sleep [39] and visual sensitivity significantly affect 
the performance [40] [41]. Light with respect to its intensity 
and shades, like yellow light or white light differently affect 
the eyes, the nervous system, and level of tiredness and 
activity of brain [42] [43].  To build a comfortable work place 
design, lightening play a critical role. It can affect the 
performance of employees depending upon the condition [44]. 

C. Physical Work Environment and Employee’s Performance 

Achieving good performance is one of the key dynamic of 
today‘s business world. Organisations are engaging resources 
for improving the performance by adding value in workplace 
deign and making it more comfortable and innovative. 
Workplace performance as explained by [45] is that all the 
means given to an employee by its organisation/ business 
helps the business to grow. 

The Employee‘s feelings toward his workplace design 
actually play a role in his/her performance [46] [58] and the 
not being feel comfortable usually caused by lighting, noise, 
ventilation system [47]. Comfort of an employee is defined as, 
in a given workplace environment, the level in which an 
employee gives its performance to a certain job [48]. 
Performance of an employee also depends on their willingness 
to perform certain task with concern [49] [50]. 

Another variable suggested by [51] was noise that can be 
reason of discomfort and have negative impact on the 
performance. Satisfaction of an employee leads to better 
performance and it can be achieved by a better workplace [45] 
[52]. 

D. Employee’s Health 

There are some factors that can cause visual and 
musculoskeletal discomforts like workplace design, workplace 
area, the number of hours working on computers, lightening of 
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workplace, etc. [53] [59]. Work by [54] has suggested that a 
systematic and well-designed office is required to provide a 
safe workspace for employees. In the article ―Home Office 
Ergonomics” [54] author concluded that we cannot ignore 
proper implementation of ergonomics as stress and affects the 
heath in so many ways, and all the part of the human being 
can be significantly affected like arms, hand, legs, etc. 

1) Eyes and Neck 
The wrong sitting position of a person in-front computer 

causes eyes stress and pain in the neck, a 30-degree angle is 
best if its starts from the top of your eye level and descends 
[54]. The rule of thumb is appropriate positioning for sitting in 
front of the computer. 

2) Wrists and Arms 
The most favourable position for using keyboard and 

mouse which engages the wrist and arms of human is that the 
both hardware should be at the same level [54][56]. 

3) Back and Hips & Legs and Knees 
Some rules for furniture were introduced by [54], which 

explains why the ergonomic is important in the workplace and 
poor implementation will lead to stress, illness, and fatigue 
which result in bad performance. These rules are as follows: 

Sitting position for the back, hip, legs, and knees are very 
significant, and right positioning of sitting will reduce 
pressure from 20 to 30% from the back. The design of a seat 
should be something that ensures the depth of seat, 17 to 19 
inches with lower back support. When someone sits, feet 
should touch the floor nicely along with 90-degree angle for 
the legs. 

III. HYPOTHESIS DEVELOPMENT 

Literature review on the impact of workplace design on 
Employee‘s health and performance shows how scholars have 
penetrated these ideas for different situations. Thus, it delivers 
a basis for the hypothesis development and research 
framework of the current study. Figure 1 describes the 
research framework and the hypothesis is mentioned below: 

H1; Workplace design has significant bad effect on 
employee‘s discomfort. 

H1a; Furniture has significant bad effect on employee‘s 
discomfort. 

H1b; Noise has significant bad effect on employee‘s 
discomfort. 

H1c; Lightening has significant bad effect on employee‘s 
discomfort. 

H1d; Temperature has significant bad effect on employee‘s 
discomfort. 

H1e; Spatial arrangement has significant bad effect on 
employee‘s discomfort. 

H2; Workplace design has significant positive effect on 
employee‘s performance. 

H2a; Furniture has significant positive effect on 
employee‘s performance. 

H2b; Noise has significant positive effect on employee‘s 
performance. 

H2c; Lighting has significant positive effect on employee‘s 
performance. 

H2d; Temperature has significant positive effect on 
employee‘s performance. 

H2e; Spatial arrangement has significant positive effect on 
employee‘s performance 

 

Fig. 1. Theoretical Framework 

IV. RESEARCH METHODOLOGY 

A. Data Collection 

The aim of this study is to observe the result of workplace 
design on employee‘s health and performance in the software 
industry of Pakistan. We have collected the data from software 
houses in Pakistan through close-ended questionnaires. We 
selected Software houses registered under PSEB (Pakistan 
Software Export Board) for the population of the study. There 
are 1100 software houses registered under PSEB. Simple 
random sampling was used to choose the software houses 
from the list. The sample size was 285. We sent one 
questionnaire to each software house by email. 

B. Instruments for Data Collection 

A structured questionnaire was used to collect data which 
included close-ended. A 5 point Likert was used to test the 
hypotheses.  Structure of questionnaire was as follow; 

1) Demographic characteristic information 

2) Workplace design 

3) Employee Health 

4) Employee performance. 
Data collection procedure is conducted through online 

forms and sent by emails. We sent a total 285 questionnaires. 
A total 199 responses received (70 per cent response rate). Six 
responses discarded because of missing data, so total 193 
responses were used for analysis. 

V. DATA ANALYSIS AND RESULTS 

To test the effect of workplace design on employee‘s 
health and performance, we used linear regression. 
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A. Reliability Analysis 

We performed Reliability analysis for both independent 
and dependent variables by using Cronbach‘s alpha in SPSS. 
Results showed that for office work design, the value of 
Cronbach‘s alpha is 0.984, for employee‘s health is .965 and 
for employee‘s performance is .860. All the values are the 
above-accepted range. 

B. Collinearity Diagnostic Test 

Variance factor analysis was used to examine the multi-
collinearity among workplace design construction (the 
independent variables). Results are displayed in Table 1. 

TABLE I. COLLINEARITY DIAGNOSTIC RESULTS 

Standard value of tolerance is considered > 0.20 and < 10 
for VIF (variance inflation factor). Table 1 shows that all the 
values of tolerance are greater than 0.20 and VIF values for 

ergonomics constructs are < 10. 

C. Pearson’s Correlation Analysis 

In Table 2, Relation of the independent variable (office 
work design) and the dependent variable (employee‘s health 
and employee‘s performance) was examined using Pearson 
correlation analysis. We used Pearson correlation because 
variables had a linear relationship. Results indicated a 
significant correlation between the variables at 0.05 (Table 2). 

The Pearson‘s coefficient of correlation (r) for Workplace 
design and Employee‘s Health is (-0.881). This value indicates 
that there is a weak correlation between workplace design and 
employee‘s health and (-) sign indicates that direction of this 
relationship is negative. Also, this relationship is significant 
because (p=0.000) that is less than 0.05. So it is concluded 
that there is a weak, negative association among Workplace 
design and Employee‘s Health, which is statistically 
significant (r = -0.881, p = 0.000). 

The Pearson‘s coefficient of correlation (r) for Workplace 
design and Employee‘s Performance is 0.672). This value 
indicates that there is a weak correlation between these two 
variables and that direction of this relationship is positive. 

Also, this relationship is significant because (p=0.000) that 
is less than 0.05. So it is concluded that there is a weak, 
positive relationship between Workplace design and 
Employee‘s Performance, which is statistically significant 
(r=0.672, p = 0.000). 

TABLE II. PEARSON‘S CORRELATIONS 

D. Regression Analysis 

1) Impact of Workplace Design on Employe’s Health 

 
To explore the effect of workplace design on employee‘s 

health, we used linear regression. To validate the assumptions 
of data normality, linearity, multi-co linearity and 
homoscedasticity, we performed the initial analysis. First, we 
accomplished the correlation analysis and the results indicated 
that all independent variables were correlated with employee‘s 
health, so it implies that data was appropriate for conducting 
linear regression. 

In Table 3, model explained 75.7% variance in the 
dependent variable i.e. employee health. Model strength (R-
square) is 0.757. The values for F = 591.829, p = 0.000. The 
value of p that is less than 0.05 which means it is significant 
[55]. So, it means that this relationship is significant. The 
values for the workplace design (β = -0.834, p = 0.000) it 
means the workplace design have a negative relationship with 
the employee discomfort level and this relationship is 
significant. It means better the workplace design will lead to 
lesser the discomfort level of employee‘s health. 

TABLE III. WORKPLACE DESIGN AND EMPLOYEE‘S HEALTH 

a. Predictors: (Constant), office work design 

 

2) Impact of Individual Workplace Design Constructs on 

Employee’s Health 
Linear regression was used to test the effect of individual 

ergonomics constructs on employee‘s health. Table 4 shows 
the results of analysis. Summary of the findings are as 
follows; 

Model 
Collinearity Statistics 

Tolerance VIF 

Furniture .752 1.329 

Noise .578 1.731 

Temperature .824 1.214 

Lightening .688 1.454 

Spatial Arrangement .523 1.911 

 Light 

Spatial 

arrange

ment 

Tempe

rature 
Noise 

Furnitu

re 

Office 

work 

design 

Perfor

mance 
Health 

Light 1 .170* .811** .809** .823** .955** .669** -.859** 

Spatial 

arrangem

ent 

.170* 1 -.210* -.284* .220** .198** .237* -.183* 

Temperat

ure 
.811** -.210* 1 .828** .607** .871** .600** -.732** 

Noise .809** -.284* .828** 1 .634** .885** .416** -.686** 

Furniture .823** .220** .607** .634** 1 .859** .801** -.882** 

Office 

work 

design 

.955** .198** .871** .885** .859** 1 .672** -.881** 

Employee’

s 

Performa

nce 

.669** .237* .600** .416** .801** .672** 1 -.794** 

Employee’

s Health 
-.859** -.183* -.732** -.686** -.882** -.881** -.794** 1 

Model R 
R 

Square 

Adjusted 

R 

Square 

F Sig. B T Sig. 

1 .870a .757 .756 591.829 .000b -.834 -24.328 .000 
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a) Furniture and lightening have explained most of the 

variance (77.9% and 74.1% respectively) in employee‘s 

health. These relationships are significant as for furniture F = 

668.239, B = -.846, p < 0.001 and for lightening F = 544.869, 

B = -.826, p < 0.001. 

b) Temperature is the third construct that has explained 

most variance for employee‘s health (59.2%). This 

relationship is also significant as F = 276.122 %, B = -.738 

and p < 0.001. 

c) Noise has a significant relationship with employee‘s 

health. It has explained 48% variance for employee‘s health. 

For noise F = 175.498, B = -.665 and P < 0.001. 

d) The spatial arrangement has explained least variance 

(3.8%) for employee‘s health. Values for F = 7.523, B = -.187, 

p < 0.001. 

TABLE IV. WORKPLACE DESIGN CONSTRUCTS ON EMPLOYEE‘S HEALTH 

3) Impact of Individual Workplace Design Constructs on 

Employee’s Performance 

 
To explore the effect of workplace design on employee 

health, we performed linear regression. To validate the 
assumptions of data normality, linearity, multi-co linearity and 
homoscedasticity, we performed some initial analysis and 
correlation, and the results indicate that all independent 
variables were correlated with employee health, so it implies 
that data was appropriate for conducting linear regression. 

In Table 5, the model explained 45.2% variance in the 
dependent variable i.e. employee‘s performance. Model 
strength is (R-square) 0.452. The values for F = 156.796, p = 
0.000. The value of p that is less than 0.05 which means 
significant [55][57]. So it means that this relationship is 
significant. 

TABLE V. WORKPLACE DESIGN ON EMPLOYEE‘S PERFORMANCE 

Model R R Square F Sig. B T Sig. 

1 .672 .452 156.796 .000b .672 12.522 .000 

Values for the workplace design (β = .672, p = 0.000) it 
means the workplace design have the significant positive 
relationship with the employee‘s performance. It means better 
the workplace design will lead to better the performance of 
employees. 

4) Impact of Individual Workplace Design Constructs on 

Employee’s Performance 
Linear regression was used to test the effect of individual 

ergonomics constructs on employee‘s performance. Results of 
the analysis are shown in Table 6. Summary of the findings 
are as follows: 

a) Furniture and lightening have explained most of the 

variance (64.2% and 44.8% respectively) in employee‘s 

performance. These relationships are significant as for 

furniture F = 340.216, B = .801, p < 0.001 and for lightening F 

= 153.920, B = .699, p < 0.001. 

b) Temperature is the third construct that has explained 

most variance for employee‘s performance (36.6%). This 

relationship is also significant as F = 106.803%, B = .600 and 

p < 0.001 

c) Noise has a significant relationship with employee‘s 

performance. It has explained 17.3% variance for employee‘s 

performance. For noise F = 39.696, B = .416 and P < 0.001. 

d) Tthe spatial arrangement has explained least variance 

(0.1%) for employee‘s performance. Values for F = .257, B = 

.037, p < 0.001. 

VI. FINDINGS 

A. Workplace Design and Employee’s Health 

 
Results show that workplace design has statistically 

significant impact on employee‘s health. Values for the 
workplace design (β = -0.834, p = 0.000) it means the 
workplace design have a negative relationship with the 
employee discomfort level and this relationship is significant. 
The resultant value of r square is 0.757 that means that 
workplace design explains 75% variance in employee‘s health. 
It means better the workplace design will lead to lesser the 
discomfort level of employee health. The overall results show 
that furniture and lighting have the most effect on employees‘ 
health and the spatial arrangement has the least on the health 
of the employees in the software industry. 

B. Workplace Design and Employee’s Performance 

 
Results show that workplace design has statistically 

significant impact on employee‘s performance. Values for the 
workplace design (β = .672, p = 0.000) it means the workplace 
design have a positive relationship with the employee‘s 
performance and this relationship is significant. The value of r 
square is 0.452 that means that workplace design explains 
45% variance in employee‘s performance. It means better the 
workplace design will lead to better the performance of 
employees in the software industry. The overall results show 
that furniture and lighting have the most effect on employees‘ 
performance and the spatial arrangement has the least on the 
performance of the employees. 

Independen

t Variables 
R 

R 

Sq

uar

e 

F 
Sig

. 
B T 

Si

g. 

Furniture .882 .779 668.239 .000 
-

.846 
-25.850 .000 

Noise .693 .480 175.498 .000 
-
.665 

-13.248 .000 

Temperatur

e 
.770 .592 276.122 .000 

-

.738 
-16.617 .000 

Lightening .861 .741 544.869 .000 
-

.826 
-23.342 .000 

Spatial 

Arrangemen

t 

.195 .038 7.523 .000 
-

.187 
-2.743 .000 
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TABLE VI. WORKPLACE DESIGN CONSTRUCTS AND EMPLOYEE‘S 

PERFORMANCE 

Independent 

Var 
R 

R 

Square 
F Sig. B T Sig. 

Furniture .801 .642 340.216 .000b .801 18.445 .000 

Noise .416 .173 39.696 .000b .416 6.300 .00 

Temperature .600 .366 106.803 .000 .600 10.335 .00 

Lightening .669 .448 153.920 .000 .699 12.406 .00 

Spatial 

Arrangement 
0.037 .001 .257 .000 .037 .507 .00 

1) The conclusion of the study 
This study establishes that workplace design has 

significant influence on both performance of the employees 
and health in the software industry of Pakistan. By providing 
good workplace design in software houses, the performance of 
employees can be enhanced and health related issues can be 
minimised. 

2) Recommendations of study 
Furniture and lightening were found to be the most 

significant factor that can affect both employee‘s performance 
and health. So, software houses should provide proper and 
adequate furniture and light to employees to improve their 
performance. 

Some training are needed to guide the workers about the 
use ergonomics like the light, colour, computer appliances, 
chairs, desks and about the awareness of musculoskeletal 
complaints so the workers can get expertise to use the 
ergonomics and they can be able to maintain their health 
issues. 

Workplace has to develop a criterion through sensors 
which can help to observe the employees ease. Through these 
observations the builders can establish the office to overcome 
all the difficulties that occur in performance and productivity 
of office employees. 

3) limitations and future suggestion 
First, this research is restricted to the setting of the 

Pakistan. Future studies can be conducted to other 
geographical settings to replicate the findings and to discover 
the effect of Countrywide culture on the association among 
workplace design and employees‘ health and performance. 
Second, this study is directed in IT sector of Pakistan. More 
studies can be conducted using other industries of Pakistan 
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Abstract—Line of sight estimation accuracy improvement is 

attempted using depth image (distance between user and display) 

and ellipsoidal model (shape of user’s eye) of cornea curvature. It 

is strongly required to improve line of sight estimation accuracy 

for perfect computer input by human eyes only. The conventional 

method for line of sight estimation is based on the approximation 

of cornea shape with ellipse function in the acquired eye image. 

The proposed estimation method is based on the approximation 

of crystalline lenses and cornea with ellipsoidal function. 

Therefore, much accurate approximation can be performed by 

the proposed method. Through experiments, it is found that 

depth images are useful for improvement of the line of sight 

estimation accuracy. 

Keywords—Computer input just by sight; Computer input by 

human eyes only; Purkinje image; Cornea curvature 

I. INTRODUCTION 

There are some methods which allow gaze estimations and 
its applications for Human Computer Interaction: HCI [1]-[31]. 
Paper [9] describes the method for gaze detection and line of 
sight estimation. In the paper, an error analysis is made for the 
previously proposed method. For the method, an expensive 
stereo camera is not needed, but only a cheap simple eye 
camera permits a motion of a user, and the method of 
determining the direction of a look from a pupil center and a 
cornea center of curvature is proposed without the calibration 
which forces a user a gaze of three points. 

By specifically measuring an eyeball cornea curvature 
radius simply, the degree estimation of eyeball rotation angle 
which does not need a calibration is performed, details are 
extracted from a face picture, the posture of a head is detected 
from those relative spatial relationships, and a motion of a 
head is permitted. The light source of two points is used for 
measurement of the cornea curvature radius of an eyeball, and 
two Purkinje images obtained from the cornea surface were 
used for it. It is decided to also use together the near infrared 
light source which a camera has using the near-infrared 
camera which became budget prices, and to acquire the clear 
Purkinje image in recent years. 

One of the weak points of the existing method for gaze 
estimation is that line of sight estimation accuracy is not so 
high when user moves away from the display and getting close 

to the display. Also, ellipse model of cornea shape is not so 
appropriate for human eyes. In the paper, these two problems 
are solved and overcome using raging image (Kinect acquires 
the depth between user and the display) and ellipsoidal shape 
model for estimation of cornea curvature. 

The following section describes the proposed line of sight 
estimation accuracy improvement followed by some 
experiments. Then conclusions are described together with 
some discussions and future research works. 

II. PROPOSED METHOD  

A. Eye Model 

Fig.1 (a) shows eye shape model while Fig.1 (b) shows the 
definitions of Purkinje images of the first to the fourth 
Purkinje images. The size and the curvature of cornea, sclera, 
retina, and eyeball are different for everybody. Therefore, 
calibration is required before using computer input just by 
sight. It is possible to estimate the size and the curvature by 
using the locations of the first to the fourth Purkinje images. 
The line of sight is defined as the line starting from the cornea 
curvature center which is estimated with Purkinje images to 
pupil center. 

 
(a) Eye shape model 

 
(b)Purkinje 

Fig. 1. Eye model and Purkinje images 
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B. Procedure for Estimation of Gaze Location on Display at 

Which User is Looking 

The procedure for estimation of gaze location on display at 
which user is looking is as follows, 

1) Cornea curvature radius is estimated with double 

Purkinje images 

2) Pupil center is determined with ellipse approximation 

of pupil shape  

3) Cornea curvature center is determined with geometric 

relations among eyeball, camera, display and light sources 

(See Appendix), 

4) Line of sight is determined with the cornea curvature 

center and pupil center 

5) Gaze location on the display is determined with the line 

of sight vector  
Fig.2 shows the method for estimation of cornea curvature 

center and radius.  

 
L: Distance between two light sources 

H: Distance between camera and eyeball 

g: Distance between two Purkinje images 
rE: Cornea curvature radius 

Fig. 2. Method for estimation of cornea curvature center and radius 

L and H are given. The distance between two Purkinje 
images can be measured as follows,  

1) binarize the acquired NIR image of the eye and its 

surroundings, 

2) isolated noise pixels are removed by using 

morphological filter, 

3) the distance between the locations of two Purkinje 

images is measured 
This procedure is illustrated in the Fig.3. Thus, the cornea 

curvature radius can be estimated. 

 

Fig. 3. Procedure of the cornea curvature radius measurement 

Distance between two light sources, Distance between 
camera and eyeball, Distance between two Purkinje images, 
Cornea curvature radius can be derived from the following 
equation representing the cornea curvature radius. 

rE=√{g
2
+[{LH/(L-2g)}-H]

2
}  (1) 

C.  Improvement of Gaze Location Estimation Accuracy with 

Depth Images Using Kinect 

Fig.4 shows the set-up configuration of the proposed gaze 
location estimation with Kinect. Major specification and 
outlook of Kinect (v2) is shown in Table 1 and Fig.5, 
respectively. Meanwhile, major specification of NIR camera 
of DC-NCR13U is shown in Table 2. 

 
(a)Set-up 

 
(b)Top View 

 
(c)Side View 

Fig. 4. Set-up configuration of the proposed gaze location estimation with 

Kinect 

 

Fig. 5. Outlook of the Kinect (v2) 
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TABLE I. MAJOR SPECIFICATION OF KINECT (V2) 

Color_image 1920x1080 fps:30 

Depth_image 512x424 fps:30 

Field_of_View Horizontal:70[deg.] Vertical:60[deg.] 

Depth_Range 0.5～8.0[m]  

TABLE II. MAJOR SPECIFICATION OF NIR CAMERA(DC-NCR13U) 

Resolution 1280x1024 

fps SXGA:7.5_VGA:30 

Field-of-View(Horizontal) 78[deg.] 

On the other hand, Dlib which is developed by Davis E. 
King in 2002 is used for face detection function 

 
Also, Open_CV is used for image acquisition and 

manipulations. 

D. Preliminary Experiments 

The proposed procedure for estimation of line of sight 
(Gaze location on display is as follows, 

1) IR image is acquired with DC-NCR-13U of NIR 

camera with NIR LED 

a) Pupil center and Purkinje image center is detected 

from the acquired image 

2) NIR image and depth image is acquired with Kinect 

a) Iris is detected from the acquired depth image 

b) Distance between the iris and Kinect is estimated 

with the depth image 

c) Distance between the iris and display is estimated 

with the depth image  

3) Cornea curvature center is estimated 

4) Lune of sight (gaze location on the display) is 

estimated 
Fig.6 (a) shows an example of eye image extracted with 

Dlib software tool. The extracted eye image is binarized and 
labeled image is created from the binarized image. Then 
ellipse matching is performed through function matching. 
Finally, iris center is detected as shown in Fig.6 (b). 
Meanwhile, Purkinje center is detected with the binarized 
image derived from the acquired original eye image as shown 
in Fig.6 (c). 

 
(a) 

 
(b)Iris center detection 

 
(c)Purkinje center detection 

Fig. 6. Examples of iris and Purkinje center detection 

Next thing we have to do is to estimate the distance 
between the iris and Kinect. Four points surrounding iris are 
detected from the acquired NIR image. Four points are 
assumed to be situated in a same plane. Same four points are 
corresponding to four points in the acquired depth image as 
shown in Fig.7. 

 
(a)NIR image   (b)Depth image 

Fig. 7. Estimation of the distance between iris and Kinect 

Distance between camera and pupil can be expressed in 
equation (2) which is related to the distance between Kinect 
and pupil. 

Dcamera-pupil = Hz - Iz= (Kz + Hz) - Kz - Iz= Dkinect-pupil - (Kz + Iz)

      (2) 

In accordance with the Fig.8, NIR image coordinate 
system can be converted to NIR camera coordinate system. 

 

Fig. 8. NIR image coordinate system can be converted to NIR camera 

coordinate system. 

Thus, X is calculated with the equation (3). 

X=Dcamera-pupile tan[(θ/2){(x-w/2)/w/2}] (3) 

Next thing we have to do is to estimate cornea curvature 
center. Using the geometrical relation among NIR camera, 
NIR LED and Purkinje image center which is illustrated in 
Fig.9, cornea curvature center is estimated in the equation (4) 
because cornea curvature center is situated on the line which 
divide the angle among Purkinje image center, NIR camera 
and NIR LED. 

          PE=-CP-LP 

PO=-R(PE/|PE|)     (4) 

          CO=CP+PO 
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Fig. 9. Geometrical relation among NIR camera, NIR LED and Purkinje 

image center 

Line of sight vector V is defined as the vector which is 
situated on the line G of pupil center and cornea curvature 
center O as shown in the equation (5). 

G=O+tV      (5) 

where t denotes mediating variable. Z axis at the gaze 
location on display has to be zero. Therefore,  

0=Oz+tVz     (6) 

Thus, the gaze location in unit of mm is expressed as the 
equation (7). 

                 |Gx|=|Ox|+t|Vx| 

                 |Gy|  |Oy|    |Vy| 

                 =|Ox|+|-Oz||Vx| 

         |Oy|   | Vz||Vy|    (7) 

Also, gaze location in unit of pixel is represented as the 
equation (8). 

          |gx|=(dpi/25.4)|Gx|+|width/2| 

|gy|                  |Gy|  |height/2|   (8) 

where dpi, width, height is defined as dot per inch, display 
width and display height, respectively. 

III. EXPERIMENTS 

Cornea radius is assumed to be 7.92 mm for the previous 
experiences. The distance between iris and display is varied 
from 300, 310 and 320 mm. 20 trials rare conducted for each 
distance. The estimated gaze locations and ideal viewpoint are 
scattered as shown in Fig.10. 

 
(a)Without Kinect (300mm) 

 
(b)With Kinect (300mm) 

 
(c)Without Kinect (310mm) 
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(d)With Kinect (310mm) 

 
(e)Without Kinect (320mm) 

 
(f)With Kinect (320mm) 

Fig. 10. Estimated gaze location and ideal viewpoint 

It is found that the estimated gaze locations without Kinect 
are scattered much diversely compared to those with Kinect 
obviously. 

Gaze location estimation errors in unit of degree and pixel 
are shown in Table 3 (a) and (b), respectively. 

TABLE III. GAZE LOCATION ESTIMATION ERROR IN UNIT OF DEGREE (A) 

AND PIXEL (B) 

(a)Degree 

Distance With Kinect Withyout Kinect 

[mm] ErrorH(Deg.) ErrorV(Deg.) ErrorH(Deg.) ErrorV(Deg.) 

300 20.86 4.25 18.91 7.141 

310 14.86 5.81 16.71 10.53 

320 10.14 5.27 16.75 9.42 

(b)Pixel 

 
Distance With Kinect Without Kinect 

 
(mm) Horizontal Vertical Horizontal Vertical 

 
300 43.21 64.84 46.85 62.28 

Average 310 27.77 60.36 44.97 68.65 

 
320 35.4 56.73 46.88 67.24 

 
300 59.65 34.75 73.06 29.88 

Standard 310 24.51 21.22 53.08 28.63 

Deviation 320 48.09 26.9 49.32 26.22 

Particularly, the gaze location estimation error is evaluated 
for mean and standard deviation. As a conclusion, it is found 
that estimation error of gaze location with Kinect (distance 
information can be used) is superior to that without Kinect by 
the factor of 10 to 100%. 

IV. CONCLUSION 

Line of sight estimation accuracy improvement is 
attempted using depth image (distance between user and 
display) and ellipsoidal model (shape of user’s eye) of cornea 
curvature. Through experiments, it is found that depth images 
are useful for improvement of the line of sight estimation 
accuracy. Particularly, the gaze location estimation error is 
evaluated for mean and standard deviation. As a conclusion, it 
is found that estimation error of gaze location with Kinect 
(distance information can be used) is superior to that without 
Kinect by the factor of 10 to 100%. 

Further investigations are required for simultaneous 
estimation of cornea curvature center and cornea radius, noise 
removal of the depth image. 

APPENDIX: ELLIPSOIDAL APPROXIMATION OF THE SHAPE OF  

CHRISTALLINE LENSE AND CORNEA OF EYE 

The shape of crystalline and cornea of the eye is assumed 
to be ellipsoid and can be approximated with the acquired eye 
image and Purkinje images based on the proposed ellipsoidal 
model shown in the following figure (Fig.A1). In the figure, 
3D object of the shape of the extracted eye in the 3D 

coordinate system (x,y,z) can be expressed with λ、φ、θ.  

The internal points of the ellipsoid is represented with the 
equation (A1). 

(a/A)
2
+(b/B)

2
+(c/C)

2
<1   (A1) 

It can be re-expressed with the equation (A2). 

a/A=r cosβ cosα 
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b/B=r cosβ sinα    (A2) 

c/C=r sinβ 

where o<r<1, -π<α<π, -π/2<β<π/2 

 
Fig.A1 Ellipsoidal model of the extracted eye 

The volume of the ellipsoid is expressed with the equation   
(A3). 

V=∫∫∫da db dc = (4π/3) A B C   (A3) 

The second order moment of the ellipsoid around the 
origin point is then expressed with the equation (A4). 

M0=∫∫∫(a
2
+b

2
+c

2
) da db dc = (1/5)V(A

2
+B

2
+C

2
) (A4) 

Also, the second order moments of ellipsoid around a, b, c 
axis can be represented with the equation (A5). 

Ma=∫∫∫(b
2
+c

2
) da db dc = (1/5)V(B

2
+C

2
) 

Mb=∫∫∫(c
2
+a

2
) da db dc = (1/5)V(C

2
+A

2
)  (A5) 

Mc=∫∫∫(a
2
+b

2
) da db dc = (1/5)V(A

2
+B

2
) 

Meanwhile, the relation between a, b, c axis and x, y, z is 
expressed with the equation (A6). 

      |x|=ΛΦΘ|a| 

      |y|           |b| 

|z|           |c|      (A6) 

Then the following three parameters are defined. 

         Λ=|-sinλ -cosλ 0| 

              | cosλ -sinλ 0| 

              |   0      0     1| 

 

       Φ=| 1      0      0   | 

             | 0 sinφ -cosφ|    (A7) 

             | 0 cosφ  sinφ| 

 

        Θ=|-cosθ sinθ   0| 

              |-sinθ -cosθ 0| 

              |0       0       1| 
where -π<λ<π,-π/2<φ<π/2,-π<θ<π 

Then the unit vectors in the directions of a. b, c axis are 
defined with the equation (A8). 

ea=ΛΦΘ|1|=| sinλcosθ+cosλsinφsinθ| 

              |0|  |-cosλcosθ+sinλsinφsinθ| 

              |0|  | -cosφsinθ                      | 

 

eb=ΛΦΘ|0|=|-sinλsinθ+cosλsinφcosθ| 

              |1|  | cosλsinθ+ sinλsinφcosθ| 

              |0|  | -cosφcosθ                      | 

 

                     ec=ΛΦΘ|0|=| cosλcosφ| 

                                   |0|  |  sinλcosφ| 

              |1|  | sinφ        |   (A8) 

The position vector can be expressed with the equation 
(A9). 

r=|x|=a ea + b eb + c ec    

|y| 

|z|      (A9) 

The gravity center of the ellipsoid can be represented with 
the equation (A10). 

N 

R0=|X0|=(1/N) ∑  |Xi| 
i=1     

(A10)
 

where i=1,…,N 

Then the second order moment around x, y, z axis in the 
extracted 3D image is expressed with the equation (A11). 

∫∫∫x
2
 dx dy dz = ΔSxx 

∫∫∫y
2
 dx dy dz = ΔSyy 

∫∫∫z
2
 dx dy dz = ΔSzz 

∫∫∫xy dx dy dz = ΔSxy 

∫∫∫yz dx dy dz = ΔSyz 

∫∫∫zx dx dy dz = ΔSzx    (A11) 

where  

N 

Sxx=∑xi
2
 + N Δx

 2
/12 

i=1  

N 

Syy=∑yi
2
 + N Δy

 2
/12 

i=1  

N 

Szz=∑zi
2
 + N Δz

 2
/12 

i=1  

N 

Sxy=∑xi yi 
i=1  

N 

Syz=∑yi zi 
i=1  

N 

Szx=∑zi xi 
i=1  

The volume can be represented with the equation (A12). 

xi+Δx/2 yi+Δy/2 zi+Δz/2 

∫         ∫        ∫        x
2
 dx dy dz = Δ(xi

2
+Δx/12) 

xi-Δx/2 yi-Δy/2 zi-Δz/2 

 

xi+Δx/2 yi+Δy/2 zi+Δz/2 

∫         ∫        ∫        xy dx dy dz = Δ(xi yi)  (A12) 

xi-Δx/2 yi-Δy/2 zi-Δz/2 
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Then the volume and the second order moment of the 
ellipsoid are represented with the equation (A13). 

V=∫∫∫ dx dy dz = NΔ 

M0=∫∫∫ (x
2
+y

2
+z

2
) dx dy dz = L0Δ   (A13) 

where L0=Sxx+Syy+Szz . Thus, 

 

A
2
+B

2
+C

2
=5M0/V    (A14) 

 
Then the second order moment around c axis can be 

expressed with the equation (A15). 

Mc=∫∫∫(a
2
+b

2
+c

2
) da db dc = M0-∫∫∫ c

2
 da db dc 

=M0-∫∫∫(r ec)
2
 dx dy dz 

=M0-∫∫∫{(x
2
cos

2
λ+y

2
 sin

2
λ+2xy cosλ sinλ)cos

2
φ-z

2
 sin

2
φ 

-2(yz sinλ+zx cosλ)cosφ sinφ} dx dy dz   (A15) 

λ and φ are determined through minimization of the above 
moment as follows, 

Lc=Mc/Δ 

=L0-(Sxx cos
2
λ+Syy sin

2
λ +2Sxy cosλ sinλ)cos

2
φ -Szz sin

2
φ 

-2(Syz sinλ + Szx cosλ)cosφ sinφ   (A16) 

 
To minimize Lc, the following simultaneous equations 

have to be solved, 

tan ={(Sxx-Syy)sin(2λ) – 2Sxy cos(2λ)}/{2(Syz cosλ -Szx sinλ)} 

      (A17) 

It is assumed the ranges of the angles are assumed as 
follows, 

-π<λ<π 

0<φ<π/2 
The minimum value of Lc can be determined as follows, 

A
2
+B

2
 = 5 Mc/V = 5 Lc/N    (A18) 

Thus, the radius in the direction of c axis is determined as 
follows, 

C
2
= 5(L0-Lc)/N     (A19) 

This is almost same thing for a and b axis. Let us assume 
the following parameters, 

 

h= x sinλ -y cosλ  

v=(x cosλ +y sinλ) sinφ -z cosφ    (A20) 

 
The second order moments of a and b axis are determined 

as follows, 

Ma=∫∫∫(b
2
+c

2
) da db dc = M0-∫∫∫ a

2
 da db dc 

=M0-∫∫∫(r ec)
2
 dx dy dz= M0-∫∫∫(h cosθ +v sinθ )

2
 dx dy dz 

=M0-Lab(θ) Δ 

Mb=∫∫∫(c
2
+a

2
) da db dc = M0-∫∫∫ b

2
 da db dc 

=M0-∫∫∫(r ec)
2
 dx dy dz= M0-∫∫∫(-h sinθ +v cosθ )

2
 dx dy dz 

=M0-Lab(θ±π/2) Δ    (A21) 

where 

Lab(θ)= ∫∫∫(h cosθ +v sinθ )
2
 dx dy dz/Δ 

=Shh cos
2
θ +Svv sin

2
θ +Shv sin(2θ) 

 

and  

Shh=∫∫∫(h)
2
 dx dy dz/Δ 

Shv=∫∫∫(hv)
2
 dx dy dz/Δ 

Svv=∫∫∫(v)
2
 dx dy dz/Δ 

Then 

Shh=Sxx sin
2
λ +Syy cos

2
λ -2 Sxy cosλ sinλ 

Svv=(Sxx cos
2
λ +Syy sin

2
λ -2 Sxy cosλ sinλ) sin

2
φ +Szz cos

2
φ  

- 2(Szx cosλ +Syz sinλ) cosφ sinφ 

Shv={(Sxx-Syy) cosλ sinλ -Sxy (cos
2
λ -sin

2
λ)} sinφ  

-(Szx sinλ -Syz cosλ )cosφ   (A22) 

θ can be determined through minimization of the second 
order moments around a and b axis which results in the 
following equation. 

tan(2θ)=2 Shv /(Shh-Svv)     (A23) 

The range of the angle is assumed as follows, 

0<θ<π 
Then the followings are calculated as the result of the 

minimization. 

La=Ma/Δ=L0-Lab(θ) 

Lb=Mb/Δ=L0-Lab(θ±π/2)    (A24) 

Also, the followings can be calculated. 

B
2
+C

2
= 5 Ma/V 

C
2
+A

2
= 5 Mb/V     (A25) 

Thus, the radius of a and b axis can be determined with the 
equation (A26). 

A
2
= 5 (L0 – La)/N 

B
2
= 5 (L0 – Lb)/N 

Through these process, three parameters of the ellipsoidal 
model of eye are determined with the acquired eye and 
Purkinje images. 
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Abstract—In this paper, the aim is to investigate weather or
not that changing the filter-bank components (of the speaker
recognition system) could improve the system performance in
identifying the speaker. The filter is composed of 30 Gamatone
filter channels. First, the channels are mel distributed of the
frequency line. Then the componentsv́alues (center frequencies
and bandwidths) changes with each run. Genetic algorithm (GA)
is adopted to improve the filter component values that, in a result,
improve the system performance. At each GA run, a new set of
filter components will be generated that aimed to improve the
performance comparing with the previous run. This will continue
until the system reach to the maximum accuracy or the GA reach
to its limits. Results show that the system will be improved at
each run, however, different words might response differently to
the system filter changing. Also, in terms of additive noise, the
results show that although the digits affected differently by the
noise, the system still get improving with reach GA run.

Keywords—Computer Forensics; Digital Signal Processing

I. INTRODUCTION

The speaker recognition system is, in general, the practi-
cal application of the speech-print idea presented by Kersta
[1]. Basically, this idea open the door to the researchers
to pay more attention the speech signal and find out the
main characteristic that characterize one person from another.
During the last 40 years, many models are suggested to
parameterize the speech signal in a form that make it easy
to extract features compatible (or strongly connected) with the
problem in hand and ignore the others. Normally, the idea
of speech-print can carry two major parts; these are, speaker
recognition and speech recognition. Speech recognition is the
way of understanding the work said by any speaker who try
to give order or talk to the system. Speaker recognition, on
the other hand, is the technique to identify the person based
on his/her sound. No other biometric features should be used
in the recognition process. The technique, however, is divided
into two essential tasks. These are; speaker identification and
speaker verification [2]. The first task is to identify who is
talking to the system by assigning one utterance of speech
to the already stored speakers in the system database.On the
other hand, the second task is the case of the system to make
sure that the incoming speech to the system is provided by
the real person and not the fake one [3]. Speaker recognition,
however, divided into two task depending on the style of using
data. Open-set data speech is to use the same words (utterance)
in both training and testing stages; while closed- set is to used
one set of utterance in training stage and other set in testing
stage.

Regardless of the job in hand, dealing the speech signal
always encounter a wide measure of difficulties ranging from
the out side noise that could, in some extent, distort the signal
to the changing mood of speaker itself. So, the need for he
robust system is quite challenging. One of the major key role
of the system robustness can played by the speech parameter-
ization method. Parameterization is the way of converting the
speech into the set of parameters that are highly related to the
problem in hand and ignoring any other features carried by the
speech signal.

In this paper, a modified strategy used for speech signal
parameterization is presented. The proposed strategy is to
use the genetic algorithm along with the AM-FM parameter
model in order to extract a set of parameters that are use for
speaker identification system. The system is, basically, try to
improve the performance of AM-FM model by adopting the
genetic algorithm that help in selection the proper set of filter-
bank channels values. So, the idea is to make the AM-FM
model to be more flexible (not constrain by pre-fixed filter
channels values) in estimation the modulation parameters from
the speech signal.

The paper will organized as follows: First we present the
method of representing the modulation components presented
in speech. Then we talk about how to use the genetic algorithm
in the proposed system. Our system explanation comes next
with some details about how the system works. Experimental
results with figures show the system performance will cone
later. Conclusion will come at the end.

II. AM-FM MODULATION FEATURE

As explained in [4] and [5], the speech signal can not
be restricted with just a model presented 40 years ago;
that is a source-filter model. Although this model presented
some brilliant results regarding speech or speaker recognition
techniques [6], [7], [8], [9]. However, its well known that some
phenomena can not be captured by this model [10]. The speech
instability and turbulence and other fluctuated and nonlinear
open and close cycles in larynx all these phenomena can not
be estimated well be the traditional source-filer model. So, the
need for different model that able in some extent to estimate
these and other instantaneous phenomena presented in speech
signal to make the system more robust and much accurate to
hold useful information in speech.

The AM-FM model is, basically, try to extract the instan-
taneous components of speech by estimating the instantaneous
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frequency (phase) and the instantaneous amplitude (envelope)
from the speech signal. The modulation components of speech
are then used as speech-print for the speech trained by the
system.

The modulation parameters are obtained using the front-
end system presented in Figure 1. The speech signal is
divided into fix length frame of 20 to 25 ms in length,
then the low-energy frames are ignored and let only to those
with high or moderate energy to contribute in the feature
extraction processing. The frames are then pass through a set
of filter-bank channels of gammatone filter using the following
formula;

xc = xN ∗ gm (1)

where, ∗ is the convolution operator, xc is single-valued
signal of filter channel c, xN frame number N of the speech
signal, and gc is the impulse response of gammatone filter.

gm(t) = atn−1e−2πbt cos(2πfct+ φ) (2)

where fc is the central frequency of the filter, and φ is the
phase, the constant a controls the gain of the filter, and n is
the order of the filter, and b is the decay factor which is related
to fc and is given by [11]:

After we obtain single-component frame (around one
particular filter-bank center frequency) the analytic signal is
calculated using

Axc = xc + j.x̂c (3)

where, the x̂c is the Hilbert transform of speech signal
frame xc, and Axc in the analytic complex single-valued
signal. For this complex signal, the instantaneous frequency
is computed as;

IFc =
1

2π
.
d

dt
[arctan

(
Axi
Axr

)
]...... (4)

where, Axi, Axr are the imaginary and real parts of the
signal Axc respectively.

The instantaneous amplitude is computed as:

ˆamp =
√
Ax2r +Ax2i ..... (5)

These step are usually adopted in many AM-FM modu-
lation system model for speech and speaker recognition. The
trick here is the filter bank center frequencies and bandwidths
values that almost match the human auditory system. As
experiment done by [4], the experimental results show different
identification results of different filter-bank component values.
This ensure that the fixed-valued filter components (Whether
it mel or linearly distributed) are not the best choice for signal
feature extraction. Therefor, the proposed system try to avoid
this problem by adopting different strategy that allow as to
change the filter component values with each run until the
system get the best filter values that give us the best description

of the speaker. Next section will explain the main steps of
the genetic algorithm used in filter components best value
selection.

III. GENETIC ALGORITHM SELECTION PROCESS

Genetic algorithm is adopted to make our proposed system
more flexible in selection the best set of filter-bank parameters
(center frequencies and bandwidth). At the beginning, the sys-
tem start with the definition of a filterbank of Gaussian-shape
filters with Mel spaced center frequencies and bandwidths.
After the first run, the system will test the results. In the case
of accepted recognition accuracy, the system will adopt the
current filter-bank components values. Otherwise, the genetic
algorithm will take the filter-bank values and generate a new
set of filter components and do the genetic algorithm step on
both sets of filter-bank components. The main step that are
normally adopted by the genetic algorithm are;

1) Initial population: set a number of elements (30
number) that represent an initial set of filter-bank
component values. In the genetic algorithm world,
each filter value represent one individual DNA in the
chromosome, and each chromosome represent one
suggested solution of the filter component values.

2) Evaluation: After each run, the system will evaluate
the values of each produced chromosomes and give
a degree that represent an objective mark for each
chromosome produced in initialization step.

3) Elitism: It is an important approach in genetic algo-
rithm system. The idea is to let some of the best
solution of one generation to keep its values for
the nest generation. In this step, the system will
guaranteed that some of the highly mark solution will
not be lost.

4) Selection: normally, this step play an important role
in the genetic algorithm system since it will decide
which of the chromosomes will be nominated to be
mate in the next crossover step.

5) Crossover: Two strategies are usually adopted in
crossover step; first, by uniformly cutting some
parts of each chromosomes and do values exchange
between them. Second, use a selection mask that
identify the locations where exchange will be happen.
In our system, we used the uniform cutting crossover.

6) Mutation: when some values some where in the chro-
mosome changed randomly. The new value called
as the mutation value. Normally, the mutation value
happen within a limited probability, 10% or less is
the mutation rate that are usually used.

IV. THE GENETIC AM-FM MODULATION SYSTEM

In order to generate one speaker feature vector, which
represent the modulation components of one specific speaker
presented in speech, a speech signal must be divided in to fix-
length frames (25ms in our system). Short length frames would
help us to analyse the speech signal in the level of phonemes
(a level of one pronounce letter) rather than a level of utterance
(one spoken word). Pre-processing is the next stage which
include discarding some useful parts of the speech and do the
pre-emphasis and windowing process. Next comes the step of
breaking down the speech fames into its basic components. In
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other words, dividing the speech into single-valued waves that
represent one band signal around the center frequency of one
specific channel of the filter-bank. Multiband filtering scheme
with gammatone filter-bank of 30 mel-frequncy distributed
channels is the technique used in our proposed system. The
filter bandwidth is computed using the following equation;

Bw(k) = 25 + 75
[
1 + 1.4(fc(k)/1000)

2
]0.69

. (6)

where fc is the centre frequency of the filterbank. The
filter bandwidth is relying totaly on the center frequency.
So, when the center frequencies are mel scaled so do the
bandwidths. The analytic signal for each filter channels output
wave is calculated using Hilbert transform. The analytic signal
(complex form of the real speech signal) will help us to
estimate the phase and envelope component of the speech
since both components are depending in some how on the
imaginary part of the signal, as well as the real part. Using
equations 4, 5 to compute the instantaneous frequency and
instantaneous amplitude respectively. Both values are normally
combined in one entity that represent the mean amplitude-
weighted instantaneous frequency (phase). The weighted-phase
is computed using the following equation;

Fw =

∫ t0+τ
t0

[fn(t) · â2n(t)]dt∫ t0+τ
t0

[â2n(t)]dt
(7)

where τ represents the duration of the speech frame.

Using this scenario, each signal frame will be represented
by just 30 modulation components, which represent the num-
ber of filter-bank channels. The modulation components of all
frames in the speech signal are then collected together in one
two dimensional (Ch ×K), where Ch represent the number
of filter-channels and K represent the number of the signal
frames.

At the training stage, the system will take some the speech
samples of all speakers contributed in the system to build
up database. In the testing stage, the system will adopt the
same filter parameter values used in the training stage. Then
examine the result using GMM (Gausian mixture model) with
16 (in our system) mixer component as a subsystem classifier.
If the obtained result were nice and give us high accurate
recognition, then the system is fine and no more action will be
taken. Otherwise, if the result is not accurate, the system will
produce a new set of filter-parameters values and do a new
cycle of training and testing stages. This wull continue until
the system reach the required accuracy level or the number of
epoch set in advance.

Figure 1 shows the main steps of our proposed system. The-
ses steps will apply to all speech signals in the speech corpora
to generate a reference database for all trained speakers. After
the first run, the system will examine the recognition results;
if they were fine and accepted, then the system will stop.
Otherwise, the GA will generate a new set of filter components
and re-run the steps of Figure 1. The system will stop until it
get to the best results or it reach to the GA epoch limits.

Fig. 1. Step of our proposed method of speech signal modulation component
extraction

V. EXPERIMENT AND RESULTS

The training set that we adopt to evaluate our proposed
system consist of 60 native English speakers saying three digits
zero,one, and nought. Each speaker contribute in five recoding
sessions with five repetitions each. each contains The first two
sessions (10 repetitions) are used in the training stage and the
speech from the other sessions are used in testing stage.

The strategy is to train the system with the 60 speakers
saying one specific word (saying for example the digit zero)
and then use the same word but in different session (recorded
some time later after the first two sessions). This is the strategy
of text-depending speaker identification. Also, we try to divers
the accuracy examining of our proposed system by add some
noise to the speech data and repeat the testing process.

As we mentioned above, the encoding of the speech signal
in a form of AM-FM parameter to generate a set of feature
vectors is required fine tuning of the filter-bank components
(center frequencies and bandwidths). The best tuning will be
obtained by the support of the genetic algorithm process. The
importance of using GA is to allow us to select the best set
of filter parameters that make the system operate with high
accuracy. At each GA run, a new set of filter components will
be produced, at these filter components the system will be
tested to see to what extent that these components will improve
the performance. If the recognition accuracy is accepted then
the system will stop at this point and filter components will be
taken to be a filter-bank standard components. Otherwise, the
system will take another round to choose a new set of filter
components.

The efficiency of our system is evaluated using a speech
data of text-dependent speaker recognition task. We compare
the performance of the system under cleaned data speech and
noisy data. The testing will include three words of the database,
zero,one, and nought). In fact, the speech database contain
more digits that can be used in our system but we just select
those words since they can, in some extent, reflect the whole
image of the speech database,

Figure 2 summarizes the recognition accuracy results of
cleaned data speech of the frequency range (0..4)kHz using
Gamatone filter bank with components are firstly mel-spaced
between (100.. 3900)Hz. As shown in the figure, the results is
improved with each GA run until they reach to the maximum
recognition accuracy or it reach the epoch limit. The error areas
represent the standard divination values of results around the
mean.

Different words (digits) need different number of GA
epoch. For example, digits (One, Nought) required 30 GA
epoch to reach to the best accuracy, while the digit (Zero) re-
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Fig. 2. The recognition accuracy results of Text-dependent speaker identifica-
tion of clean speech database with mel-scaled centre frequency and bandwidth
and frequency range of (0..4) kHz of three digits; (a) word “One” , (b) word
“Nought” , (c) word “Zero” ,

quired only 20 GA epoch to reach to the maximum recognition
accuracy. This is might depends, in some way, on the amount
of voiced sound presented i speech signal, or could rely on the
kind of the composed speech phonemes. The phonemes that
strongly linked to the speaker rather than speech are defiantly
need less GA epoch and give more accurate results.

Figure 3 shows the accuracy results of the system with
noisy data speech of 30% Guassian white noise. The results
clarify that different words could effected diffrently with the
noise, this is clear in the recognition results.

The recognition accuracy has differently affected by the
additive noise to the speech. The GA method try to get the
best filter components values that manage to alleviate the noise
effect and boost the system performance.

VI. CONCLUSION

This paper has set a different strategy that used the GA
method and the modulation components presented in speech
signal on order to extract and estimate the speaker features
presented in speech signal. The strategy state that updating
the filter-bank components at each run will improve the
system performance and increase the recognition accuracy
rate. This idea stems from the fact that different people have
different shape of the filter, and also, that the same person
could change, unintentionally, its auditory filter when listen
to different sounds. Also, in terms of estimated features, the
modulation components of speech are well proved to hold
more informations about the speaker and less affected by
the noise comparing with other speech signal models. Results
show that different digits in the database (different words) need
different GA epoch to reach its maximum accuracy. Also, in
terms of speech signal noise, as we saw, words are affected
differently by the additive noise.
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Abstract—The predictable values that indicate the 

performance of any company and determine that how well they 

are performing in order to achieve their objective is referred by 

the term called as “key performance indicators”. The key 

performance indicator techniques and other methods that are 

similar to KPI are usually implemented in the businesses that are 

running online, but for an e-commerce business, it is always 

difficult to select the right KPI. As long as the KPIs are 

concerned, the biggest blunder that an online business can make 

is that they calculate everything along with the KPIs. But 

whatever they are calculating cannot be referred as the “key” 

because they are measuring each and everything, so this can 

immediately become devastating. The need is to only measure 

certain specific keys in order to calculate the performance of a 

business. The main aim of this research is to establish the set of 

standard rules that must be adopted in order to identify the best 

KPIs for an e-commerce business website based on google 

analytics and machine learning technique. 

Keywords—E-commerce KPI; Google Analytics; Machine 

Learning; C4.5 Decision Tree; Weka J48 

I. INTRODUCTION 

This paper will briefly give the overview of the Google 
analytics and also highlight the Google analytics KPIs for the 
websites based on e-commerce. It will also elaborate the 
techniques of machine learning in order to find the right KPI 
for the business based on e-commerce. Google analytics is the 
most useful and common tool of measuring and monitoring 
the performance of any website [1]. Key performance 
indicators are the method by which we can calculate the 
performance of something. As long as the e-commerce 
websites are concerned the KPIs are the multiple features that 
provide assistance to the webmasters or owners to determine 
the performance of their websites. In e-commerce websites, 
the KPIs have their own importance because these are the 
tools to measure the success of any website. There are many 
KPIs for the e-commerce website, some of which are: Website 

traffic, the rate of conversion, bounce rate, purchase time, 
repetition of the visits, abandon rate of the cart, conversion 
cost. For the success of any website, it is important for the 
webmaster to keep track of all of the above mentioned KPIs 
[2]. In this paper, the machine learning technique is described 
briefly in order to find the right KPIs for the online business. 
There are various machine learning techniques but in this 
research paper, we will focus on the decision tree in order to 
find out the right KPI on the e-commerce business. A decision 
tree is a simple tree on which the non-terminal nodes depict 
the test on one or more than one traits whereas the terminal 
nodes depict the decision results. The initial decision tree that 
was algorithm induction ID3 [3] was promoted by C4.5.This 
paper provides the extensive study on the topic of Creating 
standard Rules for Choosing Best KPIs for an e-Commerce 
business based on Google Analytics through Machine 
Learning. 

II. GOOGLE ANALYTICS INSTALLATIONS 

To track the KPIs of the e-commerce sites by using the GA 
software it is necessary to first install the tracking codes on 
such websites. 

A. Google Analytics Tracking Code Installation Steps 

1) On your analytics account first sign in.  

2) Click on admin tab.  

3) In the drop down menu on the column of an account 

click on account.     

4) In the property column go to the drop down menu and 

select property.     

5) Click on Tracking info and then tracking code under 

the property tab.     

6) GA tracking ID and code will be displayed on screen as 

shown in Figure 1. 

7) Add tracking code or tracking ID to your site or app to 

collect the data. 
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Fig. 1. Google Analytics Tracking ID & Code 

B. Google Analytics Audience Overview 

In Figure 2, the report on GA audience overview is 
depicted which clearly shows the overview of the performance 
of the website of the online business including, session 
numbers, the number of users; both new and those who are 
returning to the website, the duration of the average sessions, 
the bounce rate and the sessions that are new[7]. 

 

Fig. 2. Google Analytics Audience Overview Report 

III. SET UP E-COMMERCE TRACKING 

To see E-commerce data in Google Analytics reports, 
enable E-commerce for each view in which we want to see the 
data. 

A. Enable E-Commerce in GA Reports 

1) First on analytic account you need to sign in. 

2) Click Admin then navigate to the view. 

3) Select e-commerce setting in the column of view. 

4) Click the Enable e-commerce toggle ON. 

5) Click on the Next step. 

6) Click on Submit. 

B. Google Analytics Ecommerce Overview 

The report that is shown in Figure 3 depicts the report of e-
commerce that enables you to examine the activity of 
purchase on your application. You will be able to see the 
information about the product and the transaction, average 
value of the order, the rate of e-commerce conversion 
purchase time or any other useful information. 

 
Fig. 3. Google Analytics E-commerce Overview Report 

IV. KPI FOR AN E-COMMERCE BUSINESS 

Common KPIs for an e-commerce business can be 
categorised into three dimensions presented in Table 1.  

1) Sales KPIs. 

2) Marketing KPIs. 

3) Customer Service KPIs. 

TABLE I. E-COMMERCE KPIS DIMENSION 

DIMENSION KPI 

 

 

SALES KPIs 

 

Sales/revenue : Hourly, daily, weekly, monthly 

Shopping cart abandonment rate 

Conversion rate 

Average order size  

 
 

MARKETING KPIs 

 

Brand or display advertising click-through rates 

Time on site 

Page views per visit 

Unique versus returning visitors 

Bounce rate 

 

CUSTOMER KPIs 

Customer service email count 

Customer service chat count 

KPIs can help the e-commerce business to make well 
versed- decisions. The indicators like pages that are visited 
and the time spent on a certain site help to determine the views 
of the visitors about your product, whether they are just 
steering the page or do the window shopping or they are 
interested in your product [8]. 

V. RESEARCH METHODOLOGY 

The research methodology includes: at the starting point 
we first locate all the KPIs that are associated with the e-
commerce business; then with the help of Google analytics 
tool we determine the score of KPIs. After the determination 
of the KPI score, we then find the Correlation between the 
score of KPIs and the revenue that is generated on monthly 
basis. The last step is to apply the decision tree C4.5 algorithm 
to develop the rules for best KPI selection for an e-commerce 
business. In Figure 4 the steps of research methodology are 
indicated. 
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Fig. 4. Research Methodology Steps 

VI. E-COMMERCE WEBSITE KPI SCORE 

With the help of GA and medium sized online shopping 
store, the twelve KPIs scores were determined. The Table 2 
shows the average scores of each KPI in different duration of 
time. 

TABLE II. E-COMMERCE WEBSITE KPI SCORE 

The major goal of the business of e-commerce is to elevate 
the success of its sales and to enhance the generation of 
revenue [9]. As indicated in Table 2, we can find the revenue 
that is generated on the monthly basis by the use of Google 
analytics, the statistics show that for the month of May to July, 
August to October and November to July the average revenue 
is $15.7K, $27.5K and $21.3K respectively. In order to find 
the association between the scores of each e-commerce KPI 
and the revenue; we calculate the correlation coefficient 
between each e-commerce KPI score and revenue. 

VII. THE CORRELATION COEFFICIENT 

A correlation coefficient is an arithmetical measure of the 
amount to which variations to the value of one variable 

forecasts variation in the value of another [10]. If the variables 
are positively correlated with each other than their value 
increase or decrease simultaneously on the other hand if the 
values of these variables are negatively correlated than the 
value of one increases decreasing the value of others.  

It is easy to understand the calculation of two coefficients 
that are correlated with each other. Imagine that these 
coefficients are X and Y respectively. The zX and the ZY are 
the standardised version of the X and Y and let us suppose that 
the mean of zX and ZY is 0 and the standard deviation is 1 
respectively. In Equation 1 and 2, the re-expressions are used 
in order to find the identical scores. 

     [       ( )]  ⁄    ( )                    ( ) 

     [       ( )]  ⁄    ( )                      ( ) 

The definition of the correlation coefficient is stated as the 
mean product of the standardised score that is clearly shown in 
the equation number 3. 

           [         ] (   )⁄               ( ) 

n shows the size of the sample. 

TABLE III. CORRELATION COEFFICIENT B/W KPI SCORES & REVENUE 

Table 3 presented the value of correlated coefficient 
between scores of each KPI and the revenue that is generated 
in the different duration of time. 

Step 1 
•Set all KPIs related to e-commerce business 

Step 2 

•Tracking the web metrics/KPIs score through google 
analytics 

Step 3 
•Find correlation b/w KPI score and monthly revenue 

Step 4 
•Generate decision tree C4.5 by using weka J48 

Step 5 
•Generate KPI selection rules 

Sr. 
No 

KPI 

May 1, 2016 

-Jul 31, 2016          

Avg. KPI 

Score 

Aug 1, 2016  

-Oct 31, 2016           

Avg. KPI 

Score 

Nov 1, 2016   

-Jan 31, 2017           

Avg. KPI 

Score 

1 Revenue $15.7K $27.5K $21.3K 

2 
Shopping cart 

abandonment rate 
26% 16% 15% 

3 Conversion rate 5% 8% 3% 

4 
Average order 

size  
$1.5K $2.2K $1.90K 

5 

Brand or display 

advertising click-

through rates 

29% 22% 26% 

6 
Average Time on 
site  

189 seconds 212 seconds 203 seconds 

7 
Average Page 

views per visit 
3.44 2.12 2.01 

8 Unique visitors  36.76% 46.4% 44% 

9 returning visitors 63.24% 53.6% 55% 

10 Bounce rate 12.76% 17.87% 19.84% 

11 
Customer service 

Chat count 
22 10 17 

12 
Customer service 

email count 
36 28 22 

Sr. 
No 

KPI 

May 1, 2016-

Jul 31, 2016 

Aug 1, 2016-

Oct 31, 2016 

Nov 1, 2016-

Jan 31, 2017 

Correlation 

b/w 

KPI_Score & 

Monthly_  

Revenue 

Correlation 

b/w 

KPI_Score & 

Monthly_  

Revenue 

Correlation 

b/w 

KPI_Score & 

Monthly_  

Revenue 

1 

Shopping cart 

abandonment 
rate 

-0.93 -0.89 -0.91 

2 Conversion rate 0.67 0.77 0.87 

3 
Average order 

size  
0.54 0.49 0.50 

4 

Brand or 
display 

advertising 

click-through 
rates 

0.30 0.34 0.32 

5 

Average Time 

on 

site(Seconds)  

0.73 0.87 0.79 

6 
Average Page 

views per visit 
0.23 0.32 0.29 

7 Unique visitors  0.22 0.61 0.67 

8 
returning 

visitors 
0.40 0.38 0.22 

9 Bounce rate -0.23 -0.62 -0.69 

10 

Customer 

service Chat 
count 

0.23 0.32 0.73 

11 

Customer 

service email 
count 

0.43 0.36 0.23 
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As a part of pre-processing the continuous data set of KPI 
is transformed into the categorical form by the estimated 

width of the desired intervals, as shown in the Table 4. 

TABLE IV. CATEGORICAL PARTITIONING OF E-COMMERCE  KPI DATA SET 

The Table 5 clearly shows the e-commerce KPIs’ data that is converted into the categorical form. 

TABLE V. CATEGORICAL E-COMMERCE KPI DATA SET

In the next stage the categorical data is provided as an 
input to Weka J4.8 to generate Decision tree C4.5. 

VIII. DECISION TREE C4.5 

The controlled approach of classification is represented by 
the decision tree. A decision tree is a type of a tree that is 
simple to describe on which the non-terminal nodes depict the 
test on one or more than one traits whereas the terminal nodes 
depict the decision results. The initial decision tree that was 
algorithm induction ID3 [3] was promoted by C4.4 [4, 5]. The 
package of WEKA classifier has its own form of C4.5 that is 

referred as J4.8. The C4.5 uses the measures of information 
gain and ratio of gain as the criteria of splitting respectively 
[11]. The decision tree follows the steps that are stated below: 

Step 1: The assumption is being made that n will be the 
output   test and set T is acting as a tuple training sample for 
the class   label, the training sample T then categorised into 
the various subsets {T1, T2, ... Tn}. So that we will be able to 
measure the entropy of the sample T (in bits): 

    ( )    ∑((    (    ) | |) 

 

   

      (    (    ) | |))  ( ) 

Sr. No 
KPI 

Partitioned data 

Avg. KPI Score Correlation b/w KPI_Score & Monthly_  Revenue 

1 Shopping cart abandonment rate 
{low, medium, high}  
{ <15%,15-20%,>20% } 

{weak, moderate, strong} 
(-ve or +ve)      {0.20-0.39 , 0.40-0.59 , 0.60-1.0} 

2 Conversion rate 
{low, medium, high}  

{ <5%,5-10%,>10% } 

{weak, moderate, strong} 

(-ve or +ve)       {0.20-0.39 , 0.40-0.59 , 0.60-1.0} 

3 Average order size ($) 
{low, medium, high}  
{ <1k,1k-3k>3k } 

{weak, moderate, strong} 
(-ve or +ve)      {0.20-0.39 , 0.40-0.59 , 0.60-1.0} 

4 Brand or display advertising click-through rates 
{low, medium, high}  

{ <30%,30-40%,>40% } 

{weak, moderate, strong} 

(-ve or +ve)     {0.20-0.39 , 0.40-0.59 , 0.60-1.0} 

5 Average Time on site(Seconds)  
{low, medium, high}  

{ <200,200-400,>400 } 

{weak, moderate, strong} 

(-ve or +ve)     {0.20-0.39 , 0.40-0.59 , 0.60-1.0} 

6 Average Page views per visit 
{low, medium, high}  
{ <2,2-5,>5 } 

{weak, moderate, strong} 
(-ve or +ve)     {0.20-0.39 , 0.40-0.59 , 0.60-1.0} 

7 Unique visitors  
{low, medium, high}  

{ <30%,30-40%,>40% } 

{weak, moderate, strong} 

(-ve or +ve)      {0.20-0.39 , 0.40-0.59 , 0.60-1.0} 

8 returning visitors 
{low, medium, high}  
{ <40%,40-55%,>55% } 

{weak, moderate, strong} 
(-ve or +ve)      {0.20-0.39 , 0.40-0.59 , 0.60-1.0} 

9 Bounce rate 
{low, medium, high}  

{ <10%,10-15%,>15% } 

{weak, moderate, strong} 

(-ve or +ve)      {0.20-0.39 , 0.40-0.59 , 0.60-1.0} 

10 Customer service Chat count 
{low, medium, high}  
{ <15,15-20,>20 } 

{weak, moderate, strong} 
(-ve or +ve)     {0.20-0.39 , 0.40-0.59 , 0.60-1.0} 

11 Customer service email count 
{low, medium, high}  

{ <25,25-30,>30 } 

{weak, moderate, strong} 

(-ve or +ve)     {0.20-0.39 , 0.40-0.59 , 0.60-1.0} 

Sr. 

No 

KPI 

May 1, 2016-Jul 31,   2016 Aug 1, 2016-Oct 31, 2016 Nov 1, 2016-Jan 31, 2017 

Avg. KPI 

Score 

Correlation 

b/w 

KPI_Score 

& Monthly_  

Revenue 

Avg. KPI 

Score 

Correlation 

b/w 

KPI_Score 

& Monthly_ 

Revenue 

Avg.KPI 

Score 

Correlation 

b/w 

KPI_Score 

& Monthly_ 

Revenue 

1 Shopping cart abandonment rate High Strong Medium Strong Medium Strong 

2 Conversion rate Medium Strong Medium Strong Low Strong 

3 Average order size Medium Moderate Medium Moderate Medium Moderate 

4 
Brand or display advertising click-
through rates 

Low Weak Low Weak Low Weak 

5 Average Time on site(Seconds) Low Strong Medium Strong Medium Strong 

6 Average Page views per visit Medium Weak Medium Weak Medium Weak 

7 Unique visitors Medium Weak High Strong High Strong 

8 returning visitors High Moderate Medium Weak Medium Weak 

9 Bounce rate Medium Weak High Strong High Strong 

10 Customer service Chat count High Weak Low Weak Medium Strong 

11 Customer service email count High Moderate Medium Weak Low Weak 
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Step 2: According to the particular value of property the 

sample T is divided, Then the property T’s information 
entropy is: 

 

 

 
Step 3: The difference between the original requirement of 

the information and the new one [6] is referred as the 
information gain. With the help of Eq. (4) and Eq. (5), we may 
be able to find a gain standard that is given as: 

    ( )      ( )       ( )  ( ) 

Step 4: There is a flaw associated with the gain standard 
that the examination has many variations from the different 

situations of output but on the other hand the gain standard is 
useful to develop the compact decision tree. So it must be 
given by standardisation that is indicated as: 

          ( )   ∑((|  | | |)     (|  | | |))  ( )

 

   

 

 
The gain standard that we find is: 

          ( )      ( )           ( )  ( ) 
 

In Table 6 the KPI training data set is depicted and it is 
presented as the input to Weka J48 

TABLE VI. THE TRAINING KPI DATA SET 

Sr. No.  KPI 
Avg. 

KPI_Score 

Correlation b/w KPI_Score & 

Monthly_Revenue 
Class 

1 Shopping Cart Abandonment Rate High Strong Yes 

2 Shopping Cart Abandonment Rate Medium Strong Yes 

3 Conversion Rate Medium Strong Yes 

4 Conversion Rate Low Strong No 

5 Average Order Size Medium Moderate No 

6 Brand Or Display Advertising Click-Through Rates Low Weak No 

7 Average Time On Site(Seconds) Low Strong No 

8 Average Time On Site(Seconds) Medium Strong Yes 

9 Average Page Views Per Visit Medium Weak No 

10 Unique Visitors Medium Weak No 

11 Unique Visitors High Strong Yes 

12 Returning Visitors High Moderate No 

13 Returning Visitors Medium Weak No 

14 Bounce Rate Medium Weak No 

15 Bounce Rate High Strong Yes 

16 Customer Service Chat Count High Weak No 

17 Customer Service Chat Count Low Weak No 

18 Customer Service Chat Count Medium Strong Yes 

19 Customer Service Email Count High Moderate No 

20 Customer Service Email Count Medium Weak No 

21 Customer Service Email Count Low Weak No 

IX. STEPS TO GENERATE DECISION TREE C4.5 IN WEKA 

J48 

1) Develop a set of data by using MS Excel, MS Access 

or any other tool and then save it in the format of CSV. 

2) Weka explorer is then started in the next step. 

3) The next step is to Open your CSV file and then save it 

in the format of ARFF.  

4) From the choose button select the J48 after clicking on 

the classify tab. 

5) Any suitable test option is selected in the second last 

step. 

6) The result will be shown after clicking on the start 

button this is the last step. 
To view the graphical form of a decision tree, click on the 

option “visualise tree” which is present in pop-up menu of 
result list. In Figure 5, the graphical view of a tree is shown 
which is created by Weka J48. [12] 

𝑖𝑛𝑓𝑜𝑥(𝑇)   ∑((|𝑇𝑖| |𝑇|)

𝑛

𝑖  

 𝑖𝑛𝑓𝑜(𝑇𝑖)) (5) 
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Fig. 5. Graphical Representation of Decision Tree C4.5 Using Weka J48 

X. RULE GENERATION USING DECISION TREE FOR 

CHOOSING BEST KPI FOR AN E-COMMERCE   BUSINESS 

The Corresponding Rules Are: 

R1: IF (Correlation b/w KPI_Score & Monthly_Revenue= 
Weak) THEN Adopt KPI= No 

R2: IF (Correlation b/w KPI_Score & Monthly_Revenue= 
Moderate) THEN Adopt KPI= No 

R3: IF (Correlation b/w KPI_Score & Monthly_Revenue= 
Strong) AND (Avg. KPI_Score=Low)   Then Adopt KPI= No 

R4: IF (Correlation b/w KPI_Score & Monthly_Revenue= 
Strong) AND (Avg. KPI_Score=Medium) Then Adopt KPI= 
Yes 

R5: IF (Correlation b/w KPI_Score & Monthly_Revenue= 
Strong) AND (Avg. KPI_Score=High) THEN Adopt KPI= 
Yes 

There are two classifications of the rules that are “YES” or 
“NO”. The following study reveals only one of the decision 
rule for each of the class and they are stated as below 

A. “NO” Class Rule: 

R1: IF (Correlation b/w KPI_Score & Monthly_Revenue= 
Weak) THEN Adopt KPI= No 

It specifies that when Correlation between KPI Score and 
Monthly Revenue is equal to weak then respective KPI is not 
nominated for calculating the performance of the e-commerce 
business. In addition to this, nine examples of training data set 
support the rule. 

B. “YES” Class Rule: 

R4: IF (Correlation b/w KPI_Score & Monthly_Revenue= 
Strong) AND (Avg. KPI_Score=Medium) Then Adopt KPI= 
Yes 

It specifies that when Correlation between KPI Score and 
Monthly Revenue is equal to Strong and avg. score of KPI is 
equal to Medium then respective KPI is nominated for 
calculating the performance of the e-commerce business. In 
addition to this, four examples of training data set support the 
rule. 

XI. CONCLUSION 

The tracking of KPI is a great technique to monitor and 
manage an e-commerce website that connects the consumers 
to thousands of different e-commerce sellers. Every separate 
e-commerce website is dissimilar so to enhance the 
functioning performance with the help of KPIs, each e-
commerce seller should choose KPIs which are best related to 
their online trade. There is no standard rule for choosing 
correct KPIs for an e-commerce business. In this research, we 
proposed a technique to develop the standard rules for 
choosing the best KPI for an e-commerce website through the 
use of Google analytics and decision tree method. 

This research will support online dealers to create more 
profits by understanding clients’ inclination to purchase and 
level of satisfaction and to enhance the trust of the client. 
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Abstract—The United States (US) healthcare organizations 

are continuously struggling to cope-up with evolving regulatory 

requirements e.g. Health Information Technology for Economic 

and Clinical Health Act (HITECH) and International 

Organization for Standardization (ISO) 9001: 2015. These 

requirements are not only affecting the US healthcare industry 

but also other industries as well e.g. software industry that 

provides software products and services to healthcare 

organizations. It is vital for software companies to ensure and 

comply with applicable regulatory requirements. These evolving 

regulatory requirements may affect all phases of software 

development lifecycle including software architecture. It is 

difficult for Software architects to transform and trace 

regulatory requirements at software architecture level due to the 

absence of software design and architectural mechanisms. We 

have composed architectural mechanisms from given set of 

information security regulations i.e. Health Insurance Portability 

and Accountability Act (HIPAA) non-functional requirements, 

and these composed mechanisms were used to initiate initial 

architecture for the Electronic Health Record (EHR) and/or 

Health Level Seven (HL7). At next, style was selected for 

compliant and non-compliant software architecture. A layer of 

compliance was introduced in existing layered style that intends 

to help software companies to track compliance at software 

architecture level. Further, we have evaluated compliance-driven 

EHR architecture vs. non-compliant EHR architecture using a 

large healthcare billing and IT company with offices on three 

continents as a case study. 

Keywords—Compliance-driven; architectural mechanisms; ISO 

9001:2015; ISO 27001:2013; HIPAA; HITCH; software 

architecture; Logic-based Compliance Advisor (LCA); 

architectural evaluation 

I. INTRODUCTION 

It is vital for the United States (US) healthcare industry to 
ensure compliance with applicable standards and regulation 
e.g. Health Insurance Portability and Accountability Act 
(HIPAA) and Office of Inspector General (OIG) guideline, etc. 
The federal government of USA has started an audit process to 
evaluate the effectiveness of compliance program. In order to 
meet the technology requirements, the US federal government 
is continuously implementing the regulatory requirements e.g. 
HIPAA. These regulatory requirements are not only affecting 
the US healthcare industry but other industries as well. For 
example, software industry provides software products and 
services to the healthcare industry. The software product is 
highly affected by users, policies, and rules and regulations. It 
is essential for software companies to ensure compliance with 

requirements while developing and providing software to the 
US healthcare industry. A regulatory requirement extracted 
from regulation or standard can either belong to functional 
requirement category or non-functional requirement category 
[1]. The regulatory requirements may continuously affect all 
phases of software development lifecycle including software 
architecture phase. [2]. In now a days, software development 
process models’ architecture is built,  iteratively along with the 
software requirements [3]. Ghanavati has proposed a 
compliance framework to cope up with evolving regulatory 
requirements and it was validated using a case study [4].  

As defined by SEI, tactic/mechanism is a reusable building 
block that can be used to define a design decision that can 
influence and control CA/QA response at architectural building 
block. A tactic is produced based on a set of NFRs that revels 
the solution for that architectural mechanism.  At next level 
architecture is instantiated using that architectural mechanism 
along with NFRs [5]. 

Software architecture and requirements are directly related 
and stability in architecture is considered difficult to handle [6] 
[8][9]. “Twin Peaks” model was proposed by Nuseibeh an 
improved version of iterative incremental model to 
demonstrate concurrent development of software’s 
requirements and architecture. It is vital to evaluate 
effectiveness of architecture and it can be done at any stage of 
architecture lifetime as a standard part of development cycle. 
As suggested by Clements et al., architectural evaluation can 
hold either at development stage or maintenance stage [10].  

The Software Engineering Institute (SEI) has introduced a 
number of methods and these have been applied on large 
number of projects of different sizes for years to evaluate 
architectures. Examples include Attribute-based Tradeoff 
Analysis Method (ATAM), Software Architecture Analysis 
Method (SAAM), Active Review for Intermediate Designs 
(ARID) and Attribute-Based Architectural Styles (ABAS) 
[11][12][13][14]. We have reviewed and applied ATAM and 
SAAM using a case study in evaluation section.  

 It is essential to bridge the gap between compliance of and 
software architecture. Failing to accommodate regulatory 
requirements will result in a non-compliant aware architecture 
and it possibly results in to violation of regulation and penalty 
imposed by governing agencies. 

We have found that most of the work to ensure compliance 
is done at requirements level and there is still a need to reduce 
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the gap between regulatory compliance and architecture. The 
research objectives being addressed in this paper include the 
following:  

 HIPAA Compliance using ISO Quality and Security 
Management framework 

 Introduction of additional attributes named as 
Compliance Attributes (CA) to address regulatory 
requirements which are architectural in nature 

 Compliance-driven mechanisms for HIPAA, ISO and 
HITECH compliance  

 Interaction between QAs and CAs 

 CA impact on style 

 Evaluation of proposed compliance-driven software 
architecture 

 Empirical evaluation of proposed compliance-driven 
software architecture 

We have used the US based Healthcare Billing 
Transcription Company (HTBIC) with a remote office located 
in AJK, US and Poland as a case study. HTBIC develops 
software and third party medical billing and transcription 
services for US healthcare industry. Recent studies showed that 
healthcare providers prefer to use electronic health records 
(EHR) on smart devices [15]. Further, EHR share data using 
HL7 layer. HTBIC was required to develop compliance-driven 
smartphone based EHR to meet customers need while ensuring 
that this product ensures compliance with all controlling and 
legal requirements. The remaining paper is organized as: 

 
Fig. 1. Compliance-driven Software Architecture process 

Section 2 gives a review about HIPAA and compliance 
attributes from HIPAA regulation. Further, we suggested a few 
compliance architectural mechanisms to represent and trace 
these compliance attributes at software architecture level. In 
Sections 4, 5, 6 and 7, we proposed reference model, 
compliance-driven styles along with compliance-driven 
software architecture using a case study that embodies 
regulatory requirements using architectural mechanisms as 
shown in Figure 1. Finally, compliance-driven architecture was 
evaluated and results and conclusion were discussed in the last 
section. 

II. HIPAA COMPLIANCE ATTRIBUTES (CA) 

HIPAA is a United States’ federal law that ensures 
confidentiality, integrity and availability of protected health 
information (PHI). PHI is defined in 45 CFR § 164.501. 
Covered Entity as defined in 45 CFR 160.103 is required to 
take necessary steps to ensure compliance with these HIPAA 
required (“R”) clauses and addressable (“A”) clauses. Covered 
Entities are mandated to comply with HIPAA required 

requirements but do not provide any specific framework. This 
paper proposes that HTBIC can integrate HIPAA requirements 
in its exiting ISO 9001:2015 Quality Management System 
(QMS) to reduce HIPAA compliance implementation 
overhead. 

A. Identification, prioritization and cross-mapping of ISO 

9001: 2015, ISO 27001: 2013 and HIPAA requirements 

Requirement elicitation is the first step of software 
development life cycle. Requirements are categorized as 
functional requirements or non-functional requirements. A 
non-functional requirement is a condition that affects the 
behavior of the software and functional requirement specifies 
what software will do?. Regulatory requirements are cross-
section of functional and non-functional requirements and 
covered entities are required to ensure compliance with these 
requirements e.g. HIPAA requirements. Quality Attributes 
(QA) are devises derived from requirements which are 
architectural in nature after identification of architectural 
requirements. With respect to software architecture, defined 
QAs address many generic architectural requirements and there 
is a need to defined attribute for specific needs like-regulatory 
requirements, PHI. Hence, we have developed attributes for 
this purpose named Compliance Attributes (CA) that address 
the additional HIPAA requirements which are architectural and 
are derived from the federal regulations set forth in HIPAA 
[16]. Some regulatory requirements can be mapped to existing 
QA, some required additional CA definition, and some are 
solely fulfilled by CA. For example, encryption requirement 
can be mapped on security QA. Whereas, HIPAA rule stringent 
this requirement by imposing that encryption method should be 
FIPs 140-2 compliant/validated (NIST SP 800-66 HIPAA 
Security Rule). Additional Compliance Attributes are 
introduced to address regulatory requirements which are also 
architectural in nature. Compliance Attributes are assigned 
high priorities which are derived from required HIPAA 
requirements and medium priority are assigned to those which 
are directly extracted from addressable HIPAA requirements. 

HIPAA aimed at strengthening patient rights, increasing 
efficiency, and decreasing administrative cost. It is essential for 
all covered entities under HIPAA to protect PHI. On the other 
hand, ISO 9001:2015 is a Quality Management System (QMS) 
standard. The ISO 9001:2015 standard can be used for any 
company from product manufacturers to service providers and 
it is not specific to any product or industry. Rather than specify 
requirements for your final product – what you produce – ISO 
9001 focuses further “upstream” on the processes, or how you 
produce.  

We have compared HIPAA and ISO 9001:2013 to identify 
cross-mapping between these standard and regulation. Basic 
purpose of mapping is to find out whether compliance with one 
standard results in satisfaction of other or not. The ISO 
9001:2015 controls meets or exceed the HIPAA Standards for 
20% of the implementation requirements, where, the ISO 
27001: 2013 controls meet or exceed the HIPAA Standards for 
50% of the implementation requirements [17].  It is concluded 
that ISO 27001:2013 provides 30% better mechanisms to 
achieve HIPAA compliance than ISO 9001:2013 as shown in 
Table 1.  
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TABLE I.  COMPARISON SUMMARY -OPERATORS FOR COMPARISON 

STANDARDS 

B. Devising Compliance Attributes (CA) and compliance 

utility tree for evaluation:  

Compliance attributes (CA) can be derived from law or 
other formally legally imposed requirements and it is 
architectural (AR) in nature to which a system must conform. 
Whereas compliance utility trees provide a tactic for translating 
the business requirements into attributes scenarios which is 
later used by ATAM for evaluation.  

Tables 2 and 3 shows the HIPAA compliance utility tree 
for EHR architecture and prioritized quality and compliance 
attributes realized as scenarios.  The three levels are defined as 
below: 

 the compliance level,  

 quality level, and  

 scenarios level [11].  

The compliance and quality level are used to identify cross-
mapping quality attributes against compliance attributes, if 

possible. The scenarios are defined at last level and ranked 
based on importance, AR and difficulty level. 

TABLE II.  SUMMARY OF UTILITY TREE RANKING 

The HIPAA Security Rule requirements are categorized 
and ranked in below Table 3: 

TABLE III.  HIPAA COMPLIANCE ATTRIBUTE SCENARIOS FOR THE LOGIC-
BASED COMPLIANCE ADVISOR (LCA)-BASED ELECTRONIC HEALTH RECORDS 

("EHR")  

TRANSMISSION SECURITY [164.312(E)(1)] 

ACCESS CONTROL [164.312(A)(1)] 

Requirements  Attribute  Type 
Ranking 

(IM, AR, D)  

The EHR should be capable to 
create a unique user ID and 

assign appropriate rights to 

this user ID. 

Identification CA R, Y, M 

The her should be capable to 

assign and allow emergency 

access to authorized user 
ID(s) during an emergency. 

Break-the 
Glass 

/ Security 

CA/ 

QA 
R, Y, M 

The EHR should provide an 

option to lock session after 
specific time period of 

inactivity. 

Automatic 
Lock/ Security 

CA/ 
QA 

A, Y, M 

The EHR should be capable to 

encrypt and decrypt PHI (data 
at rest) using an algorithm 

approved by NIST/FIPS. 

Encryption 

and 

Decryption 

CA A, Y, M 

Require

ments 
Designation Meaning 

Overlap 

ISO~HIPAA 
HIPAA and ISO requirements are same for 

the covered topic. 

ISO>HIPAA 

The ISO requirements include HIPAA 

requirement along with additional 

requirements for the covered topic. 

HIPAA>ISO 

HIPAA requirement includes at least one 

requirement not included in ISO 

requirements for the covered topic. The ISO 
Quality standard does not fully contain the 

HIPAA Standard. 

Not 

found 

!HIPAA 
Requirement not found in the HIPAA 
standard. In this case ISO requirement will 

be greater than HIPAA (ISO>!HIPAA). 

!ISO 

Requirement not found in the ISO 9001 

standard. In this case HIPAA requirement 

will be greater than ISO requirement 

(HIPAA>!ISO). 

HIPAA regulation and ISO 9001:2015 Standard 

Description Comparis

on 

Percent

age 

HIPAA and ISO 9001 requirements are same 

for the covered topic. 

ISO9~HIP

AA 

15% 

The ISO 9001 requirements include HIPAA 

requirement along with additional requirements 

for the covered topic. 

ISO9>HIP

AA 

5% 

HIPAA requirement includes at least one 
requirement not included in ISO 9001 

requirements for the covered topic. The ISO 

9001 Quality standard does not fully contain 
the HIPAA Standard. 

HIPAA>I
SO9 

80% 

ISO 27001:2013 Standard and HIPAA regulation 

HIPAA and ISO 27001 requirements are same 

for the covered topic. 

ISO2~HIP

AA 

45% 

The ISO 27001 requirements include HIPAA 
requirement along with additional requirements 

for the covered topic. 

ISO2>HIP
AA 

5% 

HIPAA requirement includes at least one 
requirement not included in ISO 27001 

requirements for the covered topic. The ISO 

27001 Quality standard does not fully contain 
the HIPAA Standard. 

HIPAA>I
SO2 

50% 

Requirements  
Attribute 

Name 

Typ

e 

Ranking 

(Importanc

e, AR and 

Difficulty)   

The EHR should provide a function to 

generate and verify a hash value to 
ensure integrity of PHI during 

transmission.  

 

Integrity 

Controls 
CA A, Y, M 

In this scenario the EHR should be 
able to encrypt/decrypt PHI according 

to FIPS standard while sending 

message over internet.  
 

Network 

Protection 

 

CA A,Y, L 

Ranking Description  Term 
Cou

nt 

Importance level states either the requirement is 

required or addressable. Required ("R") term is used to 

refer required requirements, and Addressable (“A”) are 
used to refer addressable requirements.  

 

 

R 

 

A 

17 

 

18 

Requirement is architectural in nature using Yes ("Y") 

and No (“N”).  

 
 

Y 
 

N 

28 
 

7 

Degree level is used to represent the difficulty level to 

achieve that scenario using: 
High ("H"), Medium (M), Low ("L") and Not 

applicable (“N/A”)  

 

H 

M 
L 

6 

15 
7 

N/A 7 
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III. DEVISING ARCHITECTURAL MECHANISMS (AM) FOR 

CAS 

In this section we will define compliance-driven 
architectural mechanisms [19] to achieve CA at software 
architecture level.   

A. AM 1 Access Control  

The Department of Health and Human Services (HHS) 
under 45 CFR § 164.304 defined means necessary to read, 
write, modify, or communicate data. Covered Entities (CE) or 
Business Associates (BA) should consider multiple factor for 
administrative access e.g.  two-factor authentication to enhance 
HIPAA compliance [18].  

 

Fig. 2. Summary of access mechanisms in support of Authentication 

Above tactic can be called as access control tactic under 
HIPAA. Stimulus is request to access and response is “access 
log”. The relationship between stimulus, response, and access 
mechanisms is show in Figure 2. 

Non-compliance of above CA will result in: 

 Risk 

 Non-Risk 

 Sensitivity  

 Tradeoff 

Risk (R1): Unauthorized PHI disclosure, Non-Risk (NR1): 
Authorized PHI disclosure, Sensitivity (S1): Security and 
Trade-off (T1): Performance  

Reasoning: The Department of Health and Human 
Services, hereinafter referred as “HHS”, on May 27, 2011, 
issued a notice of proposed rulemaking, (“Proposed Rule”), to 
modify the HIPAA standard for accounting of disclosures of 
PHI. The purpose of these modifications is to implement the 
statutory requirement under the HITECH Act to require 
covered entities and business associates to account for 
disclosure of PHI to carry out treatment, payment, and 
healthcare operations if such disclosures are through an 
electronic health record.  

B. AM 2 Encryption   

As per HIPAA security rule, Entities should render PHI 
through the use of technology or methodology specified in the 
guidance issued under section 13402(h)(2) of HHS Pub. L.111-

5 to secure PHI and avoid breach.  

Stimulus is device/media assignment request and response 
is encryption status report. We represent the encryption tactic 
along with stimulus and response in Figure 3. 

Non-compliance of above CA will result in: 

 Risk 

 Non-Risk 

 Sensitivity  

 Trade-off 

Risk (R1): Unauthorized PHI disclosure, Non-Risk (NR1): 
Legitimate access to EPHI, Sensitivity (S1): Security and 
Trade-off (T1): Performance  

Reasoning: Strong security measures must be put in place 
to safeguard PHI. 

 

Fig. 3. Encryption AM 

C. AM 3 Incident Management (IM)  

HITECH does require notification of certain breaches of 
unsecured PHI.  We represent the incident management tactic 
along with stimulus and response in Figure 4. 

 
Fig. 4. Incident Management AM 

Non-compliance of above CA will result in: 

 Risk 

 Non-Risk 

 Sensitivity  

 Trade-off 

Risk (R1): Unauthorized PHI disclosure, Non-Risk (NR2): 
Authorized PHI disclosure, Sensitivity (S1): Security and 
Trade-off (T2): Availability  

Reasoning: Limited access of PHI should be allowed to 
authorize users only.  

D. Business Continuity (BC) 

Stimulus is BC request and response is BC report. We 
represent the BC tactic along with stimulus and response in 
Figure 5. 

Non-compliance of above CA will result in: 
We are deeply indebted to Higher Education Commission (HEC) 

and Mr. Haq (CEO MTBC) for all the unforgettable generous support during 

Framework and Software Architecture for Information Assurance and 
Regulatory Compliance (FAIR) research process. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 5, 2017 

572 | P a g e  

www.ijacsa.thesai.org 

 Risk 

 Non-Risk 

 Sensitivity  

 Trade-off 

Risk (R2): PHI is not available to authorized users, Non-
Risk (NR3): PHI availability, Sensitivity (S1): Security and 
Trade-off (T2): Availability 

Reasoning: PHI should be accessible to authorize users 
only. 

 
Fig. 5. Business Continuity AM 

E. Generic HIPAA Compliance Architectural Tacti 

The below mentioned section represents HIPAA Security 
Rule requirements as tactics: 

Stimulus 

Source 

 Authorized User e.g. consultant 

 Un-authorized User e.g. hacker 

Type 

 PHI Breach among covered entities 

 Other types of PHI Breach 

Ten AM were formulated for twenty eight CA but only four  
named access control, encryption, incident management, 
business continuity, accounting of PHI access and integrity 
were presented in this paper.  

IV. REFERENCE MODEL 

A reference model is a higher level framework to represent 
interlinked components part of any concepts to ensure effective 
communication (see Figure 6).  

 

Fig. 6. Reference Model for EHR and HL7 

V. SELECTION OF ARCHITECTURE STYLES 

Software architects use a number of commonly known 
"styles" to develop the architecture of a system. Architectural 
style is a set of design rules that identify the kinds of 
components and connectors that may be used to compose a 
system or subsystem, together with local or global constraints 
on the way the composition is done” (Shaw & Clements, 
1996). Component types may also be distinguished by their 
package in the ways they interact with other components. 
Packaging is usually implicit which tends to hide important 
properties of the components. To clarify the abstractions we 
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isolate the definitions of these interaction protocols in 
connectors (e.g., processes interact via message-passing 
protocols; UNIX filters interact via data flow through pipes). 
The connectors play a fundamental role in distinguishing one 
architectural style from another and have an important effect 
on the characteristics of a particular style. 

A. Option 1(Data-centered architecure style): 

On the basis of performance quality attribute blackboard 
data-cantered architecture style was selected for EHR and 
represented in Figure 7 [20]. Components communicate 
through a shared database. 

 
Fig. 7. Blackboard style for LCA-based EHR 

B. Option 2:  

On the basis of performance quality attribute and security 
compliance attribute client-server along with event-based 
implicit invocation were selected and represented in Figure 8. 
The invocation style is applicable to store the information in 
the log table and execute logics using Logic-based Compliance 
Advisor (LCA). Further, we have restructured layered 
architecture style by providing an additional layer of 
Compliance. 

 Client-Server Style 

 Layered Style 

 Event-based Implicit Invocation Style 

 
Fig. 8. Client-Server architecture style for LCA-based EHR. 

In this before submitting the claim to HTBIC on submit 
command the rule procedure and function executes. In this it 
executes all the compliance rules including HIPAA rules on the 
order/claim.  The LCA-based EHR does prioritize the rules and 
also maintain log which affect performance of the software. At 
next level, we will formulate reference model [24].  

VI. REFERENCE ARCHITECTURE 

A reference architecture is a template solution for a 
particular domain where the key elements and their relations 
provide guideline for software architecture. On the basis of 
reference model and architecture style we formulated reference 
architecture. Figure 9 shows the reference architecture for 
LCA-based EHR. Three major entities named as 
Provider/Patient EHR portal, LCA and Insurance/Lab portal 
contains different components identified earlier in reference 
model. The actual data of the medical claim consists of 
information about diagnosis, also known as diagnosis code 
(DxCode), information about procedures/treatment, also known 
as Current Procedure Terminology (CPT), information about 
patient demographics and some other information which is 
required by insurance for making payments. This data is stored 
in a relational database of the EHR portal, LCA will pick that 
data directly from the relevant and execute the logics before 
submitting the data to insurance/lab company. Reference 
model is merged with Option 2 style to produce reference 
architecture as shown in Figure 9. 

 
Fig. 9. Reference Architecture for EHR and HL7 

VII. REFERENCE ARCHITECTURE 

In the software architecture components and connector are 
used to bind. The components are also called software 
elements and are held together by connectors. These 
connectors define the relationship between different 
components. The major emphasis is on components and 
interaction among them instead of the details make up by the 
subcomponents. 

We have introduced a new concept of compliance-driven 
software architecture in which components and connector are 
bind to ensure compliance at software architecture level. On 
the basis of reference model and architecture style we 
formulated reference architecture. Figure 10 shows the 
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reference architecture for EHR. Three major entities named as 
Provider, HTBIC and Insurance contains different components 
identified earlier in reference architecture phase. Provider, 
HTBIC and Insurance components are connected through 
connectors named as I1, I2, I3, I4, I5 and I6. Figure 10 
represents a CA behaviour of LCA in EHR system [25].  

 
Fig. 10. EHR and HL7 Software Architecture 

VIII. COMPLIANCE-DRIVEN SOFTWARE ARCHITECTURE 

(CSA) EVALUATION 

A. To what extent the CA justify the choice of the 

architecture? 

We have reviewed different software architecture 
evaluation methods and selected SAAM and ATAM to 
evaluate compliance-driven software architectures as these are 
scenario-based techniques that supports modifiability, security, 
performance, variability and achievement of functionality 
goals. Further, these techniques use thought experiments, walk 
through scenarios, assessment by experts’ approaches to 
evaluation.  SAAM was selected to assess modifiability in 
architecture along with attributes and ATAM was used to 
evaluate multiple attributes [19]. Qualities only have meaning 
within a context and SAAM specifies context through 
scenarios. 

B. Scenario-based evaluations of Blackboard Electronic 

Health Records ("EHR") using SAAM 

Compliance Scenario#1 (CS 1) 

 Description: Controlled substances e-perception should 
be digitally signed before submission. 

 Type (Direct/ Indirect): Indirect 

 Changes: All components that call submit prescription 
must be modified.  

Compliance Scenario#2 (CS 2) 

 Description: Interception of and tampering with 
communication  

 Type (Direct/ Indirect): Indirect 

 Changes: Use Secure Socket Layer (SSL) transport 
layer security   

Compliance Scenario#3 (CS 3) 

 Description: Denial of service (DOS), sending large 
amount of data based on spoofed identifier   

 Type (Direct/ Indirect): Indirect 

 Changes: Implement server monitoring for high traffic 
from a particular user.  

Blackboard EHR scenario-based analysis identified a 
number of severe software architecture level limitations to 
achieve HIPAA compliance as compared to LCA-based EHR 
(see Table 4) e.g. Accounting of disclosure and access control, 
etc.  

TABLE IV.  SCENARIO-BASED EVALUATION OF EHR AND HL7 

ARCHITECTURES USING SAAM 

Architecture Option Scenario 

Type 

Count Scenario 

CS# 

Option 1: Blackboard 

EHR 

Direct 3 4, 5, 6 

Indirect 3 1, 2, 3 

Option 2: LCA-based 
EHR 

Direct 5 1, 4, 5, 6 

Indirect 1 2, 3 

C. Scenario-based evaluations using ATAM 

Trade-off between compliance and QA while choosing a 
particular tactic and style 

We have selected two architectural styles for EHR to 
achieve performance and compliance attributes, respectively. 
Theses styles were mapped at architecture level and now we 
will evaluate them using ATAM to determine the useful 
characteristics of each of the architectural options using 
ATAM. ATAM determined the compliance architectural trade-
off points, which helped to finalize architecture for HIPAA 
compliance.  

Attribute-specific analysis:  

Quality and compliance attributes are mapped against 
architectural options. If an attribute exists in an architecture 
option then it is represented by a mark (+). LCA-based EHR 
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architecture is better than blackboard EHR architecture to 
ensure HIPAA compliance based on attribute analysis (see 
Table 5). Compliance scenarios along with risk, sensitivity and 
trade-off are mapped against architectural options. If a 
compliance scenario exists in an architecture option then it is 
represented by a mark (+). In ATAM, the term risk refers to is 
an architectural decision that may lead to objectionable 
consequences and similarly, a non-risk is an architectural 
decision that is considered safe. Sensitivity and trade-off terms 
are architectural choices that have consequence on one or more 
quality/compliance attributes, the former positively and the 
latter negatively.   

TABLE V.  ATTRIBUTE-SPECIFIC ANALYSIS OF COMPLIANCE-DRIVEN 

ARCHITECTURES 

Attributes 

Option 1 

(Blackboard 

EHR) 

Option 2  

(LCA-

based 

EHR) 

CS#, AM#, R#, 

NR#, S3 and T# 

QA1 Performance + - NA 

QA2 Availability  + + NA 

CA1 
Access 
Control  

- ++ 
CS6, AM1, R1, 
NR1, S1, and T1 

CA2 Encryption + + 
CS2/CS3/CS5, 
AM2, R1, NR1, S1 

and T1 

CA3 
Incident 

Management  
- + NA 

CA4 
Risk 
Management  

- + 
CS4, AM2, R1, 
NR1, S1 and T1 

CA5 
Business 

continuity  
- + NA 

CA6 
Accounting of 
disclosure 

- ++ NA 

CA7 Integrity  - + 
CS1, AM6, R4, 

NR5, S1 and T1 

Based on ATAM, we have come to the conclusion that 
LCR-based EHR has better ability to meet HIPAA compliance 
requirements as compared to the blackboard EHR.  

IX. EMPIRICAL EVALUATION 

Software evaluation technique: LCA-based EHR 
performance is real time as it is used by Providers, labs and 
Insurances, where employees are entering data with the help of 
EHR software and sharing it using HL7 standard.  The 
blackboard EHR performed better in terms of time as it 
provides limited HIPAA compliance contains no additional 
compliance layer and doesn’t maintain log as shown in Figure 
11.  

 
Fig. 11. Performance trend of blackboard EHR versus LCA-based HER 

The relationship between execution time and logics applied 
can be shown by the equation 1 as mentioned below: 

 Performance (seconds)= logic execution time/# of 
logics applied ----------------(1) 

 The relationship between Order and Compliance can be 
shown by the equation 2 as mentioned below: 

 # of Compliant Orders= Total Orders-Total Non-
Compliant Orders ------------------(2) 

It took approximately 0.7 second for an Order to apply 35 
logics on it.  

Compliance logic for electronic health records is shown in 
Table 6. 

TABLE VI.  COMPLIANCE LOGICS FOR ELECTRONIC HEALTH RECORDS 

("EHR") 
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Enforcement Agency (DEA) rule 
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40

4 
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68
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94

0 
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for which the organization is 
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transferred across border and during 

transit (block country list is 
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27
15
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16 2
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UK Data 
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X. CONCLUSION AND FUTURE WORK 

Software architecture is an iterative process and 
simultaneously carried-out along with the requirements phase. 
Architecture shall be compliant aware, where regulatory 
requirements should be bi-directional traceable to the 
architecture. It is also essential to bridge the gap between 
compliance and software architecture. Non-compliant aware 
architecture may result in to violation of regulation and penalty 
imposed by governing agencies. We have proposed compliance 
attributes to achieve HIPAA Security Rule compliance at 
software architecture level using compliance-driven 
mechanisms and styles. HTBIC needs to revise existing EHR 
procedures to bridge the compliance gap using ISO 9001:2015 
process driven approach [26].  Further, two EHR architectures 
were evaluated and compliance of both software were 
measured. The blackboard EHR performed better in terms of 
time as it provides limited HIPAA compliance and doesn’t 
maintain log. The LCA-based EHR works better than 
blackboard EHR in terms of: 

 improved data quality and compliance with healthcare 
IT industry standards/regulations compliance e.g. 
HIPAA,  

 eliminated error-prone diagnosis and drug 
coding/delivery, 

 monitored patient health remotely, 

 7 AMs are mapped on LCA based EHR, 

 2 AMs are mapped on black-board HER, 

 ensure regulatory requirements with HIPAA compliant 
data, and 

 better access log management.   
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