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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 

 

 

 

 

 

 

Managing Editor 

IJACSA 

Volume 9 Issue 11 November 2018 

ISSN 2156-5570 (Online) 

ISSN 2158-107X (Print) 

©2013 The Science and Information (SAI) Organization 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(ii) 

www.ijacsa.thesai.org 

Editorial Board 

Editor-in-Chief  

 

Dr. Kohei Arai - Saga University 

Domains of Research: Technology Trends, Computer Vision, Decision Making, Information Retrieval, 

Networking, Simulation 

 

 

Associate Editors 
 

Chao-Tung Yang 

Department of Computer Science, Tunghai University, Taiwan 

Domain of Research: Software Engineering and Quality, High Performance Computing, Parallel and Distributed 

Computing, Parallel Computing 

 

Elena SCUTELNICU 

“Dunarea de Jos" University of Galati, Romania  

Domain of Research: e-Learning, e-Learning Tools, Simulation 

 

Krassen Stefanov 

Professor at Sofia University St. Kliment Ohridski, Bulgaria 

Domains of Research: e-Learning, Agents and Multi-agent Systems, Artificial Intelligence, Big Data, Cloud 

Computing, Data Retrieval and Data Mining, Distributed Systems, e-Learning Organisational Issues, e-Learning 

Tools, Educational Systems Design, Human Computer Interaction, Internet Security, Knowledge Engineering and 

Mining, Knowledge Representation, Ontology Engineering, Social Computing, Web-based Learning Communities, 

Wireless/ Mobile Applications 

 

Maria-Angeles Grado-Caffaro 

Scientific Consultant, Italy 

Domain of Research: Electronics, Sensing and Sensor Networks 

 

Mohd Helmy Abd Wahab 

Universiti Tun Hussein Onn Malaysia 

Domain of Research: Intelligent Systems, Data Mining, Databases 

 

T. V. Prasad 

Lingaya's University, India 

Domain of Research: Intelligent Systems, Bioinformatics, Image Processing, Knowledge Representation, Natural 

Language Processing, Robotics 

 

 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(iii) 

www.ijacsa.thesai.org 

Reviewer Board Members 

 

Aakash Ahmad Abbasi 

Abbas Karimi 

Abbas M. Al-Ghaili 

Abdelghni Lakehal 

Abdul Aziz Gill 

Abdul Hamid Mohamed Ragab 

Abdul Karim  Assaf ABED 

Abdul Razak 

Abdul Wahid Ansari 

Abdur Rashid Khan 

Abeer Mohamed ELkorany 

ABRAHAM VARGHESE 

Adebayo Omotosho 

ADEMOLA ADESINA 

Aderemi A.  Atayero 

Adi A. Maaita 

Adnan Ahmad 

Adrian Nicolae Branga 

Ahmad  A.  Al-Tit 

Ahmad A. Saifan 

Ahmad Hoirul Basori 

Ahmad Mousa Altamimi 

Ahmed Boutejdar 

Ahmed Nabih Zaki  Rashed 

Ahmed S.A AL-Jumaily 

Ahmed Z. Emam 

Ajantha Herath 

Akram Belghith 

Alaa F.  Sheta 

Albert  Alexander S 

Alcinia Zita  Sampaio 

Alexane Bouënard 

ALI AMER ALWAN 

Ali Asghar Pourhaji Kazem 

Ali Hamzeh 

Ali Ismail Awad 

Ali Mustafa  Qamar 

Alicia Menchaca Valdez 

Altaf Mukati 

Aman Chadha 

Amin Ahmad Shaqrah 

amine baina 

Amir HAJJAM EL HASSANI 

Amirrudin Kamsin 

Amitava Biswas 

Amjad Gawanmeh 

Anand Nayyar 

Anandhi Mohanraj Anu 

Andi Wahju Rahardjo  Emanuel 

Anews Samraj 

Anirban Sarkar 

Anita Sofia V S 

Anju Bhandari Gandhi 

Anouar ABTOY 

Anshuman Sahu 

Anthony Nosike Isizoh 

Antonio Dourado 

Antonio Formisano 

ANUAR BIN  MOHAMED KASSIM 

Anuj Kumar Gupta 

Anuranjan misra 

Appasami Govindasamy 

Arash Habibi Lashkari 

Aree Ali Mohammed 

Arfan Jaffar 

ARINDAM SARKAR 

Aris Skander Skander 

Arun D Kulkarni 

Arun Kumar Singh 

Arvind K Sharma 

Asadullah Shaikh 

Asfa Praveen 

Ashok Matani 

Ashraf Hamdy Owis 

ASIM TOKGOZ 

Asma Cherif 

Asoke Nath 

Athanasios Koutras 

Ayad  Ghany Ismaeel 

Ayman EL-SAYED 

Ayman Shehata Shehata 

Ayoub BAHNASSE 

Ayush Singhal 

Azam Moosavi 

Babatunde Opeoluwa  Akinkunmi 

Bae Bossoufi 

Balasubramanie Palanisamy 

BASANT KUMAR VERMA 

Basem M. ElHalawany 

Basil Hamed 

Basil M Hamed 

Basim Almayahi 

Bestoun S. Ahmed 

Bhanu Kaushik 

Bhanu Prasad Pinnamaneni 

Bharti Waman  Gawali 

Bilian Song 

Binod Kumar 

Bogdan Belean 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(iv) 

www.ijacsa.thesai.org 

Bohumil Brtnik 

Bouchaib CHERRADI 

Brahim Raouyane 

Branko Karan 

Bright Keswani 

Brij Gupta 

C Venkateswarlu  Venkateswarlu 

Sonagiri 

Chanashekhar Meshram 

Chao Wang 

Chao-Tung Yang 

Charlie Obimbo 

Chee Hon Lew 

CHERIF Med Adnen 

Chien-Peng Ho 

Chun-Kit (Ben) Ngan 

Ciprian Dobre 

Constantin Filote 

Constantin POPESCU 

CORNELIA AURORA Gyorödi 

Cosmina Ivan 

Cristina Turcu 

Dai-Gyoung Kim 

Daniel Filipe Albuquerque 

Daniel Ioan Hunyadi 

Daniela Elena Popescu 

Danijela Efnusheva 

Dariusz Jakóbczak 

Deepak Garg 

Devena   Prasad 

DHAYA R 

Dheyaa  Kadhim 

Diaa Salama  Dr 

Dimitris Chrysostomou 

Dinesh Kumar Saini 

Dipti Durgesh Patil 

Divya  Kashyap 

Djilali IDOUGHI 

Dong-Han Ham 

Dragana Becejski-Vujaklija 

Duck Hee Lee 

Duy-Huy NGUYEN 

Ehsan Mohebi 

El Sayed  A. Mahmoud 

Elena Camossi 

Elena SCUTELNICU 

Elyes Maherzi 

Eric  Tutu Tchao 

Eui Chul Lee 

Evgeny Nikulchev 

Ezekiel Uzor OKIKE 

Fabio Mercorio 

Fadi Safieddine 

Fahim Akhter 

Faizal Khan 

FANGYONG HOU 

Faris Al-Salem 

fazal wahab karam 

Firkhan Ali Hamid Ali 

Fokrul Alom Mazarbhuiya 

Fouad AYOUB 

Francesco FP Perrotta 

Frank AYO Ibikunle 

Fu-Chien Kao 

G R  Sinha 

Gahangir Hossain 

Galya Nikolova Georgieva-

Tsaneva 

Gamil  Abdel Azim 

Ganesh Chandra Deka 

Ganesh Chandra Sahoo 

Gaurav  Kumar  

George D. Pecherle 

George Mastorakis 

Georgios  Galatas 

Gerard Dumancas 

Ghalem Belalem Belalem 

gherabi noreddine 

Giacomo Veneri 

Giri Babu 

Goraksh Vithalrao Garje 

Govindarajulu Salendra 

Grebenisan Gavril 

Grigoras N. Gheorghe 

Guandong Xu 

Gufran Ahmad Ansari 

Gunaseelan Devaraj 

GYÖRÖDI  ROBERT STEFAN 

Hadj Hamma Tadjine 

Haewon Byeon 

Haibo Yu 

Haiguang  Chen 

Hamid Ali Abed  AL-Asadi 

Hamid Mukhtar 

Hamidullah Binol 

Hanan Elazhary 

hanan habbi 

Hany Kamal Hassan 

Harco Leslie Hendric SPITS 

WARNARS 

HARDEEP  SINGH 

Hariharan Shanmugasundaram 

Harish Garg 

Hazem I. El Shekh Ahmed  I. El 

Shekh Ahmed 

Heba  Mahmoud  Afify 

Hela Mahersia 

Hemalatha SenthilMahesh 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(v) 

www.ijacsa.thesai.org 

Hesham G. Ibrahim 

Hikmat Ullah Khan 

Himanshu  Aggarwal 

Hongda Mao 

Hossam Faris 

Huda K. Kadhim AL-Jobori 

Hui  Li 

Hüseyin  Oktay ERKOL 

Ibrahim Adepoju Adeyanju 

Ibrahim Missaoui 

Ikvinderpal Singh 

Ilayaraja Muthalagu 

Imad Zeroual 

Imed JABRI 

Imran  Ali Chaudhry 

Imran Memon 

IRFAN AHMED 

ISMAIL YUSUF 

iss EL OUADGHIRI 

Iwan Setyawan 

Jabar H Yousif 

Jacek M. Czerniak 

Jafar Ahmad Alzubi 

Jai Singh W 

JAMAIAH HAJI  YAHAYA 

James Patrick Henry Coleman 

Jamil Abdulhamid Mohammed 

Saif 

Jatinderkumar Ramdass Saini 

Javed  Anjum Sheikh 

Jayapandian N 

Jayaram M A 

Jerwinprabu A 

Ji Zhu 

Jia Uddin Jia 

Jim Jing-Yan Wang 

John P Sahlin 

JOHN S MANOHAR 

JOSE LUIS PASTRANA 

José Santos Reyes 

Jui-Pin Yang 

Jungu J Choi 

Jyoti Chaudhary 

Jyoti Gautam 

K V.L.N.Acharyulu 

Ka-Chun Wong 

Kamatchi R 

Kamran Kowsari 

KANNADHASAN SURIIYAN 

KARTHIK MURUGESAN 

KASHIF MUNIR 

Kashif Nisar 

Kato Mivule 

Kayhan Zrar Ghafoor 

Kennedy Chinedu Okafor 

KHAIRULLAH KHAN KHAN 

Khaled Loukhaoukha 

Khalid Mahmood 

Khalid Nazim Sattar Abdul 

Khin Wee Lai 

Khurram Khurshid 

KIRAN SREE POKKULURI 

KITIMAPORN CHOOCHOTE 

Kohei Arai 

Kottakkaran Sooppy Nisar 

kouki Mohamed 

Krasimir Yankov Yordzhev 

Krassen Stefanov Stefanov 

Krishna Kishore K V 

Krishna Prasad Miyapuram 

Labib Francis  Gergis 

Lalit Garg 

LATHA RAJAGOPAL 

Lazar Vojislav Stošic 

Le Li 

Leanos A Maglaras 

Leon Andretti Abdillah 

Lijian  Sun 

Liming Luke Chen 

Ljubica B. Kazi 

Ljubomir Jerinic 

Lokesh Kumar Sharma 

Long  Chen 

M A Rabbani 

M. Reza Mashinchi 

M. Tariq Banday 

Madihah Mohd Saudi 

madjid khalilian 

Mahdi H. Miraz 

Mahmoud M Abd Ellatif 

Mahtab Jahanbani Fard 

Majharoddin Kazi Kazi 

majzoob kamal aldein omer 

Malack Omae Oteri 

Malik Muhammad Saad Missen 

Mallikarjuna Reddy Doodipala 

Man Fung LO 

Manas deep 

Manisha Gupta 

Manju Kaushik 

Manmeet Mahinderjit Singh 

Manoharan P.S. 

Manoj Manoj Wadhwa 

Manpreet  Singh Manna  

Manuj Darbari 

Marcellin Julius Antonio Nkenlifack 

Marek Reformat 

Maria-Angeles Grado-Caffaro 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(vi) 

www.ijacsa.thesai.org 

Marwan Alseid 

Mazin S. Al-Hakeem 

Md Ruhul Islam 

Md.  Al-Amin Bhuiyan 

Mehdi Bahrami 

Mehdi Neshat 

Messaouda AZZOUZI 

Milena Bogdanovic 

Miriampally Venkata 

Raghavendra 

Mirjana Popovic 

Miroslav Baca 

Moamin Mahmoud 

Moeiz Miraoui 

Mohamed  AbdelNasser 

Mohamed Mahmoud 

Mohamed  Salah SALHI 

Mohamed A. El-Sayed 

Mohamed Abdel Fatah  

Ashabrawy 

Mohamed Ali Mahjoub 

Mohamed Eldosoky 

Mohamed Hassan Saad Kaloup 

Mohamed Najeh LAKHOUA 

Mohamed SOLTANE Mohamed 

Mohammad Abdul Qayum 

Mohammad Ali Badamchizadeh 

Mohammad Azzeh 

Mohammad H. Alomari 

Mohammad Haghighat 

Mohammad Jannati 

Mohammad Zarour 

Mohammed  Abdulhameed Al-

shabi 

Mohammed A. Akour 

Mohammed Ali  Hussain 

Mohammed Sadgal 

Mohammed Shamim Kaiser 

Mohammed Tawfik Hussein 

Mohd Ashraf Ahmad 

Mohd Helmy Abd Wahab 

Mokhtar Beldjehem 

Mona Elshinawy 

Monir Kaid 

Mostafa Mostafa Ezziyyani 

Mouhammd sharari sharari 

alkasassbeh 

Mounir Hemam 

Mourad Amad 

Mudasir Manzoor Kirmani 

Mueen Uddin 

Muhammad  Adnan Khan 

Muhammad Abdul Rehman 

Muhammad Asif Khan 

Muhammad Hafidz Fazli  Bin Md 

Fauadi 

Muhammad Naeem 

Muhammad Saeed 

Muniba Memon 

MUNTASIR AL-ASFOOR 

Murphy Choy 

Murthy Sree Rama Chandra 

Dasika 

MUSLIHAH WOOK 

Mustapha OUJAOURA 

MUTHUKUMAR S SUBRAMANYAM 

N.Ch. Sriman Narayana  Iyengar 

Nadeem Akhtar 

nafiul alam siddique 

Nagy Ramadan Darwish 

Najeed Ahmed  Khan 

Najib A.  Kofahi 

Namrata Dhanda 

Nan Wang 

Naseer Ali Alquraishi 

Nasrollah Pakniat 

Natarajan  Subramanyam  

Natheer Gharaibeh 

Nayden V. Nenkov 

Nazeeh Ghatasheh 

Nazeeruddin Mohammad 

Neeraj Kumar Tiwari 

NEERAJ SHUKLA 

Nestor Velasco-Bermeo 

Nguyen Thanh Binh 

Nidhi Arora 

NILAMADHAB MISHRA 

Nilanjan  Dey 

Ning Cai 

Niraj Singhal 

Nithyanandam Subramanian 

Nizamud  Din 

Noura Aknin 

Obaida M.  Al-Hazaimeh 

Olawande Justine Daramola 

Oliviu Matei 

Om Prakash Sangwan 

Omaima Nazar Al-Allaf 

Omar A. Alzubi 

Omar S. Gómez 

Osama Ali Awad 

Osama Omer 

Ouchtati Salim 

Ousmane THIARE 

P.V. Praveen Sundar 

Paresh V Virparia 

Parminder  Singh Kang 

PAUL CELICOURT 

Peng Xia 

Ping Zhang 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(vii) 

www.ijacsa.thesai.org 

Piyush Kumar  Pareek 

Poonam  Garg 

Prabhat K Mahanti 

PRASUN CHAKRABARTI 

Praveen  Kumar 

PRISCILLA RAJADURAI 

PROF DURGA PRASAD SHARMA ( 

PHD) 

Purwanto Purwanto 

Qaisar Abbas 

Qifeng Qiao 

Rachid Saadane 

Radwan R. Tahboub 

raed Kanaan 

Raghuraj Singh 

Rahul Malik 

Raja Ramachandran 

raja sarath kumar boddu 

Rajesh  Kumar 

Rakesh Chandra Balabantaray 

Rakesh Kumar Dr. 

Ramadan Elaiess 

Ramani Kannan 

RAMESH  MUTHUSAMY 

RAMESH VAMANAN 

Rana Khudhair Abbas Ahmed 

Rashad Abdullah Al-Jawfi 

Rashid  Sheikh 

Ratnesh Litoriya 

Ravi Kiran Varma P 

Ravi Prakash 

RAVINA  CHANGALA 

Ravisankar Hari 

Rawya Y. Rizk 

Rayed AlGhamdi 

Reshmy  Krishnan 

Reza  Fazel-Rezai 

Reza Ghasemy Yaghin Dr Reza 

Ghasemy Yaghin 

Riaz Ul-Amin 

Ricardo Ângelo Rosa Vardasca 

Ritaban Dutta 

Rodica Doina Zmaranda 

Rohini Ravi 

Rohit Raja 

Roopali Garg 

roslina ibrahim 

Ruchika Malhotra 

Rutvij H. Jhaveri 

SAADI Slami 

Sachin Kumar Agrawal 

Sagarmay  Deb 

Sahar Abd El_RAhman Ismail 

Said Ghoniemy 

Said Jadid Abdulkadir 

Sajal Bhatia 

Saman Hina 

SAMSON OLUWASEUN FADIYA 

Sanam Shahla Rizvi 

Sandeep R Reddivari 

Sangeetha SKB 

Sanskruti V Patel 

Santosh  Kumar 

Sasan Adibi 

Sattar  Bader Sadkhan 

Satyena Prasad Singh 

Sebastian Marius Rosu 

Secui Dinu Calin 

Seema  Shah  

Seifedine Nimer Kadry 

Selem Charfi 

SENGOTTUVELAN  P 

Senol Piskin 

SENTHIL P Prof 

Sérgio André Ferreira 

Seyed Hamidreza Mohades 

Kasaei 

Shadi Mahmoud Atalla 

Shafiqul Abidin 

Shahab Shamshirband 

Shahanawaj Ahamad 

Shaidah Jusoh 

Shaiful Bakri Ismail 

Shailesh  Kumar 

Shakir Gayour Khan 

Shashi Dahiya 

Shawki A.  Al-Dubaee 

Sheeraz Ahmed Dr. 

Sheikh Ziauddin 

Sherif E. Hussein 

Shishir Kumar 

SHOBA MOHAN 

Shriniwas Vasantrao Chavan 

Shriram K Vasudevan 

Siddeeq Ameen 

Siddhartha Jonnalagadda 

Sim-Hui Tee 

Simon L. R. Vrhovec 

Simon Uzezi Ewedafe 

Siniša Opic 

Sivakumar Poruran 

sivaranjani reddi 

Slim BEN SAOUD 

Sobhan Roshani 

Sofien Mhatli 

sofyan Mohammad Hayajneh 

Sohail Jabbar 

Sri Devi Ravana 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(viii) 

www.ijacsa.thesai.org 

Sudarson Jena 

Sudipta Roy 

Suhail Sami Owais Sami Owais 

Owais 

Suhas J  Manangi  

SUKUMAR SENTHILKUMAR 

Süleyman Eken 

Sumazly Sulaiman 

Sumit Goyal 

Sunil Phulre 

Suparerk Janjarasjitt 

Suresh  Sankaranarayanan 

Surya Narayan Panda 

Susarla Venkata Ananta Rama 

Sastry 

Suseendran G 

Suxing Liu 

Syed Asif Ali 

T C.Manjunath 

T V Narayana rao Rao 

T. V.  Prasad 

Taghi Javdani Gandomani 

Taiwo Ayodele 

Talal Bonny 

Tamara Zhukabayeva 

Taner Tuncer 

Tanvi Banerjee 

Tanweer Alam 

Tanzila Saba 

TAOUFIK SALEM SAIDANI 

Tarek Fouad Gharib 

tarig ahmed 

Taskeed Jabid 

Tasneem Bano Rehman 

thabet Mohamed slimani 

Totok R. Biyanto 

Touati Youcef 

Tran Xuan Sang 

TSUNG-CHUAN MA 

Tsvetanka Georgieva-Trifonova 

Uchechukwu Awada 

Udai Pratap Rao 

Urmila N Shrawankar 

V Baby Deepa 

Vaidas Giedrimas 

Vaka MOHAN 

Venkata Raghavendran 

Chaluvadi 

VENKATESH JAGANATHAN 

Vijay  Bhaskar Semwal 

Vijayarani Mohan S 

Vijendra Singh 

Vinayak  K Bairagi  

VINCE PAUL A 

Visara Urovi 

Vishnu Narayan Mishra 

Vitus S.W. Lam 

VNR SAIKRISHNA K 

Voon  Ching Khoo 

VUDA SREENIVASARAO 

Wali Khan Mashwani 

Wei Wei 

Wei Zhong 

Wenbin Chen 

Wenzhao  Zhang 

Wichian Sittiprapaporn 

Xi Zhang 

Xiao Zhang 

Xiaojing Xiang 

Xiaolong  Wang 

Xunchao Hu 

Y Srinivas 

Yanping Huang 

Yao-Chin Wang 

Yasser M.  Alginahi 

Yaxin Bi 

Yi Fei Wang 

YI GU 

Yihong Yuan 

Yilun Shang 

Yu Qi 

Zacchaeus Oni Omogbadegun 

Zaffar Ahmed Shaikh 

Zairi  Ismael  Rizman 

Zarul Fitri Zaaba 

Zeki Yetgin 

Zenzo  Polite Ncube 

ZHENGYU YANG 

Zhigang Yin 

Zhihan Lv 

Zhixin Chen 

Zia Ur Rahman Zia 

Ziyue Xu 

Zlatko Stapic 

Zne-Jung Lee 

Zuraini Ismail



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(ix) 

www.ijacsa.thesai.org 

CONTENTS 

Paper 1: Exploring Identifiers of Research Articles Related to Food and Disease using Artificial Intellegence 

Authors: Marco Ross, El Sayed Mahmoud, El-Sayed M. Abdel-Aal 

PAGE 1 – 6 

 

Paper 2: A Method for Implementing Probabilistic Entity Resolution 

Authors: Awaad Alsarkhi, John R. Talburt 

PAGE 7 – 15 

 

Paper 3: Intellectual Paradigm of Artificial Vision: from Video-Intelligence to Strong Artificial Intelligence 

Authors: E. M. Yarichin, V. M. Gruznov, G. F. Yarichina 

PAGE 16 – 32 

 

Paper 4: Anomaly Detection with Machine Learning and Graph Databases in Fraud Management 

Authors: Shamil Magomedov, Sergei Pavelyev, Irina Ivanova, Alexey Dobrotvorsky, Marina Khrestina, Timur 

Yusubaliev 

PAGE 33 – 38 

 

Paper 5: A Hybrid Intelligent Model for Enhancing Healthcare Services on Cloud Environment 

Authors: Ahmed Abdelaziz, Ahmed S. Salama, A.M. Riad 

PAGE 39 – 45 

 

Paper 6: Implementation of a basic Sonar of Echolocation for Education in Telecommunications 

Authors: Fredy Criollo-Sánchez, Rodríguez-Villarreal, Kevin, Mosquera-Sanchez, Cristian, Medina-Alvarez, 

Marco, Chavarry-Polanco, Danny, Alvarado-Díaz, Witman, Meneses-Claudio, Brian, Roman-Gonzalez, Avid 

PAGE 46 – 49 

 

Paper 7: Experimental Study on an Efficient Dengue Disease Management System 

Authors: J.M.M.C.Jayasuriya, G.K.K.T.Galappaththi, M.A.Dilupa Sampath, H.N.Nipunika, W.H. Rankothge 

PAGE 50 – 54 

 

Paper 8: Industrial Internet of Things as a Challenge for Higher Education 

Authors: Corneliu Octavian Turcu, Cristina Elena Turcu 

PAGE 55 – 60 

 

Paper 9: Coverage-Aware Protocols in Wireless Sensor Networks: A Review 

Authors: Jahangir Khan, Khalid Mahmood, Ansar Munir Shah, Babar Nawaz, Mahmood ul Hassan 

PAGE 61 – 64 

 

Paper 10: Wireless Internet of Things-Based Air Quality Device for Smart Pollution Monitoring 

Authors: Nurul Azma Zakaria, Zaheera Zainal Abidin, Norharyati Harum, Low Chen Hau, Nabeel Saleh Ali, Fairul 

Azni Jafar 

PAGE 65 – 69 

 

Paper 11: Securing Locations of Mobile Nodes in Wireless Mesh Network’s 

Authors: Sultan Alkhliwi 

PAGE 70 – 81 

 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(x) 

www.ijacsa.thesai.org 

Paper 12: Voice Pathology Recognition and Classification using Noise Related Features 

Authors: HAMDI Rabeh, HAJJI Salah, CHERIF Adnane 

PAGE 82 – 87 

 

Paper 13: Developing A Model for Predicting the Speech Intelligibility of South Korean Children with Cochlear 

Implantation using a Random Forest Algorithm 

Authors: Haewon Byeon 

PAGE 88 – 93 

 

Paper 14: Ranking Method in Group Decision Support to Determine the Regional Prioritized Areas and Leading Sectors 

using Garrett Score 

Authors: Heru Ismanto, Suharto, Azhari, Lincolin Arsyad 

PAGE 94 – 99 

 

Paper 15: A Hybrid Technique for Tunneling Mechanism of IPv6 using Teredo and 6RD to Enhance the Network 

Performance 

Authors: Zulfiqar Ali Zardari, Munwar Ali, Reehan Ali Shah, Ladha Hussain Zardari 

PAGE 100 – 105 

 

Paper 16: An Empirical Study of App Permissions : A User Protection Motivation Behaviour 

Authors: Ari Kusyanti, Harin Puspa Ayu Catherina 

PAGE 106 – 111 

 

Paper 17: Automated Extraction of Large Scale Scanned Document Images using Google Vision OCR in Apache 

Hadoop Environment 

Authors: Rifiana Arief, Achmad Benny Mutiara, Tubagus Maulana Kusuma, Hustinawaty 

PAGE 112 – 116 

 

Paper 18: Optimal Overcurrent Relays Coordination using an Improved Grey Wolf Optimizer 

Authors: Noor Zaihah Jamal, Mohd Herwan Sulaiman, Omar Aliman, Zuriani Mustaffa 

PAGE 117 – 125 

 

Paper 19: Risk Assessment Method for Insider Threats in Cyber Scurity: A Review 

Authors: Nurul Akmal Hashim, Zaheera Zainal Abidin, A.P. Puvanasvaran, Nurul Azma Zakaria, Rabiah Ahmad 

PAGE 126 – 130 

 

Paper 20: BAAC: Bangor Arabic Annotated Corpus 

Authors: Ibrahim S Alkhazi, William J. Teahan 

PAGE 131 – 140 

 

Paper 21: Implicit Thinking Knowledge Injection Framework for Agile Requirements Engineering 

Authors: Kaiss Elghariani, Nazri Kama, Nurulhuda Firdaus Mohd Azmi, Nur Azaliah Abu bakar 

PAGE 141 – 146 

 

Paper 22: Usability Testing for Crop and Farmer Activity Information System 

Authors: Halim Budi Santoso, Rosa Delima, Emylia Intan Listyaningsih, Argo Wibowo 

PAGE 147 – 158 

 

Paper 23: A Novel Architecture for 5G Ultra Dense Heterogeneous Cellular Network 

Authors: Sabeen Tahir 

PAGE 159 – 169 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(xi) 

www.ijacsa.thesai.org 

Paper 24: Audio Augmentation for Traffic Signs: A Case Study of Pakistani Traffic Signs 

Authors: Abdul Wahab, Aurangzeb Khan, Ihsan Rabbi, Khairullah Khan, Nasir Gul 

PAGE 170 – 176 

 

Paper 25: DDoS Classification Using Neural Network and Naïve Bayes Methods for Network Forensics 

Authors: Anton Yudhana, Imam Riadi, Faizin Ridho 

PAGE 177 – 183 

 

Paper 26: A Context-Sensitive Approach to Find Optimum Language Model for Automatic Bangla Spelling Correction 

Authors: Muhammad Ifte Khairul Islam, Md. Tarek Habib, Md. Sadekur Rahman, Md. Riazur Rahman, Farruk 

Ahmed 

PAGE 184 – 191 

 

Paper 27: Performance Comparison between Merge and Quick Sort Algorithms in Data Structure 

Authors: Irfan Ali, Haque Nawaz, Imran Khan, Abdullah Maitlo, M. Ameen Chhajro, M. Malook Rind 

PAGE 192 – 195 

 

Paper 28: Efficient Image Cipher using 2D Logistic Mapping and Singular Value Decomposition 

Authors: Mohammed A. AlZain 

PAGE 196 – 200 

 

Paper 29: Agent-Based Co-Modeling of Information Society and Wealth Distribution 

Authors: Fayçal Yahyaoui, Mohamed Tkiouat 

PAGE 201 – 206 

 

Paper 30: Data Flows Management and Control in Computer Networks 

Authors: Ahmad AbdulQadir AlRababah 

PAGE 207 – 217 

 

Paper 31: Overview of Service and Deployment Models Offered by Cloud Computing, based on International Standard 

ISO/IEC 17788 

Authors: Washington Garcia Quilachamin, Igor Aguilar Alonso, Jorge Herrera-Tapia 

PAGE 218 – 228 

 

Paper 32: Applying Machine Learning Techniques for Classifying Cyclin-Dependent Kinase Inhibitors 

Authors: Ibrahim Z. Abdelbaky, Ahmed F. Al-Sadek, Amr A. Badr 

PAGE 229 – 235 

 

Paper 33: Bound Model of Clustering and Classification (BMCC) for Proficient Performance Prediction of Didactical 

Outcomes of Students 

Authors: Anoopkumar M, A. M. J. Md. Zubair Rahman 

PAGE 236 – 246 

 

Paper 34: Brain Signal Classification using Genetic Algorithm for Right-Left Motion Pattern 

Authors: Cahya Rahmad, Rudy Ariyanto, Dika Rizky Yunianto 

PAGE 247 – 251 

 

Paper 35: Amharic based Knowledge-Based System for Diagnosis and Treatment of Chronic Kidney Disease using 

Machine Learning 

Authors: Siraj Mohammed, Tibebe Beshah 

PAGE 252 – 260 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(xii) 

www.ijacsa.thesai.org 

Paper 36: Noble Method for Data Hiding using Steganography Discrete Wavelet Transformation and Cryptography Triple 

Data Encryption Standard: DES 

Authors: Cahya Rahmad, Kohei Arai, Arief Prasetyo, Novriza Arizki 

PAGE 261 – 266 

 

Paper 37: An Effective Lightweight Cryptographic Algorithm to Secure Resource-Constrained Devices 

Authors: Sohel Rana, Saddam Hossain, Hasan Imam Shoun, Dr. Mohammod Abul Kashem 

PAGE 267 – 275 

 

Paper 38: A Hybrid Genetic Algorithm with Tabu Search for Optimization of the Traveling Thief Problem 

Authors: Saad T Alharbi 

PAGE 276 – 287 

 

Paper 39: A Simple Approach for Representation of Gene Regulatory Networks (GRN) 

Authors: Raza-ul-Haq, Javed Ferzund, Shahid Hussain 

PAGE 288 – 292 

 

Paper 40: A Methodology for Identification of the Guilt Agent based on IP Binding with MAC using Bivariate Gaussian 

Model 

Authors: B. Raja Koti, Dr. G. V. S. Raj Kumar, Dr. Y. Srinivas, Dr. K. Naveen Kumar 

PAGE 293 – 299 

 

Paper 41: Short-Term Load Forecasting for Electrical Dispatcher of Baghdad City based on SVM-FA 

Authors: Aqeel S. Jaber, Kosay A. Satar, Nadheer A. Shalash 

PAGE 300 – 304 

 

Paper 42: A Novel Student Risk Identification Model using Machine Learning Approach 

Authors: Nityashree Nadar, Dr.R.Kamatchi 

PAGE 305 – 309 

 

Paper 43: Decision Support System for Agricultureindustry using Crowd Sourced Predictive Analytics 

Authors: Remya S, Dr.R.Sasikala 

PAGE 310 – 318 

 

Paper 44: Multivariate Copula Modeling with Application in Software Project Management and Information Systems 

Authors: Syed Muhammad Aqil Burney, Osama Ajaz, Shamaila Burney 

PAGE 319 – 324 

 

Paper 45: The Fundamentals of Unimodal Palmprint Authentication based on a Biometric System: A Review 

Authors: Inass Shahadha Hussein, Shamsul Bin Sahibuddin, Nilam Nur Amir Sjarif 

PAGE 325 – 335 

 

Paper 46: Control of Grid Connected Three-Phase Inverter for Hybrid Renewable Systems using Sliding Mode Controller 

Authors: Sami Younsi, Nejib Hamrouni 

PAGE 336 – 342 

 

Paper 47: Security Issues in Cloud Computing and Their Solutions: A Review 

Authors: Sabiyyah Sabir 

PAGE 343 – 346 

 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(xiii) 

www.ijacsa.thesai.org 

Paper 48: Self Interference Cancellation in Co-Time-Co-Frequency Full Duplex Cellular Communication 

Authors: Sajjad Ali Memon, Faisal Ahmed Dahri, Farzana Rauf Abro, Faisal Karim Shaikh 

PAGE 347 – 352 

 

Paper 49: Semi Supervised Method for Detection of Ambiguous Word and Creation of Sense: Using WordNet 

Authors: Sheikh Muhammad Saqib, Fazal Masud Kundi, Asif Hassan Syed, Shakeel Ahmad 

PAGE 353 – 359 

 

Paper 50: Evaluation of Gated Recurrent Unit in Arabic Diacritization 

Authors: Rajae Moumen, Raddouane Chiheb, Rdouan Faizi, Abdellatif El Afia 

PAGE 360 – 364 

 

Paper 51: Smile Detection Tool using OpenCV-Python to Measure Response in Human-Robot Interaction with Animal 

Robot PARO 

Authors: Winal Zikril Zulkifli, Syamimi Shamsuddin, Fairul Azni Jafar, Rabiah Ahmad, Azizah Abdul Manaf, Alaa 

Abdulsalam Alarood, Lim Thiam Hwee 

PAGE 365 – 370 

 

Paper 52: Functionality Gaps in the Design of Learning Management Systems 

Authors: Tallat Naz, Momeen Khan 

PAGE 371 – 374 

 

Paper 53: Blockchain Traffic Offence Demerit Points Smart Contracts: Proof of Work 

Authors: Aditya Pradana, Goh Ong Sing, Yogan Jaya Kumar, and Ali A. Mohammed 

PAGE 375 – 382 

 

Paper 54: Features Optimization for ECG Signals Classification 

Authors: Alan S. Said Ahmad, Majd Salah Matti, Adel Sabry Essa, Omar A.M. ALhabib, Sabri Shaikhow 

PAGE 383 – 389 

 

Paper 55: Handling Class Imbalance in Credit Card Fraud using Resampling Methods 

Authors: Nur Farhana Hordri, Siti Sophiayati Yuhaniz, Nurulhuda Firdaus Mohd Azmi, Siti Mariyam Shamsuddin 

PAGE 390 – 396 

 

Paper 56: Exploring Saudi Citizens' Acceptance of Mobile Government Service 

Authors: Adnan Mustafa AlBar, Mashael A. Hddas 

PAGE 397 – 400 

 

Paper 57: The Role of user Involvement in the Success of Project Scope Management 

Authors: Maha Alkhaffaf 

PAGE 401 – 410 

 

Paper 58: Experimental Evaluation of Security Requirements Engineering Benefits 

Authors: Jaouad Boutahar, Ilham Maskani, Souhaïl El Ghazi El Houssaïni 

PAGE 411 – 415 

 

Paper 59: Priority-Aware Virtual Machine Selection Algorithm in Dynamic Consolidation 

Authors: Hanan A. Nadeem, Hanan Elazhary, Mai A. Fadel 

PAGE 416 – 420 

 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(xiv) 

www.ijacsa.thesai.org 

Paper 60: Coronary Heart Disease Diagnosis using Deep Neural Networks 

Authors: Three-Phase Approach for Developing Suitable   Business Models for Exchanging Federated ERP 

Components as Web Services 

PAGE 421 – 433 

 

Paper 61: Conceptual Modeling of Inventory Management Processes as a Thinging Machine 

Authors: Sabah Al-Fedaghi, Nourah Al-Huwais 

PAGE 434 – 443 

 

Paper 62: Dynamic Tuning and Overload Management of Thread Pool System 

Authors: Faisal Bahadur, Arif Iqbal Umar, Fahad Khurshid 

PAGE 444 – 450 

 

Paper 63: Development of Interactive Ophthalmology Hologram 

Authors: Sarni Suhaila Rahim, Nazreen Abdullasim, Wan Sazli Nasaruddin Saifudin, Raja Norliza Raja Omar 

PAGE 451 – 457 

 

Paper 64: Efficient Page Collection Scheme for QLC NAND Flash Memory using Cache 

Authors: Seok-Bin Seo, Wanil Kim, Se Jin Kwon 

PAGE 458 – 461 

 

Paper 65: Edge Detection on DICOM Image using Triangular Norms in Type-2 Fuzzy 

Authors: D. Nagarajan, M.Lathamaheswari, R.Sujatha, J.Kavikumar 

PAGE 462 – 475 

 

Paper 66: Content Analysis of Privacy Management Features in Geosocial Networking Application 

Authors: Syarulnaziah Anawar, Yeoh Wai Hong, Erman Hamid, Zakiah Ayop 

PAGE 476 – 484 

 

Paper 67: Differentiation of Brain Waves from the Movement of the Upper and Lower Extremities of the Human Body 

Authors: Brian Meneses-Claudio, Witman Alvarado-Diaz, Avid Roman-Gonzalez 

PAGE 485 – 488 

 

Paper 68: Conceptual Model for Measuring Transparency of Inter-Organizational Information Systems in Supply Chain: 

Case Study of Cosmetic Industry 

Authors: Maryam Toofani, Alireza Hassanzadeh, Ali Rajabzadeh Ghatari 

PAGE 489 – 494 

 

Paper 69: Biological Feedback Controller Design for Handwriting Model 

Authors: Mariem BADRI, Ines CHIHI, Afef ABDELKRIM 

PAGE 495 – 501 

 

Paper 70: Relationship of Liver Enzymes with Viral Load of Hepatitis C in HCV Infected Patients by Data Analytics 

Authors: Fahad Ahmad, Kashaf Junaid, Ata ul Mustafa 

PAGE 502 – 505 

 

Paper 71: A Novel Method for Secured Transaction of Images and Text on Cloud 

Authors: John Jeya Singh. T, Dr E.Baburaj 

PAGE 506 – 511 

 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(xv) 

www.ijacsa.thesai.org 

Paper 72: The Role of Information Technology on Teaching Process in Education; An Analytical Prospective Study at 

University of Sulaimani 

Authors: Mohammad Esmail Ahmad, Ameer Sardar K. Rashid, Amanj Anwar Abdullah, Raza M. Abdulla 

PAGE 512 – 521 

 

Paper 73: Three Levels Quality Analysis Tool for Object Oriented Programming 

Authors: Mustafa Ghanem Saeed, Maher Talal Alasaady, Fahad Layth Malallah, Kamaran HamaAli Faraj 

PAGE 522 – 536 

 

Paper 74: Using an Integrated Framework for Conceptual Modeling 

Authors: Lindita Nebiu Hyseni, Zamir Dika 

PAGE 537 – 542 

 

Paper 75: Development of Mobile Health Application for Cardiovascular Disease Prevention 

Authors: Vitri Tundjungsari, Abdul Salam M Sofro, Heri Yugaswara, Adhika Trisna Dwi Putra 

PAGE 543 – 550 

 

Paper 76: Image Processing based Task Allocation for Autonomous Multi Rotor Unmanned Aerial Vehicles 

Authors: Akif Durdu, Mehmet Celalettin Ergene, Onur Demircan, Hasan Uguz, Mustafa Mahmutoglu, Ender 

Kurnaz 

PAGE 551 – 555 

 

Paper 77: Towards Adaptive user Interfaces for Mobile-Phone in Smart World 

Authors: Muhammad Waseem Iqbal, Nadeem Ahmad, Syed Khuram Shahzad, Irum Feroz, Natash Ali Mian 

PAGE 556 – 565 

 

Paper 78: Electronically Reconfigurable Two-Stage Schiffman Phase Shifter for Ku Band Beam Steering Applications 

Authors: Rawia Wali, Lotfi Osman, Tchanguiz Razban, Yann Mahé 

PAGE 566 – 570 

 

Paper 79: Social Networking Sites Habits and Addiction Among Adolescents in Klang Valley 

Authors: Yazriwati Yahya, Nor Zairah Ab. Rahim, Roslina Ibrahim, Nurazean Maarop, Haslina Md Sarkan, 

Suriayati Chuprat 

PAGE 571 – 578 

 

Paper 80: Performance Evaluation of Trivium on Raspberry Pi 

Authors: Ari Kusyanti, Syahifudin Shahid, Harin Puspa Ayu Catherina, Yazid Samanhudi 

PAGE 579 – 582 

 

Paper 81: Improving K-Means Algorithm by Grid-Density Clustering for Distributed WSN Data Stream 

Authors: Yassmeen Alghamdi, Manal Abdullah 

PAGE 583 – 588 

 

Paper 82: Conditional Text Paraphrasing: A Survey and Taxonomy 

Authors: Ahmed H. Al-Ghidani, Aly A. Fahmy 

PAGE 589 – 594 

 

Paper 83: TokenVote: Secured Electronic Voting System in the Cloud 

Authors: Fahad Alsolami 

PAGE 595 – 599 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(xvi) 

www.ijacsa.thesai.org 

Paper 84: A New Uncertainty Measure in Belief Entropy Framework 

Authors: Moıse Digrais Mambe, Tchimou N’Takp´e, Nogbou Georges Anoh, Souleymane Oumtanaga 

PAGE 600 – 606 

 

Paper 85: A Secure User Authentication Scheme with Biometrics for IoT Medical Environments 

Authors: YoHan Park 

PAGE 607 – 615 

 

Paper 86: Round the Clock Vehicle Emission Monitoring using IoT for Smart Cities 

Authors: Jagadish Nayak 

PAGE 616 – 619 

 

Paper 87: The Implementation of an IoT-Based Flood Alert System 

Authors: Wahidah Md. Shah, F. Arif, A.A. Shahrin, Aslinda Hassan 

PAGE 620 – 623 

 

Paper 88: Evaluating the Quality of UCP-Based Framework using CK Metrics 

Authors: Zhamri Che Ani, Nor Laily Hashim, Hazaruddin Harun, Shuib Basri, Aliza Sarlan 

PAGE 624 – 631 

 

Paper 89: Tele-Ophthalmology Android Application: Design and Implementation 

Authors: Rachid Merzougui, Mourad Hadjila, Nadia Benmessaoud, Mokhtaria Benaouali 

PAGE 632 – 638 

 

Paper 90: Virtual Rehabilitation Using Sequential Learning Algorithms 

Authors: Gladys Calle Condori, Eveling Castro-Gutierrez, Luis Alfaro Casas 

PAGE 639 – 645 

 

Paper 91: A Machine Learning based Fine-Tuned and Stacked Model: Predictive Analysis on Cancer Dataset 

Authors: Ravi Aavula, R. Bhramaramba 

PAGE 646 – 650 

 

Paper 92: Video Streaming Analytics for Traffic Monitoring Systems 

Authors: Muhammad Arslan Amin, Muhammad Kashif Hanif, Muhammad Umer Sarwar, Muhammad Kamran 

Sarwar, Ayesha Kanwal, Muhammad Azeem 

PAGE 651 – 654 

 

Paper 93: Role of Bloom Filter in Big Data Research: A Survey 

Authors: Ripon Patgiri, Sabuzima Nayak, Samir Kumar Borgohain 

PAGE 655 – 661 

 

Paper 94: Efficient Iris Pattern Recognition Method by using Adaptive Hamming Distance and 1D Log-Gabor Filter 

Authors: Rachida Tobji, Wu Di, Naeem Ayoub, Samia Haouassi 

PAGE 662 – 669 

 

Paper 95: Empirical Evaluation of SVM for Facial Expression Recognition 

Authors: Saeeda Saeed, Junaid Baber, Maheen Bakhtyar, Ihsan Ullah, Naveed Sheikh, Imam Dad, Anwar Ali 

Sanjrani 

PAGE 670 – 673 

 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

(xvii) 

www.ijacsa.thesai.org 

Paper 96: Predicting Potential Banking Customer Churn using Apache Spark ML and MLlib Packages: A Comparative 

Study 

Authors: Hend Sayed, Manal A. Abdel-Fattah, Sherif Kholief 

PAGE 674 – 677 

 

Paper 97: Multimodal Automatic Image Annotation Method using Association Rules Mining and Clustering 

Authors: Mounira Taileb, Eman Alahmadi 

PAGE 678 – 684 

 

Paper 98: Comparison between Commensurate and Non-commensurate Fractional Systems 

Authors: Khaled HCHEICHI, Faouzi BOUANI 

PAGE 685 – 691 

 

Paper 99: A Case Study for the IONEX CODE-Database Processing Tool Software: Ionospheric Anomalies before the Mw 

8.2 Earthquake in Mexico on September 7, 2017 

Authors: Guillermo Wenceslao Zarate Segura, Carlos Sotomayor-Beltran 

PAGE 692 – 696 

 

Paper 100: Hybrid Non-Reference QoE Prediction Model for 3D Video Streaming Over Wireless Networks 

Authors: Ibrahim Alsukayti, Mohammed Alreshoodi 

PAGE 697 – 703 

 

Paper 101: The Proposal of a Distributed Algorithm for Solving the Multiple Constraints Parking Problem 

Authors: Khaoula Hassoune, Wafaa Dachry, Fouad Moutaouakkil, Hicham Medromi 

PAGE 704 – 710 

 

Paper 102: A Review on Event-Based Epidemic Surveillance Systems that Support the Arabic Language 

Authors: Meshrif Alruily 

PAGE 711 – 718 

 

Paper 103: KASP: A Cognitive-Affective Methodology for Designing Serious Learning Games 

Authors: Tahiri Najoua, El Alami Mohamed 

PAGE 719 – 729 

 

Paper 104: Video Authentication using PLEXUS Method 

Authors: Hala Bahjat Abdulwahab, Khaldoun L. Hameed, Nawaf Hazim Barnouti 

PAGE 730 – 737 

 

Paper 105: An Automatic Cryptanalysis of Arabic Transposition Ciphers using Compression 

Authors: Noor R. Al-Kazaz, William J. Teahan 

PAGE 738 – 745 

 

Paper 106: Systematic Analysis and Classification of Cardiac Rate Variability using Artificial Neural Network 

Authors: Azizullah Kakar, Naveed Sheikh, Bilal Ahmed, Saleem Iqbal, Abdul Rahman, Saboor Ahmad Kakar, 

Arbab Raza, Samina Naz, Junaid Babar 

PAGE 746 – 750 

 

Paper 107: A New Steganography Technique using JPEG Images 

Authors: Rand A. Watheq, Fadi Almasalha, Mahmoud H. Qutqut 

PAGE 751 – 760 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

1 | P a g e  

www.ijacsa.thesai.org 

Exploring Identifiers of Research Articles Related to 

Food and Disease using Artificial Intelligence

Marco Ross
1
, El Sayed Mahmoud

2
 

Faculty of Applied Science & Technology 

Sheridan College 

Oakville, Canada 

El-Sayed M. Abdel-Aal
3 

Guelph Research and Development Centre 

Agriculture and Agri-Food Canada 

Guelph, Canada

 

 
Abstract—Currently hundreds of studies in the literature 

have shown the link between food and reducing the risk of 

chronic diseases. This study investigates the use of natural 

language processing and artificial intelligence techniques in 

developing a classifier that is able to identify, extract and analyze 

food-health articles automatically. In particular, this research 

focuses on automatic identification of health articles pertinent to 

roles of food in lowering the risk of cardiovascular disease, type-2 

diabetes and cancer. Three hundred food-health articles on this 

topic were analyzed to help identify a unique key (Identifier) for 

each set of publications. These keys were employed to construct a 

classifier that is capable of performing online search for 

identifying and extracting scientific articles in request. The 

classifier showed promising results to perform automatic analysis 

of food-health articles which in turn would help food 

professionals and researchers to carry out efficient literature 

search and analysis in a timely fashion. 

Keywords—Natural language processing; text classification;  

n-grams; bioinformatics; knowledge extraction; nutrition 

assessment; health promotion; research uptake 

I. INTRODUCTION 

Health professionals in Canada rarely use the results of 
medical research to promote health and influence policy. This 
has been shown in a 2007 survey of Canadian health 
professionals, based on the answers of 928 professionals and 
managers from Canadian health service organizations. The 
survey results showed that fifty seven percent of the 
respondents frequently or very frequently received research 
results. These received results never or rarely influenced the 
health professionals’ decisions and choices in fourteen percent 
of the cases. Additionally, they were also never or rarely 
transformed into concrete applications in another eleven and 
half percent of the cases [1]. 

The main reason for these low uptake percentages could be 
attributed to the outright volume of medical research related to 
food-health being produced on a regular basis. Large numbers 
of scientific publications make the selection process of an 
article about a specific food and disease more difficult. For 
example, the popular biomedical database MEDLINE, 
produced by the United States National Library of Medicine, 
contains over 24 million references of biomedical texts alone 
[2]. Since 2005, the literature has seen consistent from 16 
million articles to 24 million [3], marking a continued increase 
of approximately 1,800 articles per day from 2005 until present 
day. 

The large number of articles increases the difficulty of 
finding appropriate papers for a given topic on food and health. 
It also delays extracting useful information from these articles 
and perhaps this useful information could be lost in the search 
process. Such information includes roles of food in health and 
nutrition, food intake, recommended foods for disease 
prevention, food protection mechanisms, etc. This information 
is essential for food or health policies, and food health, nutrient 
or function claim and food labelling. This research was 
intended to build an automatic article classifier in the area of 
roles of food in reducing the risk of three choric diseases: 
CVD, type-II diabetes and cancer. The study goal was to 
develop a text classification tool that is capable of performing 
efficient literature search and analysis in a timely fashion. 

A. Motivation 

Improving health promotion and disease prevention 
through diets with the use of artificial intelligence techniques is 
the main motivation of this research. The use of artificial 
intelligence techniques in performing literature search and 
analysis should improve its efficiency. Currently, the link 
between diet and health promotion and disease prevention is 
well established with numerous amounts of publications. This 
requires techniques and tools to extract and analyze data. The 
current research should make a difference in the way we 
manage data, develop strategies and conduct research. The 
stakeholders of health promotion such as health professionals, 
dieticians, policy makers, and researchers should benefit from 
this tool. 

B. Organization of Paper 

The remainder of this paper consists of a literature review, 
methodology and results. 

The literature review focuses on prior research conducted 
in the fields of text mining, food-healthiness knowledge 
extraction, and natural language processing (NLP). It will 
examine the recent literature in these areas as well as full scale 
surveys and reviews of the general field of food-health and 
NLP. 

The methodology section describes the details of 
methodologies involved in the work. This includes selecting 
the training data, identifying n-gram sequence sizes, building 
the article classifier, testing the classifier and performance 
metrics used. 
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The results section will highlight the experimental findings 
including the analysis of these findings and potential future 
research. 

II. LITERATURE REVIEW 

The explosive growth of food-health literature has 
prompted increasing interest in using text mining techniques to 
address the information overload faced by domain experts. 
This is reflected by the conception of articles reviewing this 
work [4] [5], which target experts in biosciences as their 
primary audience [6]. 

The recent proliferation of articles reviewing using text 
mining for medical applications includes electronic medical 
records knowledge extraction, epidemic detection through 
semantic analysis of social media, abbreviations in biomedical 
text, automatic terminology management in biomedicine, as 
well as automatic scientific literature analysis as a tool for 
novel findings and hypotheses from research [6] [7] [8]. The 
category of automatic scientific literature analysis as a tool for 
novel findings from research is of most relevance to this work 
and will be the focus of this study. Automated analysis of 
scientific literature complements the reading of scientific 

literature by individual researchers because it allows quick 
access to information contained in large volumes of documents 
[7]. Hirschman and others hypothesize that in the future, it is 
likely that solutions will be developed that produce and test 
hypotheses against knowledge bases. This type of solution 
development in the field of bioinformatics relies heavily on 
researchers having rapid access to a large corpus of literature 
readily available which may be automatically analyzed and 
interpreted [7]. 

A current survey of work in biomedical text mining 
conducted by Cohen and Hersh in 2005 hypothesized that the 
biggest challenge to biomedical text mining in the coming 5-10 
years would be building systems which are useful to 
researchers [6]. A literature review by Rebholz-Schuhmann et 
al. builds on this hypothesis by suggesting future work in this 
field should be focused on helping researchers in problem 
solving of specific real-world s. Figure 1 contains a modified 
version of a diagram made by Rebholz-Schuhmann et al. which 
shows the different categories where text mining can help 
scientific researchers, using food-health relationships as an 
example [7]. 

 

Fig. 1. Categories of text mining solutions. 
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Figure 1 distinguishes four primary stages in text-mining 
solutions: information retrieval, information extraction, 
building knowledge bases and knowledge discovery [8]. 

Information retrieval could involve a user submitting a 
query to a search engine and receiving a document fitting to 
their submitted query in return. Information extraction involves 
the identification of entities, such as diseases or foods, as well 
as the identification of complex relationships between these 
entities [8]. Scientific facts extracted from literature may be 
used for the purposes of populating databases or data curation. 
From these extractions, knowledge bases can be built that 
contain the collected statements together with collected 
evidence in the form of references to the literature [7] [8]. 
Knowledge discovery involves identifying undiscovered or 
hidden knowledge by applying data-mining algorithms to the 
collection of facts gathered from the literature. From here, text-
mining results may be used to suggest new hypotheses 
automatically which can be used to either validate or disprove 
existing hypotheses or to help direct future research [8]. 

This work automatically identifies whether a given medical 
article is related to food and CVD, type-II diabetes, or cancer, 
and therefore the category of text mining is most similar to 
information extraction. This research assumes that databases 
already exist from which users can query. The ultimate goal of 
this work was to develop a tool that is able to automatically 
identify food-health articles relevant to the three proposed 
diseases which facilitates extracting useful information from 
medical literature and building knowledge bases. 

N-grams has been used for finding identifiers of disease 
outbreaks in reasons of entering the emergency department 
room [9] and fining identifiers for customer intent [10]. This 
work investigates how to use N-grams for finding identifiers 
for food-health articles related to the proposed diseases. 

III. METHODOLOGY 

A. Classifier 

The steps for building the proposed classifier include: 
(1) creating n-gram lists with various n-gram sizes for each 
disease category of CVD, type-II diabetes, and cancer 
(2) determining the effective list of most frequent n-grams in 
each category (3) identifying the effective n-gram size for 
detecting the subject of an article. This process is illustrated in 
Figure 2. 

 

Fig. 2. Steps to identify a unique key for food-health articles related to the 

diseases: CVD, Cancer and Diabetes. 

For the sake of simplicity, the diagram in Figure 2 shows 
the process as if one n-gram classifier will be created from all 
three disease categories, when in fact three separate classifiers 
will be created using this same process. 

B. Creating a Classifier 

In order to create an accurate food-health article classifier 
for each disease category, one-hundred peer-reviewed articles 
which relate to a certain food and that specific disease will be 
manually selected for each of CVD, type-II diabetes, and 
cancer, resulting in a total of 300 unique articles. One-hundred 
articles have been determined to be an appropriate sample size 
according to [11]. 

After one-hundred articles are gathered from each of the 
respective diseases, an n-gram algorithm is applied to the 
articles in order to extract the n-gram lists from them, thus 
providing the building blocks of an identifier to be refined in 
the next steps. 

C. Determining Most Frequent N-Grams 

After n-grams have been gathered from each of the 4 
chosen sequences sizes of n-grams (n=1, n=2, n=3, n=4), the 
most frequently n-grams in each of the respective articles are 
used as an identifier for the food-health articles related to that 
disease. The amount of the commonly found n-grams are 
determined experimentally as it is not immediately obvious 
how many unique n-grams will be found, nor is it obvious how 
many of the top most commonly found ones will be enough to 
accurately build the classifier. There will likely be hundreds, 
possibly thousands of unique n-grams and thus the most 
appropriate allocation of the most commonly found n-grams 
will be determined once the n-grams have been generated and 
analyzed experimentally. 

D. Determining Best N-Gram Size 

The most effective sequence size of the n-grams is 
determined experimentally. Once again, it is not immediately 
apparent which size will be the most accurate in classifying a 
food-health article. n-gram list of larger sequence sizes (e.g. 
n=5) provide more coherent phrases in natural language, yet 
they are very specific and unlikely to be commonly found 
throughout the sample of articles we will use. Likewise, n-
grams of much smaller sizes (e.g. n=1) may not be specific 
enough to differentiate between a food article related to CVD 
and a food article related to type-II diabetes. 

E. Testing Strategy 

Each classifier for each disease is tested by using manually 
selected food-health articles which have not been presented to 
the algorithm. We used the 70/30 split which is the de facto 
standard for training and testing machine learning algorithms 
as seen in [12]. This means that 70% of the data are used to 
train the algorithm, while 30% are used towards testing it. The 
30% that have been used to test are articles which are hidden 
from the algorithm. If the algorithm is able to correctly classify 
the articles after training, then it will be considered a success. 

F. Performance Metrics 

The performance metrics which are used to determine the 
relevance and accuracy of the algorithm are precision and 
recall. Using true positive, true negative, false positive, and 
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false negative, determines the accuracy of the classifier. When 
it receives a medical article as input, does it correctly classify 
the article or not? That is the only performance metric which 
will be required in order to determine its accuracy. 

G. Data 

The data used for this study are manually gathered, peer-
reviewed medical articles which specifically discuss health 
outcomes related to certain types of foods as their subject 
matter. The articles have been gathered manually because the 
nature of the data required is very specific and therefore not 
readily available in large quantities of word corpora such as 
social media, for example. 

The sources of the data are popular medical databases such 
as PubMed/MEDLINE and Cochrane Library, as well as 
multidisciplinary scholarly databases such as ScienceDirect, 
Web of Science, JSTOR, and Google Scholar. These databases 
contained articles from popular medical journals including the 
New England Journal of Medicine (NEJM), British Medical 
Journal (BMJ), JAMA Network, American Diabetes 
Association, the American Journal of Clinical Nutrition, 
American Medical Association (AMA), Ovid Lippincott 
Williams and Wilkins (OLWW), and more. The portals and 
databases which we accessed these articles through can be 
found in Figure 3 below, showing a graphical distribution of 
the online sources used for gathering the training and testing 
data. 

The data used for both training and testing are pre-
processed before being used in the final implementation of the 
algorithm. 

The first stage of preprocessing is converting the medical 
articles from PDF format to plaintext format, using UTF-8 
encoding. The articles are normally retrieved in PDF format, so 
in order to facilitate extracting n-grams from them, we 
converted the articles to plain text. An existing Python package 
‘pdf2txt’ which uses another Python package ‘pdfminer’ is 
used to batch convert the PDFs to plain text. 

 
Fig. 3. Data source distribution. 

Next, the second stage of preprocessing is normalization 
which involves tokenizing the text, converting the entire body 
of text into lowercase, removing non-alphabet characters. in 
addition, we removed 266 stop words which include 
unremarkable words such as ‘aren’t’, ‘the’, ‘a’, ‘as’, and 
‘because’, as well as words which were found repeatedly in the 
articles such as ‘journal’, ‘clinical’, ‘research’, and ‘published’. 

Mean Magnitude of Relative Error (MMRE) is one of the 
most widely used evaluation criterion for assessing the 
performance of software prediction models [13]. This method 
involves using the estimated effort required to develop a 
software less the actual effort to create the software, divided by 
the actual effort. It is quite similar to the formula for 
calculating precision in the field of information retrieval. 
MMRE differs from the method of accuracy determination 
used in this research primarily due to its application. MMRE is 
more applicable to determining the accuracy of software 
estimation when considering man hours and money required to 
build a software system, whereas precision is more applicable 
to accuracy of retrieving documents based on a condition. 

IV. RESULTS AND ANALYSIS 

The most frequent Bigrams extracted from food-health 
articles are three unique identifiers that can be used effectively 
to enable the automatic identification and classification of the 
food-health articles related to the three diseases. The n-gram 
size (n=2) and the length of the n-grams list (l=800) have been 
found to be more effective in identifying food-health articles 
related to any of the three diseases compared to unigrams, 
trigrams and quadgrams for various n-gram-list lengths. 

 
Fig. 4. Overall classification accuracy. 
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Fig. 5. Average accuracy for various n-gram sizes. 

The effectiveness of the most frequent 800 bigrams have 
been tested by using them as an identifier for developing a 
food-health article classifier.  The highest accuracy of the 
classifier is 90.00%. The overall average accuracy of all the 
various combinations for the value of n and number of n’s are 
shown in Figure 4. This graph depicts the varying degrees of 
accuracy resulting from different combinations of these two 
variables. Figure 4 shows that most combinations of bigrams 
with 200 or more n-grams retrieved results with the highest 
average classification accuracy. Trigrams (n=3) are a close 
second in accuracy but only with using a set of 200 or more n-
grams. Quadgrams (n=4) did poorly particularly with a lower 
value of the n-gram list length. In contrast to quadgrams, 
unigrams (n=1) seem to be accurate only with a lower n-gram 
list length, with an accuracy drop off once the length is 
increased. 

When manipulating n-gram size only and not accounting 
for n-gram list length, bigrams win out with an average 
accuracy of 83.5%, while unigrams and trigrams have close 
similar accuracies of 77.8% and 76.5%, respectively. This is 
shown by Figure 5 that compares the classifier average 
accuracy when isolating for n-gram size, without controlling 
for n-gram list length. Quadgrams showed the biggest 
reduction in accuracy with an average accuracy of 60.9%. This 
significant drop in accuracy could be attributed to the decrease 
in the n-gram list length due to the increase in the n-gram size. 
This affects the ability of the classifier to find notable 
differences within the articles. The writing styles of the authors 
could be another reason behind this drop in the accuracy when 
finding four words in a row being similar are hard to come by. 
Additionally, the subject matter of the articles all vary quite a 
bit even when studying the same diseases. For example, there 
were a few articles retrieved for the CVD portion of the data 
which talked about different cardiovascular diseases and their 
relationship to fish consumption in particular. One article 
talked about fish consumption and its relationship to risk of 

myocardial infraction (heart attacks), another spoke about fish 
and its relation to reduced progression of coronary artery 
atherosclerosis, and another talked about fish and omega-3 
consumption in relation to risk of cerebrovascular disease. This 
simple example shows that even though an article may study 
CVD while also talking about fish consumption, it can take 
many different approaches to doing so. For this reason, 
quadgrams may be too generic and not as commonly found in 
order to be an effective method of classifying articles. 

Alternatively, when isolating for n-gram list length while 
not controlling for n-gram size, the overall accuracy of varying 
degrees of the n-gram list length provides interesting results, 
shown in Figure 6. This figure shows the average 
classification accuracy for n-gram list length values of 25 
through 800. It is interesting to note that while the accuracy 
gradually increases as we use a higher length value, 
classification accuracy plateaus after a certain point of 200 n-
gram, and only varies by a tenth of a percent between length 
values of 200, 400 and 800. The respective accuracies of these 
values are 81.7%, 81.9%, and 81.4%. It is certainly a notable 
difference from the resulting accuracy of the length values 25 
(63.3%) and 50 (66.4%). Perhaps the more notable implication 
from these values is that increasing the length does not result in 
higher classification accuracy beyond a certain point. This 
could be explained by examining how many n-grams are 
repeatedly found at the bottom of the list when looking at high 
lengths of n-gram list. Using the cancer training data as an 
example, we see that using bigrams with a length value of 800, 
(‘breast’, ‘cancer’) is the most frequently found n-gram with a 
frequency of 1222, with (‘cancer’, ‘risk’) coming second with 
618 matches. By contrast, the 799

th
 and 800

th
 most commonly 

found bigrams are (‘low’, ‘folate’) and (‘lipid, ‘metabolism’) 
with a frequency of 15 each. Additionally, the 200

th 
(‘cancer’, 

‘patients’) and 400
th
 (‘dietary’, ‘indexes’) most commonly 

found bigrams only appear 38 and 23 times, respectively in the 
entire corpus of training data. This could explain why 
increasing the length beyond 200 does not drastically increase 
the classification accuracy, because the data becomes more 
diluted at this point and contains many more unique n-grams 
that are very specific to that single test article and may not 
necessarily be found within the training data. 

Another interesting observation from the results of the test 
data is which individual disease topics had the highest average 
and highest achievable accuracies. CVD had the highest 
achievable accuracy (HAA) of 100% classification accuracy 
using n-gram size of 3 and a n-gram list length of 400, which 
can be noted as (3, 400), while cancer’s HAA was 90.0% with 
a 4-way tie between (2, 100), (2, 400), (2, 800), (3, 800), and 
diabetes’ HAA was 86.7% using (1, 200). This is certainly 
remarkable because it appears that certain combinations of n-
gram size and n-gram list length result in different accuracies 
for each disease. 

Across the 26 different combinations of n-gram size (1-4) 
and n-gram list length (25-800), CVD alone had the highest 
average accuracy of 87.4% while cancer and diabetes lagged 
behind with 69.3% and 69.2%, respectively. Thus, we could 
conclude that the CVD training data was either more unique or 
that the diabetes and cancer data was not unique enough. The 
latter seems to be the more likely, as the classifier was not able 
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to distinguish between the test data belonging to diabetes more 
often than it incorrectly classified it. That is to say, when a 
diabetes article was not correctly recognized by the classifier as 
a diabetes article, it was because the test article had an equal 
number of matches from both the diabetes and CVD training 
data, not because it flat out incorrectly guessed the subject 
matter of the article. This could be because diabetes and CVD 
tend to have many overlapping terms and risk factors in 
medicine. 

For the cancer testing data, the low overall accuracy could 
be explained through the fact that there is not very much 
research available linking food to cancer, and when there is, 
there are so many different types of cancers that these articles 
study including breast cancer, lung cancer, colorectal cancer, 
kidney cancer, and prostate cancer. This may have led to a 
failure to classify the articles correctly on a consistent basis due 
to the training data being so diverse. 

 

Fig. 6. Average accuracy for various n-gram list lengths. 

V. CONCLUSION 

This research is the first report to describe the use of natural 
language processing and artificial intelligence techniques to 
extract and analyze data from literature via an automatic 
classifier. The developed classifier could change the way we 
manage data, develop strategies and conduct research. The 
classifier tool would be useful for a broad range of stakeholders 
including health professionals, dieticians, policy makers and 
researchers. More research is underway to further develop this 
classifier into one that is able to find trends in food and health, 
in order to develop novel hypotheses and support existing ones. 
Additionally, some features will be built in to filter articles on 
the basis of inclusion/exclusion criteria provided by authorities. 

VI. NEXT STEPS 

The established identifiers are the fundamental step of the 
automatic extraction of useful information from the food-health 
articles related to specific diseases. The next steps will focus 
on analysis and mining the contents of the identified articles for 
specific disease. Data warehousing, big data techniques will be 
investigated to store and organize the extracted data in 
multidimensional databases. These databases could be used by 
food or nutrition researchers and other stakeholders to identify 
research gaps and to guide future strategies in food and health 
for both private and public sector. 
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Abstract—Deterministic and probabilistic are two approaches 

to matching, commonly used in Entity Resolution (ER) systems. 

While many users are familiar with writing and using Boolean 

rules for deterministic matching, fewer are as familiar with the 

scoring rule configuration used to support probabilistic 

matching. This paper describes a method using deterministic 

matching to “bootstrap” probabilistic matching. It also examines 

the effectiveness of three commonly used strategies to mitigate 

the effect of missing values when using probabilistic matching. 

The results are based on the experiment using different sets of 

synthetically generated data processed using the OYSTER open 

source entity resolution system. 

Keywords—Entity resolution; probabilistic matching; 

deterministic matching; Boolean rules; scoring rule; missing 

values 

I. INTRODUCTION 

The OYSTER open source entity resolution system 
(https://bitbucket.org/oysterer/oyster/) was designed to 
support both deterministic and probabilistic matching. 
Probabilistic matching is performed using a scoring rule based 
on agreement and disagreement weights [18]. Generating the 
weights typically requires more effort and analysis than using 
Boolean rules to implement deterministic matching. The 
scoring rule is similar to the Boolean rule which specifies a 
similarity function and optional data preparation function for 
comparing the values of identity attributes between two entity 
references [2], [3], [30]-[34]. The linking and review decision 
for each pair of entity references is determined by setting up a 
score threshold. Pairs scoring at or above the threshold are 
linked, and those below are not linked. Moreover, pairs scoring 
below the threshold, but above a user defined “review score” 
are written to an exceptions report for clerical review and 
possible remediation. 

Each identity attribute has at least one agreement weight 
and at least one disagreement weight. In some cases, there can 
also be a third weight called a “missing weight” to be used 
instead of the agreement or disagreement weight in the case 
both values of the identified attribute are missing.  

Basically, the power of the probabilistic matching is the 
ability to assign weights to particular values of identity 
attributes. Typically, individual weights are only assigned 
when the identity attribute has an uneven distribution of value 
frequencies, and then, only to the values with the highest 
frequencies, e.g. the top 10% of frequencies. Value-frequency 
weights are less effective for identity attributes with an even 

distribution of value frequencies low frequencies such as dates-
of-birth or telephone numbers. 

For example, in the context of a school system, if many 
different students have the first name “Mary,” then the weight 
of agreement for “Mary” should be smaller than the agreement 
weight for a name used by only a few students, perhaps even 
one student. In general, the magnitude of the weight is 
proportionate to its ability to discriminate between references 
to different students. Weight calculations are discussed in 
detail in a later section of the paper.  

Another advantage of the scoring rule is its natural support 
for the “clerical review” or “link remediation” process. This is 
a process by which pairs of references with minimal support 
for linking are reported for manual review by domain experts. 
This is easily done when using the scoring rule by simply 
flagging any pair of references with a total score very close to 
the match threshold, i.e., “near matches” for review. Although 
very labor intensive, the clerical review is often implemented 
in high-risk applications where high-levels of linking accuracy 
are required, such as patient medical records. 

The organization of this paper is as follows:  

 Section II discusses prior work related to this study.  

 Section III describes the “bootstrap” method for 
creating a scoring rule.  

 Section IV describes the calculation of the weights and 
three missing value treatments approaches based on 
that database by applying run of OYSTER is 
configured invariants algorithm designed for feature 
extraction.  

 Section V gives the experimental results.  

 Section VI compares results from Boolean Rules and 
Scoring Rule 

 Section VII and VIII summarizes the conclusions of 
this work. 

II. E LITERATURE REVIEW 

Numerous systems have been used to solve some data 
quality issue can problems weaken the effectiveness of 
probabilistic matching [4], [5], [6]. One of the influential 
methods is OYSTER algorithms. While OYSTER does include 
the capability to implement probabilistic matching, many users 
are not familiar with its setup and operation. The purpose of 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

8 | P a g e  

www.ijacsa.thesai.org 

this paper is to provide a step-by-step guide for users interested 
in experimenting with probabilistic matching using OYSTER. 
Particularly, the matching outcome of the scoring rule is lower 
when the sources have a high level of inconsistent value 
representations, such as misspellings, aliases, especially 
missing values. It should be noted here, while probabilistic 
matching has the ability to significantly improve record linking 
accuracy, it is not absolute. Certain data quality problems in the 
reference data can impair the effectiveness of probabilistic 
matching [10], [11], [19], [20]-[24]. In particular, the problems 
of inconsistent representation of identity attribute values and 
missing values have the most impact. 

<ScoringRule Ident="Example1" MatchScore ="12" ReviewScore="11"> 

        <Term Item = "Fname" SIMILARITY="SoundexOrNickName" 

AgreeWgt="11.27" 
WgtTable="/Users/Alassad/Desktop/Oyster/LScoringIndex/Input/WgtTabl

eFirst.txt" DisagreeWgt="-8.30" /> 

        <Term Item ="Lname" SIMILARITY="Exact" DataPrep="Scan(LR, 
Letter, 0, ToUpper, SameOrder)" AgreeWgt="4.20" 

WgtTable="/Users/Alassad/Desktop/Oyster/LScoringIndex/Input/WgtTabl

eLast.txt" DisagreeWgt="-19.93"/> 
        <Term Item="Nbr" SIMILARITY="Exact" DataPrep="Scan(LR, 

DIGIT, 0, KeepCase, SameOrder)" AgreeWgt="10.42" DisagreeWgt="-

2.96"/> 
        <Term Item="DOB" SIMILARITY="Exact" DataPrep="Scan(LR, 

DIGIT, 0, KeepCase, SameOrder)" AgreeWgt="5.94" DisagreeWgt="-

1.31"/> 
</ScoringRule> 

Fig. 1. Example attributes script for scoring rule. 

Figure 1 shows an example Attributes Script defining three 
identity attributes “Fname” (student first name), “Lname” 
(student last name), DOB (Date of Birth), and “Nbr” (street 
number of student address). Each run of OYSTER is 
configured by three XML Scripts: Run Script, Source 
Descriptor, and Attributes Script. The Run Script sets the 
overall purpose of the run called the “Run Mode.” The Run 
Modes for OYSTER are 

 Merge-Purge 

 Identity Resolution 

 Identity Capture 

 Identity Update 

 Reference-to-Reference Assertion 

 Structure-to-Structure Assertion 

 Reference-to-Structure Assertion 

 Structure Split Assertion 

The two Run Mode configuration relevant to this paper are 
Merge-Purge and Identity Capture [3]. Both read a set of entity 
references and link the references together according to the 
match rule (either Boolean or Scoring) specified in the 
Attributes Script and transitive closure. The only difference is 
that Identity Capture also creates an Identity Knowledgebase 
whereas Merge-Purge does not. Identity Capture is the first 
step in using OYSTER for identity management applications 
such as MDM [5], [9], [13], [16].  

The Source Descriptor Script is used to define the source 
and layout of the entity references to be linked by the system. 
The Source Descriptor can describe several different file 
sources including comma separated value (CSV) and fixed-
width field formats. Because the focus of this paper is on the 
configuration of the Scoring in the Attributes Script, we will 
always assume the Run Mode is Identity Capture and the 
reference source is CSV. 

III. GENERATING WEIGHTS AND CONFIGURING THE 

SCORING RULE 

A. Scoring Rule Configuration 

The Attributes Script has two primary functions. The first is 
to designate the identity attributes in the entity references being 
processed. The second is to define how the identity attributes 
are to be matched. OYSTER currently supports two types of 
matching definitions, Boolean rules for deterministic matching 
and the scoring rule for probabilistic matching [7], [8]. The 
Scoring Rule configuration defines the Match Score to be 5 
and the Review Score to be 4. All three of the identity 
attributes are used in the scoring rule. The first <Term> of the 
rule defines the agreement (“Similarity”) as 
“SoundexOrNickName”. This means that two first names will 
be in agreement if they generate the same SOUNDEX code 
(e.g. “Philip” and “Phillip”) or if they are nicknames of each 
other (e.g. “Robert” and “Bob”).  

The first <Term> also defines a weight table for frequently 
occurring first name values named “WgtTableFirst.txt”. The 
weight table contains a set of key-value pairs. The key is the 
attribute value, e.g. “Mary”, and the value is the corresponding 
agreement weight, e.g. “4. In the weight table, the key and 
value must be separated from each other by a single tab 
character. When a weight table is given, the OYSTER logic is 
as follows. If the values agree, then the table is searched for 
both attribute values. Note: the lookup operation for attribute 
values in the table is not letter case sensitive. If both attribute 
values are found in the table, then it uses the larger of the two 
agreement weights. If only one value is found, it uses the one 
agreement weight found. If neither value is found, then it uses 
the default agreement weight given in the <Term> element. In 
this case, the default agreement weight is “9.08”. Of course, if 
the attribute values disagree, then in the <Term> element the 
disagreement weight of “2.45” is used. 

The second <Term> element for “Lname” operates in much 
the same way except that it uses a “DataPrep” function in 
addition to a Similarity function. The DataPrep function is a 
data transformation that is applied to the raw attribute value 
and the result of the DataPrep transformation is passed to the 
Similarity function. The DataPrep function used here is the 
“SCAN” function. The parameters of the SCAN direct it to 
search the characters of the attribute value from left-to-right 
(LR), extract only letters (Letter), extract all letters found (0), 
change all letters to upper case (ToUpper), and keep the letters 
in the same order asthey were found (SameOrder). For 
example, “O’Malley” and “OMalley” would both transform to 
“OMALLEY”. 

An important note about the use of weight tables: If a 
DataPrep function is used in the <Term>, then the lookup key 
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used for the weight table is the output of the DataPrep 
transformation function. If a DataPrep function is not used, 
then the lookup key is the raw, untransformed attribute value 
from the input file, but ignoring case. It is important to 
understand this logic to properly construct an agreement 
weight table. For example, if a <Term> were to define the 
DataPrep function as “SOUNDEX”, then the keys defined in 
the weight table for this <Term> should be SOUNDEX output 
hash codes, not the input names. So, if the input value is 
“John” and the DataPrep is SOUNDEX, then the system will 
try to lookup for “J500” the SOUNDEX hash of “John” in the 
table. On the other hand, if DataPrep is SCAN (Letters to 
uppercase), then the system would try to lookup “JOHN” in the 
weight table [12], [15], [29]. 

B. Selecting Identity Attributes 

The first step in selecting identity attributes is to profile the 
data. The primary candidates for identity attributes are those 
that have a high completeness and high uniqueness score. 
Attributes with low completeness or low uniqueness can be 
used as a secondary identity attribute to support the primary 
attributes. 

The accuracy of the scoring rule is lower when the sources 
have high levels of inconsistent value representations 
(misspellings, aliases, etc.) and missing values. Also be sure to 
watch for placeholder values. These can bias the weight 
calculations. 

The best candidates for value-level weights are identity 
attributes with an uneven distribution of the value frequencies, 
e.g. like names where several have high frequencies and many 
other have low frequencies. Attributes with evenly distributed 
values are best assigned only attribute-level weights 

C. Linking the Records using Another Process 

The calculation of the agreement and disagreement weights 
follows the method developed by Fellegi and Sunter (1969). In 
their method, the agreement weight is based on the ratio of two 
conditional probabilities. The probability equivalent references 
will agree on the attribute or attribute value divided by the 
probability non-equivalent references will agree on the 
attribute or attribute value. The problem is that we don’t know 
which references are equivalent, i.e. are referencing the same 
entity. In fact, if it were already known which references were 
equivalent and non-equivalent then there would be no purpose 
in setting up the matching rules. 

One solution to this problem it to manually determine the 
correct linking for some subset of the data, i.e. create a “truth 
set”. However, this can be exact costly in terms of time and 
effort. A second solution is to approximate the true linking 
with another ER process. For this paper, we follow the second 
solution by running OYSTER with a set of Boolean 
(deterministic) rules. The clusters created by this process are 
then assumed to be the equivalent references for the purpose of 
calculating the agreement and disagreement weights.  

D. Calculating Weights 

From cluster profile of the Boolean linking process (found 
in the OYSTER .log file), calculate the total number of 
equivalent pairs and total number of non-equivalent pairs. 

This is done by taking each line of the cluster profile and 
calculating the number of pairs based on the cluster size. For 
example, if the profile has 8 clusters of size 5, then each cluster 
of size 5 represents (5x (5-1)/2 = 10 equivalent pairs 

Next multiple is the number of pairs in each cluster by the 
number of clusters. For example, if there are 10 cluster of size 
5, then 8 x 10 = 80 equivalent pairs 

Sum these count for each line in the cluster profile to get 
the total number of equivalent pairs. Let E represent this 
number. 

Calculate the total number of possible pairs by taking the 
file size (total number of records) N and calculating N x (N-
1)/2. Let T represent this number. For example, if the file 
contains 100 records, the T = 100x99/2 = 4,950 pairs 

Calculate the total number of non-equivalent pairs by 
subtracting the total number of equivalent pairs found from the 
cluster profile from the total number of possible pairs. Let U 
represent this number, i.e.  

U = T – E. 

Next, join the Link File output from the OYSTER Boolean 
rule output (. link file) back to the source data by record 
identifier. This will create a new file called the weight analysis 
table. Each row of the weight analysis table should have a 
column for the 

 Record identifier 

 OYSTER identifier 

 Value of each identity attribute in the record 

Next, select the first identity attribute to process. Create a 
new column in the weight analysis table to hold the 
standardized value of the first attribute. Standardization is the 
process of removing variation from the values of the selected 
attribute. At a minimum you should convert all names to upper 
case letters so that "ANN" and "Ann" will come together.  

If you want to remove even more variation, you could 
replace the name with the SOUNDEX code, NYSIIS, or other 
phonetic hash code. If you are planning to use a weight table, 
please read the previous section on Weight Table Logic. The 
setup of your weight table depends upon whether you use 
SOUNDEX for DataPrep or for Similarity. For example, 
SOUNDEX would make "ANN" and "ANNE" group together. 
If you used SOUNDEX for the Similarity, then you still have 
to keep the original name value together with its standardized 
or hashed value to populate the weight table. In the current 
implementation of the Scoring rule, if you use DataPrep, it 
looks up the DataPrep value in the table, but if you don’t use 
DataPrep it looks up the source value while ignoring case. So if 
you are calculating value-level weights using SOUNDEX or 
some other hash, it will be simpler if you use the hash function 
as the DataPrep so that the keys in the weight table are also 
hash values. 

After creating the column of standardized values for the 
attribute in the weight analysis table, do a primary sort of the 
table by the standardized value of the attribute, and a secondary 
sort by the OYSTER identifier. This will give you groups of 
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consecutive rows with the same standardized value, and at least 
one subgroup with the same OYSTER identifier. If it only has 
one subgroup, then the group and subgroup are the same. 

For the first subgroup, count the number of records having 
the same standardized value and same OYSTER identifier. Call 
this number A1V1N1 for Column 1, Value 1, Number of rows 
in Subgroup 1.  

Now, calculate the number of equivalent pairs agreeing on 
standardized value V1 for this subgroup. Call this number 
C1V1E1 meaning Column 1, Value 1, Equivalent pairs in 
Subgroup 1. A1V1E1 is calculated by  

A1V1E1 = A1V1N1 x (A1V1N1-1)/2 

If there is more than one subgroup for standardized value 
V1, repeat this calculation for each subgroup of V1. If there is 
a second subgroup, then C1V1N2 would represent Value 1, 
Number of rows in Subgroup 2. The second subgroup would 
contribute another  

C1V1E2 = C1V1N2 x (C1V1N2-1)/2 

Equivalent pairs agreeing on V1. 

Calculate the total number of equivalent pairs agreeing on 
V1 (call this number C1V1E) by summing the equivalent pairs 
for all subgroups, i.e.  

C1V1E = C1V1E1 + C1V1E2 + …. 

Next calculate the total number of pairs agreeing on the 
first standardized value V1 in Column 1 by counting the 
number of rows having the same standardized value V1. Call 
this value C1V1N. Note V1N should be the same as the sum of 
count of each subgroup, i.e.  

C1V1N = C1V1N1 + C1V1N2 + … 

The total pairs agreeing on V1 (call this C1V1A) is 
calculated by  

C1V1A = C1V1N x (C1V1N-1)/2. 

Next calculate the number of non-equivalent pairs agreeing 
on value V1 (call this value C1V1U). This number is 
calculated by 

C1V1U = C1V1A – C1V1E. 

For example, suppose C1 is the first name attribute, and if 
C1V1 is the standardized value “JOHN” and there are 5 
records with this values that standardize to “JOHN” such as 
“John” or other variations. Suppose there are 2 subgroups of 
this value. The first attribute C1 has been selected for attribute-
level or value-level weights, we need to make some other 
calculations for the entire attribute.  

The first is the attribute’s overall disagreement weight D. 
This is done by repeating the previous steps for all of the 
values of the attributes. In particular, we need to Sum all pairs 
agreeing on the values of C1, as 

C1A = C1V1A + C1V2A + … 

Sum all equivalent pairs agreeing on the values of C1, as  

C1E = C1V1E + C1V2E + … 

Calculate the number of non-equivalent pairs agreeing on 
the values of C1, as  

C1U = C1A – C1E 

Then the  

Disagree Weight C1 

= log2{(1 – (C1E/E)) x (U/(1 - C1U))} 

The agreement weight for C1 will depend upon whether it 
will have value-level weights or only a single attribute-level 
agreement weights. If there is only one agreement weight for 
the entire attribute C1, then it is calculated as 

Agree Weight C1 = log2{(C1E/E) x (U/(C1U)} 

using the same numbers as described above.  

However, in the case of value-level weights, then formula 
is the same, but the values of C1E and C1U should only be the 
sum of the pair counts for the values not used for individual 
weight calculations. In other words,  

C1A = C1VxA + C1VyA + … 

where Vx is a value of C1 not given an individual weight, 
and Vy is a value of C1 not given an individual weight and so 
on. Another way to look at this is to think of removing the 
frequent values from the weight analysis table and calculating 
the overall agreement weight for the remaining values. 

The same process described above is repeated for every 
identity attribute. 

E. Constructing the OYSTER Scoring Rule 

Following the same example, as shown in Figure 1, each 
one of the attributes from the weight analysis table will be used 
to define a <Term> in the Scoring Rule. The attribute name 
will be the value for the Item in the <Term> 

For the <Term>, define a DataPrep and Similarity function 
in alignment with the DataPrep and Similarity functions used 
in the Boolean rules. Even though the scoring rule will allow 
you to use the same attribute in more than one scoring rule 
<Term>, we recommend only using each attribute once to 
define a <Term> in the Scoring Rule with one Similarity 
Function and one optional DataPrep function.  

If a scoring rule <Term> defines only attribute-level 
weights, then the agreement weight (AgreeWgt value) should 
be set to the overall agreement weight as calculated in the 
previous section. Similarly, the disagreement weight 
(DisagreeWgt value) should be set to the overall disagreement 
weight for the attribute. 

A <Term> can also define an optional Missing weight. The 
Missing weight is added to the overall score instead of the 
AgreeWgt or DisagreeWgt values whenever both of the values 
being compared are missing. Although the missing weight is 
often set to zero, it is possible to calculate a weight by treating 
“missing” as a value just as you would a normal name value.  

While more formal research is needed to determine the best 
strategy for scoring missing values, there is some preliminary 
evidence the best strategy is to not assign a special value for 
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missing value agreements. If no Missing weight value is given, 
then the DisagreeWgt value will be used if either or both 
values of the attribute are missing. 

If a scoring rule term uses value-level weights, then the 
AgreeWgt value should be set to the overall agreement weight 
for only the rows in weight analysis not used to calculate 
individual value weights. On the other hand, the disagreement 
weight is still calculated as the overall disagreement weight for 
all values of the attribute. In addition, a <Term> using value-
level weights must use the value of WgtTable to define a path 
to the text file containing the agreement weights to be used for 
the frequently occurring values. The weight table is simple. 
Each row should only have an attribute value followed by only 
ONE-tab character followed by the agreement weight. Any 
rows starting with two exclamation marks (!!) are ignored as 
comments. 

In addition to setting the parameters for each <Term> item, 
the match score (MatchScore value) must be set at the 
<ScoringRule> level. An optional review score (ReviewScore 
value) value can also be set. The review score is a value less 
than match score. When a pair of references generates a score 
less than the match score, but greater than or equal to the 
review score, the two references will be written to a Clerical 
Review report. The purpose of the clerical review is to allow 
the user to see the pairs of references scoring just below the 
match score and determine if they are true negative pairs or 
false negative pairs. 

If the review score is not given, then no clerical review 
report will be produced. If a review score is given, it should not 
be set too far below the match score. If too many pairs are 
written to the Clerical Review Report, it may significantly 
degrade the performance of the system. The goal is to only 
produce and review pairs of records scoring close to the value 
of the match score. 

On exception to this rule is when using the Clerical Report 
for analysis and quality assurance. By running the scoring rule 
with a small test file, setting the match threshold actual high, 
and the review score low, every pair of references will be 
written to Clerical Review Report. This allows the user to 
analyze and check the scores being generated for every pair of 
references in the test file. 

F. Setting the Optimal Match Score 

The final parameters needed to create a complete scoring 
rule are setting an optimal match score. The value assigned to 
the MatchScore attribute in the <ScoringRule> term 
determines the linking performance of the system. 

As the match score increases, the scoring rule will link 
fewer references resulting in higher precision and lower recall. 
Conversely, decreasing the match score will link more 
references resulting in lower precision and higher recall. At the 
extremes, if the match score is set so high that no pair of 
records can be linked, the precision will be 100% but the recall 
will be 0%. Conversely, if the match score is set so low that all 
records are linked, the precision will be 0% and the recall will 
be 100%. In both cases, the F-measure will be 0.0.  

The balance between the precision and recall is the F-
measure calculated as the harmonic mean of the precision and 
recall values. For some applications, the precision may be more 
important than recall, and the optimal threshold may not be the 
value producing the highest F-measure, but instead, the 
necessary level of precision. Other applications may favor 
recall over precision. For research described here, the threshold 
value producing the highest F-measure is considered optimal. 

The review score and Clerical Review Report can be 
important tools in adjusting the value of the match score. It 
allows the user to examine pairs of records scoring just below 
the match score and possibly provide evidence for decreasing 
or increasing the match score value. 

There is no formula for setting the Match Score. It is 
typically adjusted by trial and error. To start, review the output 
of the Boolean rule process and select a cluster containing 
several records, then extract these records from the source file 
to create a new test file containing only the records from one 
cluster. As described earlier, set the match score high and the 
review score low. Also, omit the Index so that every pair of 
records in the input will be compared, scored, and written to 
the Clerical Review Report.  

The scores from the report can be used as the starting point 
for setting the match score. The reasoning is as follows: If the 
Boolean rules linked these records into a single cluster, then 
the scoring rule should link these records as well. Estimate the 
starting match score as the average of all the scores generated 
by the cluster. To improve the starting estimate, repeat the 
same process for other clusters linked by the Boolean rules, 
and include these scores in the average. 

The reason for starting with the average score and not the 
minimum score is that not every pair of records in a cluster 
necessarily matches. Some records come into the cluster 
through transitive closure. So even if a cluster contains records 
A, B, and C. It may be because A matched with B, and B 
matched with C, while it may not be true that A matched with 
C. Setting the match score low enough for A and C match in 
the scoring rule may create a large number of false positive 
links. A better estimate is the average score. 

G. Indexing the Scoring Rule 

The scoring rule must have an index (inverted index 
blocking) when the reference source contains more than a few 
hundred records. Otherwise, the runtime will be unacceptable. 
The problem is that aligning the indices to a scoring rule is 
more complicated than aligning indices to a Boolean Rule. For 
Boolean rules, you can inspect each rule (AND clause), and as 
long as the rule uses at least one hash function comparator, 
then it is possible to design an index in alignment with the rule. 

In general, indices for Scoring Rules are less precise than 
for Boolean Rules. Rather than a single index on First-Name + 
Last-Name+ Street-Number, you might instead have three 
separate indices, one for First-Name, another index for Last-
Name, and another for Street-Number. The downside to the 
strategy of indexing each attribute separately is that the list of 
match candidates will be larger for each input reference, 
causing more comparisons, and slower performance. 
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Another method for designing the index is a more complex 
analysis. If the scoring rule uses N attributes, then generate all 
possible combinations of agreement and disagreement weights 
as N-dimensional vectors of ordered pairs. The ordered pair for 
each dimension would represent a combination of Agree or 
Disagree together with the corresponding weight. For example, 
if there are three attributes, the vectors would look like [(A, 
120), (D, -30), (A, 50)] where (A, 120) represents agreement 
on the first attribute with a score of 120, (D, -30) represents a 
disagreement on the second attribute with a score of -30, and 
(A, 50) agreement on the third attribute with a score of 50.  

As you can see, there can be a great many of these vectors 
when there are value-level weights. For example, if the first 
<Term> has a table of 20 value agreement weights, plus the 
default agreement, and default disagreement. This would be a 
total of 22 possible weights for the first attribute. If these 
second attribute has 32 weights, and the third attribute has 3 
weights, then there are 22 x 32 x 3 = 2,112 possible weight 
vectors. 

Next, compute the total score (sum of the weights) for each 
vector and classify the vectors into 2N categories according to 
agreement/disagreement patterns similar to those used by 
Fellegi and Sunter [1]. As in the previous example where N=3, 
then there would be 8 (23) pattern categories: “DDD”, “DDA”, 
“DAD”, “DAA”, “ADD”, “ADA”, “AAD”, and “AAA”. Next, 
create an analysis file by generating an ordered pair for each 
vector where the first element is the agreement pattern and the 
second element the total score. Using the previous example for 
the vector [(A, 120), (D, -30), (A, 50)] the total score is 140. 
This vector would produce the pair (ADA, 140).  

Finally, sort all of the ordered pairs according to their 
match scores. For any given choice of a match score, such as 
the starting estimate, you can now see all of the agreement 
patterns above and below that score. Suppose in this example 
that for a selected match score, all of the patterns above this 
score are “AAD”, “DAA”, or “AAA”. From this information 
you can design two indices to support the scoring rule for this 
match score. One index is a combination of the first and second 
attributes and the second index a combination of the second 
and third attributes. From an indexing standpoint, the pattern 
“AAA” is redundant to the first two patterns of “AAD” and 
“DAA”, i.e. any candidate returned by indexing on all three 
attributes would also be returned by indexing on two elements. 
However, the index solution just described will only provide 
alignment when all of the attributes a hash function for 
comparison, such as SOUNDEX or SCAN(), which can also be 
used for indexing. 

H. Assessing Performance and Adjusting Match Score 

You can use the Review Score setting to generate the 
Clerical Review Report. This will let you examine “near” 
matches and decide if you need to lower the Match Score. 
However, this approach does not show you possible false 
positive linking of pairs above the Match Score. 

IV. EXAMPLE 

The following example gives more detail on the calculation 
of the weights used for the Scoring rule given in Figure 1 as 
well as the performance of its linking with various MatchScore 

settings as shown in Figure 4. The weight calculations and 
performance measures are based on a test file of 141,745 
synthetic person references known as ListB. The ListB 
reference were created in previous research [24]-[28] in a way 
that the correct linking is known. This allows the precision and 
recall to be immediately calculated for any given ER process. 

Even though the true linking for ListB is known, it was not 
used to calculate the probabilistic weights for this example. 
The true linking was only used to evaluate the precision and 
recall of the linking results. The weights were calculated by 
bootstrapping the scoring rule from Boolean linking as 
described earlier. Given a set of entity references in the real 
world, exactly which pairs of references are equivalent is not 
known. The process starts by selecting the identity attributes 
and linking the references with a reasonable set of Boolean 
(deterministic) rules to serve as a “surrogate truth set” for 
generating probabilistic weights. The OYSTER Attributes 
script used to define the starting Boolean rules is shown in 
Figure 2. 

<OysterAttributes System = "IndexTestWith"> 
 <Attribute Algo="none" Item="Fname"/> 

 <Attribute Algo="none" Item="Lname"/> 

 <Attribute Algo="none" Item="Nbr"/> 
    <Attribute Algo="none" Item="DOB"/> 

<!-- --> 

<Indices> 
  <Index Ident="X1"> 

   <Segment Item="Lname" 

Hash="SCAN(LR,LETTER,0,ToUpper,SameOrder)"/> 
   <Segment Item="Nbr" 

Hash="SCAN(LR,DIGIT,0,ToUpper,SameOrder)"/> 
  </Index> 

        <Index Ident="X2"> 

            <Segment Item="Lname" 
Hash="SCAN(LR,LETTER,0,ToUpper,SameOrder)"/> 

            <Segment Item="DOB" 

Hash="SCAN(LR,DIGIT,0,KeepCase,SameOrder)"/> 
        </Index> 

</Indices>  

<IdentityRules> 
  <Rule Ident="1"> 

   <Term Item="Fname" 

SIMILARITY="SOUNDEXORNICKNAME"/> 
   <Term Item="Lname" 

SIMILARITY="SCAN(LR,LETTER,0,ToUpper,SameOrder)"/> 

   <Term Item="Nbr" 
SIMILARITY="SCAN(LR,DIGIT,0,ToUpper,SameOrder)"/> 

  </Rule> 

  <Rule Ident="2"> 
   <Term Item="Fname" 

SIMILARITY="SOUNDEXORNICKNAME"/> 

   <Term Item="Lname" 
SIMILARITY="SCAN(LR,LETTER,0,ToUpper,SameOrder)"/> 

                                <Term Item="DOB" 

SIMILARITY="SCAN(LR,DIGIT,0,ToUpper,SameOrder)"/> 

  </Rule> 

 </IdentityRules> 

</OysterAttributes 

Fig. 2. Boolean rule configuration for processing ListB. 

The Boolean rules shown in Figure 2 uses First Name, Last 
Name, Street Number, and Date-of-Birth. The rules as 
configured here produced a linking results with a Precision of 
0.9800, Recall of 0.5064, and F-Measure of 0.6677.  
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Figure 2 also shows the inverted index blocking used for 
this rule set. Note that the first index (X1) is in alignment with 
both Boolean rules (1 and 2). Any pair of references matching 
by either rule would also produce the same match key by this 
index. The two terms of the index correspond exactly to the 
second and third terms of both the rules. This is possible 
because hash functions such as SCAN () can be used as both a 
comparator (True if both hash values agree) and a match key 
generator (hashing one string into another string). On the other 
hand, the comparator function NICKNAME used in the second 
Boolean rule (Ident=2) is a true similarity function requiring 
two strings as input while producing a Boolean True or False 
output. Because similarity functions do not produce a hash 
output, they cannot be used for inverted indexing using hash 
keys.  

Following the weight calculation steps outlined in the 
previous section, ListB was profiled and individual agreement 
weights were calculated for the most frequently occurring 
Fname and Lname values. In this case, the top 10% of the high 
frequency names were selected. Figure 3 shows some of the 
entries in the weight table for Lname. Note that many of the 
names were only given as initials as illustrated by the first 
entry “A”, and the file also contained many typographical 
errors, e.g. “ADASM” a typing transpose of “ADAMS”. 

 
Fig. 3. Lname agreement weights. 

Figure 4 also shows the performance of its linking with 
various MatchScore settings. After removing the top 10% of 
the most frequent first name values, the agreement weight for 
the remaining names was calculated as 11.27. The 
disagreement weight for all first name values was -8.30. 
Similarly, after removing the top 10% of last name values, the 
agreement weight for the remaining last names was calculated 
as 4.20, and the disagreement for all Last Name values was -
19.93. Because the street number values and date-of-birth 
values were somewhat evenly distributed, only the overall 
agreement and disagreement weights were calculated these 
attributes. For street number the values were 10.42 and -2.96, 
respectively, and for date-of-birth the values were 5.94 and -
1.31, respectively. 

<OysterAttributes System="School"> 

    <Attribute Algo="none" Item="Fname"/> 

    <Attribute Algo="none" Item="Lname"/> 

    <Attribute Algo="none" Item="Nbr"/> 

    <Attribute Algo="none" Item="DOB"/> 

<!-- --> 

<ScoringRule Ident="Example1" MatchScore ="12" 

ReviewScore="11"> 

        <Term Item = "Fname" SIMILARITY="SoundexOrNickName" 

AgreeWgt="11.27" 

WgtTable="/Users/Alassad/Desktop/Oyster/LScoringIndex/Input/Wg

tTableFirst.txt" DisagreeWgt="-8.30" /> 

        <Term Item ="Lname" SIMILARITY="Exact" 

DataPrep="Scan(LR, Letter, 0, ToUpper, SameOrder)" 

AgreeWgt="4.20" 

WgtTable="/Users/Alassad/Desktop/Oyster/LScoringIndex/Input/Wg

tTableLast.txt" DisagreeWgt="-19.93"/> 

        <Term Item="Nbr" SIMILARITY="Exact" 

DataPrep="Scan(LR, DIGIT, 0, KeepCase, SameOrder)" 

AgreeWgt="10.42" DisagreeWgt="-2.96"/> 

        <Term Item="DOB" SIMILARITY="Exact" 

DataPrep="Scan(LR, DIGIT, 0, KeepCase, SameOrder)" 

AgreeWgt="5.94" DisagreeWgt="-1.31"/> 

</ScoringRule> <Indices> 

        <Index Ident="X1"> 

            <Segment Item="Fname" Hash="SOUNDEX"/> 

            <Segment Item="Lname" 

Hash="SCAN(LR,LETTER,0,ToUpper,SameOrder)"/> 

            <Segment Item="Nbr" 

Hash="SCAN(LR,DIGIT,0,KeepCase,SameOrder)"/> 

        </Index> 

        <Index Ident="X2"> 

            <Segment Item="Fname" Hash="SOUNDEX"/> 

            <Segment Item="Lname" 

Hash="SCAN(LR,LETTER,0,ToUpper,SameOrder)"/> 

            <Segment Item="DOB" 

Hash="SCAN(LR,DIGIT,0,KeepCase,SameOrder)"/> 

        </Index> 

        <Index Ident="X3"> 

            <Segment Item="Fname" Hash="SOUNDEX"/> 

            <Segment Item="Nbr" 

Hash="SCAN(LR,DIGIT,0,KeepCase,SameOrder)"/> 

            <Segment Item="DOB" 

Hash="SCAN(LR,DIGIT,0,KeepCase,SameOrder)"/> 

        </Index> 

        <Index Ident="X4"> 

            <Segment Item="Lname" 

Hash="SCAN(LR,LETTER,0,ToUpper,SameOrder)"/> 

            <Segment Item="Nbr" 

Hash="SCAN(LR,DIGIT,0,KeepCase,SameOrder)"/> 

            <Segment Item="DOB" 

Hash="SCAN(LR,DIGIT,0,KeepCase,SameOrder)"/> 

        </Index> 

    </Indices> 
</OysterAttributes> 

Fig. 4. Final scoring rule with blocking. 

V. TESTING AND RESULTS 

Table 1 shows the details of precision, recall and F-measure 
comparison between scoring rule results. Figure 5 is the line 
chart specifically compares the F-measure performance. 
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TABLE I.  COMPARE THRESHOLD SCORE RULE RESULTS 

 Score Rule 

Threshold Precision Recall F-Measure 

-20 0.79 0.72 0.75 

-15 0.9 0.72 0.8 

-10 0.91 0.72 0.8 

-5 0.91 0.72 0.8 

0 0.93 0.71 0.81 

5 0.93 0.64 0.76 

10 0.95 0.59 0.73 

15 0.98 0.56 0.71 

20 0.98 0.48 0.65 

VI. COMPARISON OF RESULTS 

Table 2 shows the scoring rule using weights computing 
from Boolean rule linking can outperform the initial set of 
Boolean rules. In this example, a 20% improvement in F-
measure with significantly higher precision 

TABLE II.  SUMMARY OF RESULTS 

 Rule- Generation 

 
Precision Recall F-Measure 

Boolean 

Rule 
0.6677 0.5064 0.6677 

Scoring Rule 0.93 0.71 0.8014 

 
Fig. 5. Scoring rule performance for different thresholds. 

VII. CONCLUSION AND FUTURE WORK 

The bootstrap process described in this paper allows 
researchers to configure a probabilistic entity resolution engine 
using OYSTER by taking advantage of its ability execute both 
Boolean rules and the scoring rule with frequency-base 
weights. It also shows the amount of tuning required to get 
good results from probabilistic matching due to the large 
number of variable including the 

 Choice of identity attributes 

 Comparators used for the identity attributes 

 Choice of identity attributes for frequency-based value 
weights 

 Number of values selected for individual weights 

 Match score selection 

 Impact and treatment of missing values 

 Impact and treatment of inconsistent values 

At the same time, these variables create the opportunity for 
additional research including the use of both, agreement and 
disagreement weights at the value level, analysis tools for 
setting optimal match scores, the treatments to mitigate the 
effect of missing values, and the optimal frequency cutoff for 
frequency-based value weights.  

Another avenue of research is based on repeating the 
bootstrapping process. Just as the Boolean linking results can 
be used as a proxy for equivalence to generate weights for a 
scoring rule, the linking of the scoring rule itself can be used to 
generate a second set of weights, and so on. Will the weight 
generated from on-scoring rules output allow the construction 
of another scoring rule that will always outperform its 
predecessor? [14], [17], [18]. 
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Abstract—A new (post-Shannon) informational approach is 

suggested in this paper, which allows to make deep analysis of 

nature of the information. It was found that information could be 

presented as an aggregate of quantitative (physical) and 

qualitative (structural) components to be considered together. It 

turned out that such full information theory could be efficiently 

used as the guiding theory at modeling of video-information 

recognition, perception and understanding. These hierarchical 

processes are solving the intellectual tasks step-by-step for 

formation of the corresponding video-information evaluation and 

also represent a strong interactions-measurements video-

information’s ensuring adequacy of these assessments. That is 

why there is a need to build corresponding video information 

macro-objects (video-thesauruses) on every level of hierarchy of 

artificial vision system, which are formed by training (self-

training) and form together an upward hierarchy of qualitative 

measuring scales. The top of this hierarchy is video-intelligence. 

Information theory of artificial intelligence is a logical 

development of new information approach from analysis to 

synthesis. Further “analysis through synthesis” allows 

establishing the informational nature and structure of not only 

video-intelligence, but also strong artificial intelligence, which for 

video-intelligence constitute as intellectual suprasystem. 

Keywords—Gauge approach; fibration space; informational 

hypergraph; video-intelligence; strong artificial intelligence 

I. INTRODUCTION 

Intuitive representation of intelligence as some 
informational macro-object that a perform information 
processing for the purpose of her understanding led to deep 
revision of classical (by Shannon) informational approach.  As 
this approach was quite heuristic one, the goal was to build an 
overall view of surrounding material world properties using the 
actual advances in fundamental physics and mathematics 
without intuitive and heuristic aspects. Actually, the 
quantitative classical approach to information did not meet the 
needs of the researchers who deals with the tasks which 
qualitative nature became more obvious. Such tasks as 
recognition, perception and understanding can be example.  If 
of usage of the quantitative approach to information at 
recognition tasks is somehow applicable, then in more 
complicated informational tasks of perception and 
understanding it is totally unhelpful. Any attempts to improve 
the classical informational approach by concept of 

information’s value and other intuitive and heuristic aspects did 
not lead to anything.  

That is why, post Shannon approach the information was 
suggested by one of the authors (E.M. Yarichin) of current 
article. This practical physics-mathematics approach let to 
clearly realize all the depth of information paradigm, to obtain 
the correct definition and to find out the structure of infor-
mation. Information is turned out to be presented as a system 
of physical (quantitative) and structural (qualitative) compo-
nents strongly interacted with each other that are always to be 
considered together. Quanta of physical and structural informa-
tional components are fundamentally differing from each other. 
Quanta of physical component are unstructured (zero-
dimensional, similar to the point). In its turn, structural compo-
nent quanta or, otherwise, local qualts could be considered as 
infinitesimal univariate quantities determined in one-
dimensional space and due to this fact have a certain orienta-
tion. In small dimension world’s spaces local qualts could be 
considered as the most natural elements to synthesize one-
dimensional global 1-qualts, then two-dimensional global 2-
qualts based on the previous ones, as well as global 3-qualts 
and 4-ones further.  

Thus, as for full information (both physical and structural), 
known as video-information, its analysis for artificial vision is 
turned out to be a very important and obligatory stage, but not 
a sufficient one. Actually, if analysis is presented as investiga-
tion method of dividing unit on its parts, than synthesis as in-
vestigation method to merge divided parts and terms which 
were obtained during the analysis is more important when 
forming video informational evaluations. In other words, if 
post Shannon approach to information is an analysis, it takes to 
establish a dual approach to information, i.e. a synthesis to 
provide a forming upward hierarchy for of evaluations video-
information in artificial vision. 

II. THE GAUGE APPROACH TO VIDEO-INFORMATION 

PROCESSES IN THE FIBRATION FORMALISM 

Video-information is inherent in any material system 
formed by a strong interaction (interaction-measurement) of its 
own (unary) or mutual (binary) components [1]-[4]. These 
components of video-information must be comparable physi-
cally and structurally and the video-information itself could be 
interpreted in two ways. On the one hand, video-information is 
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the only keep geometrophysical quantity (in the form of a se-
cond-order tensor) in the corresponding material system and, as 
a result, is taken as a source of its video-informational (geome-
trophysical) field (active, passive or activated). On the other 
hand, video-information is considered as geometrophysicsal 
measure of interaction-measurement of the physical and struc-
tural components of the corresponding material system. This 
dynamic aspect of video-information is a consequence of 
“gauge principle” based on the idea of gauge invariance.  

In practice, the method of video informational field is car-
ried out by the weak field approximation only, what is explain-

ing by natural reduction of video-informational field during its 
paraxial space-time propagation from the source (active and/or 
activated video-information) to video sensor. Moreover, the 
weak video informational field could be considered as a gauge 
field [2], [3]. Due to weak informational field’s ambiguity 
(gauge arbitrariness) the calibration of the video-receiver of the 
vision system is necessary. Only then will this geometrophys-
ics measuring instrument uniquely form an estimate of weak 
video information in the form of an image (Fig. 1). 

 
Fig. 1. General structural and functional scheme of artificial vision processes: the formation of video-information, the weakening of the video-information field, 

the restoration of video-information and the representation of its evaluation in the "mental" space of the artificial vision system. 
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Weak informational field taken by video receiver is deter-
mined from its aperture’s dimensions and initiates the process 
of artificial vision (Fig. 1). Besides, physical and structural 
components of video-receiver provide the analysis of physical 
and structural components of weak video-information respec-
tively which is collated to this weak field so it has a weak 
(coarse) topology. Therefore, the weak video informational 
evaluation obtained is presented as obvious two-dimensional 
image (in the form of a 2-manifold) and also is the base to form 
a more advanced representation about this video-information at 
virtual (“mental”) space with large number of dimensions. Cor-
responding abstract (e.g. 3D) image has a stronger (thin) topol-
ogy, which could be presented by bundle on two-dimensional 
items, each one of them is an image of a studied object in a 
certain orientation concerning video-receiver. 

The process of Images formation could be considered as 
weak video-information evaluation obtained by weak field 
analysis as a gauge field. From this point of view, images 
forming could be considered as gauge transformation accord-
ing to gauge theory. As is known, such transformation does not 
affect on physical object’s characteristics that could be studied 
and measured so it provides the adequacy of weak video-
information and of evaluation the weak video-information.  

As gauge transformations are supra-coordinated transfor-
mations they don’t act on vectors and tensors of space-time but 
act on the spaces of internal characteristics of video-
informational fields [5]-[7]. Therefore, the geometry deter-
mined by the gauge fields is not space-time geometry, but a 
more General kind – a fibration space. 

Thus, gauge approach to video-information could be 
formed due to local invariance principle corresponded to com-
pensation circuit of gauge theory as well as within the frame-
work of common description for video informational processes 
in terms of fibration. The fibration is presented as powerful 
tool for going out of traditional gauge theory. This could be the 
method formalization modeling of systems with the help of 
fibrations what is especially important for those systems where 
usual methods cannot be applied [7]-[9].    

III. VIDEO-INFORMATIONAL APPROACH TO ARTIFICIAL 

VISION 

The theory of information in its modern form is dedicated 
to the problems of information processing and transmission 
with redundancy, noise, losses and coding taken into account. 
Classical theory of information hasn’t consider the fundamen-
tal problem of information creation and distinguish not take 
into consideration what could be referred to information and 
what to senseless and noise [10]-[14]. In addition, the infor-
mation’s forming it is assumed the prerogative of the third par-
ty system or suprasystem. This approach, allowable at commu-
nication theory, makes it hard to analyze and research pro-
cessing systems of full information when not only quantitative 
(physicals) but also qualitative (structural: geometrical, logical) 
information’s characteristics determine the end processing re-
sult and therefore should be considered together. 

Necessity of understanding video-informational processes 
specificity from the point of modern science (not heuristics), 
made forced to revise the fundamentals of information theory. 

That's why appear a new paradigm of information’s which 
based on fundamental analysis of information occurrence in the 
real World. Such new informational paradigm is a logical re-
sult of modern scientific knowledge development and allows 
switching from heuristic aspects to modern study the problem 
of information’s quantity and quality joint evaluation. While 
studying this problem it was realized that artificial understand-
ing the information of surrounding world is constitute as intel-
lectual process. However, this process also is not to be intuitive 
and/or heuristic but it must be correct from the point of view of 
modern physical and mathematical fundamental science. 

Thus, new approach to information based on informational 
paradigm of the World generalizes and supplements K. Shan-
non approach that based on heuristics of information’s quanti-
tative measurability, being stated long before the era of high 
information technologies even began. Traditional (by Shannon) 
informational approach has shown its efficiency at adequate 
informational tasks on information’s quantity evaluation, but at 
the same time it turned out to be totally unhelpful  when used 
for other purposes, i.e. at tasks where quality of information 
(geometry and logical properties of surrounding world)  it the 
crucial factor. In other words,  K. Shannon  informational ap-
proach not allow finding out and/or taking  into account quanti-
tative and qualitative information’s attributes that could  be 
determined by corresponding physical (quantitative) and struc-
tural (qualitative) measurements. 

In this connection, it is necessary to clarify the complicated 
issues of the real World’s information content and respectively 
world’s understanding is based on this information. The ab-
sence of answers on these issues makes it difficult to deep un-
derstanding of notions of information and its evaluation. In turn 
this circumstance prevents an effective development of high 
and ultra-high information technologies which includes an in-
tellectual artificial (technical, computer, machine) vision. 

In artificial vision (IV) the weak informational field is the 
carrier of weak video-information in the avail-able (in the 
hardware sense) video-information channel of one or another 
physical nature (Fig. 2) [2]. Therefore, the weak video informa-
tional field is so important for artificial vision. Exactly this 
physical field interacts with the system of vision and initiates 
the artificial vision where process the following interrelated 
tasks could be pointed out: 

1. IV’s direct problem assumes of evaluating of weak vid-
eo-information by short-range interaction-measurement with 
vision system. The weak physical video-informational field is 
this interaction's intermediary to the physical component of 
video-receiver. The physical component of weak video-
information’s   evaluation  is a measure of such interaction, i.e. 
the weak video informational field’s paraxial propagation  and  
small aperture’s of physical video-receiver allow to form  the 
evaluation of weak video-information’s physical component, 
traditionally considered as image. 

2. IV’s inverse problem provides a recovery for structure 
component of video-information which is weakened naturally 
as a result of transformation of video-information of common 
type to the weak one at the video informational field’s propa-
gation through the layer of space-time.  Actually, the “object-
video-receiver” space layer extent is traditionally considered at 
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paraxial approximation [15]-[17] under conditions of material 
objects observation. It allows to register (in the near-field or 
far-field diffraction region) only the weak video informational 
fields (primary and/or secondary), which source is the corre-
sponding weak video-information. Thus, being formed as a 
result of corresponding IV direct problem’s solving the weak 
video-information evaluation (physical picture)  initiates IV’s 
inverse problem, which could be solved only on the base of 
long-range interaction-measurement evaluation of the weak 
video-information with specially formed video-information 
resources (video-thesaurus and video-intelligence) of vision 

system. These resources act as video-informational macro-
objects that could be considered as measuring scales presented 
by a plenty of corresponding measuring video-structures. 
Long-range interaction is used without any intermediary's as 
physical field, what is the evidence of formal mathematical 
nature of such interaction and therefore is unlimited for quick 
speed, so in fact it is instantaneous. In practice, it could corre-
spond to wide use of special tools to make the video-
information’s evaluation by formal methods of present-day 
mathematics, which is, as well known, represent an immense 
nonlinear structure with very strong interactions [18]-[20]. 

 
Fig. 2. The conditional symbolic scheme of video-information weakening by paraxial physical channel of propagation, physical component’s forming of the 

evaluation weak video-information and subsequent restoration of video-information in virtual (“mental”) space of artificial vision intellectual system (AVIS). 
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An evaluation of the weak video-information physical 
component in the form of physical picture should be consid-
ered at quantitative (physical) and qualitative (structural) as-
pects together, i.e. as partially physicalized. In this case a dis-
crete physical reflection could be considered as plenty of phys-
ical samples with the properties of physical quants of video-
information, which structure collapse to a point. Geometrical 
point as structure, as known, has a zero-dimensional order and 
thus it doesn’t allow forming unambiguous higher order struc-
tures from the points. That is why, all geometrical elements 
(physical samples, pixels) reduced anyway to a point are un-
structured. Using these elements, for example, it is possible to 
make a direct sample of field physical video-data on practice in 
the multi-element video-receiver mouth located in the lens’s or 
reflector’s focus (optical, thermal, acoustic, radio wave) [15]-
[17], [21]-[23]. The example of indirect registration of physical 
video-data is a joint sample of amplitudes and phases of radio- 
or acoustic holograms provided the further reconstruction of 
corresponding physical picture [24]-[26].   

Structural (totally geometrized) component of the weak 
video-information evaluation or, in other words, structural re-
flection could be collated at qualitative (topology) aspect to the 
structure of the observed two-dimensional surface of visually 
controlled material object. As is known from topology, this 
surface could be divided into arbitrarily small parts (“be meas-
ured” with any high accuracy) by plenty of one-dimensional 
geometrical objects (lines) only [27]. Such division of two-
dimensional surface into the one-dimensional geometrical 
structures could be presented as its one-dimensional fibration. 

In the surrounding macro world exactly are interactions-
measurements (internal or external) of material systems gener-
ate the properties of any nature [1]. There is a single informa-
tional pattern in accordance which the interaction-measurement 
takes place only if the features of some dual interaction’s com-
ponents are comparable and one component’s properties are 
macroscopic for the proper-ties of another one. The result of 
measuring, made by compare of micro-component (measured 
value) to macro-component (measuring scale) of corresponding 
dual interaction - measurement, could be a ratio and/or the sys-
tem of ratio (structure that also includes video-structure) of this 
or that dimension.  Meanwhile interaction–measurement mac-
ro-component could be presented as quantitative scale of ratios 
(dimensional physical ratios) and/or qualitative scale of spatial 
ratios systems (dimensional abstract video-structures).  

There could be two types of measurements realized this 
way: physicals (quantitative) and structural (qualitative) [28]-
[30]. Physical measurements mean the existence of quantitative 
(extensive) scales, e.g. absolute ones and ratios scales, ex-
pressed by numbers and allowed for calculations. Structural 
changes in its turn imply the existence of qualitative (intensive) 
scales, e.g., title and category scales dealing with the qualita-
tive differences, when properties (attributes) ordering is possi-
ble, but calculations are not allowed, only comparisons. This is 
due to the fact that computing operations are applicable to spa-
tial numbers, not to properties [30].  Moreover, in case of struc-
tural measurements there is no ability to set calibration and 
deviation (accuracy) for qualitative measuring scale, as the last 
one could be formed, e.g., as a list. 

Physical quantities defined above as intensity measures of 
interaction-measurement of forms of matter (e.g., substances 
with appropriate field) naturally exist in nature. Therefore 
measuring of physical quantities assumes the existence of some 
physical device that made the interaction-measuring with the 
physical quantity and provides the result of measurement as 
some ratio (of number) of this or that physical dimension. 

Structures in a natural way meetings in form temporary, 
spatial and space-time kinds of distribution (of laws of chang-
es) of physical quantities. Structural interactions-
measurements, aimed to obtain the assessment (of measuring 
result) of qualitative information, also assume the existence of 
some abstract (formally mathematical) instrument for struc-
tures “measuring”. Such “measuring instrument” should be 
able to realize the interaction-measurement between the struc-
tures (ratios systems), providing the result of qualitative meas-
urement in qualitative measure units, among which there could 
be simpler structures (in particular video-structures), which 
interpreted as dimensional structures. 

It should be pointed out that AV process presented as a se-
quence of interactions–measurements (Fig. 2) is significantly 
oriented on the level of video-informational ratios systems (of 
video-structures), therefore concerning vision system it takes 
availability an advanced structural video-information resources 
on every level of structural video-information processing hier-
archy. On the middle hierarchy's level (which is psychological-
ly corresponding to perception and recognition of the weak 
video-structures), the support must be provided for the assess-
ments (measurements) of those image’s physical structures that 
took place in the composition of the physical picture. This is 
provided by 1D and 2D video-thesauruses. On the high and 
ultra-high levels of vision system hierarchy, psychologically 
corresponded to “objectification” (perception) and video-
information’s understanding, 2D video-information assessment 
initiates a video-information resource of high level (3D video-
thesaurus), which in turn initiates a video-information resource 
of ultra-high level of hierarchy (4D video-thesaurus or, in other 
words, video-intelligence) through 3D video-information as-
sessment. All these video-information resources are presented 
as a video-experience, formed artificially and memorized by 
vision system as a result of her training (self-training) for 1D, 
2D, 3D и 4D video-data, collated with the real world’s objects 
that could be used as examples of possible objects for video-
observation. 

As is known, thesaurus is presented as organized infor-
mation having a number of various states, in this regard similar 
to entropy (although thesaurus and entropy have a different 
meaning) [31]. There-fore, thesaurus is measureable and meas-
ured in units of information. Thesaurus may be considered as 
internal informational resource of corresponding system, which 
could have a multilevel structure, e.g., hierarchically repeat at 
various level of detail, i.e. with the use of various types of 
morphism on every level of the hierarchy. Finally, in terms of 
systemology, thesaurus for the thesaurus itself could be consid-
ered as meta-thesaurus or, in other words, as consciousness or 
intelligence [31]. 

Thesaurus of vision system (video-thesaurus) is not ob-
served in reality, as it is presented by passive video-
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informational macro-object (video-resource), which is able to 
make interactions-measurements with video-information on the 
high level of vision system hierarchy. For this, the video-
thesaurus has having in its composition advanced set of dimen-
sional video-structures. Actually, video-thesaurus is a dynamic 
form of video-experience. In particular, video-experience of 
vision system in the conditions of cognitive interaction with 
real world gives a support to qualitative measurements on eve-
ry level of hierarchy, which sequentially form of real world 
visual representation. 

The forming and keeping of such video-informational mac-
ro-objects as video-thesaurus or video-intelligence justifies the 
existence of virtual space which is the “mental” space of vision 
system [32]. Exactly here is possible to get an abstract (formal-
ly mathematical) generation and association of video-
information’s evaluations, obtained on the all hierarchical lev-
els of video-information’s processing (evaluation). Virtual 
space of vision system is induced by information’s evaluations 
in a manner similar to how video-information induces curved 
surrounding space-time. Thus, the virtual space of vision sys-
tem could be presented as full and adequate reflection of the 
real world, as formal analogue of physical space-time. Such 
kind of virtual spaces could be considered as a type of “model-
ing reasoning”, the essence of which   are concluded in virtual 
reality modeling as phenomena in the field of machine psy-
chology. 

The concept of video-sensor space generates the concept of 
vision as of a “mental” vision for the real world’s space-time 
content with help of video-experience definitely organized at 
video-sensor’s memory. As J. Piaget wrote in this regard, 
«Looking at the object is an intellectual act already». Thus, 
natural and artificial vision could be collated psychical and 
intellectual mechanism respectively which will allow seeing 
the world as it is.  

As is known, isomorphism of 2nd order between virtual 
(“mental”) space-time and physical space-time is presented as 
psychologically reasonable assumption for explanation of the 
visual representations of the human. [33]. It is assumed that 
visual information contained at human’s memory is in relation 
isomorphism of 2nd order to the corresponding real video-data. 
In other words, the natural vision or artificial emulation “men-
tal” images, formed in a mental space of corresponding vision 
system are resemblance to the real objects’ images. Besides, a 
feature of this resemblance is that the ratio systems (video-
structures), formed by mental images elements in the memory 
of vision system are the same as the ones between the elements 
of the video-informational images, formed by the real world. 
Thus, isomorphism of 2nd order differs from isomorphism in 
general (mathematical concept for designation of relationship 
for two objects basically identical to each other) in that it im-
plies something closer to resemblance. 

In this connection, one can put forward a hypothesis that ar-
tificial vision process, in case of being adequate its result, 
could be referred to video-information transformations, that 
don’t change the physical condition of material object and 
don’t make any influence on its observed characteristics. It is 
as a result of this is reaching effect of isomorphism of 2nd or-
der between video-information and its evaluation formed by 

vision (Fig.2). As is known, such transformations are called 
gauge ones [8], [34]. Gauge transformation of some quantity 
corresponds to arbitrary (scale) change of her value with con-
stant gradients of this quantity being maintained. Absent 
change for the quantities observed at this transformation means 
gauge invariance of the real world observed [8]. In the human 
world gauge invariance is perceived as imperceptible game 
with numbers, which does not make visible changes to the ob-
serving world, therefore, people don’t notice this transfor-
mation [34].  

Based on video-information paradigm, can be implemented 
the natural decomposition of artificial vision as process of vid-
eo-information evaluation, to some stages (sub processes) to 
simplify the solution of this definitely complex problem. For 
example, at the initial stage of artificial vision the interaction-
measurement of the weak video informational field with the 
video-receiver should be considered. It allows getting image 
which could be considered as evaluation weak video-
information. This evaluation also has both physical and struc-
tural components for which could be designated according to 
their meaning where physical component of the image could be 
considered as physical picture, while the image’s structural 
component present as structural picture [35]. 

On the further steps of artificial vision there is the pro-
cessing of the image is realized, which is presented as 2D man-
ifold (2-manifold) in terms of traditional geometrical intuition. 
At artificial vision the image processing aims to reconstruct the 
image from the weak (coarse) topology to the level of stronger 
(fine) topology typical for, e.g., 3D video-information evalua-
tion.  Such evaluation of video-information in view of the fact 
that with regard when 3D manifolds (3-manifolds) geometrical 
intuition doesn’t work out will have a form of some abstract 
3D image. The necessity of abstract 3-manifolds representation 
forces to abstractly consider the images that generate them (2-
manifolds). In case when space-time, which embraces solving 
artificial vision issue, accepted as four-dimensional one, ab-
stract images in the form of 2-manifolds must totally give way 
to the ones in the form of 3-manifolds. 

Even greater dimension of artificial vision task appears in 
case when controlled object is four dimensional, e.g. it takes 
form of space-time scene. In this case, the enveloping space is 
five-dimensional; therefore this circumstance can take one 
aside to the side from solving the problems of the real world’s 
visual perception. Actually, additional (fifth) dimension is 
compactified and is enclosed with very small period (10

-31
 cm), 

therefore 5-th coordinate is not observed [36], [37]. However, 
it should be taken in mind that artificial vision is generated by 
the effort to emulate the natural vision which is the sense or-
gan; so, it is intended to fix a kind of projection of four-
dimensional (space-time) processes on the really perceptible 
3D (spatial) world.  Modern researches in the area of small 
dimensions topology provide every reason to hope that the 
structure of four-dimensional space-time is defined by its 3D 
part’s structure [18]-[20]. 

The forms of real objects in surrounding world could be ra-
ther complex so they are difficult to be described analytically 
and be modeled. The obvious solution, totally meeting the fa-
mous quotation "To understand is means to get used to and 
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learn how to use" [R. Feynman], is in memorization of a plenty 
of real space-time ratio and systems of space-time ratios (vid-
eo-structures). This is carried out to use their as dimensional 
ratios and video-structures, of which as a result of their asso-
ciation (during training and self-learning) the video informa-
tional macro-objects (qualitative measuring scales) of vision 
system could be formed.  

IV. STRUCTURAL AND FUNCTIONAL  FEATURES OF 

INTELLIGENT SYSTEMS OF ARTIFICIAL VISION 

Artificial vision intelligent system (AVIS) solves the fol-
lowing problems:  

1) Evaluation of weak video-information about of the vis-

ual observable condition of the real world’s objects as some of 

1D and 2D images. These images correspond to relatively 

“coarse” topologies of 1- and 2-manifolds, which could be col-

lated with the intuitive understandable images of lines and sur-

faces. 

2) Evaluation of "strong" video-information in the form of 

3D and 4D images of observed objects of surrounding world, 

those are carriers of more “thin” topology. These images are 

matched 3- and 4-manifolds which are representing intuitional-

ly non-understandable images. 

Generally speaking, these two global video-information 
processing (evaluation) stages assume a significantly advanced 
set of complex and non-trivial tasks making hard for perception 
of important de-tails of artificial vision process.  Therefore, it is 
necessary to develop a process decomposition of the global 
stages to sub-stages with shallower local subtasks. Their under-
stood on easier when considering the process of video-
information evaluation at AVIS as an intellectual multistep 
technology of video-information evaluation. 

Structurally-functional scheme of AVIS stages is presented 
on Fig. 1. The stages of video-information’s and video infor-
mational field’s forming were studied at works [1]-[4], so it is 
not necessary to add any comments. Then by processing of 
weak video- informational field physical video-receiver of vi-
sion system formed physical video-data is as a plenty structure-
less samples of physical picture. Structural video-receiver of 
vision system form a structural video-data in the form of plenty 
of elementary structural samples (local qualts) by physical vid-
eo-data’s reformatting. 

Physical picture is formed by video-receiver’s physical 
component (television camera, thermal imaging, multielement 
radio- or hydro acoustic antenna) that provides a physical im-
age’s registration as a space-time sample of physical video-data 
(optical, thermal, radio wave and ultrasound). The sizes and 
number of these samples are defined by resolution of video-
receiver as well as transverse and longitudinal (according to 
depth) dimensions of its field of vision. The importance to pro-
vide high resolution for the depth on the initial stage of artifi-
cial vision is confirmed by known experiments with random-
pointed stereograms [21], [38]. As can be seen from these ex-
periences, volumetric (stereoscopic, holographic) vision could 
not only precede the shape’s perception, but also carry out 
without her recognition. In other words, perception of outlines 
and forms is not a prerequisite for achieving a volume effect, 

i.e. “not so much the contours are push [us] on the thought of 
depth, how much a depth - on the thought of contours” [J. R. 
Shiffman].    

V. INFORMATIONAL HYPERGRAPHS OF VIDEO-

INTELLIGENCE AND STRONG ARTIFICIAL INTELLIGENCE 

In present time, the gauge theory at the solving some field 
problems successfully goes beyond a compensatory wording 
that which has proved itself well  at in case of internal symme-
tries. Therefore, modern gauge approach could be formed not 
only proceeding to local invariance principle but also within 
the framework of general description classical fields on the 
base of fibration formalism which is commonly used at the 
transition from the local description of solved problem to its 
global one [7]-[9], [39]. 

The role of geometrical methods in various areas of science 
and technology increased significantly now. As is known, 
mathematical analysis methods provide a qualitative phenome-
na’s characteristic in small values of changes of these or that 
parameters. Geometrical methods, in its turn, provide to a qual-
itative description of the same phenomena at large values of 
changes of its parameters. The other equally important peculi-
arity of geometrical methods is the convenience of geometric 
language for various regularities explaining. In this regard 
along with mathematical analysis of manifolds (with the use of 
modern differential geometry) a fibrations theory which is 
turned out to be the most convenient one at many applications 
has been developed greatly. 

Already at the first stages gauge interpretation of video-
information faces difficulties as generally gauge fields is con-
nectivity as well as video informational field is a metric field 
(In this case two conditions are imposed on the connectivity: of 
symmetry and metricity  [7], [8], [25], [40], [41]).  The gauge 
status of video-informational field remains unclear but is suffi-
cient productive in compensatory scheme of gauge theory in 
case internal symmetries. This allows to in particular correctly 
identify the peculiarities of video-information interaction gen-
erating the video-information and her internal structure’s which 
from the help of coordinate transformations only intuitionally 
are define. However, the existing experience forming of gauge 
theories for field systems indicates that for the space-time 
symmetries the compensatory wording of gauge theory is 
turned out to be not effective enough so it is necessary to use 
fibrations mathematics [7]-[9]. 

At the initial stage of artificial vision equations forming, 
the traditional compensatory wording of gauge theory is quite 
enough. That is why, the hypothesis advanced earlier, asserting  
that the objects in effective Riemannian space-time and virtual 
(“mental”) space of AVIS are connected by gauge transfor-
mation, should be used. This hypothesis is correct due to the 
fact that, as is known, gauge transformation not reflected on the 
observed state (physical and structural) of the a real world’s 
objects [8], [34]. In this case, there is every reason to assume 
that video-information about a spatial content of the real world 
and its evaluation in mental space of AVIS to be connected 
with each other by isomorphism of 2nd order, which implies 
something closer to the similarity than isomorphism [33]. In 
other words, the video-information evaluation process is a vi-
sion process, in case there  a relations  between the natural vid-
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eo-information in a physical space-time and its evaluation in 
“mental” space of AVIS is close to  of  equality relations. 

Limited opportunities of classical informational approach 
hardly met science and technology needs already at the end of 
20th century. However currently (as established and shown in 
the works [1, 2]) quantitative (physical) and qualitative (struc-
tural) components of information should be considered togeth-

er. Wherein, in the expression for a full video-information  
n

mt  , 

considering at coordinates of Minkowski space it’s physical    

( )

n

m Et
 
and structural ( )

n

m St  components enter additively making 

it’s share in a full video-information. In general it could be 
presented as    

( ) ( )

n n n

m m E m St t t 

 
.
     

         (1) 

However, the surrounding material world due to non-
linearity of corresponding sensors having usually quadratic 
characteristic of sensitivity’s is usually percepted on full in-
formation intensity (power). In doing so, the expression for full 

video-information intensity n

mI could be quite obviously pre-

sented as  

       
2 2 2 2
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As shown from the latest expression, the one for video-
information intensity in common form allows to explicitly 
identify its components interaction carried out by their multi-
plying. This confirms the assertion developed in works [1, 2] 
that the strong interaction of video-information components is 
possible only when each of them is dual. Namely, physical 
component of video-information is only partly physicalized 
and structural one is only partly geometrized respectively. Pre-
cisely because of duality for strongly interacted components a 
video-information becomes a system of physical and structural 
components considered together.  

Video-information components interaction is particularly 
evident in the expression for weak video-information intensity  
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Where

 0

n

mt − weak video-information.   

The meaning of the expression (3) is that in case of weak 
video-information the interaction of its physical and structural 
components is realize by its multiplying.  

Let us consider the main aspects of the idea on which vid-
eo-information evaluation in AVIS is based. As video-
information evaluation is a video-information also, it is obvi-
ous that the results obtained above about video-information 

structure are also right for video-information evaluation
n

mt


, 

which is generally presented as  
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m m S m E
t t t
  

                (4) 

The surrounding material world due to video-sensors non-
linearity is commonly percepted by video-information intensity 
(power). Therefore, the expression for the intensity of video-
information evaluation could be presented as   
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Where  
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− accordingly, video-information evaluation, 

its structural and physical components; 
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− accordingly, intensity of video-information 

evaluation, its background component and the wanted compo-
nent, which considered as multiplication of physical and struc-
tural components of video-information assessment.  

From the expressions (5) and (6) it follows that video-
information evaluation intensity includes its physical and struc-
tural components interaction carried out by their multiplying.  

Multiplicative character of components interaction of eval-
uation weak video-information is particularly demonstrable in 
the expression for the intensity of weak video-information 
evaluation 
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Currently when researching artificial vision systems there 
are the attempts to intuitionally circumvent the laws of nature, 
e.g. with the help of all kinds of neural networks, which is able 
to react only to the physical component’s intensity of evalua-
tion weak video-information collated to traditional physical 
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image. By “deep” training or some other heuristic method on 
the base of neural networks, the researchers try to solve the 
problem of artificial vision with the structural component not 
being taken into consideration. However, according to expres-
sion (8) in this case inadequate evaluation weak video-
information is formed.   

In the process of solving the tasks of intellectual artificial 
vision a set of hierarchical video-information evaluations could 
be considered as a result. Its psychological analogues are 
recognition, perception and understanding of video-
information. Such complex evaluation of video-information 
allows for every image of the real world to collate “mentally” 
the corresponding abstract image depending on the depth of 
solving video-information processing (evaluation) problem.  

The system-forming factor of AVIS is upward video-
thesauruses hierarchy, including ultra-high level’s video-
thesaurus or otherwise video-intelligence. The whole this hier-
archy is functioning in full compliance with post Shannon in-
formation paradigm as internal video-informational macro-
objects and provide the strong video-informational interactions 
on every hierarchy’s level. 

On the initial stage of artificial vision due to the relatively 
small apertures dimensions of video-receiver the space-time 
layer of «observable object – video-receiver» relative to video-
informational field acts as a narrowband spatial filter. There-
fore, the strong initial video informational field (secondary or 
primary), whose source present video-information with strong 
(thin) topology transforms into weak video-informational field 
obtained by narrowband filtering by specified spatial layer  
(Fig. 2). Weak video-information can be considered as the 
source of such weak video informational field, which formed 
from general view of video-information by its relative topology 
weakening (coarsening). Weak video informational field initi-
ates artificial vision process by activating of passive video in-
formational resource of AVIS. In doing so, physical and struc-
tural video-receivers of the system both provide a full sample 
of video-data, presented as physical quanta (structureless sam-
ples) and structural quanta (local qualts) arrays is considered 
together.  

Fibration space as is known could be considered as some     

k  dimensional space (base), which points are changed to l 
dimensional spaces (layers) with its own geometry [8]. There-
fore, 3-manifold evaluation in the form of fibration could be 
considered as set-theoretic sum of two-dimensional layers. At 
computer representation this set theoretically sum (taking into 
account idempotency law where logical structures coefficients 
and exponents are eliminated from consideration) could always 
be reduced to the form of disjunctive union of layers parame-
terized by the database and “bonded” together by fibration 
space topology [8].  

The majority of the real world’s objects have a video-
information, which due to its complexity and unpredictability 
in general case could not be described formally in details. 
Therefore, there is a necessary to act according to the modern 
information template instead of trying to describe the real 
world formally. According to this template, any process that 
generates information at this or that form or providing its eval-

uation should be organized as interaction-measurement. This 
implies the presence in corresponding video-information sys-
tem (physical or abstract) having at least two collated and 
strongly interacted micro- and macro-component. Micro-
component of interaction is as measurable value while macro-
component acts like a measuring scale “calibrated” at corre-
sponding dimensional values or dimensional structures in order 
to quantitatively and/or qualitatively be evaluation results this 
interaction-measurement. 

At such approach the process of artificial vision could be 
considered as sequential empirical process of hierarchical 
measuring scale forming for video-structures (similar to multi-
level Bourbaki scale) and its further “mental” use for video-
information evaluation about the spatial content of the real 
world. By the way, it was introduction of the Bourbaki scale 
formal concept has allowed N. Bourbaki formally introduce the 
concept of structure. 

Let us consider the features of sequential forming for some 
video-thesaurus as video informational macro-object ordered 
by the principle of accounting for all paired relations between 
“dimensional” video-information’s that thesaurus consists of. 
This forms a certain systems of relations (structure) of video-
thesaurus. Actually, for the composition of two video-
information in general form, when there is no loss of video-
information, their pairing is the ratio of union (of logical sum) 
is the simplest way. As is known, ratio could be represented 
generally as some operation not only between the numbers but 
also between the objects of any nature including the one be-
tween the structures. For the number of video-information’s 
more than two (three, four, etc.) one could speak number of 

elements  1r  of video-thesaurus which at the increase of their 

number 1( 3, 4, 5,... )r K  is bound together in as much paired 

relations as different combinations from 1r  elements for two 

could be formed. It allows to present video-thesaurus forming 

scheme as  1 1( 1) / 2r r 
 
combinations paired relations of «di-

mensional» video-information (Fig. 3). This scheme provides 
video-thesaurus forming as a set-theoretic  sum of information-
al components of the same dimension that could be trans-
formed in accordance to idempotency law to more convenient 
(for computer analysis and synthesis) form of disjunctive  un-
ion of these components. Thus, informational meaning of fibra-
tion and disjunctive union for of the components of having the 
same dimension mean that in geometrical structure is intro-
duced structure of logic and this so it allows logically analyz-
ing and synthesizing the relevant geometry.   

The expression (9) as applied to 3D video-thesaurus 
demonstrates the transition from set-theoretical form of video-
thesaurus to its representation in accordance with idempotency 
law in the form of disjunctive union of its video-informational 
components of the same dimension which appropriate to the 
high level of AVIS hierarchy                                     

     

 

1

1 , 1,
idempotency lawK

n n n

m m m
K t t K

 
 

 
 



   
 ,           (9) 

where 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

25 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 3. Informational hypergraphs of video-thesauruses 
n

m of 3-th (b), 4-th (c) and K-th (d) ranks with a heterarchical organizational structure on the base of 

paired relations of ( )( )

n

m i j  (а) video-information evaluations. 

n

m  – 3D video-thesaurus:  considered as 3D video informa-

tional macro-object or qualitative measuring scale representing 

the union of “dimensional” video-information of the same spa-
tial dimension;  
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m mt t R



 

   – current “dimensional” video-

information in the form of abstract 3D image (of a three-
dimensional manifold), which fibration into two-dimensional 
images of the observing object’s;  

K  – video-thesaurus rank; R – rank of a three-dimensional 
manifold. 

Video-thesaurus development schemes are shown in Fig. 3, 
presenting hypergraphs, where assigned relations don’t have 
fixed parity. The edges of hypergraph connect not the single 
pairs of vertex, but rather their subsets. It is important to em-
phasize that information contained at hypergraph is non-metric 
information and could be characterized only topologically. 
Hypergraphs, shown on Fig.3 correspond to the process of vid-
eo-thesaurus sequential development as of qualitative “measur-
ing” scale. 

Generally, any video-thesaurus be formed by aplenty of 
video-experiences as sequentially increasing array of video-
information evaluations. This array of video-information eval-
uations units all the paired relations between them and present 
itself as video-informational macro-object of some К-th rank. 
The rank of such macro-object corresponds quantity to its par-

tial components (of “dimensional” video-informations) covered 
by the heterarchy of paired relations. This heterarchical organi-
zation structure of video-thesaurus that must form during AVIS 
training, generally speaking, very difficult at implement 
(Fig. 3). However, in accordance to idempotency law such 
integration of “dimensional” video-information, pairwise orga-
nized combinatorically, degenerates into much more simplier 
empirical qualitative measuring scale of video-structures in the 
form generalized informational hypergraph, which quite easy 
to be realized (Fig. 4).  

The theory of physical structures currently proves that there 
does not exist nontrivial theories of ternary, tetradic, etc. sys-
tems of relations.  In other words, nature limited itself only to 
cases of binary and unary systems of relations [36], [42]. Thus, 
the considered variant of video-thesaurus development at vid-
eo-experience accumulation by combinatorial union of all 
paired additive compositions of video-information assessments 
is turns out to be the only possible one.   

It should be noted, that in this case rather important addi-
tive law of composition acquires geometrophysical interpreta-
tion. Actually, unlike elementary algebra, additive representa-
tion of law of composition does not necessarily mean addition 
[43]. 

 
Fig. 4. Transformation of informational hypergraph video-thesaurus as set-theoretic sum of video-information evaluations (а) in to much more simple and avail-

able structure (b) of generalized informational hypergraph. 
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This operation only seemingly looks like an ordinary addi-
tion operation, but essentially, it is a disjunctive union of vid-
eo-informations evaluations on corresponding (low, middle, 
high or ultra-high) hierarchy levels in ATIS. 

    From the expression (9) follows what 3D video-
thesaurus in accordance with idempotency law and 3D generic 
hypergraphs structure becomes of qualitative measuring 
“scale” for 3D video-informatios. These “dimensional” video-

informations are presented by abstract images  
n

mt


 , collated to 

the 3D video-information assessments and fibered into congru-

ent two-dimensional images  
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, which correspond to weak 

video-information evaluations.  Here it should be taken into 
account that   dimension of some set (manifold) means its de-
composition  on as small as possible by the subsets (fibers) of   
dimension 1n   and the impossibility of such split by subsets 

(fibers) of   dimension 2n   [27]. Therefore, the 3D video-

information evaluation formally could be presented as 
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Where  
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 – 3D video-information evaluation presented by fibra-

tion on evaluations congruent 2D video-information;   
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  – current two-dimensional layer as one of 

evaluations congruent  2D video-information;   

P – number of two-dimensional layers (rank)  fibration 
space 3D  video-information .   

According to the expression (10) video-information evalua-
tion   is presented as manifold in the form of disjunctive union 

of fibers 
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   (in case of the evaluation weak video-

information there is no need to distinguish co- and contravari-
ant tensor components), forming its atlas [8], [9], [13], [27], 
[39]. 

Taking into account this fact, the current 2D fiber in the 

form of 2D evaluation weak video-information 
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presented splitting to 1D evaluation video-information and 
therefore could take the form of 
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Where  

(00)
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qt


– evaluation weak 1D video-information; 

Q  – quantity of one-dimensional layers (rank) of 2D video-

information evaluation.  

In its turn, each 1D video-information evaluation present as 
one-dimensional geometrical object (one-manifold), which 
could be presented as linear combination of elementary sam-
ples (quanta) of physical and structural video-data, considered 
together 
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 – full video-data in the 

form of elementary physical and structural samples considered 
together; 

L – quantity of components (rank) of 1D evaluation video-
information; 
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 − structureless sample of physical video-data; 

d  − operator of differentiation. 

Full sample of elementary video-data is presented as indi-
visible joint physical and structural video-information quantum 
underlying the base of video-information evaluations hierarchy 
(Fig. 5). This element is fundamental to provide an intellectual 
process of video-information evaluations forming and on the 
importance can be compared only with the string that is con-
sidered by modern physics as fundamental element of matter 
[9], [44].   

Actually, at intellectual artificial vision based on AVIS vid-
eo-informational processes are the processes of sequential for-
mation of video-information evaluations upward hierarchy. In 
these processes evaluations of structural components of video-
information are dominated, as their nature provide the technol-
ogy of intellectual assessment for video-information.  The 
physical components evaluations play an important supportive 
role to avoid video-information loss during its evaluation.  

It should be noted, that local qualts (structure quanta) be 
formed action by differentiation operator’s on the structureless 
sample of physical picture. Only in case of weak video-
information outer differentiation operator acts like a common 
differentiation operator in the vicinity of the point coinciding 
with spatial coordinates of corresponding structureless sample 
on the physical picture 
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 − structureless sample of physical picture; 

R − rank of the differentiation operator’s “window”  of physi-
cal picture. 

    The expression (13) refers to the low level of AVIS hier-
archy and corresponds to the reformatting of structureless sam-
ples of physical picture into the local qualts. 

Using the above formalism as a guiding principle can be 
built generic hypergraph of strong artificial intelligence in the 
form of a composition of interacted artificial intelligences of 
sensor and non-sensor nature (Fig. 5). Strong artificial intelli-
gence of sensor nature can be considered in the form of a fibra-
tion on video-intelligence (artificial vision), audio-intelligence 
(artificial hearing), tactile intelligence (artificial touch), chemo 
intelligence (artificial smell) and many other artificial intelli-
gences that use the available variety of sensors of physical na-
ture. The strong artificial intelligence of non-sensor (struc-
tural, abstract) nature is a much more numerous ("broad"). It 
can be considered as a union of mathematical, physical, musi-
cal, engineering, driving, household and many other kinds of 
intelligences constructed (trained) on the basis of relevant 
structural (abstract) information. All these numerous partial 
intelligences are considered together, what allows to present 
strong artificial intelligence as 

n n n

m m m                 (14) 

Where 

n n n

m m m   – strong artificial intelligence in whole is 

formed as a composition partial strong artificial intelligences 
(of sensor and non-sensor nature considered together) of the 
brain-like system;  

 − mathematical symbol of composition;  

n

m  − partial strong artificial intelligence of sensor nature of 

rank  N  (including video-intelligence  
 3

n

m
  , see Fig.5)  

( ) , 1,n n

m m z
z

z N               (15) 

n

m  − partial strong artificial intelligence of non-sensor nature 

of rank M     

  , 1,m n

m m s
s

s М   .           (16) 

Informational approach to the strong artificial intelligence 
as to an informational category allows to consider uniformly its 
numerous partial intelligences of any nature united by its 
common attribute – information, as the information is a meas-
ure of strong interaction (interaction-measurement) compa-
rable forms of matter. In doing so, the interacted forms of mat-
ter, e.g., physical (chemical) and structural (abstract) ones or, 
in a more general form, quantitative and qualitative ones 
should always be considered together. An abstract (image) 
thinking needed at complex and dynamically changing envi-

ronment to assess the current and prospective state of the sur-
rounding world underlies the strong artificial intelligence [45 – 
48]. Strong artificial intelligence in a brain-like system acts as 
a backbone system-forming informational macro-object in the 
form of some complex qualitative measuring scale to obtain 
qualitative measurements on the ultra-high level of the sys-
tem’s hierarchy. This provides building a brain-like system for 
a numerous qualitative joint evaluations for informations of 
any nature which as a result with the need formed an under-
standing of the surrounding real World 

    On Fig. 5 is shown a generic hypergraph of strong artifi-
cial intelligence, in which one of artificial intelligences, name-
ly, the video-intelligence, is shown with the unfolded internal 
structure of the ascending hierarchy of its evaluations of video-
information.  The initial fundamental feature of information, 
that the quantitative and qualitative information components 
are always considered together, is used when forming the hy-
pergraph. It corresponds to the concept of a new (post Shan-
non) information approach under which the paradigm of in-
formation is united and dos not depend on of the nature of 
components for corresponding interactions-measurements 
which rank could be extremely large. Thus, not only natural 
advanced biological systems, but also technologically devel-
oped artificial ones (that could be formed as intelligent systems 
of different purposes) can have intelligence. Currently such 
systems most often implement intuition ways intellectual pro-
cessing (evaluation) of information that have a heuristic nature 
and could be formed, e.g., on the base of various neural net-
works. However, times of “intelligent systems”, which work 
could not often be explained even by its researcher, are pass-
ing. They must be replaced by truly intellectual brain-like sys-
tems adequate to intellect’s complex nature that could be un-
derstood only by the use of current advances in basic science. 
This circumstance tightens the requirements for the educational 
level for of modern intelligent systems researchers, who should 
use fundamental science not as a philosophy, but as a necessary 
working tool.   

     Natural and artificial intellects the highest achievements 
of biological evolution and technological progress in the field 
of data processing systems. Moreover, in both cases it is the 
vision system, provided an adequate abstract world’s reflection 
in virtual (mental) space of system, which generates an abstract 
thinking as high-effective data processing technology. An ab-
stract thinking becomes the determining factor of natural intel-
lect’s evolution, that generated its pursuit of self-knowledge, 
by the creation of emulator an artificial intelligence including. 
However, an abstract thinking also underlies the artificial intel-
lect technology. Therefore, an artificial intelligence could have 
unlimited evolutionary possibilities by preliminary training and 
a further self-training that would generate the new knowledge 
for all or separate areas of science. Furthermore, an advanced 
artificial intelligence is certainly able to effectively support a 
natural intellect (e.g. as a brain-like supercomputer) when solv-
ing critical tasks for humanity. In doing so, its simplified prob-
lem-driven versions could provide on a competitive basis an 
effective alternative to natural intellect when solving numerous 
secondary tasks from the society, industrial production and the 
surrounding material world. 
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Fig. 5. Strong artificial intelligence's hypergraph in whole are regarded a composition the generalized hypergraphs of it non-sensory and sensory components in 

which as an example of a deeper structures being considered video-intelligence as hierarchy generalized hypergraphs of evaluations video-informations and video-
data.
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VI. DISCUSSION 

This article discusses the development of post-Shannon in-
formational approach, created at “NeocorTek Lab” where this 
approaches was additionally adapted to the problem of video-
information evaluation in artificial vision. NeocorTek Lab sug-
gested of the productive informational approach-synthesis for 
creation of applications on the basis of artificial intelligence 
systems (including strong artificial one). Created approach (at 
the absolute abstraction from the concepts and technologies of 
neural networks) is self-contained and is able to provide an 
effective support to the processes of forming the truly intelli-
gent systems for various applications. Such intelligent systems 
have structure that comparable to the structure of the human’s 
neocortex and therefore they can be considered as brain-like 
systems.  

Artificial intelligence, in our view, could be considered as 
an intelligence systems ability (e.g. of artificial vision similar 
to human’s vision) to the forming of virtual “mental” space-
time where all the information about the surrounding world 
could be adequately presented in the form of comparable and 
interacted “mental” formally images. Such approach allows to 
correctly setting and adequately solving the tasks of under-
standing concerning information. 

Currently the systems of socalled “weak” artificial intelli-
gence mainly aimed to solve the recognition tasks and based on 
neural networks technologies (deep and many others) are al-
ready quite widespread. According to the current informational 
approach-synthesis, these heuristic technologies do not corre-
spond to the informational essence of intellectual mechanisms 
of recognition, perception and understanding of information. 
Therefore, informational approach at these systems almost 
does not work, especially as much critically important infor-
mation is irretrievably lost at the entrance area of neural net-
work already. The further compensation these fundamental 
losses of information by any heuristic method are impossible. 

The main achievement of NeocorTek Lab which located in 
Russia is the creation of productive information theory of arti-
ficial intelligence which allows creating intelligence systems 
meaningfully and purposefully. Initial elements of this theory 
were demonstrated in the current article. In the process of in-
depth study of artificial vision managed to open completely 
new principle of informational mechanisms of the artificial 
intelligence.  It turned out that In the process of its synthesis at 
macro-level of consideration (the structural and functional lev-
el) objectively is forming structure similar the known structure 
neocortex of the human.  In addition, it turned out that at the 
micro-level of consideration (the level of the element base); 
there is absolutely no need to emulate the neurobiological ele-
ment base with the help of neural networks. This allows us to 
solve the problem of constructing an artificial neocortex using 
the traditional computer element base, strictly preserving only 
the structural and functional similarity with the human neocor-
tex. 

In Russia there are practically no players is actively invest-
ing in artificial intelligence as a market segment. Therefore, 
NeocorTek Lab appeals to representatives of the international 
business community who are interested in the development of 
technologies for strong artificial intelligence, with the proposal 

of partnership, the options of which can be considered and dis-
cussed. 

VII. CONCLUSION 

1) Currently, a significant increase in the role of geomet-

rical methods in various fields of natural and applied sciences 

could be explained by the fact that mathematical analysis 

methods provide a quantitative characteristic of phenomena “in 

a small” using the infinitesimal changes their parameters. Ge-

ometrical methods, in its turn, allow obtaining the similar de-

scription of these phenomena "in general", using the large val-

ues changes of the same parameters.  

2) The image forming process could be considered accord-

ing to gauge theory as gauge transformation which is realized 

by means of the analysis of a weak video-information field 

representing a gauge field.  Such transformation does not re-

flect on the observed (measurable) characteristics of physical 

object and ensures the adequacy of the image and of the physi-

cal component evaluation of weak video-information.    

3) Gauge transformation is an over-coordinate one as does 

it not act on vectors and tensors of internal characteristics spac-

es of video-informational fields. Therefore, the geometry de-

fined by gauge transformations is the geometry is not of space-

time but of a more general kind of space - of a fibration space. 

4) There are some analogies with the psychology of hu-

man’s visual processes that could be used in artificial vision. In 

particular, the work result of artificial vision system could be 

considered in the form of topical visual field in the internal 

(virtual, “mental”) space-time of this system. This internal 

space and physical space-times are in the second-order isomor-

phism relation. At this “mental” space the representation of 

video-information evaluation is a reconstructed evaluation of 

video-information of general view, adequately collated to 

space-time content of objects observed in the corresponding 

spatial scene of the surrounding real world 

5) At the artificial vision process form the hierarchy of 

video-information assessments as an upward hierarchy of 1D, 

2D, 3D and 4D abstract images (representations) of the real 

world, which providing  in the aggregate the harmoniousness 

of visual process, which physical and structural properties are 

considered together from the first stage of this hierarchical 

process of “mental” reconstruction of video-information. 

6) The main function of the hierarchy of video-

thesauruses, at an highest level of the hierarchy of which the 

video-intelligence is located, is phased “strengthening" of the 

evaluations of video-information from a weak (rough) topology 

to a strong (thin) topology, which is carried out by the ascend-

ing hierarchy of AVIS.        

7) At the “mental” (psychological) AVIS hierarchy level, 

video-intelligence is a system-forming macro-object which is 

considering as an ultra-high level of AVIS informational hier-

archy. In set-theoretical form, video-intelligence could be con-

sidered as an aggregation of pairwise interacting 4D video-

information evaluations or taking into account the law of 

idempotency as union these evaluations of video-information. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

31 | P a g e  

www.ijacsa.thesai.org 

When using the common template of informational approach, 

video-intelligence is presented as video-informational 4D mac-

ro-object (a measuring scale for hierarchy’s ultra-high level), 

which used to support the interactions-measurements in “men-

tal” 4D space of AVIS. The process is building of correspond-

ing abstract images forming by video-intelligence could be 

interpreted as image thinking and it result will be an under-

standing of video information about the spatial content of the 

surrounding real world 

8) Video-thesauruses (1D, 2D, 3D) in the forms of corre-

sponding “dimensional” scales of AVIS up-ward hierarchy are 

formed with vision system by sequential accumulation of 1D, 

2D, 3D video- experience. 

9) Video-thesaurus development scheme is formed as a 

sequence of hypergraphs corresponded to video-thesaurus se-

quential development as a qualitative measuring scale. These 

heterarchical organizational of the video-thesaurus structures, 

should be formed during AVIS training process and her are 

rather difficult to implement. However, taking into account the 

law of idempotency such union of combinatorically paired 

organized “dimensional” video-data could degenerate into 

much simplier empirical qualitative measuring scale of video-

structures. This scale takes the form of a fairly simple realiza-

ble generalized information hypergraph of video-thesaurus. 

Video-thesaurus has the structure of combinatorically orga-

nized binary system of relations between video-thesaurus ele-

ments. The theory of physical structures currently proves ab-

sent informative nontrivial theories of ternary, tetradic and 

other systems of relations (structures).  There are only binary 

and unary systems of relations occurring in the nature. Thus, 

the considered way of development of video-intelligence by 

accumulating a video- experiment is the only possible.  

10) The formalism of generalized information hypergraphs 

allows us to construct generalized hyper-graphs of video intel-

ligence and strong intelligence, which in turn can be represent-

ed by a composition of generalized information hypergraphs of 

strong artificial intellects of sensory and non-sensory natures. 

11) As an example, on Fig. 5 shows the structure of a sim-

plified hypergraph of strong artificial intelligence. Here one of 

the partial sensory intellects, namely, video-intellect, is shown 

with the unfolded internal structure of the upward hierarchy of 

hypergraphs of the video-informations evaluations of small 

spatial dimensions. This hypergraph demonstrates the possibili-

ties of the process of developing strong artificial intelligence, 

but not him by "depth", but by "width." Indeed, the process of 

developing a strong artificial intelligence is possible only on 

the basis of training and self-training processes, which neces-

sarily lead to increase in the number of elements in all corre-

sponding thesauruses and the artificial intellects (sensory and 

non-sensory). It is the quantitative expansion of the element 

composition of all these information macro-objects that is the 

only way of qualitative development of strong artificial intelli-

gence. 
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Abstract—In this paper, the task of fraud detection using the 

methods of data analysis and machine learning based on social 

and transaction graphs is considered. The algorithms for feature 

calculation, outlier detection and identifying specific sub-graph 

patterns are proposed. Software realization of the proposed 

algorithms is described and the results of experimental study of 

the algorithms on the sets of real and synthetic data are 

presented. 
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I. INTRODUCTION 

At present fraud is a major threat that is increasing every 
year. The global economic crime survey of 2018 carried out by 
PricewaterhouseCoopers [1] found that almost half (49%) of 
the 7,200 companies they surveyed had experienced fraud of 
some kind. Experts from HSN Consultants predict online credit 
card fraud to soar to $32 billion in 2020 [2]. Beside direct 
financial losses, fraud also affects customer loyalty and 
conversions in both digital and physical environments. For 
instance, 20% of customers change their banks after 
experiencing frauds. Meanwhile, manual review remains 
prevalent among the means of fraud detection. According to 
the annual Fraud Benchmark Report by CyberSource [3] 79% 
of North American businesses conduct manual reviews, and on 
average, these businesses manually review 25% of orders. At 
the same time, the survey found that these businesses accepted 
89% of orders following manual review. This means that more 
orders are subject to manual reviews than might be necessary. 
Since manual review is usually the costly aspect of fraud 
management operations, automated screening could make 
fraud management processes more efficient by leaving only the 
most suspect orders to manual reviews. 

Machine Learning technologies have shown their 
effectiveness in solving such tasks as spam detection, image 
recognition, product recommendation, predictive analytics etc. 
In fraud management, Machine Learning can be used to predict 
fraud in a large volume of transactions by applying cognitive 
computing technologies to raw data. The prediction problem 
can be further divided into two types of tasks: classification 
and regression. Regression analysis is a popular, longstanding 
statistical technique that measures the strength of cause-and-

effect relationships in structured data sets. Regression analysis 
tends to become more sophisticated when applied to fraud 
detection due to the number of variables and size of the data 
sets. It can provide value by assessing the predictive power of 
individual variables or combinations of variables as part of a 
larger fraud strategy. According to this technique, the authentic 
transactions are compared with the fraud ones to create an 
algorithm, which will then predict whether a new transaction is 
fraudulent or not. Classification problem can be solved with 
the help of Decision Tree algorithms. They are essentially a set 
of rules that are trained using examples of fraud that clients are 
facing. The creation of a tree ignores irrelevant features and 
does not require extensive normalization of the data. By 
inspecting a tree, it is possible to understand why a decision 
was made by following the list of rules triggered by a certain 
customer. Random Forest technique uses a combination of 
multiple decision trees to improve the performance of the 
classification or regression. It allows smoothing the error that 
might exist in a single tree and increases the overall 
performance and accuracy of the model while maintaining the 
ability to interpret the results and provide explainable scores to 
the users. Random forest runtimes are quite fast, and they are 
able to deal with unbalanced and missing data. Random Forest 
weaknesses are that when used for regression they cannot 
predict beyond the range in the training data and that they may 
over-fit data sets that are particularly noisy. Neural networks 
can be an excellent complement to other techniques, which 
improves with exposure to data. The neural network is a part of 
cognitive computing technology where the machine mimics 
how the human brain works and how it observes patterns. 
Neural networks can adapt to the change in the behavior of 
normal transactions and identify new patterns of fraud 
transactions. Data processing by neural networks is extremely 
fast which makes it possible to make decisions in real time. 

Due to growing popularity of machine learning, many 
innovative enterprises are starting to implement these 
techniques in their fraud management processes. For example, 
PayPal uses a homegrown AI engine built with open-source 
tools to detect suspicious activity, and more importantly to 
separate false alarms from true fraud [4]. PayPal implements 
express assessment using linear models to separate uncertain 
transactions from ordinary ones. Then, all transactions that 
look suspicious are run through an ensemble of three models 
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comprising a linear model, a neural network, and a deep neural 
network. The three models then vote to arrive at the result with 
the higher accuracy. With the help of this human and AI 
solution, PayPal has decreased its false alarm rate to half. 
MasterCard integrated machine learning and AI to track and 
process such variables as transaction size, location, time, 
device, and purchase data [5]. The system assesses account 
behavior in each operation and provides real-time judgment on 
whether a transaction is fraudulent. The project aims at 
reducing the number of false declines in merchant payments. 
Feedzai [6], a FinTech company, claims that a fine-tuned 
machine learning solution can detect up to 95% of all fraud and 
minimize the cost of manual reconciliations, which accounts 
now for 25% of fraud expenditures. Capgemini [7] claims that 
fraud detection systems using machine learning and analytics 
minimize fraud investigation time by 70% and improve 
detection accuracy by 90%. These facts prove the benefits of 
using machine learning in anti-fraud systems. On the other 
hand, banks have been slow to adopt machine learning and AI 
solution at a large scale. The reasons for this include high 
infrastructural costs, strict regulations and risk of replacing 
existing technology. 

Machine Learning technologies also have their own 
limitations. One of such limitations is their blindness to 
connections in data when the initial data set is relatively small. 
Machine learning models work on actions, behavior, and 
activity. For example, the model can overlook a seemingly 
obvious connection such as a shared card between two 
accounts. To counter this machine learning models can be 
enhanced with Graph databases. Graph database addresses 
Gartner’s fifth layer of fraud prevention: entity link analysis 
[8]. Graph database allows looking beyond the individual data 
points of discrete analysis to the connections that link them. 
Thus, graph technique can find multiple bogus actors for every 
single one prevented through scoring. Graph databases allow 
blocking suspect and bogus accounts before they have taken 
any fraudulent action. Another important trait that makes graph 
database a valuable addition to any fraud prevention solution is 
its inherent speed in calculating relationships. Since the 
relationships in graph database are treated with as much value 
as the database records themselves, the engine that navigates 
the connections between nodes can do so efficiently, enabling 
millions of connections per second. Graph database enables 
quick extraction of new insight from large and complex 
databases to help uncover unknown interactions and 
relationships. 

II. ANOMALY DETECTION ALGORITHMS FOR GRAPH 

STRUCTURES 

A. Local Outlier Factor (LOF) Algorithm based on Local-

Sensitive Hashing (LSH) Method 

LOF is an outlier detection algorithm that calculates certain 
numeric value for each point, which allows identifying the 
point as normal or anomaly. LOF value close to one 
corresponds to normal points; otherwise, the points are 
considered anomalies. Exact threshold for anomaly detection is 
set after conducting data analysis. An algorithm for calculation 
of LOF based on LSH method has been developed. Pseudo 
code for the developed algorithm is listed below: 

Input: points // set of all points 
Output: result // set of nearest neighbors for each point 
result = 0 
nv = StartNumVectors 
// creation of hash-table 
hash_table = 0 
for 1..NumTables do 
 // clearing hash-table for each iteration 
 hash_table = 0 
 hash_vecs = get_random_vecs(nv) 
 forall p ∈ points do 
  hash = get_hash(hash_vecs, p) 
  hash_table[hash] += p 
 foreach cell ∈ hash_table, cell.size < const do 
  forall point ∈ cell do 
   result[point] += all points ∈ cell without the 

point 
 forall point ∈ result do 
  result[point] = save_only_best_kNN_neighbors 
 nv = nv + 1 
foreach cell ∈ hash_table, cell.size > const do 
 forall point ∈ cell do 
  result[point] = save_any_kNN_neighbors ∈ cell 
forall point ∈ result do 
 result[point] = save_only_best_kNN_neighbors 
foreach point : result[point].size < kNN do 
 result[point] = brute_force[point] 

LSH method was chosen due to necessity of fast 
identification of nearest neighbors for each point. The main 
principle of LSH method involves using special method of 
hashing when hash values are equal for the points close to each 
other. A set of hash-tables (NumTables = 100) has been 
generated with a set of vectors for each of those tables. For the 
first table a number of random vectors (StartNumVectors = 3) 
has been generated. For each subsequent table the number of 
random vectors increases by one with each iteration (number of 
iterations corresponds to the number of tables, one table is 
processed per iteration). Each vector consists of d random 
values generated according to normal distribution with mean 
value of zero and standard deviation of one. Hash is calculated 
for each point as a bit sequence where bit i equals one if scalar 
product of vector i of the processed table and the vector 
corresponding to the point in question (the point can be 
considered a vector) is equal or greater than 0. Otherwise bit i 
equals zero. Thus in each iteration of the algorithm all points 
are distributed among the cells of current hash-table. 

Then the cells of current hash-table are considered with the 
size lower than const (4*kNN in this example, where kNN is 
the number of nearest neighbors). For each point in such cells, 
all other points in this cell are added to the set of candidates for 
the point in question. Finally, for each point, duplicate 
candidates are removed and the nearest kNN neighbors are left. 

At the last iteration, the cells with the size larger than const 
are considered and for each point in such cells kNN random 
points from the same cell are selected, duplicate candidates for 
each point are removed and the best kNN candidates are left. 
For each point, random kNN candidates are selected, because 
when the number of random vectors used for calculating hash 
is large enough each cell corresponds to a small part of n-
dimensional space, which means all points from the same cell 
are close to each other. In the end for each point with the 
number of neighbors lower than kNN a naïve algorithm is used 
since the number of such points at the last iteration should be 
very small. In current realization, kNN was set equal to 10. 
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B. “Volcano” and “Black Hole” Patterns 

So-called “volcano” and “black hole” patterns were 
described in [9]. “Black hole” refers to a sub-graph, which has 
only incoming edges from the vertices of the graph not 
included in this sub-graph. “Volcano” refers to a sub-graph 
which has only outgoing edges to the vertices of the graph not 
included in this sub-graph. The task of identifying “volcanoes” 
is inverse to the task of identifying “black holes”. 

An example of a “volcano” and a “black hole” is shown in 
Figure 1. 

 

Fig. 1. An example of a “volcano” and a “black hole”. 

The task of identifying “volcanoes” and “black holes” is a 
combinatorial problem. In [9] two algorithms based on pruning 
schemes are proposed.  

C. Algorithm for Identifying “Volcanoes” and “Black Holes” 

An algorithm for identifying “black holes” has been 
developed. For identifying “volcanoes”, the direction of all 
edges of the graph should be reversed and the same algorithm 
should be applied. 

The set of ancestors for the vertex v is defined as a set of 
all vertices having at least one edge outgoing to v, as well as all 
ancestors of those vertices. The algorithm identifies “black 
holes”:  

 with diameter equal or lower than (MaxIterCount) and  

 with the number of ancestors for each vertex in the sub-
graph lower than MaxSetSize (considering only 
ancestors at the distance equal or lower than 
MaxIterCount). 

The algorithm is described using vertex-centric [10] 
approach, but practical realization is carried out using resilient 
distributed dataset (RDD) API [11] without Pregel API in 
Apache Spark [12-15]. The algorithm is iterative with 
maximum number of iterations defined by MaxIterCount. 

1) Description of Handler Function 
Each vertex has a local buffer send_buf, which is cleared 

each time the handler is called. At the start of the algorithm, 
each vertex receives the message init, which is necessary for 
initialization of the algorithm. On receiving the message init 
the vertex puts its identifier id into the buffer send_buf. 

Each vertex has its own set of ancestors – ancestors. 
Initially the set ancestors is empty for each vertex. Each vertex 

also has a flag bad, initially set to value false. This flag is set to 
value true if the vertex has too many ancestors. At each 
iteration, a vertex can acquire new ancestors in incoming 
messages. Acquired ancestors are added to the set ancestors if 
the size of resulting set does not exceed MaxSetSize, otherwise 
the set ancestors does not update and the flag bad is set to 
value true. 

2) Description of message-sending operation 
At each iteration of the algorithm after handler function 

finishes its work follows the message-sending step. At this 
step, all triplets of the graph corresponding to its edges are 
considered, and a message is sent along each edge. 

For each triplet (edge): 

 if the buffer send_buf of the initial vertex of the edge is 
empty or the flag bad of the terminal vertex equals true, 
then nothing should be sent along this edge; 

 otherwise all elements from the buffer send_buf which 
are not present in the set ancestors of the terminal 
vertex are sent within a message along this edge. 

3) Detection of “black holes” 
In the end, each vertex owns a set including a number of its 

ancestors. A set of vertices B with a common ancestor X is 
considered a “black hole” if: 

 X is not included in the buffer send_buf of any vertex 
from the set B. Otherwise some vertex could send X at 
the last iteration, which means there could be an 
outgoing edge from B, which contradicts the definition 
of a “black hole”. 

 X does not belong to the set ancestors of the initial 
vertex of each edge incoming to a vertex with the flag 
bad set to value true, and X is not the initial vertex of 
such edge. Otherwise (if such edge existed) some vertex 
(corresponding to such edge) could send X at the last 
iteration, but due to the defined limitations further 
transmission through the vertex with the flag bad set to 
value true would be impossible, and identifier X would 
not be able to reach any of the buffers send_buf. 

Then the vertices should be grouped according to ancestors. 
In the Apache Spark realization, each pair (vertex, ancestor) 
should be mapped to a pair (ancestor, vertex) and then the pairs 
should be grouped by key (operations map and groupBy). 
Defined limitations guarantee that the sets of vertices acquired 
by the method described above does not include any outgoing 
edges. 

An important feature of the developed algorithm is the 
ability to identify intersecting “black holes”. Pseudo code for 
the developed algorithm is listed below: 

MaxSetSize = 100 // constant limiting the size of sets ancestors and 
send_buf 

MaxIterCount = 10 // constant defining the number of iterations 
// vertex handler 
(1) procedure handler(v: vertex, msgs: Vector[Long]) 
// message sending 
(2) procedure sendMsg(triplet: EdgeTriplet) 
v.send_buf = 0 
// if initial message 
if msgs.size = 1 and msgs(0) = -1 then 
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 vert.send_buf.add(vertex.id) 
 return 
if vert.ancestors.size + msgs.size ≤ MaxSetSize then 
 // update set of ancestors 
 vert.ancestors.add(msgs) 
else 
 vert.bad = true 
 return 
if msgs.size ≤ MaxSetSize then 
 vert.send_buf.add(msgs) 
else 
 vert.bad = true 
if !(triplet.srcAttr.send_buf.isEmpty or triplet.dstAttr.bad) then 
 msgs = Vector[Long]() 
 for x ← triplet.srcAttr.send_buf do 
  if !triplet.dstAttr.ancestors.contains(x) then 
   msgs.add(x) 
 send msgs along triplet 
// merging messages 
(3) function mergeMsg(a: Vector[Long], b: Vector[Long]) 
 // concatenation of two vectors 
 return a + b 
// main procedure 
(4) procedure detect_blackholes(graph: Graph) 

III. EXPERIMENTAL STUDY 

Experimental study has been carried out on a set of data 
consisting of the database of all transactions (including 
781 440 transactions and 15 034 710 involved entities) and the 
database of suspicious transactions (including 715 transactions 
and 349 involved entities). For evaluation of computational 
performance and scalability of the developed algorithms 
synthetic Erdos-Renyi [16] graphs of different sizes have also 
been used. 

Software realization of the developed algorithms has been 
tested on a computational cluster consisting of 8 nodes 
connected with 1GBit Ethernet, each node running 8-core 
2.2GHz E5-2660 processor, 64GB DDR3 memory, operation 
system SLES 11 SP4, Apache Spark 2.1.1 and Scala compiler 
sbt 0.13.13. 

Software realization of the machine learning algorithm has 
been carried out using Scala, Spark 2.1.0 language and 
includes the following steps: 

 Data input (database of all transactions, database of 
suspicious transactions and configuration data). 

 Search for suspicious transaction in the database of all 
transactions (by comparing the fields DATA, SUME, 
ACC_B0 and Date, RealQty, AccClientOtpr 
accordingly). 

 Creation of a graph with entities as its vertices and 
transactions as its edges (entities being taken from the 
database of all transactions). 

 Selection of a set of edges for machine learning 
consisting of all suspicious transactions and the same 
number of normal transactions (selected randomly). 

 Formation of egonets around the vertices for calculation 
of features. 

 Calculation of features for each edge (transaction) (32 
features total): amount and time of transaction; for 
sender and recipient egonets - minimum, maximum and 

average degrees, indegrees and outdegrees of vertices, 
number of vertices, “volcano” vertices, “black hole” 
vertices and other vertices; number of transactions and 
total transaction amount. 

 Machine learning: method – random forest; 
MinMaxScaler method used to project each feature into 
[0, 1] line; random division of the learning set – 70% of 
samples for training (using cross-validation), 30% of 
samples for testing. 

Graph created in the experimental study consists of 
114 791 vertices (entities) and 781 440 edges. The learning set 
for machine learning includes 1430 transactions (50% normal 
and 50% suspicious). Training set consists of 993 transactions 
– 477 class 0 objects (normal transactions) and 516 class 1 
objects (suspicious transactions). Testing set consists of 437 
transactions – 238 class 0 objects (normal transactions) and 
199 class 1 objects (suspicious transactions). 

Resulting classification accuracy (share of correctly 
classified objects) reached 97.7%. 

A measure of importance for each feature has been 
calculated. Top five most important features (listed with their 
respective “coefficient of importance”; the sum of coefficients 
for all features amounts to one) turned out to be the following: 

 Amount of transaction – 0.38 

 Degree of the sender vertex – 0.12 

 Total amount of transactions (incoming and outgoing) 
corresponding to the sender – 0.09 

 Number of vertices in the sender’s egonet – 0.07 

 Outdegree of the sender vertex – 0.07 

It is evident that amount of transaction has the greatest 
influence on classification results. 

Other metrics of classification quality calculated during the 
experimental study (the closer to 1.0 the better): 

 AUROC – 0.999 

 Sensitivity (also known as “Recall”) – 1.0 

 Specificity – 0.958 

 Precision – 0.952 

 NPV (negative predictive value = number of correctly 
classified normal transactions divided by total number 
of transactions classified as normal) – 1.0 

 F1 score – 0.975 

Sensitivity equaling 1.0 means that the algorithm did not 
miss any suspicious transactions within the testing set. This 
metric is especially important, since in anti-money laundering 
tasks it is necessary not to miss any fraudulent transactions. 

False positive rate (FPR = (1-Specificity)*100%) on the 
testing set amounted to 4.2%, meaning that among 238 normal 
transactions 10 were falsely classified as suspicious. 
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Recent studies using a Random Forest Classifier in order to 
predict fraudulent transactions on raw data [17] have shown 
results for such metrics of classification quality as Precision, 
Recall, F1-score and AUROC all below 0.9 in most cases. 
Thus, it can be concluded that using the developed set of 
features allows improving the classification quality. 

Additional experiment has been carried out using the 
database of all transactions excluding the suspicious ones as 
the testing set (780 725 transactions total). The share of 
transactions classified as suspicious equaled 4.9%. It is worth 
noting that the share of transactions with amount exceeding 
100 000 classified as suspicious equaled 3.2% of the total 
number of transactions. 

Quality of LOF algorithm based on LSH method is shown 
in Table I. 

TABLE I.  TABLE TYPE STYLES 

THR FN / P FP / N 

2.5 8.03% 1.2% 

3 10.27% 0.9% 

3.5 12.13% 0.8% 

Here THR defines threshold value for anomaly detection, 
FN – number of false-negative objects, FP – number of false-
positive objects, P – total number of anomalies, N – total 
number of normal objects. Results were calculated for 6000 
random points corresponding to the edges of the real graph. 
Though the classification quality is lower in comparison with 
the trained random forest method applied above, the advantage 
of this approach is the ability to carry out fraud detection 
without prior knowledge of transaction history. 

Using the algorithm for identifying “volcanoes” and “black 
holes” an edge was considered an anomaly if its initial vertex 
belonged to any of 5% largest “volcanoes” or “black holes”. 
Figure 2 shows the distribution of identified “volcanoes” and 
“black holes” for the real graph. 

 
Fig. 2. Distribution of identified “volcanoes” and “black holes”. 

Figure 3 illustrates strong scalability of the developed 
feature calculation algorithm, LOF algorithm based on LSH 
method and the algorithm for identifying “volcanoes” and 
“black holes”. 

 
Fig. 3. Scalability of the developed algorithms. 

Scalability of feature calculation algorithm was calculated 
for a synthetic Erdos-Renyi graph with 2

19
 vertices and 2

22
 

edges. Scalability of LOF algorithm based on LSH method was 
calculated for the real graph. Scalability of the algorithm for 
identifying “volcanoes” and “black holes” was calculated for a 
synthetic Erdos-Renyi graph with 2

21
 vertices and 2

24
 edges. 

Figure 4 illustrates the relative speedup of data processing 
with the developed algorithms based on the number of 
computational nodes involved in the processing of data. 

 
Fig. 4. Speedup of data processing according to the number of 

computational nodes. 

IV. CONCLUSION 

It can be concluded that the developed algorithm for feature 
calculation can be successfully implemented in conjunction 
with common machine learning methods to achieve high 
values of classification quality metrics. In particular, high value 
of sensitivity (and subsequently low False Negative Rate 
value) is important for anti-money laundering and other fraud 
management processes. 

The results of experimental study have shown that the 
developed algorithms for anomaly detection demonstrate 
classification quality comparable with a trained random forest 
method when applied on a real transaction graph. This makes it 
possible to implement these algorithms in situations when prior 
knowledge of transaction history is not accessible, as well as 
for identification of new and unknown methods of fraud. 
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Software realization of the developed algorithms 
demonstrated high scalability, which makes it possible to 
significantly increase their performance using multi-processor 
computational clusters. 

The developed algorithms are intended to be used in the 
framework of a software complex for automated fraud 
management in different areas of business. 
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Abstract—Cloud computing plays a major role in addressing 

the challenges of healthcare services such as diagnosis of diseases, 

telemedicine, maximize utilization of medical resources, etc. 

Early detection of chronic kidney disease on cloud environment 

is a big challenge that healthcare providers are facing. This 

paper concentrates on the using of intelligent techniques such as 

Decision Tree, Clustering, Linear Regression, Modular Neural 

Network, and Back Propagation Neural Network to address this 

challenge. In this paper, the researchers propose a hybrid 

intelligent model based on cloud computing for early revealing of 

chronic kidney disease. Two intelligent techniques were used: 

linear regression and neural network. Linear regression was used 

to define crucial factors that have an impact on chronic kidney 

disease. The proposed model for early revealing of chronic 

kidney disease was built using Neural Network. The accuracy of 

proposed model is 97.8%. This model outperforms on the other 

models existed in the previous works in terms of the accuracy 

and precision, recall and F1 score. 

Keywords—Chronic kidney disease; linear regression; neural 

network; cloud computing 

I. INTRODUCTION 

Healthcare plays an important role in saving people's lives. 
Healthcare provides modern trends such as telemedicine, 
diagnosis of diseases and etc. Cloud computing plays an 
important role in supporting health care services. It is 
composed of three main services as follows: 

 Medical Infrastructure. 

 Medical Platform. 

 Medical Software. 

Cloud computing allows many patients to retrieve their 
medical information anywhere and anytime by using different 
devices such as smart phone, personal computer and etc. 
There are many advantages of cloud computing for healthcare 
services that include the following: 

 Usability 

 Speed 

 Accessibility 

 Disaster Recovery 

 Cost Savings 

 Reliability 

 Manageability 

Stakeholders (patients, doctors, nurses and etc.) can access 
the medical cloud to get the right medical services anytime 
and anywhere. There are many health care challenges that are 
facing cloud computing such as: 

 Telemedicine Applications 

 Diseases Diagnosis Applications 

 Management of Electronic Health record  

 Execution Time of Medical Tasks 

 Maximize utilization of Medical Resources 

Many diseases diagnosis applications are used on cloud 
computing environment to enable stakeholders for taking an 
appropriate medical decision. Some examples of these 
applications are shown below: 

 Decision tree is used to reveal of cervical cancer [1]. 

 Support vector machine is used to reveal of hepatitis 
disease [2]. 

 Naïve Bayes is used to reveal of Heart disease [3]. 

 Fuzzy logic is used to reveal of breast cancer [4]. 

 Fuzzy logic is used to diagnosis of lung cancer [5]. 

 Support vector machine is used to diagnosis of diabetes 
disease [6]. 

 

Fig. 1. Statistics of chronic kidney disease. 
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Early detection of diseases is one of the most important 
challenges for health care services on cloud computing [7]. 
This paper focuses on Chronic Kidney Disease because it is 
one of the most serious diseases facing humanity in modern 
times. Many statistics indicate the growing number of Chronic 
Kidney patients worldwide as shown in Figure 1. 

This paper introduces a hybrid intelligent model for early 
detection of Chronic Kidney disease on cloud computing 
environment by using the machine learning tool on windows 
azure. The rest of the paper is organized as follows: section 
two introduces a background overview; section three presents 
the related work; section four introduces the proposed 
intelligent model; section five introduces the experimental 
results; and finally, section six presents the conclusion and 
future work. 

II. BACKGROUND AND OVERVIEW 

This section presents a review of Chronic Kidney disease, 
neural network and regression analysis as follows: 

A. Overview of Chronic Kidney Disease 

Chronic kidney disease is considered one of the most 
dangerous diseases that are facing the worldwide. 

TABLE. I. INITIAL FACTORS THAT INFLUENCE ON CHRONIC KIDNEY 

DISEASE 

No Factor Description 

1 Anemia Nominal 

2 Age Numerical 

3 Pedal edema Nominal 

4 Blood pressure Numerical 

5 Appetite Nominal 

6 Specific gravity Nominal 

7 Coronary artery disease Nominal 

8 Albumin Nominal 

9 Diabetes mellitus Nominal 

10 Sugar Nominal 

11 Hypertension Nominal 

12 Red blood cells Nominal 

13 Red blood cell count Numerical 

14 Pus cell Nominal 

15 White blood cell count Numerical 

16 Pus cell clumps Nominal 

17 Packed cell volume Numerical 

18 Bacteria Nominal 

19 Hemoglobin Numerical 

20 Blood glucose random Numerical 

21 Potassium Numerical 

22 Blood urea Numerical 

23 Sodium Numerical 

24 Serum Creatinine Numerical 

25 Class Nominal 

There are many factors that are influencing chronic kidney 
disease as shown in Table 1. A data set of chronic kidney 
disease from machine learning repository was used. The data 
set contains 800 instances. 

B. Overview of Linear Regression 

Linear regression has two types of regressions which are 
simple linear regression and multiple linear regressions. 
General equation of linear regression is formulated as follows: 

M= β0+ β1y1+ β2y2+…….. ΒNyN+ϵ              (1) 

Where: 

 M is the dependent variable  

 y1, y2, yN are the independent variables 

 βi represents the regression coefficient 

 ε represents the random error component. 

 β0 represents the y intercept 

In linear regression, there are two main criteria’s to 
measure the performance of the proposed model which are 
coefficient of determination and feature weight of independent 
variables as shown in Figure 2. 

 
Fig. 2. Two main outputs in linear regression. 

 Coefficient of determination indicates the level of 
performance of the linear regression model. 

 Feature weight shows which variables are important. 
Whenever, feature weight is less than 0.05, and then 
the independent variable is considered significant 
variable. 

C. Overview of Neural Network 

Neural network is used to implement many intelligent 
applications such as diseases diagnosis and data classification 
and etc. There are some types of neural networks such as: 

 Feed-forward network 

 Back-propagation network 

 Modular neural network  

 Recurrent neural network 

The neural network consists of input layers, hidden layers 
and output layers as shown in Figure 3. 

Coefficient of 

Determination  

Results of Linear 

Regression 

Feature Weight 
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Fig. 3. General structure of neural network. 

III. RELATED WORK 

This section introduces many researches that seek to detect 
chronic kidney disease as follows: 

Lambodar Jena and et al, presented a novel model to 
detect chronic kidney disease by using data mining 
classification. This research is used WEKA tool. The accuracy 
of the proposed model is 95%. Naive Bayes outperforms on 
decision tree. The importance of the research is to predict 
chronic kidney disease by naive Bayes technique [8]. 

K. R. Anantha and et al, introduced a model which is 
decision tree technique for predicting chronic kidney disease 
on WEKA tool. This research shows that decision tree 
outperforms on clustering technique. The accuracy of the 
proposed model is 91%. The importance of the research is to 
predict chronic kidney disease by decision tree [9]. 

Basma B. and et al, presented a model for detecting 
chronic kidney disease by using support vector machine. The 
results show that support vector machine better than decision 
tree in terms of execution time and accuracy. The accuracy of 
the proposed model is 95%. The importance of the research is 
to detect chronic kidney disease by support vector machine 
[10]. 

Asif S. and et al, introduced intelligent model for 
revealing chronic kidney disease by using clustering technique 
on WEKA tool. This research shows clustering technique 
better than decision tree in order to accuracy. The accuracy of 
the clustering technique is 96%. The importance of the 
research is to reveal chronic kidney disease by clustering 
technique [11]. 

RUEY K. C. and et al, presented an approach for 
detecting of chronic kidney disease on cloud computing 
environment. The results show that back propagation neural 
network outperforms on modular neural network and feed 
forward neural network in order to accuracy and precision. 
The accuracy of the proposed system is 94.7%. The 
importance of the study is to detect chronic kidney disease on 
cloud environment [12]. 

Chien. z. W. and et al, introduced fuzzy expert system for 
revealing of chronic kidney disease on cloud computing 

environment. This research shows that fuzzy expert system 
better than neural network in order to accuracy and mean 
square error. The accuracy of the proposed model is 88.4%. 
The importance of the study is to reveal chronic kidney 
disease by fuzzy expert system on cloud environment [13]. 

Stuti N. and et al, introduced a new model based on 
Naive Bayes to predict chronic kidney disease on cloud 
environment (Google Application Engine). The results show 
that Naive Bayes outperforms on neural network in order to 
accuracy and precision. The accuracy of the proposed model is 
97.1%. The importance of the research is to predict chronic 
kidney disease on Google Application Engine [14]. 

Anu B. and et al, introduced survey of many researches 
that seek to predict chronic kidney disease by using intelligent 
techniques. The importance of the research is to review many 
researches of chronic kidney disease [15]. 

Table 2 introduces summary of intelligent techniques of 
chronic kidney disease researches. 

TABLE. II. SUMMARY OF RELATED WORK 

No Category Some Approach 

 

 
 

 

 
 

 

1 

 
 

 

 
 

 

intelligent techniques 

applied of chronic kidney 

disease 

 quantitative approach 
 Naive Bayes  

 mean analysis 

 mean time and modeling 
regression 

 time series 

 Clustering 
 Feed Forward neural 

network 

 Back Propagation neural 

network\ 

 Modular neural network 
 Decision tree 

 Support vector machine 

 Fuzzy expert system 

Through related work, intelligent applications are not 
accurate on cloud computing environment for revealing of 
chronic kidney disease. So, this paper introduces a new 
intelligent model for revealing chronic kidney disease on 
cloud environment. 

IV. THE PROPOSED APPROACH 

This section introduces an intelligent model to reveal 
Chronic Kidney disease on cloud environment. As shown in 
Figure 4, this intelligent model has three steps: 

1) Survey recent studies related to Chronic Kidney 

disease to develop a candidate list of factors that influence this 

disease. 

2) Identify the critical factors form this candidate list 

using linear regression. 

3) Develop an intelligent model for revealing chronic 

kidney disease based neural network. 
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Fig. 4. The proposed model for revealing of chronic kidney disease. 

V. THE HYBRID INTELLIGENT MODEL FOR HEALTHCARE 

SERVICES 

This section presents the proposed hybrid model for 
healthcare services on cloud computing. It includes two 
intelligent techniques which are explained below. 

A. Linear Regression 

Linear regression is used to identify the critical factors of 
Chronic Kidney disease (CFCKD). It is composed of one 
dependent variable and 13 independent variables. It is 
formulated as follows: 

M= β0+ β1CFCKD1+ β2CFCKD2+…….. ΒNCFCKD13+ϵ     (2) 

Where: 

M is the dependent variable (degree of influence of 
candidate factors on Chronic Kidney disease) and CFCKD1, 
CFCKD2… CFCKD13 are the independent variables 
(candidate factors). 

This section also introduces linear regression algorithm to 
identify critical factors of Chronic Kidney disease. 

Algorithm 1. The Algorithm of the Linear Regression to 

Identify Crucial Factors that influence on Chronic Kidney 

Disease.  

1. Input : ƍ       (dependent variable degree of influence proposed      

                         factors on chronic kidney disease)  

 

2.  Output :   £       (independent variables factors of chronic  

                                              kidney disease)  

 

3. ƛ = final list of crucial factors of chronic kidney    

       disease  

 

4. MLR = Multiple Linear Regression   

5. FW = Feature Weight 

 

6. SSR = Sum of Squares Regression            

7. SST = Sum of Squares Total                            

8.  =  the prediction  

9.   = the true value.  

10. SSR = ∑        

11. SST = ∑          

 

12. Build the MLR model based on the set of ƍ and  £  

13. Estimate the MLR model 

14. Check coefficient of determination 

15. coefficient of determination = 
   

   
   

16. If (coefficient of determination < 0.5) 

17. Change  £ 

18. Go to step 13 

19. Else 

20. Accept the MLR model 

21. End If 

22. Check FW for each variable to define ƛ 

23. If (FW < 0.05) 

24. Approve  ƛ 

25. Else   

26. Reject the other £ 

27. End If 

 

28. Return ƛ  

B. Neural Network 

Neural network has 13 critical factors as input layer, one 
hidden layer and two outputs (Chronic Kidney or No Chronic 
Kidney). 

This section introduces neural network algorithm to reveal 
of Chronic Kidney disease. 

2 

2 
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Algorithm 2. The Proposed Algorithm of the Neural Network to 

Reveal of Chronic Kidney Disease.  

1. Input : £           (critical factors of Renal failure),  

2.              ƍ           (hidden layers), 

3. Output :  ¥                   (Detection of Renal failure)  

4. NNM = Neural Network model 

5. ƛ= Accuracy of the NNM 

6. Create NNM  with £, ƍ, and ¥  

7. Verify NNM 

8. Verify ƛ                            

9. If (ƛ > 0.95)  

10.        Accept NNM 

11.        Go to step 17 

12. Else 

13.         Update the number of  ƍ  

14.         Go to step 6 

15. End If 

16. Identify ƛ via validate NNM 

17. Return ¥   

VI. EXPERIMENTAL RESULTS 

This section presents the execution of the proposed hybrid 
model on windows azure as shown in Figure 5. 

TABLE. III. SUMMARY OF CRITICAL FACTORS OF CHRONIC KIDNEY 

DISEASE 

No Factor Name FW 

1 Anemia  -0.002 

2 White Blood Cell Count  0.0007 

3 Packed Cell Volume  -0.002 

4 Hemoglobin  0.03 

5 Potassium   -0.0006 

6 Sodium  0.002 

7 Serum Creatinine -0.05 

8 Blood Urea   0.003 

9 Blood Glucose Random  0.005 

10 Sugar   0.04 

11 Specific Gravity  -0.002 

12 Blood Pressure   -0.00005 

13 Age  0.02 

 
Fig. 5. Execution of hybrid model on windows azure. 
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A.  Execution of Linear Regression on Windows Azure  

This section introduces the execution of linear regression 
on windows azure. Linear regression was used to define 
critical factors of Chronic Kidney disease. Table 3 shows the 
critical factors of Chronic Kidney disease via the feature 
weights. Whenever, feature weight is less than 0.05, the factor 
is medically important. For example, the feature weight for 
Serum Creatinine (feature weight =- 0.04) is less than 0.05, 
then this factor is medically important as shown Chronic 
Kidney in figure 6. 

 
Fig. 6. Condition statement of factors of chronic kidney disease. 

B. Execution of Neural Network on Windows Azure 

This section introduces the execution of neural network on 
windows azure. NNM is composed of 13 neurons in input 
layer, one hidden layer and two outputs. The neural network 
type used in this paper is the two class neural network. Table 4 
shows the performance of the neural network. It defines 
accuracy, precision, recall and f1 score. The accuracy of the 
proposed model is 97.8% as shown in Figure 7. 

TABLE. IV. PERFORMANCE ATTRIBUTES OF NNM 

True Positive False Negative Accuracy Precision 

51 0 0.978 0.962 

False Positive True Negative Recall F1 Score 

2 39 1.000 0.981 

C. Case Study 

Three real cases of patients were conducted on windows 
azure to reveal of Chronic Kidney disease (CKD) as shown in 
Table 5 and Figure 8. 

TABLE. V. DATA OF CKD PATIENTS 

No Factor Name Patient 1 Patient 2 Patient 3 

1 Age 49 59 29 

2 Blood Pressure 71 81 101 

3 Specific Gravity 2.007 1.026 1.2 

4 Sugar 0 0 1 

5 
Blood Glucose 

Random 
127 132 121 

6 Blood Urea 57 19 21 

7 Serum Creatinine 3.9 1.2 1.3 

8 Sodium 113 142 131 

9 Potassium 2.6 3.6 2.2 

10 Hemoglobin 12.2 15.9 11 

11 
Packed Cell 
Volume 

33 54 51 

12 
White Blood Cell 

Count 
5700 6900 5100 

13 Anemia Yes No Yes 

14 Class CKD NOCKD NOCKD 

15 Probability 0.00005 0.99993 0.99997 

 
Fig. 7. Performance attributes of hybrid model on windows azure. 
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Fig. 8. Probabilities of CKD patients. 

Figure 9 shows the accuracy of the neural network model 
on windows azure. This model outperforms on the other 
models existed in the previous works in terms of the accuracy 
and precision, recall and F1 score. 

 
Fig. 9. Accuracy of the NNM compared to the rest of the models. 

VII. CONCLUSION AND FUTURE WORK 

Cloud computing raises healthcare performance. Early 
detection of diseases is one of the most challenges that are 
facing healthcare providers. Chronic kidney disease is 
considered one of the dangerous diseases that are facing 
humanity worldwide. The accuracy of many traditional 
applications are not good enough for revealing chronic kidney 
disease. This paper tries to introduce intelligent model based 
on cloud computing for address this challenge. The proposed 
hyprid model includes two techniques: linear regression and 

neural network. The proposed model was implemented on 
windows azure. The accuracy of the proposed model is 97.8%. 
Three real cases of patients were conducted on windows azure 
to emperically validate the proposed model. 

It is recommeded as future work: 

 To use logistic regression for determining critical 
factors that affect Chronic Kidney disease. 

 To uses deep learning for revealing Chronic Kidney 
disease on cloud computing environment. 
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Abstract—Currently, having a sonar of echolocation in an 

electronic lab is complicated due to the high cost of its 

implementation, which is why it is proposed that the 

implementation of a basic sonar, using agile technologies such as 

the Arduino, will be used to implement this paper. Also it has a 

servomotor and an ultrasonic sensor, which is responsible for 

detecting the distance where the objects are located. The Arduino 

will be in charge of controlling the servomotor movements which 

have to be between 15 and 165 degrees. In addition, it will send the 

information through the serial port to a computer, in which the 

data will be processed and displayed using the Processing software. 

Keywords—Arduino; processing software; sonar; ultrasonic 

sensor; servomotor 

I. INTRODUCTION 

The sonar of echolocation isn’t  new, since it was used in 
the second world war with the purpose of locating the location 
or positioning of the enemy, it was also used in the navy for the 
measurement of distance for enemy targets; sonar is a complex 
system that uses several elements such as signal processing, 
data processing, parameter detection and estimation, among 
others, so having a sonar in the telecommunications laboratories 
is important since it can have great benefits in the education 
such as: studying the process of finding objects, tracking mobile 
objects in addition to image processing; however, having a 
sonar in the laboratories isn’t possible due to its high cost, so the 
purpose of this research is to implement a basic sonar based on 
current technologies, to be used in the laboratories of the 
institutions that require it. 

The paper consists of the implementation of a basic sonar 
based on agile technologies such as Arduino, for the 
laboratories of the universities and institutions that require it, for 
this purpose an Arduino, an ultrasonic sensor, a servomotor and 
a buzzer will be used; the system has the ability to detect objects 
through ultrasonic pulses, in addition to displaying them 
through a computer. Also, implement this technology, making a 
laboratory with low-cost resources for education at universities. 

II. METHODOLOGY 

The paper is based on the basic sonar principles, which is to 
emit an electromagnetic or acoustic wave and detect the 
reflected return from a distant surface; the signal of a sonar is 
generated in the transmitter, it radiated in the direction of an 

object where it is reflected towards the receiver, the same one 
that processes and obtains the information that can be the 
distance, speed, direction and characteristics of the object [1], 
[2], [3]. 

For this paper, the piezoelectric effect that is sensitive to the 
direction will be used, because the voltage produces a defined 
polarity in the voltage [4], while the compression produces an 
opposite one. So, if a voltage is applied to the piezoelectric 
transducer, the crystal changes in its dimensions, which causes a 
change of pressure in the surrounding medium (air), and vice 
versa, when the crystal is subjected to a change of pressure 
appear electrical charges at their ends, where a potential 
difference is created. So, this type of transducer can function as 
an ultrasonic emitter or receiver. 

The main components of the system can be seen in Figure 1, 
where we see a general scheme of the connection of the 
servomotor and ultrasonic sensor to the Arduino, in addition to 
the serial communication with the computer. 

 

Fig. 1. Block diagram. 

A. Description of Principal Components 

1) Arduino one: The Arduino one (Figure 2) is the 

computer of the circuit which controls the operation of the 

servomotor and the transmission and reception of the pulses of 

shots towards the sensor [5], also intercommunicates with the 

PC thought the USB cable recognizing it, as a serial port, and 

thus of this way we can visualize graphs, executing it in the 

software Processing. 
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TABLE I.  CHARACTERISTICS OF THE ARDUINO ONE 

Parameter Value 

Input Voltage +7 a + 12 V 

GPIO Pins 14 

Analog input pins 6 

DC current per I / O pin 40 mA 

Flash memory 32 KB 

SRAM 2 KB 

Communication Support Serie IC 

Clock frequency 16 Mhz 

 

Fig. 2. Arduino one controller. 

2) Servomotor: A Micro Servo 9g SG90 from Tower Pro as 

we can see in Figure 3 was used for this paper. These motors 

work with a PWM signal, with a working pulse between 1 ms 

and 2 ms and a period of 20 ms (50 Hz) [6]. This data tells us 

the maximum speed at which we can move the servomotor with 

Arduino. We can only change position every 20 ms. This will 

depend on the type and brand of our servomotor. 

It is necessary to take into account, the angle of rotation of 
the servomotor, in this case, it allows us to make a sweep 
between -90º and 90º [3]. It means that is a 180º angle of 
rotation. Although the servomotor can move with a resolution 
of more than 1 degree, this is the maximum resolution that we 
will achieve due to the limitation of the PWM signal that is 
capable of generating Arduino One. 

 
Fig. 3. Servomotor. 

3) Ultrasonic sensor: We chose this device because it is a 

very cheap sensor, this sensor emits a pulse of sound at a high 

frequency not audible by the human ear, the sonar waves 

bounce back to the sensor. Since we know the speed of sound in 

air (343.2 m / s), we can calculate the distance with e = v * t. 

(space = speed per time). The measurement range of the sensors 

usually ranges from a few centimeters to several meters. The 

most common, like the HC-SR04, have 4 pins (see Figure 4). 

Two of them are for the connection (Vcc and GND) and the 

other two pins are the Trigger and the Echo [7]. 

TABLE II.  CHARACTERISTICS OF THE HC-SR04 ULTRASONIC SENSOR 

Parameter Value 

Working voltage 5 VDC 

Working Current 15 mA 

Working Frequency 40 Khz 

Maximum range 4 m 

Minimum range 2 cm 

Measuring angle 15° 

Trigger signal pulse Pulse TTL 10 us 

Dimension 45*20*15 mm 

 

Fig. 4. Ultrasound sensor. 

When a high level (HIGH, 5V) of at least 10 μs is provided 
to the "Trig" pin, the ultrasonic module emits a series of 8 
pulses at a high frequency (40 KHz) and then sets its "Echo" 
output to HIGH. If the signal encounters an obstacle, it will be 
reflected and captured by the sensor module. At the moment of 
catching the rebound signal, the module will change its "Echo" 
output from HIGH to LOW. Therefore, in the "Echo" output, a 
high-level pulse (HIGH) has been maintained with a duration 
equal to the time used by the signal in going from the sensor to 
the obstacle and returning. The pulse width varies 
approximately between 150 μs and 25 ms. If there is no 
obstacle, the width of the echo pulse will be around 38 ms. 
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B. System Implementation 

The system is implemented in a basic way, in order to 
demonstrate its operation, in addition to the aforementioned 
components, the necessary code is developed both for the 
Arduino and the coding in Processing, for the graphic 
visualization of the data. Flow diagrams that better explain the 
respective coding were constructed and one can see it in 
Figure 5. 

 
Fig. 5. Flow diagram. 

For the Arduino, after declaring the variables, the 
servomotor must be positioned and then send the instructions 
for the ultrasonic sensor to perform the distance measurement, 
for which the following code was implemented, with which the 
servo could be positioned between 15 and 165 degrees [8], and 
in addition to calculating the distance, the data is sent through 
the serial port. The program is showing: 

for (int t = 15; t <= 165; t++) 

  { 

    Servo.write(t); 

    delay(60); 

    dist = calcular_distancia(); 

    Serial.print(t); 

    Serial.print(“, ”); 

    Serial.print(dist); 

    Serial.print(“.”); 

A flow diagram of the system is going to be show next 
because we need to follow steps in order to make a paper 
reliable for future works. 

In order to get the servomotor to return to a previous 
position, the parameters of the for loop must be changed (int t = 
165; t> 15; t--), thereby achieving the aforementioned; the 
function calculate_distance () sends a high pulse of 10 us for the 
trigger pin, and receives the response pulse for the echo pin, 
measuring the duration of it, after knowing the time it takes the 
answer to apply the following formula to know the distance 
recorded at a given moment. 

              (
      

 
) 

“time· is the time it takes the pulse and “distance” is the 
distance between the sensor and the test object, the number 
0.0343 represents the speed of sound expressed in cm / us in the 
formula. 

III. RESULTS 

The implemented circuit (Figure 6) was verified by us, the 
connection of the components before supplying power to the 
circuit, through the USB cable connected to the serial port of the 
PC. The ultrasonic sensor was mounted on the servomotor, a 
small cardboard was used and it was fixed with glue. 

 
Fig. 6. System components. 

By performing the tests, the graphic should look similar to 
the image in Figure 7. 

As we can see in Figure 7, the graphic is shown in a bad 
location, so it was necessary to modify the code to center the 
image on the screen. With respect to the detection of the object 
is fulfilling the objective, the distance in which the object is 
located is shown on the screen. 
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Fig. 7. Results of the Sonar. 

IV. DISCUSSION 

The design of this device is very simple, the main purpose 
of detecting objects at different distances was achieved by 
visualizing it in a graph in a PC where the reader can see the 
distance and the location angle of the object, the Arduino card 
one that has different applications to perform all types of papers 
and the HC-SR04 ultrasonic sensor in charge of measuring the 
distance at the moment that receives the echo of a transmitted 
signal. 

The use of Arduino one has an endless number of 
applications, several papers can be carried out, the Arduino and 
Processing codes are easy to program since the C ++ language 
is well known within the programs, besides the codes are free 
on the internet with some modifications to the program you can 
get.  Based on the sonar principles and the development of the 
classes learned during my professional career, it was possible to 
finish this wonderful paper. 

The recommendation is that amplifiers can be used to obtain 
greater distances and even other graphic visualization programs 
to improve and develop future work. 

V. CONCLUSIONS 

It was possible to build a system that can help to learn the 
basic concepts of the technology involved in sonars, with our 
system, we can teach students the concepts of object detection, 
signal processing, among other concepts that involve the sonars; 
This paper shows that it is possible to design low cost 
prototypes, which are possible to implement in the 
telecommunications laboratories of the interested institutions. 

As a conclusion, the steps and also the process that we 
follow to make this paper was long. It’s really important for 
students to always follow the steps because they will improve 
their capabilities of understand the process in different ways. 
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Abstract—Dengue has become a serious health hazard in Sri 

Lanka with the increasing cases and loss of human lives.  It is 

necessary to develop an efficient dengue disease management 

system which could predict the dengue outbreaks, plan the 

countermeasures accordingly and allocate resources for the 

countermeasures. We have proposed a platform for Dengue 

disease management with following modules: (1) a prediction 

module to predict the dengue outbreak and (2) an optimization 

algorithm module to optimize hospital staff according to the 

predictions made on future dengue patient counts. This paper 

focuses on the optimization algorithm module. It has been 

developed based on two approaches: (1) Genetic Algorithm (GA) 

and (2) Iterated Local Search (ILS). We are presenting the 

performances of our optimization algorithm module with a 

comparison of the two approaches. Our results show that the GA 

approach is much more efficient and faster than the ILS 

approach. 

Keywords—Optimization; genetic algorithm; iterated local 

search; algorithm comparison; nurse scheduling 

I. INTRODUCTION 

The number of Dengue fever cases has grown drastically in 
Asian countries like Sri Lanka, and hospitals are facing 
challenges when taking care of the patients due to the lack of 
resources: materials as well as human. Therefore, allocation of 
available hospital resources and hospital staff to take care of 
Dengue patients efficiently has become an important 
requirement. 

According to a survey conducted in the context of Sri 
Lanka, Infectious Disease Hospital (IDH) [6] which is now 
known as National Institute of Infectious Diseases, faces the 
same challenges and they require an efficient Dengue Disease 
Management System that can predict the dengue out breaks, 
plan the countermeasures accordingly and allocate resources 
for the countermeasures.  

We have proposed a platform for Dengue disease 
management with following modules: (1) a prediction module 
to predict the dengue outbreak and (2) an optimization 
algorithm module to optimize hospital staff according to the 
predictions made on future dengue patient counts. 

This paper mainly focuses on the optimization algorithm 
module. The optimization algorithm module has been 
developed based on two approaches: (1) Genetic Algorithm 

(GA) and (2) Iterated Local Search (ILS). Furthermore, a web-
based application was developed named “SmartScheduler”, 
which generates working schedules of each nurse as part of the 
optimization algorithm module. “SmartScheduler” tries to 
generate an optimal work plan for nurses’ staff who take care 
of the Dengue patients. 

Experiments were conducted to measure the performances 
of the optimization algorithm module (GA based as well as ILS 
based) using the statistics collected from IDH. With the real 
data sets, the results show that, GA and ILS can decide the 
optimal allocations dynamically in the order of seconds. Also, 
the results show that the GA approach is much efficient and 
faster than the ILS approach. 

The rest of the paper is organized as follows. Section II 
presents the related work. Section III introduces the 
optimization algorithm to decide nurse staff allocation. In 
Section IV, the result and discussions are presented. Under 
Section V final remarks are mentioned and finally references 
are mentioned at the end. 

II. RELATED WORK 

To achieve the best utilization of resources, proper 
optimization is required. In this research, optimization is used 
to generate working schedules for the nurses of IDH hospital. 
Optimizing algorithm module is implemented using two 
approaches: GA and ILS. The GA and ILS approaches are well 
known methods in the planning and scheduling context [3, 4, 
5]. In this section, the limited work on scheduling and planning 
in the hospital management context will be discussed. 

The research work on [1] focused on optimizing healthcare 
staff in the Pediatric Department of Prince Sultan Military 
Medical City (PSMMC) using GA with cost bit matrix. The 
main goal of their optimization was to satisfy doctors 
scheduling problem as much as possible while fulfilling the 
employers’ requirements. Their results showed that the 
suggested method is very useful and able to give reasonable 
solutions to the problem fast compared to the traditional 
manual methods. 

The authors in [2] worked on Hospital-Residents matching 
problem using a local search approach and a stable matching 
approach. The stable matching approach is a method where one 
finds a stable matching between two equally sized sets of 
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elements. Agents are assigned to another sets of agents which 
consists of preference lists and capacities under certain 
constraints. The authors have evaluated both approaches on big 
artificial instances that are comparable with practical ones, 
which involve thousands of agents. Their experimental results 
show that the algorithm can return a solution in few seconds 
and with a high quality in terms of the size of the returned 
matching.  

Our research work has been inspired by these works, and 
we are focusing on an optimization algorithm module to 
optimize IDH hospital staff according to the predictions made 
on future dengue patient counts. 

III. OPTIMIZATION ALGORITHM MODULE FOR STAFF 

SCHEDULING 

In this section the optimization algorithm that schedules 
nurse staff to take care of the dengue patients and generates 
work plan for each nurse is described. 

A. Requirement Gathering 

Before proposing an optimization model for scheduling the 
nurse staff, it was very important to understand the current 
context of dengue patients and their treatment process in Sri 
Lanka. Therefore, personal interviews and discussions with the 
IDH hospital staff were carried out to gather the monthly 
patient’s data, nurse staff data, ward details etc. of IDH 
hospital [6]. Additionally, personal discussions and interviews 
with doctors and nurses outside of the IDH hospital were held 
to analyze the collected data for scheduling purposes [6]. 

B. Fitness Function 

The optimization algorithm was developed using two 
approaches: (1) GA and (2) ILS. The goal of the algorithm is to 
find a solution that schedules nurse staff optimally. We have 
consulted IDH staff and general hospital administration bodies 
to identify the factors effecting staff scheduling [6]. They are 
as follows: 

 Number of patients in a ward 

 Number of wards and its priority 

 Total number of patients  

 Nurses requested to work overtime (OT) 

 Maximum number of patients that could be allocated to 
a nurse 

It is important to note that, according to the discussion and 
interviews, in the best case, the maximum number of patients 
that could be allocated to a nurse is 8 [6]. 

Therefore, considering these factors affecting staff 
scheduling, a fitness function was derived (a minimization 
function) to measure the quality of the solutions provided by 
the optimization algorithm as follows: 

Patients per nurse as allocated by the algorithm > 8 

fitness = fitness + x  

else if Patients per nurse as allocated by the algorithm = 8 

 fitness = fitness + 0 

else if Patients per nurse as allocated by the algorithm < 8 

 fitness = fitness + y 

If the nurse already has worked (overtime) 

 fitness = fitness + x 

C. Genetic Algorithm (GA) based Approach 

Genetic algorithm is a search heuristic that is based on 
Charles Darwin’s theory of natural evolution [9]. This 
algorithm reflects the procedure of natural selection where the 
fittest individuals are selected for reproduction to produce 
offspring of the next generation. Simply, it chooses individuals 
from the current population and uses them as parents to 
produce the children for the next generation. Over succeeding 
generations, the population evolves towards an optimal 
solution. 

GA can be described by the following five key steps [9]: 

1) Generate an initial population F (0) with n solutions 

2) Compute the fitness value u(f) for each individual 

solution f in the current population F(t)  

3) Generate the next population F(t+1), by selecting i best 

solutions from F(t)  

4) Produce offspring by applying the genetic operators to 

population F(t+1)  

5) Repeat from Step 2 until a satisfying solution is 

achieved.  

In the research work, GA was used as one of the 
approaches to achieve optimization in nurse scheduling and the 
process is briefly explained below 

The GA process begins with an initial population with n 
number of solutions, where in each solution, the nurses are 
scheduled to wards randomly, without considering any factors. 
Random initialization method is selected because it drives the 
population to optimality. 

The encoding of a Solution (optimal number of nurses for 
wards) is demonstrated in Figure 1. S symbolizes the solution 
in a population. In a solution, each gene supplies two pieces of 
information: (i) the gene index number represents the ward 
index number; and (ii) the value in the gene signifies the 
optimum number of nurses for that ward. For example, the 
value of the first gene is 6, indicating ward number 1 has been 
allocated total of 6 nurses. 

 
Fig. 1. Encoding of a Solution. 

Two types of genetic operators to produce offspring were 
considered: (1) mutation and (2) crossover. The crossover is a 
convergence operation which is intended to pull the population 
towards a local min or max. The mutation is a divergence 
operation which is intended to occasionally break one or more 
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members of a population out of a local min/max space and 
potentially discover a better space. Each generation of the GA 
approach goes through mutations and crossovers. 

For the crossover operator, as shown in figure 2, the “One-
Point crossover” approach was used. A random point of two 
solutions are selected as the crossover points and two new 
solutions are generated by exchanging the elements of parents 
among themselves up until the crossover point is reached. 

 

Fig. 2. One-Point Crossover. 

 For the mutation operator, as shown in figure 3, the “swap 
mutations” approach was used, where the over allocations and 
less allocation of nurses for a ward are swapped accordingly 
(added and removed within a solution). 

 
Fig. 3. Mutation. 

The newly generated solutions are evaluated according to 
the fitness function derived in Section B. The process is 
continued until x number of generations are explored and the 
best solution (the solution with minimum fitness value) is 
selected as the optimal number of nurses for wards. 

D. Iterated Local Search (ILS) based Approach 

ILS is more effective and quickly explores the optimal 
solution. It can find a highly accurate optimum by using a few 
numbers of iterations [10]. This algorithm keeps track on its 
current state (current solution) and moves to neighboring states 
(neighborhood) with the results of current state. Then it repeats 
the same process if the neighboring states get better than the 
current state, until it gets the best solution. 

ILS process can be described by the following key steps 
[10]: 

1) Generate an initial solution f 

2) Produce a new solution f’ by applying local search and 

perturbation to the solution f 

3) Compute the fitness value for the new solution f’ 

4) If the fitness value of new solution f’ is better than 

fitness value of original solution f, 

Accept the new solution f’ 
else accept the original solution f 

5) Repeat from Step 2 until a satisfying solution is 

achieved. 

The ILS starts with an initial solution. Two approaches to 
generate the initial solution are as follows: (1) best fit and (2) 
random fit. In the best fit approach, the nurses are allocated to 
wards according to the requirement of each ward (number of 
nurses required by each ward). Wards are considered 
sequentially (by the ward number), and nurses are allocated 
starting from first wards, second ward etc. Therefore, the last 
wards might not get nurses allocated at all. On the other hand, 
with the random fit approach, the nurses are allocated to wards 
randomly, without considering any factors. 

Next, the initial solution goes through a perturbation 
process to generate a new solution.  In the perturbation process, 
each nurse is selected sequentially and moved from the 
allocated ward to another ward. Each of this move generates a 
new solution. Each new solution will be evaluated using the 
heurist function. The previously mentioned fitness function 
under section B was used as the heuristic function for ILS. If 
the new solution gives a better fitness value, then the old 
solution is discarded, and new solution is considered as the 
current solution. 

The process is continued until x number of iterations are 
explored and the best Solution (the solution with minimum 
fitness value) is selected as the number of tourists that can be 
accommodated for each location. 

IV. RESULTS AND DISCUSSION 

A. Experimental Setup 

The optimization algorithms were implemented using 
Spyder application under Anaconda Navigator which is a free 
and open source distribution of the python programming 
language. Experiments were performed on a laptop with the 
following specifications; 

 CPU: Intel Core i7 (2.40GHz) 

 RAM: 4GB  

 OS: Windows 10 (64-bit Operating System)  

The statistics collected from the IDH were used (number of 
dengue patients, number of specialized wards, number of 
nurses etc.) for the experiments [6]. 

B. GA based Approach for Nurse Allocation 

In this section, the results of the GA approach are 
presented, which was one of the approaches used to allocate 
nurses optimally.  
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The solutions are generated assuming there are 25 nurses 
and 3 wards. There are 30 patients in Ward 1, 30 patients in 
Ward 2 and only 10 patients in Ward 3.   

Experiment 1: As explained earlier, the GA process tries to 
improve the given initial solution by applying genetic 
operations over the generations. To explore how GA process 
improves the initial solution, 30 rounds of experiments were 
conducted [7]. First, find the initial solutions, and then improve 
the solution using GA process. As shown in the figure 4, the 
important observation was that most of the improvements in 
the fitness function happens early on (during first 250 
generations) and after that improvements decrease 
significantly. In fact, there were very few improvements after 
300 generations. 

 

Fig. 4. Effect of Number of Generations on the Fitness Score. 

Experiment 2: GA process begins with a set of solutions 
known as the initial population. To evaluate how GA process is 
affected by the size of the population (number of initial 
solutions), experiments were carried out for different 
population sizes (30 rounds of experiments for each population 
size) [7]. As shown in figure 5, the results showed that a better 
solution can be achieved when the population size is greater 
than 10. 

 
Fig. 5. Effect of Population Size on the Fitness Score. 

C. ILS based Approach for Nurse Allocation 

The same data set and same fitness function were used (as 
the heuristic function) for ILS approach, to compare ILS 
approach with GA approach.   

Experiment 3: As explained in Section III, the ILS process 
generates the initial solution using two approaches: (1) best fit 
and (2) random fit. Two sets of experiments were conducted 
separately for the two approaches (30 rounds of experiments 
for each approach) [8].  

In each experiment, revealed how the ILS tries to improve 
the given initial solution by applying perturbation and hill 
climbing over the iterations. First, find the initial solution (by 
best fit or random fit), and then improve the solution using ILS 
process.   

As shown in the figure 6, the first observation was, starting 
with an initial solution generated by best fit approach was 
better than starting with an initial solution generated by random 
fit approach. As the best fit approach already provided an 
initial solution which was much better, the ILS process did not 
have to do much work to improve the solution in its iterations. 
Therefore, if started with an initial solution from the best fit 
approach, one can find a better solution fast.   

The next observation is, in general, that most of the 
improvements in the heuristic function happens early on 
(during first 20 iterations) and after that improvements 
decrease significantly. 

 
Fig. 6. Effect of Number of iterations on the Fitness Score. 

D. Genetic Algorithm Approach vs. Iterated Local Search 

Approach 

This section presents the results of GA approach vs. ILS 
approach comparison. For both approaches, the same initial 
solution was used and carried out GA process and ILS process 
separately. 

Experiment 4: To evaluate the performances of GA and 
ILS, in terms of the fitness value, four scenarios were 
considered where the number of nurses were varied for each 
scenario. 30 rounds of experiments were conducted for each 
scenario, with GA and ILS separately. As shown in table 1 and 
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figure 7 (averages of 30 experiment rounds), GA was able to 
find better solutions than ILS, in all four scenarios. 

TABLE I. FITNESS VALUES COMPARISON (GA VS. ILS) 

Number of 

nurses 

Best Fitness Score 

Genetic Algorithm Iterated Local Search 

15 49 67 

20 22 25 

25 12 16 

30 9 10 

 
Fig. 7. Fitness Values Comparison (GA vs ILS). 

TABLE II. TIME COMPARISON (GA VS. ILS) 

Number of 

nurses 

Time Taken (seconds) 

Genetic Algorithm Iterated Local Search 

15 0.025986 0.027986 

20 0.048973 0.049971 

25 0.037977 0.051970 

30 0.059965 0.070957 

 
Fig. 8. Time Comparison (GA vs ILS). 

Experiment 5: To evaluate the performances of GA and 
ILS, in terms of the time, once again, four scenarios were 
considered where the number of nurses were varied for each 
scenario. 30 rounds of experiments were conducted for each 
scenario, with GA and ILS separately. As shown in table 2 and 

figure 8 (averages of 30 experiment rounds), GA was able to 
find solutions faster than ILS, in all four scenarios. 

V. FINAL REMARKS 

We have proposed a platform for Dengue disease 
management with following modules: (1) a prediction module 
to predict the dengue outbreak and (2) an optimization 
algorithm module to optimize hospital staff according to the 
predictions made on future dengue patient counts. 

This paper focuses on the optimization algorithm module to 
generate the hospital staff schedule, specially the nurse staff 
allocation, based on two approaches: (1) GA and (2) ILS. 
Experiments were conducted to measure the performances of 
the optimization algorithms using the statistics collected from 
IDH. With the real data sets, the results show that, GA and ILS 
can decide the optimal allocations dynamically in the order of 
seconds. Also, the results show that the GA approach is much 
efficient and faster than the ILS approach when considering the 
fitness value and the performance. 

Comparing to similar surveys, this study depicts that the 
proposed optimization algorithm (GA) is not only fast but is 
also efficient and the same solution which we have developed 
using GA can be used to solve similar optimizing problems. As 
mentioned previously the experiments were conducted 
considering a limited dataset taking into consideration the 
situation of the IDH hospital. For further analysis, a larger 
dataset is essential to achieve improved results. 

As the future work, we are planning to work on the 
prediction module to complete our proposed platform for 
Dengue disease management 
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Abstract—This paper is aimed to examine the adoption of the 

Internet of Things (IoT) in industry (so-called Industrial Internet 

of Things, shortly IIoT) and the requirements for higher 

education in the times of the fourth industrial revolution. The 

addition of the fourth letter, “I” in front of the “IoT” coins the 

name of the new concept, “IIoT” in relation with another term, 

“Industry 4.0”. Because these concepts have no precise and 

widely accepted definitions, we presented some considered 

relevant by scientific literature. The paper also highlights the 

most important similarities and differences between these 

concepts. IIoT is a very dynamic concept and it will constantly 

bring changes in digital technologies, requirements and markets, 

and will also transform industries and business practices. 

According to manifold studies, currently, there is a skill gap 

which may widen in the future if no action is taken. Higher 

education must adopt the latest related technologies and must 

adapt to the new ways in which people, machines, services and 

data can interact. Consequently, employees, students, graduates, 

etc. have to be equally dynamic in learning and acquiring new 

skills. The transition from higher education to employment is a 

challenge that could be more easily addressed through the efforts 

of all stakeholders, from individuals to organizations, and from 

businesses to governments. As changes in higher education take 

time, all stakeholders will now have to act in preparing for the 

Industrial Internet of Things. 

Keywords—Industry 4.0; Industrial Internet of Things; Internet 

of Things; higher education; skills gap 

I. INTRODUCTION 

Industrial engineering is constantly bound to adapt to the 
many occurring changes, from progress in business models to 
the most advanced information and communications 
technologies; the purpose is to increase the overall quality of 
products and productivity, and also to reduce overall costs. 
Currently, we are witnessing the rise of a new digital industrial 
wave, namely the fourth industrial revolution (IR 4.0 or FIR), 
enabled by the widespread deployment of inexpensive smart 
sensors, processors, wireless sensor networks, embedded 
systems, but also by the advances in data storage, analytics, 
cloud infrastructure, and so on. Various worldwide surveys 
conducted in relation to the industry field reveal that the 
biggest current technological initiative for implementing this 
revolution is the Industrial Internet of Things (IIoT). 

In a report [1], Accenture estimates that the Industrial 
Internet of Things could add $14.2 trillion to the global 
economy by 2030. The global Industrial Internet of Things 

market is anticipated to expand at a CAGR of +24% during the 
2018-2022 [2]. A McKinsey report [3] anticipates that by 2025, 
the percentage of factories adopting IIoT will reach 65%-90% 
in advanced economies and 50%-70% in developing 
economies. 

Researchers estimate that the IIoT development will impact 
different sectors, influencing both the industry and the labor 
market, leading to the creation of new jobs, but also to the 
elimination of some existing ones. Thus, various studies on 
technology uptake conducted in different countries reveal that 
the adoption of new technologies is expected to have a 
significant impact on the employment landscape. For example, 
according to [4], ―in many industries and countries, the most 
in-demand occupations or specialties did not exist 10 or even 
five years ago, and the pace of change is set to accelerate‖. The 
same report estimates that ―65% of children entering primary 
school today will ultimately end up working in completely new 
job types that don‘t yet exist‖. This is also the case of the 
Industrial Internet of Things. Various publications have 
focused their attention on this new concept, analyzing, among 
others, both the multiple possible benefits and challenges 
generated by the application of this paradigm across different 
economies. In addition to the technological barriers, the 
widespread and accelerated adoption of the Internet of Things 
(IoT) paradigm in the industrial field is hampered by the skills 
gap. According to manifold studies, currently, there is a skills 
gap which may widen in the future if no action is taken. For 
example, an analysis from Deloitte [5] reveals that over the 
next decade, there will be 3.5 million job openings in 
manufacturing, but only enough skilled labor to fill less than 
half of them. And as IIoT growth takes hold, the need for 
skilled workforce will intensify. One solution to reduce the 
skills gap lies in education, for example through effective 
skills, re- and up-skilling programmes. IIoT is a very dynamic 
concept and it will constantly bring changes in digital 
technologies, requirements and markets, and will also 
transform industries and business practices. Consequently, 
employees, students, graduates, etc. have to be equally 
dynamic in learning and acquiring new skills. Higher education 
must adopt the latest related technologies and must adapt to the 
new ways in which people, machines, services and data can 
interact. 

This paper is concerned specifically with the importance of 
higher education in supporting the development of the skills 
and competencies required for the Industrial Internet of Things 
era. Currently, the pictures of Internet of Things, Industrial 
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Internet of Things and Industry 4.0 are still quite blurry. 
Although IoT, IIoT and Industry 4.0 are closely related 
concepts, they cannot be interchangeably used. So far, there is 
no generally accepted definition for each of these terms and in 
an attempt to understand these concepts, this paper tries to 
clarify them. The literature in the field proposes several 
definitions, some of them being presented in a section of this 
paper. Next section provides a short comparison of IIoT and 
IoT. The IIoT development is being enabled by the improved 
availability and affordability of inexpensive (smart) sensors, 
processors, embedded systems, etc., but also by the 
developments in data storage, analytics, cloud infrastructure, 
and so on. Standardization plays an import role for the further 
development and spread of IIoT. In addition to listing the 
important IIoT enablers, we also highlight the opportunities 
and challenges brought forth by IIoT. The next section outlines 
some possible directions for future research and the paper ends 
with some concluding remarks. 

II. IOT, IIOT, INDUSTRY 4.0 

A. IoT, IIoT and Industry 4.0 Concept Disambiguation 

The concepts of Internet of Things, Industrial Internet of 
Things and Industry 4.0 do not have precise and widely 
accepted definitions. The literature in the field proposes several 
of them, some being presented in the following paragraphs. 

Internet of Things: 

 is ―enabling advanced services by interconnecting 
(physical and virtual) things based on existing and 
evolving interoperable information and communication 
technologies‖ [6]. 

 ―is not a single technology; rather it is an agglomeration 
of various technologies that work together in tandem‖ 
[7].  

The Industrial Internet of Things, viewed as an industrial 
adaptation of the Internet of Things, has many naming 
variations— ―Industrial Internet‖ as GE terms it, ―Internet of 
Everything‖ term proposed by Cisco, Rockwell Automation‘s 
―IoT Industrial Revolution‖, IBM‘s ―Smarter Planet‖ or the 
European ―Industry 4.0‖ or ―Industrie 4.0‖ (original German 
term), respectively French ―Industrie du Futur‖ (Industry of the 
Future). The term Industrial Internet of Things (abbreviated as 
IIoT, I-IoT, I2OT or I2oT) is used to represent what is 
expected to revolutionize the industry, by merging the digital 
and real industry [8]. The Industrial Internet of Things is 
defined as follows: 

 ―a universe of intelligent industrial products, processes 
and services that communicate with each other and with 
people over a global network‖ [9]. 

 ―is a distributed network of smart sensors that enables 
precise control and monitoring of complex processes 
over arbitrary distances‖ [10]. 

Industry 4.0 or Industrie 4.0: 

 ―focuses on the end-to-end digitisation of all physical 
assets and processes as well as integration into digital 
ecosystems with value chain partners‖ [11]. 

According to [12], the Industrial Internet of Things is 
related with Industry 4.0: ―all Internet of Things applications in 
Industry 4.0 are forms of IIoT, but not all IIoT use cases are 
about the industries which are categorized as Industry 4.0‖. 

In many cases, the terms Industry 4.0 and Industrial 
Internet of Things are used interchangeably [13], despite the 
differences between them. But, according to [14], ―Industrial 
IoT and Industry 4.0 essentially have a cause-and-effect 
relationship. That is, the Industrial IoT is the basis for, and will 
result in, the fourth industrial revolution‖. Industry 4.0 or i-4.0 
initiative is focused specifically on the manufacturing industry 
and ensuring its competitiveness in a dynamic global market. 
The IIoT concept is ―more focused on enabling and 
accelerating the adoption of Internet-connected technologies 
across industries, both manufacturing and non-manufacturing‖ 
[15]. In fact, IIoT is viewed as a key enabler for the 4th 
industrial revolution (IR 4.0). 

The term coined by the addition of the fourth letter, "I" in 
front of IoT describes the new concept, IIoT. There are some 
common points between these concepts, IoT and IIoT, but 
there are also notable differences, some of which are being 
presented in the next section of this paper. 

B. Industrial Internet of Things vs. Internet of Things 

Although the Industrial IoT follows the same core 
definition of the IoT and share some common characteristics 
(Table 1), these paradigms are also distinguished by different 
features (Table 2). 

TABLE I.  IOT VS. IIOT - SIMILAR CHARACTERISTICS 

Perspective Internet of Things and Industrial Internet of Things 

Availability of 

connected 
devices 

availability of affordable and intelligent devices; 

connectivity brings the true value of IoT and IIoT, 

ensuring monitoring, control, etc.; although they are used 

to reach different goals 

Architecture [Collect | Store | Analyze | Share] architecture 

Technologies 

involved 

cloud computing, communication technologies, (smart) 

sensors technologies, big data, advanced analytics, 

machine learning, etc. 

Challenges 

the multitude of available standards and technologies, 

interoperability, security and privacy protection, skill 

shift for users, lack of experience and expertise for 

developers, acceptance, capital 
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TABLE II.  IOT VS. IIOT - DIFFERENT CHARACTERISTICS 

Perspective Internet of Things 
Industrial Internet of 

Things 

Connected 
things 

consumer-level devices, 
usually less expensive 

critical machines, sensors, 

systems, usually with a high 

degree of complexity 

Service model human-centric machine-centric 

Applications 
consumer-oriented 

applications 
industry-oriented applications 

Communication 

infrastructure 
essentially wireless wireless and wired 

Communication 
capabilities 

a small number of 

communication 

standards 

a high number of 

connectivity standards and 

technologies 

Amount of data medium to high  high to very high 

Criticality not stringent 
mission critical (timing, 

reliability, security, privacy) 

Real-time 

requirement 

usually no, dealing with 
less time-sensitive 

systems 

most often has a key role 

C. Industrial Internet of Things Enablers, Benefits and 

Challenges 

There are various IIoT enablers: software and hardware 
technologies; business organization and culture; 
standardization; public policy; skilled human resources, 
detailed in Fig. 1. Thus, for example, in order to implement 
flexible, customizable, and efficient industrial systems, 
completely aligned with the IIoT concepts, all related enabling 
technologies (industrial networks, cloud computing, big data, 
artificial intelligence, data analytics, blockchain, etc.) and 
hardware systems (embedded systems, industrial robots, etc.) 
must be equally developed for being integrated into IIoT 
systems [16]. 

IIoT platforms have played and will play an important role 
in supporting the development and implementation of IIoT 
applications, by reducing the complexity of various phases of 
the application lifecycle like, for example, development, 
deployment, etc. Currently, there are more IIoT platforms 
available [17]. As IIoT becomes better defined and continues 
to grow and to be further developed, more impactful and 
powerful IIoT applications can and will be created and 
deployed; development of these applications may or may not 
use an IIoT platform. 

 

Fig. 1. IIoT Enablers. 

IIoT could bring various benefits in an industrial context, 
some of the key ones being the following: monitoring 
production flow and inventory; enhancing automation, 
productivity, industrial safety, efficiency, security and quality 
control; enabling easy maintenance, inventory management, 
products tracking and tracing, development of new business 
models, services and/or products; optimization of packaging, 
logistics and supply chain; reduction of human errors and 
manual labor, and of costs (both in terms of time and money), 
etc. 

Besides all the benefits, the large-scale deployment of IIoT 
is beset with various challenges. The key challenges ―stem 
from the requirements in energy-efficient operation, real-time 
performance in dynamic environments, the need for 
coexistence and interoperability, maintaining the security of the 
applications and users‘ privacy‖ [18], establishing connectivity, 
lack of standardization, etc. Besides technical challenges, there 
are broader social, economic and political enabling factors that 
have to be overcome. Thus, the adoption of the Internet of 
Things paradigm in the industrial field is delayed by the so-
called skills gap. The literature reports that currently, Industrial 
Internet of Things represents a cornerstone of many 
companies‘ business strategies. Also, many agreed that rapidly 
developing IIoT will have significant and far-reaching effects 
on the industrial and market sectors, transforming and 
redefining virtually all markets and industries; the effects will 
also generate changes in other fields, such as education. 

III. IIOT HIGHER EDUCATION 

In order to address higher education in the context of the 
Industrial Internet of Things, we have in view a holistic view of 
all IIoT-related higher education perspectives from: 

 A scientific perspective – universities are conducting 
research both in the IIoT field and the IIoT-related 
fields, thus contributing to the expansion of knowledge 
horizons; 

 An educational perspective - through their teaching, 
universities actively support the dissemination of IIoT 
know-how amongst students and graduates, thus 
improving the stock of skilled human capital; 

 A technological perspective - universities support the 
transfer of their know-how to industry, by focusing on 
technology transfer. 

Next, we are trying to present some aspects of IIoT higher 
education, by taking into account the above mentioned 
dimensions. 

A. The Scientific Perspective 

In recent years, there has been a growing interest in 
Industrial Internet of Things and IIoT, as Google Trend shows 
(Fig. 2). We can visualize the relative popularity of these 
keywords between 2008 and 2018. 

Moreover, the number of publications that addressed 
Industrial Internet of Things is quickly growing. Some of these 
publications present the findings of the research carried out in 
universities. In order to summarize the current status of 
scientific publications on the use of IoT in industries, the 
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authors of this paper carry out an extensive literature review by 
examining important articles from six relevant academic 
databases (Web of Science, IEEE Xplore, ScienceDirect, 
SpringerLink, Scopus, ACM digital library). As a result, we 
found a large number of journal articles and conference papers, 
books and book chapters related to the existing IIoT research. 
For example, we found 453 IIoT-related scientific articles and 
books/chapters published from 2011 to 2018 just by searching 
the Web of Knowledge database. We also identified the 
publications where at least one author has an academic 
affiliation. Fig. 3 displays the number of scientific publications 
stored in the above-mentioned databases, by taking into 
consideration two categories for author‘s affiliation: academic 
and non-academic. The figure highlights the noticeably 
growing trend of IIoT research in the recent years and as well 
as the important role played by academic authors. 

 
Fig. 2. Search Volume Index for the Data Provided by Google Trends 

Corresponding to the Industrial Internet of Things and IIoT Search Terms. 

TABLE III.  THE NUMBER OF SCIENTIFIC PUBLICATIONS ON INDUSTRIAL 

INTERNET OF THINGS 

Search 
Web of 

Science 
IEEE 

Science 

Direct 

Springer 

Link 
Scopus 

ACM 

digital 

library 

Industrial 
Internet 

of Things 

453 461 63 442 725 23 

Industrial 
Internet 

of Things 

and 
academic 

affiliation 

187 316 50 397 509 16 

 
Fig. 3. Number of Scientific Publications Related to the IIoT. 

B. The Educational Perspective 

Secondly, we have in view the educational dimension of 
the IIoT Higher Education. 

Various worldwide studies, reports and scientific papers 
reveal the fact that the biggest challenge of the Industrial 
Internet of Things supporters is not so much technology itself 
but the people. While digital technologies are rapidly becoming 
a commodity, success largely depends on an organization‘s 
Digital IQ [19]. Therefore, it is critical to improve the digital 
skills of the employees who need to roll out digital processes 
and service [20]. 

Based on the existing trends, experts predict that profound 
changes starting from the content to the delivery within the 
Internet of Things and Industrial Internet of Things are needed 
in regards to the main aspects of education. In order to meet the 
changing requirements and respond to the increasing demand 
for a future highly skilled workforce, new effective educational 
programmes will have to be improved or developed and/or the 
existing academic curricula will have to be re-structured. 
Furthermore, higher education institutions have to overcome 
the traditional way of learning, by embracing the latest 
technologies in order to innovate the learning process. 
According to [21], workers who are skilled at developing and 
deploying IIoT systems will find themselves in greater 
demand. Digital competences and innovation are widely 
considered to be some of the key drivers to boost the 
competitiveness of companies within the IIoT context. In this 
respect, disruptive technologies, such as those listed in the 
previous section, which have been leveraged for the 
development of IIoT, should be viewed as building blocks for 
the basis of a curriculum adjusted to meet the IIoT‘s 
requirements. Furthermore, according to the recommendations 
of various studies and reports, universities must equip students 
with attributes that will enable them to respond to an uncertain 
future – by ―handling ambiguity, emotional intelligence, 
adaptability‖ [22]. It is a fact that the focus on the technical 
development of the individual is just a part of the IIoT‘s 
educational vision. According to [23], ―the ongoing 
reorganization and realignment of education systems‖ will also 
be of a paramount importance. 

The transition from higher education towards employment 
is a challenge that could be more easily addressed through the 
efforts of both universities and employers, as part of 
universities-employers partnerships. In fact, the importance of 
employer-university relationships is also supported by the 
graduate employment rate as a key performance indicator for 
universities. Consequently, universities have increased their 
focus both on supporting the employability rate of students and 
graduates, and on their partnership with the business and 
industry sectors. The purpose is twofold: to prepare students 
for the labor market as well as to increase the graduate 
employment rates. In fact, some universities have to work 
harder and in more innovative ways to attract potential 
employers. A solution that has highly been used in the recent 
years is to involve the private sector in developing the 
academic curricula, based on specific needs. Moreover, 
placements and internships in various companies give students 
a chance to gain work experience. 
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Yet, as experts point out, the current approaches regarding 
the Industrial Internet of Things education and training do not 
rise up to the challenge [24]. Thus, in order to shape up an 
enhanced environment for Industrial IoT education, the 
training needs in different domains have to be investigated in a 
more detailed manner. Academic and Higher Vocational 
Education and Training (HVET) programs, work-based 
education, virtual and remote laboratories for educational 
purposes, national and international educational policies and 
tools, extensions, etc. should be considered. 

C. The Technological Perspective 

No doubt that the progress made in the field of IIoT 
technologies has and certainly will have the potential to 
transform the industrial sector. Industrial Internet of Things is a 
concept with a high level of innovation. Over the past few 
years, we have seen many innovations that have been designed 
as solutions to the new challenges posed by the IIoT and 
Industry 4.0. Yet, technology transfer is essential for imparting 
the information and adapting these innovations to real life 
situations. Technology transfer is defined by the Association of 
University of Technology Managers (AUTM) as ―the process 
of transferring scientific findings from one organization to 
another for the purpose of further development and 
commercialization‖. Worldwide, there is a large number of 
studies that tackle the university technology transfer process. 

The active academic technology transfer could be of 
service to a university, the region and the country, industry 
partners, and the public in a numbers of ways. Some of them 
have been revealed in an extensive number of scientific papers 
and studies. Thus, for example, we could mention the article 
from the National Academy of Inventors that attempts to 
examine the importance of "technology transfer" for 
universities [25]. 

Without simplifying the overall technology transfer process 
from the point of view of the variety of activities that 
technology transfer process encompasses, the present study 
focuses solely on patenting in relation to the Industrial Internet 
of Things within the Fourth Industrial Revolution. 

Based on the latest available information on patent 
applications on the Fourth Industrial Revolution that has been 
available until 2016, the European Patent Office (EPO) 
conducted a landscaping study on "Patents and the Fourth 
Industrial Revolution (4IR)" [26], by providing a first 
cartography of this dynamic technological field based on patent 
activity. According to this study, ―European patent applications 
related to smart connected objects are rising rapidly, achieving 
a growth rate of 54% in the last three years‖ [26]. The EPO 
report reveals that despite the fact that the growth rate of patent 
applications in this field is higher than in any other field of 
technology and is increasing at a fast rate, the patent 
applications still represent a relatively modest percentage of all 
European patent applications (only 3,3%). Moreover, the 25 
biggest 4IR applicants for the EPO in between 2011-2016 are 
large, traditionally ICT-focused companies. 

In order to support IIoT innovation with quality patents, 
universities must focus their efforts in this direction and 
encourage sharing the results gathered by their own researchers 

through licensed patents. In addition, besides stimulating 
students' creativity, providing students with patenting skills is 
very important. Academic inventions and technology transfer 
could bring significant benefits to students, by providing them 
opportunities ―to participate in real-world translational 
research, gain experience in the process of obtaining a patent, 
and work with industry, start-ups, and manufacturers‖ [25]. 

IV. FUTURE RESEARCH 

As changes in higher education take time, all stakeholders 
will now have to act in preparing for the Industrial Internet of 
Things. An analysis regarding the Industrial Internet of Things 
higher education should also take into consideration other 
aspects, which have not been presented in this paper, due to 
space limitations. A comprehensive study on how to develop 
an IIoT education system should consider and address existing 
approaches, the skills required and also the appropriate 
contexts. New digital workforce models could be developed. 
Also, the study should focus heavily on all the educational 
activities related to IIoT, including academic and Higher 
Vocational Education and Training (HVET) programs, work-
based education, virtual and remote laboratories for didactic 
educational purposes, but also national and international 
educational policies and tools, etc. Alongside the realignment 
of university curricula, the main findings should focus on a 
comprehensive strategy, to develop good practices and 
recommendations to reform education so that it becomes more 
responsive to the requirements of the future workforce; the 
purpose is to further build and strengthen the collaboration 
between education and the labor market, in order to consolidate 
future employment trends. 

V. CONCLUSIONS 

This paper is aimed to examine the ‗Industrial engineering 
education‘, focusing on the adoption of the Internet of Things 
in industry (Industrial Internet of Things) and the requirements 
for higher education in the times of the fourth industrial 
revolution. 

The pictures of Internet of Things, Industrial Internet of 
Things and Industry 4.0 are still quite fuzzy. Because these 
concepts have no precise and widely accepted definitions, we 
presented some considered relevant by scientific literature. The 
paper also highlights the most important similarities and 
differences between these concepts. 

IIoT can bring important benefits to companies in all types 
of industries. To seize the opportunities brought forth by IIoT, 
several obstacles would need to be overcome. Thus, for 
example, besides focusing only on the technical issues, the 
relationships between all stakeholders, from individuals to 
organizations, and from businesses to governments, must also 
be taken into consideration. Over the coming years, business 
and governments must intensify their efforts and escalate 
investments, but also must change their approach to education, 
skills and employment. Higher education must also intensify 
efforts aimed at tackling skills gaps and it must take additional 
measures in order to anticipate and address in a timely manner 
the issues related to the potential large-scale transformations of 
the employment landscape and the ‗holistic‘ nature of skills 
requirements. In this respect, developing stronger employer-
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university ties for internships, training needs assessment, etc. is 
a valuable strategy needed to be encouraged and extended in 
the near future. 
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Abstract—Coverage plays a vital role in wireless sensor 

networks (WSNs), since it is used as one of the important 

measure to achieve the performance of the sensor network. The 

sensor nodes in WSN have limited power and energy resources. 

So, energy efficiency is an essential factor that should be 

considered along with coverage while designing the coverage 

protocols. During the past few years, many efforts have been 

made by the researchers on designing different coverage-aware 

protocols. Different coverage-aware protocols may impose 

different ways to solve the coverage and efficient utilization of 

energy among sensor nodes. In this paper, we present a review on 

coverage-aware protocols by highlighting their functionalities. 

Keywords—Wireless sensor network; coverage area; energy 

efficiency; coverage protocols 

I. INTRODUCTION  

In recent years, wireless sensor networks (WSNs) have 
been implemented in many application areas like wild fire 
detection, habitat monitoring, battlefield, industrial, 
agricultural and medical etc. [1]. In WSN, large numbers of 
sensors are deployed in the field of interest. The deployed 
sensors are low cost, small in size, and have limited power and 
communication capabilities. Moreover, sensor nodes 
communicate with each other and can cover the anticipated 
field of interest. In WSN, sensor nodes have the capability to 
sense the activities in an area of interest, process them, and can 
forward them to the base station [2]. The most essential factor 
to install an efficient sensor network is to search the best node 
installment schemes and efficient topology approaches [3] [4]. 
To manage the connectivity coverage is very essential for a 
sensor network. 

Mostly sensors are supplied with limited energy resources. 
In particular applications, nodes are deployed in rigid 
surrounding, from where it is tough to recharge or change the 
batteries. Without any predefined planning, nodes are 
randomly placed in a desired region. Once nodes are deployed, 
they can automatically configure the network. In sensor 
network applications, numerous sensors are placed in the 
territory. Hence, there might be a chance that one or more 
sensor nodes are tracking a covering region. So, the data 
sensed by more than one sensor nodes have a small amount of 
redundancy. The optimal approach is to deploy lowest number 
of sensors in an area to get full coverage. 

The life cycle of a sensor network can be determined by the 
time period in which a network is capable to achieve the 
sensing and communication task with the base station (BS) [5]. 

At the same time, a few sensor nodes may fail due to the 
hardware breakdown or power deficiency. Meanwhile there 
might be a chance of deploying more nodes to sustain the 
suitable coverage degree. In addition, when there is no more 
coverage possible and sensing voids appear then the coverage-
aware protocols need to manage the sensing voids. The 
coverage redundancy appears in WSN, if more than one sensor 
nodes are sensing the same region which would result in more 
consumption of energy. Due to the limited energy resources in 
WSN, it is essential to detect the active redundant nodes and 
put them in OFF state unless they are needed to be in ON state. 
Due to the small power battery, we must use the sensor nodes 
in an efficient way so as to maximize the network life cycle 
[6]. 

 The biggest key issue raised recently is how to deal with 
the coverage. Based on the object covering, the coverage issue 
can be categorized into path, region and target coverage. Each 
point in the region must be tracked by minimum number of 
nodes. To achieve the best coverage, the nodes should be 
placed with particular amount in order to cover the complete 
region. Therefore, coverage-aware protocols are needed to be 
designed in such a way that they can achieve full coverage with 
efficient utilization of power and communication resources. 
This paper provides a comprehensive review on coverage-
aware protocols. 

     Rest of the paper is organized as follows. Section 2 
highlights the coverage and connectivity problems based on the 
energy consumption and deployment strategies. Section 3 
briefly provides an overview on coverage-aware protocols 
based on comparison study. Finally the section 4 concludes the 
review article. 

II. LITERATURE REVIEW 

Wireless sensor network is configured in an area of interest 
to provide the best coverage along with efficient utilization of 
energy. The proposed schemes for coverage in a wireless 
sensor network must consider several factors. The capacity of 
sensors should be reviewed. Mostly researchers emphasize on 
only one deployment model. Every sensor has a specific 
covering capability to cover an object in the deployed field. A 
node can cover a small range of field. Hence, in a WSN 
various sensing models can be composed according to the 
needs of the environment. 

Some sensor nodes have uniform communication ranges; 
many sensors’ radio transceiver has the capability of altering 
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communication power continuously to acquire various 
transmission ranges. After the deployment of sensor nodes 
either distributed or centralized algorithm is run to find the 
sufficient coverage in the field. The coverage algorithm 
executes in a center node. Data from entire sensor nodes 
requires to be forwarded to central node. In distributed 
approach, the coverage algorithm is run in WSN which 
depends upon data from various nodes. 

Mostly a huge number of sensors are placed in a territory to 
be supervised. In WSN, numbers of sensors are generally more 
than mobile-adhoc network [7]. In a WSN, placement of nodes 
can generally be classified as a dense deployment or a sparse 
deployment. In dense deployment, large numbers of sensor 
nodes are scattered in the field of interest. On the other hand in 
sparse deployment, few nodes are scattered in the field of 
interest. The deployment of sensor nodes in a WSN can be 
deterministic or random as shown in Fig. 1 and Fig. 2. In 
random approach it is compulsory to place extra nodes to get 
the full coverage. 

 
Fig. 1. Deterministic Deployment of Nodes. 

 
Fig. 2. Random Deployment of Nodes. 

The following section provides a brief review on coverage-
aware protocols for WSN.  

A. Low-energy Adaptive Clustering Hierarchy (LEACH) 

The LEACH protocol is a cluster-based scheme for small 
sensor networks which integrates the concepts of media access 
and energy- efficient cluster based routing that is combined 
with application specific data collection in order to get the 
application perceived quality, latency and good performance 
based on life cycle of the network [8]. The objective of 
LEACH is to switch off the nodes that are non-head nodes as 
much as possible. The function is distributed into periods and 
each period contains a steady phase and set-up phase. At the 
same time, set-up phase selects the cluster heads and every 
node gets a cluster by selecting the cluster head which needs 
small amount of transmission energy. 

The limitation of LEACH is that the cluster head node 
consumes more energy as compared to non-cluster head nodes. 
The failure of cluster-head node breaks the communication of 
all of its connected nodes. 

B. Coverage Configuration Protocol (CCP) 

CCP is a decentralized protocol. It proposes that every 
sensor has a static circular covering area, having sensor at 
center [9]. CCP protocol also proposed that every sensor know 
the information of its location correctly. For the required 
coverage degree, CCP protocol configures a network. Various 
degrees of sensing coverage are needed by many of the 
applications, in which each location of area is tracked by many 
nodes. Each sensor node can be in one of the three modes in 
CCP protocol; active, listen and sleep. Sensor node actively 
covers the field for an object in an active mode. The node 
switch off its radio to preserve energy in sleep mode. The 
sleeping node repeatedly goes into listening mode to check 
whether to enter into active mode or not. The node remains in 
an active mode until or unless the CCP switch off condition is 
true. Each sensor node in CCP requires managing a 
neighborhood table. In this way node can find the coverage 
overlap to inquire switch off criteria. 

The CCP is not energy efficient due to the fact that it 
consumes more energy with frequent switching of nodes from 
switch-on to switch-off and vice versa. Moreover, CCP cannot 
overcome the sensing holes due to low number of active nodes. 

C. Optimal Geographical Density Control (OGDC) 

OGDC is a density control protocol for full coverage. It 
finds the minimal number of engaging nodes [10]. OGDC 
makes use of localization methods in which nodes have the 
information of their exact position [11] [12]. It is also assumed 
in OGDC that the broadcasting range is at least double the 
covering range. In this protocol sensors can have one of three 
modes; OFF, ON and UNDECIDED. The procedure executes 
in cycles. In the starting of first cycle, all sensors join to choose 
an active node based on a switch on condition and wake up, 
adjust their mode to UNDECIDED. The first sensor of every 
cycle is selected randomly in decentralized way. All nodes 
change their modes to ON or OFF at the end of the execution 
of a cycle and still in that mode till starting of the second cycle. 

D. Lightweight Deployment-Aware Scheduling (LDAS) 

The objective of LDAS protocol is to sustain sufficient 
covering range and maximize the life time of WSN [13]. 
Among neighboring wireless sensors, the procedure of LDAS 
protocol evaluates the redundant covering area. As LDAS 
proposed that sensors have no attach device like GPS to get the 
information of location, on the probability of average partial 
and complete redundancy LDAS give tight upper and lower 
bounds. 

E. Obstacle-Resistant Robot Deployment (ORRD) 

The ORRD protocol utilizes one robot in placing static 
sensors for gaining full coverage with minimum energy 
consumption and deployment time [14]. The robot node in 
ORRD consumes less energy and provides better coverage 
with minimal deployment time. But, the algorithm gets stuck in 
dead edges with early dropped nodes or obstacles [15]. 

F. Enhanced Configuration Control Protocol (ECCP) 

The coverage area of a WSN is decreased with the presence 
of sensing voids [15]. To avoid sensing void the CCP protocol 
is inadequate. In a sensor network to prevent from sensing 
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voids ECCP algorithm gives a method however, additional 
number of active sensor nodes are required. The working of 
CCP is enhanced with the addition of a condition that the 
borders of the targeted area are sensed by neighboring sensors. 

Although to maintain the more number of needed active 
nodes, ECCP protocol make sure that in the region there is no 
sensing void. It also ensures the full coverage of region. The 
limitation of ECCP is that additional active sensors involve as 
compared to CCP due to the ECCP’s extra node switch off 
conditions. 

G. Fuzzy Based Priority Coverage (FBPC) 

FBPC coverage protocol is introduced in [16] to enhance 
the coverage in WSN. The movement of nodes depends upon 
the obstacles, distance from the borders and number of 
neighbors. The procedures in the proposed protocol depend on 
fuzzy inference engines and virtual forces. However, the 
average moving distance is relatively very long in the proposed 
protocol which consumes more energy resources. 

H. Time Constrained Targets Patrolling (TCTP) 

The TCTP algorithm is proposed, in which every target is 
designated a weight and moveable sensors which monitor 
every target according to its weight [17]. The algorithm 
establishes single path, and make sure that targets having high 
weight are visited continuously. The impairment in any section 
of patrol path badly affects the performance of the algorithm. 
Additionally, to sense all the targets the number of mobile 
sensors may not be enough. 

I. Random Backoff  Sleep Protocol (RBSP) 

RBSP is a search based protocol which uses data regarding 
the remaining energy level of the on-duty nodes [18]. For the 
calculation of Backoff Sleep Timer, RBSP applies a novel 
backoff algorithm. Depending on residual energy (RE) of 
active node, RBSP protocol makes use of sleeping window in 
order to select a random value evenly. Through this method, 
the possibility of a neighboring nodes’ switching on status is 
very down whereas on-duty node has high remaining energy. 

In RBSP, when the residual energy of the on-duty node is 

less than the specified threshold, the neighboring off-duty 

node wake-up continuously. RBSP minimizes the network 

lifetime and energy wastage due to the unneeded frequent 

wake-up of a sleeping node. RBSP makes sure that sufficient 

numbers of active nodes are available for a long period of 

time. 

J. Discharge Curve Backoff  Sleep Protocol (DCBSP) 

The DCBSP protocol provides better coverage established 

on normalized standard battery discharge curve. This curve is 

used to find the back-off sleep-time for neighboring sensor 

nodes which are in sleeping mode [19]. In DCBSP, each 

sensor has three functioning modes that are likely to ACTIVE, 

RBSP SLEEP and FLOAT. At start all sensors are in sleeping 

mode. The sleeping node awakens and switch in to a floating 

mode upon the expiration of Back-off sleep timer. 

  DCBSP is a location-unaware and statistical based 
protocol. To avoid irregular and unwanted continuously wake 
ups of off-duty sensors, the optimal back-off sleep-time 
obtained from normalized generic discharged curve. As a 
result, off-duty nodes activate only near to the deactivation of 
on-duty nodes. 

K. Distributed Lifetime Coverage Optimization (DiLCO) 

DiLCO protocol uses two techniques; network leader 
selection and scheduling to increase the life cycle of network 
and sustains coverage [20]. Firstly, the divide and conquer 
methodology is applied on an area of interest in order to divide 
it into subareas. DiLCO protocol is periodic protocol in which 
a period begins with discovery phase to send and receive data 
among sensors of likely subareas, to select a node (head) to 
achieve coverage area. Each period consists of four phases 
namely Leader Election, Information Exchange, Sensing, and 
Decision. For every period it uses the one cover set for sensing 
task. Periodic scheduling increases the robustness against the 
failures of node. In periodic scheduling, a node is excluded 
from the scheduling process if it is out of energy or fails before 
taking the decision. 

III. PERFORMANCE COMPARISON  

The performance comparison of above mentioned coverage 
protocols is based on their coverage degree, sensing area 
coverage, characteristics, objectives and node scheduling. The 
comparison is shown in Table 1. 

TABLE I. COMPARATIVE ANALYSIS FOR COVERAGE PROTOCOLS 

 

References 

 

Protocols 

                                            Parameters 

Coverage Degree Sensing Area Coverage Characteristics Constraint and Objective  Node scheduling 

[8] 

 
LEACH  NE 2-D Circular Distributed 

As much as possible switching 

off non head nodes  

Optimized base on 

cluster 

[9] CCP  NE NE Distributed 
Configured for guaranteeing 

coverage 

Random 

[9-12] OGDC Cd = 1 2.12 %(+) Distributed 
For full coverage finds the least 

number of engaging  node 

Periodic based on 

coverage 

[13] LDAS  Cd = 1 2-D Circular Distributed 
To sustain covering area and 

maximize the network lifetime 

Random 
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[14] [15] ORRD  Cd = 1 DN Centralized  

-Minimized the number of 

sensors 

-Deployment time and 

consumed energy 

NE 

[9] ECCP  Cd = 1 and 2 DN Distributed 
to avoid sensing voids in 

network get a structure 

Based on 

eligibility test 

[16] FBPC  Cd = 1 NE Distributed 

-Binary Sensing  

-Enhance initial random 

coverage 

Random 

[17] TCTP  Cd = 1 NE Centralized 
Sweep coverage for covering a 

set of line segment 

NE 

[18] RBSP  Cd = 1 12.5 %(+) 
Distributed 

energy efficient  

Evenly select a random number 

from sleeping window depends 

on remaining energy 

Depends on 

remaining energy 

[18][19] DCBSP  Cd = 1 31.23 %(+) 
Distributed K- 

neighborhood  

Maintain the sufficient count of 

ACTIVE node 

Optimized base on 

battery level 

*NE = NOT EXAMINED, DN = DATA NOT AVAILABLE, (+) = HIGHER , (-) LOWER

IV. CONCLUSION 

In WSN, coverage redundancy can be minimized by using 
various types of coverage protocols. Coverage is the important 
problem in wireless sensor networks (WSNs). Many 
algorithms have been proposed for the solution of coverage 
issues during past years. In this review article, we presented a 
brief overview of coverage optimization protocols. We take 
coverage optimization protocols along with energy efficiency 
factors into consideration and explained the various working 
techniques of both with comparison. It is observed that the 
basic purpose of coverage protocols is to retain the essential 
group of working nodes by switching off the redundant nodes 
in order to save the energy. By minimizing coverage overlap 
we can attain the energy conservation that maximizes the 
lifespan of the network. 
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Abstract—Living in a healthy environment is a need for every 

human being whether indoor or outdoor. However, pollutions 

occur everywhere and most people are merely mindful of the 

importance of having clean outdoor air to breathe and are not 

concerned about the indoor air quality. Indoor air quality refers 

to the quality within the building, and relates to the health and 

comfort of the building occupants. Dangerous particles exist in 

the outside air, pollute the indoor environment and produce 

harmful conditions as the polluted air travels into the house or 

building through windows or doors. Therefore, a wireless 

Internet of Things-based air quality device is developed to 

monitor the air quality in the indoor environment. The proposed 

system integrates a low-cost air quality sensor, temperature and 

humidity sensors, a single-board computer (Raspberry Pi 2 

microprocessor) and cloud storage. The system provides real-

time air quality reading, transfers the data through a wireless 

network to the Internet and displays the data in dedicated 

webpage. Furthermore, it stores records in cloud storage and 

sends e-mail notification message to the user when unhealthy 

condition is met. The study has a significant impact on promoting 

affordable and portable smart pollution monitoring system as the 

development of the device utilizing low-cost and off-the-shelf 

components. 

Keywords—Internet of Things (IoT); single-board computer; 

cloud storage; smart pollution monitoring 

I. INTRODUCTION 

Most people are concerned about their health, whether the 
food is safe to eat or the water is clean to drink.  The most 
important thing in healthy life is the air quality which most 
people pay little attention to the environment. The air pollution 
is frequently happening in Malaysia due to many sources such 
as open-fire, gas combustion from vehicles, and factories 
waste. These events release harmful gases and one of the 
examples is nitrogen oxide (NOX) which is the primary 
component of acid rain formation. Harmful gases affect our 
wellness and can induce lung cancer or chronic heart disease 
even though in indoor environments. This is because the 
polluted outdoor air come into the indoor environment through 
windows and doors. Thus, a system which detects the air 

pollution is necessary so that people are able to monitor the air 
quality and perform the necessary action to keep the harmful 
gases away. 

At present the sensor technology is improving as compared 
to previously. A number of researchers work with sensors to 
monitor the environment and resolve environmental issues. For 
example, a work by Kaur et al. [1] recognized environmental 
parameters such as the temperature, relative humidity, carbon 
monoxide (CO), carbon dioxide (CO2) and luminosity by using 
SHT10, MQ7, T6615, LDR respectively. Likewise, [2] used 
MQ-135 and DHT-11 sensors to detect the temperature, 
humidity, CO, CO2, smoke and alcohol. The DHT-11 sensor 
consists of Negative Temperature Coefficient (NTC) 
component to measure temperature and resistive type 
component to measure humidity. Ibrahim et al. [3] proposed an 
environmental monitoring device using a single board 
computer which allows remote access and control of a platform 
with Python programming language. The system measures 
concentrations of carbon monoxide and detects earthquakes 
through an assembled seismic sensor.  

Furthermore, Devarakonda [4] implemented a vehicular-
based mobile access for measuring fine-grained air quality in 
real-time. However, this work used expensive equipment at 
specified locations or dedicated mobile equipment and 
laboratories to perform the measurement of the pollution and it 
has portability issue. Another work by [5] depended on the 
base station to function. The value from every sensor node is 
sent after a request is received from the base station. It uses 
ultra-low power sensor based microcontroller and suitable for 
business sector. The drawback of this system is every sensor 
node needs to be ready and power up at all times to achieve 
total measurement, although the data are only required  for a 
short period. This incurs high usage of power and it is costly. 
An option of a low power consumption device will benefit the 
research. Moreover, [6] proposed a scheme that comprises of a 
base station associated with the network and a few self-
governing hubs furnished with various sensors to measure 
temperature, stickiness, light and air quality. A system with 
LabVIEW is used in order to administer the operation and 
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estimates the system. Nevertheless, this work focus on a huge 
and comprehensive system which is suitable for large scale 
arrangement.  

There are many commercial air quality sensor products and 
monitoring systems available in the market but the price is 
expensive and not affordable to employ. They consist of many 
features, functions and high-end equipment with complex 
technologies. Special skills and knowledge are required for 
system’s handling and at times it is hard to set up for those 
with no expertise. Besides, the physical size of the commercial 
air quality system is usually huge and heavy and some of the 
existing systems do not provide the notification alert and data 
storage for further analysis. Thus a device with small scale size 
is necessary to increase the portability aspects of the 
arrangement so that the device can be used anywhere and at 
any time. Hence, this study has been carried out with three (3) 
research questions: (1) What is the suitable low-cost 
component that can be used to monitor the air quality? (2) How 
can the user be alerted in specific condition? (3) What is the 
appropriate mechanism for data display and storage? These 
research questions are mapped with the research objectives of 
this study which are to develop a wireless and affordable 
Internet of Things (IoT)-based device that can monitor the air 
quality which can affect human’s health, to integrate the 
monitoring system with a cloud storage so that the information 
can be viewed online on a web, and generate an alert 
notification e-mail when the air quality is in unhealthy 
condition. The proposed solution intends to solve the 
highlighted issues by using IoT technology, wireless 
communication and cloud services. 

A number of low-cost components, off-the-shelf and open-
source products are involved in the development of the 
proposed system. For example Raspberry Pi 2 microprocessor 
which is an integrated circuit that has a processing unit inside 
the on-board chip, air quality sensor to sense harmful gases, 
temperature sensor and humidity sensor. A web page is created 
on open-source cloud platform to display and analyse the air 
quality data from the sensors. Furthermore, a notification 
message is transmitted to the user through the e-mail service 
when the air quality value is beyond the threshold limit which 
indicates the indoor atmosphere is in an unhealthy state. The 
transfer of air quality data and e-mail notification message to 
cloud storage and user are by using wireless network 
connections. So, with the proposed system the air quality in the 
indoor environment can be easily monitored in real-time. 

The remainder of this report is organized into four (4) parts. 
Section 2 presents the methodology employed in this work and 
Section 3 provides a detailed explanation of results and 
discussion. The final section concludes the paper. 

II. METHODOLOGY 

In general the implementation of the proposed system was 
guided by Rapid Application Development model (RAD) [7]. 
RAD is a type of incremental model as depicted in Fig. 1. The 
RAD methodology involves four (4) main phases which are 
requirements planning, user design, construction and testing 

and cutover. The details of each phases are described as 
follows. 

A. Requirements Planning 

The objective of this phase is a process to determine the 
needs of the study such as establishment of the problem 
statement, scope, objectives, data and functional requirements, 
and types of hardware and software used in the 
implementation. 

1) Data Requirement 
The input of the system is the air quality sensor MQ-135, 

temperature and humidity sensor DHT-22. The MQ-135 sensor 
is used to sense the air quality which comprises of chemical 
substances such as ammonia (NH3), nitrogen oxide (NOX), 
alcohol, benzene and other harmful gases. The concentration 
scope of the detection for benzene vapour and ammonia (NH3) 
are 10ppm to 1000ppm and 10ppm to 300ppm respectively, 
whereas the DHT-22 is used to sense the temperature and 
humidity in the air in degree Celsius and percentage. The 
output of the system is a notification email alert and online data 
display and storage. 

2) Software Requirement 
The main programming language used was Python. It was 

for code development of the system. It was integrated with 
several modules to realize the system’s functionalities. Other 
related software requirements were Hypertext Markup 
Language (HTML) and Hypertext Preprocessor (PHP) for web 
development that incorporated with open source ThingSpeak 
[8] cloud storage. ThingSpeak requires an Application 
Programming Interface (API) in order to provide web services 
for connecting things or objects such as storing and retrieving 
data from the sensors using Hypertext Transfer Protocol 
(HTTP) at port 80 over the Internet. As for the alert notification 
part, the system communicated with Google e-mail server for 
e-mail service of personal account.  

 
Fig. 1. RAD Methodology Phase [7]. 

TABLE I. SPECIFICATION OF RASPBERRY PI 2 MODEL1 

Model Raspberry Pi 2 Model B 

Price USD 30 

Processor type Broadcom BCM2836 ARMv7 SoC 

Processor speed Quad-core, 900MHz 

Memory speed 1GB, 450MHz 

Storage microSD 

Ethernet port 1 x 10/100 

USB ports 4 x USB 2.0 

GPIO 40 pin 

Video HDMI, Composite RCA (shared) 

Audio 
Multi-channel HD via HDMI, Stereo 
from 3.5mm jack (shared) 

Power 5v microUSB, 800mA 

Size 85 x 56 x 21mm 

                                                           
1 Element14. Raspberry Pi models comparison, 

https://www.element14.com/community/servlet/JiveServlet/previewBody/821
95-102-3-346675/PiPoster_14Jun16.pdf (accessed August 31, 2016).  
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3) Hardware Requirement 
The core development of this IoT device comprised of a 

credit-card sized microprocessor computer i.e. Raspberry Pi 2 
[9] that plugs into the monitor and a keyboard. It is the 
processing device used in this system. The specification of 
Raspberry Pi 2 is listed in Table 1. 

Another key component is the sensor. A sensor is a device 
that can detect and sense some specific input from the physical 
environment such as light, heat, motion, moisture, and 
pressure.  The output of the sensor is usually converted the 
signal to human-readable display at the sensor location or 
transmitted electronically using network environment for 
viewing or further processing. In this case, low cost MQ-135 
air quality gas sensor and DHT-22 temperature and humidity 
sensor were used in the implementation with additional 
hardware such as Wi-Fi module for wireless communication, 
LEDs for indicator, MCP3008 component for analogue to 
digital converter, breadboard, and jumper wires. 

B. User Design 

In user design phase, model and prototype that represent all 
system processes, inputs, and outputs are developed. User 
design is a continuous interactive process that allows users to 
understand and modify a working model of the system that 
meets their needs. In this study, the air quality monitoring 
system model and prototype were developed based on system 
operations, inputs and outputs. The design for the proposed 
system is illustrated in Fig. 2. It demonstrates the integration of 
the sensors, LEDs, Internet and cloud storage with the 
processing platform i.e. Raspberry Pi 2 microprocessor. 

C. Construction 

The objective of the construction phase is to carry out the 
detailed plan of the proposed scheme. The design of the 
proposed system is initially described in the user design phase 
and completed in construction phase. In this research, the 
construction was divided into three (3) parts. The first part was 
to configure all hardware and program the Raspberry Pi 2 
board based on the design to ensure the system works properly. 
Next, the cloud storage was configured so that the data 
acquisition can be stored in the cloud. The last part was the 
notification part; where a client and an e-mail server were 
configured in this system and alert notification message was 
sent to the user. The process cycles between the user design 
phase and construction until final prototype is created. Fig. 3 
illustrates the flow of the proposed system, whereas Fig. 4 
demonstrates the example of hardware connectivity, in this 
case is MQ-135 gas sensor to the Raspberry Pi board.  

D. Testing and Cutover 

In testing and cutover phase, the system combines the 
software and hardware components in order to acquire a 
complete system and test the system’s functionalities. The 
hardware prototype and the web page developed in 
ThingSpeak cloud storage were tested together to ensure all 
sensors, e-mail and LEDs work properly based on the setup 
function. In this proposed system, the level of the air pollution 
was set in the construction step accordingly as indicated in 
Table 2. It is a simplified setting of Air Quality Index (AQI) 

level
2

. However, this setting can be easily modified by 
changing the configuration program to cater future 
requirement. When the device detected the level of the health 
concern was at good and moderate level, the green-coloured 
LED lighted up, whereas when the health concern was in 
unhealthy level, the red-coloured LED turned on and a 
notification message was sent to the user via an e-mail. 

 

Fig. 2. System design of the proposed solution. 

 

Fig. 3. Flow chart of the proposed system. 

  

Fig. 4. Connectivity of MQ-135 gas sensor to Raspberry Pi. 

TABLE II. AIR QUALITY INDEX (AQI) LEVEL 

Air Quality Index  Level of Health Concern 

0 to 100 Good 

101 to 150 Moderate 

151 to 600 Unhealthy/Hazardous 

                                                           
2 U.S. Environmental Protection Agency. Air Quality Index (AQI) a 

guide to air quality and your health, 

https://www3.epa.gov/airnow/aqi_brochure_02_14.pdf (accessed 31 July, 
2016)  
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III. RESULTS AND DISCUSSION 

In this study, three (3) experiments were conducted, namely 
connectivity test of sensors with Raspberry Pi, generation of 
the alert notification message by e-mail service test and 
integration test of cloud storage.  

In the first experiment, the connectivity of MQ-135 and 
DHT-22 sensors with the Raspberry Pi board as depicted in 
Fig. 5 were tested. The connections of the sensors to the 
Raspberry Pi board were by using the general purpose 
input/output (GPIO) pins. Initially, the Raspberry Pi was 
switched on and Python script was run in the terminal by 
executing a command sudo python analog.py. This calibrated 
the air quality data. Then, the Raspberry Pi read the air quality 
data from the air sensor and displayed the data in the terminal 
of the Raspberry Pi. The DHT-22 sensor sensed the 
temperature and humidity reading whereas the MQ-135 gas 
sensor detected the air quality value. Fig. 6 illustrates the 
results of the air quality level which is in healthy condition 
with 83 ppm and temperature and humidity values are 32.7 
degree Celsius and 67.4% respectively. 

The second experiment was to send e-mail alert to user 
when the air quality value reaches the threshold limit based on 
the values listed in Table 2. The threshold value was 
configured in the main program (analog.py). The same 
command was executed to initiate the system and calibrate the 
readings from the sensors. E-mail notification was generated 
when the set threshold had been met. Fig. 7 presents the data 
retrieved from the sensors. When the air quality value was 
beyond the limit of the threshold, the air quality condition was 
stated as unhealthy/hazardous in the terminal and an e-mail 
alert was sent to the user. Fig. 8 represents the sample of the e-
mail notification that is received by the user when the air 
quality level is at unhealthy or hazardous condition. With this 
warning notification, user aware of the current condition of the 
indoor environment and further action to amend the situation 
can be considered. 

The third experiment was to examine the functionality of 
web-based cloud storage for record keeping and data 
presentation. All parts such as sensors, Raspberry Pi and 
ThingSpeak web-based cloud storage were set up accordingly. 
The command sudo python analog.py was executed to start the 
system. ThingSpeak cloud storage was used and proper login 
was required. Then, channel type Private was chosen to record 
the current reading of data from the system in graphical form. 
In addition, Data Import/Export option was selected for data 
saving. In this system the data were displayed in an online 
chart and saved on the cloud storage for further analysis. 

Fig. 9 shows the web-based cloud storage platform 
“ThingSpeak.com”. An account and channels were created in 
the implementation phase. The channel ID and API key were 
added into the main script (analog.py) to enable the reading 
process from the sensors and data saving in the cloud storage. 
Fig. 10 illustrates the data reading retrieved from the sensors 
which comprises of temperature, humidity and air quality 
values. The data from the sensors were sent to the cloud 
storage and displayed in graphical form. It shows the cloud 
storage receives the data successfully. Moreover, Fig. 11 
illustrates the .csv file that was exported from the cloud 

storage. The information is downloadable by the system’s user 
as reference report for further analysis of the air quality. 

 
Fig. 5. Connectivity of sensors and the Raspberry Pi. 

 

Fig. 6. Sensor shows the reading after calibrated. 

 
Fig. 7. Warning notification using e-mail alert. 

 
Fig. 8. E-mail notification received by the user. 
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Fig. 9. Web-based cloud storage. 

 

Fig. 10. Graphical data representation. 

 

Fig. 11. Data export (.csv file) from cloud storage. 

IV. CONCLUSION 

In this paper, we have shown the development of the 
proposed solution which integrates Raspberry Pi 
microprocessor, air quality, temperature sensor and humidity 
sensor to form an Internet of Things (IoT) -based air quality 
monitoring system. The proposed system exhibits several 
strengths such as providing a real-time web-based cloud 
application that monitor, update, and display air quality data 
online, and sends an e–mail alert notification to the user when 
air quality is in unhealthy condition that is when the set 
threshold has been met. Further analysis of the air quality 
status can be carried out by the user, such as home owners, 
school operators, company managers, and manufacturing plant 
directors to ensure indoor conditions of living or working 
environment of the building is in healthy level for all 
occupants. This smart pollution monitoring system is easy to 
install and maintain, as it requires very low technical skills and 
knowledge for device handling and system operation which 
will benefit various users. However, most of the real-time 
functionality of this system is only limited to the area that have 
wireless network access. Thus, further research in the network 
communication area should be explored to enhance the 
usefulness of the system in a wider application area towards 
achieving conducive and healthy surroundings. 
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Abstract—The current deployment of wireless mesh networks 

requires mobility management to track the current locations of 

mobile nodes around the network without service interruption. 

To do so, the Hierarchical Mobile IPv6 protocol has been chosen, 

which minimises the required signalling by introducing a new 

entity called the mobile anchor point to act as a local home agent 

for all visiting mobile nodes in a specific domain. It allows a 

mobile node to register its local/regional care-of addresses with a 

mobile anchor point by sending a local binding update message. 

However, the local binding update is quite sensitive; it modifies 

the routing to enable mobility in the wireless mesh networks. 

When a local binding update message is spoofed, an attacker can 

redirect traffic that is destined for legitimate mobile node either 

to itself or to another node. This situation leads to an increased 

risk of attacks. Therefore, this paper contributes to addressing 

this security issue based on wireless mesh networks by 

cryptography generation and verification of a mobile node’s local 

and regional care-of addresses, as well as the application of a 

novel method to verify the reachability of mobile node at claimed 

local care-of address. This is called the enhanced mobile anchor 

point registration protocol. The Scyther tool has been used to 

ensure the proposed protocol accuracy. Furthermore, the 

performance, in terms of the mobile anchor point registration 

delay and signalling overhead, is evaluated by using the OPNET 

modeller simulator. 

Keywords—Wireless mesh networks; hierarchical mobile IPv6 

protocol; authentication; secret key; Scyther tool; OPNET 

simulation 

I. INTRODUCTION 

The number of wireless devices, such as laptops, PDAs, 
Bluetooth devices and so on, is substantially increasing all over 
the world. As a result, the demand for broadband wireless 
access is increasing rapidly. Currently, it seems that wireless 
mesh networks (WMNs) [1] will play a major role in future 
anywhere–anytime communications. The WMNs have gained 
significant attention from the research community, as well as 
the industry and standard organisations, due to their wireless 
access flexibility, combined with their high coverage area, 
excellent reliability and proven cost efficiency. The WMNs 
have a wide range of applications, such as in-home broadband 
services, enterprises, communities, metropolitan areas, 
intelligent transportation, industrial automation, sensors and 
emergency/rescue networks. The WMNs have received 
considerable interest as a promising way for reliable wireless 
broadband services to gain access with minimal upfront 
investments. The WMN features (i.e., dynamic, self-organised 
and self-healing) can be deployed incrementally, one node at a 
time, as needed. As more nodes are installed, both reliability 

and connectivity will increase, which all users will 
enjoy[1],[2]. 

A WMN comprises dedicated backbone wireless access 
routers (ARs) and gateway routers to offer last-mile broadband 
connectivity to users. Since roaming is related to the desire to 
access the internet from a WMN, an efficient mobility 
management protocol is required [1]. To facilitate WMN 
abilities to locate a mobile node (MN) point of attachment for 
delivering data packets and to maintain an MN‟s connection as 
it continues to change its point of attachment in the domain, the 
Engineering Task Force (IETF) proposed the Mobile IPv6 
(MIPv6) protocol [3] to both permit this roaming connectivity 
and reduce the required signalling with the Hierarchical Mobile 
IPv6 (HMIPv6) protocol [4]. Therefore, the HMIPv6 protocol 
has been chosen to support mobility location management for 
WMNs. The HMIPv6 is a lightweight protocol (compared with 
others) for the following reasons: (1) It supports hierarchical 
tunnelling approaches that are flexible, modular and scalable 
for supporting IP-based macro and micro mobility for WMNs. 
(2) It introduces a new node agent called the mobile anchor 
point (MAP) to act as a local home agent for the MNs. Thus, 
when an MN changes its attached point in the same domain, it 
will update its location with the MAP instead of the home link, 
as defined in the MIPv6 protocol [3]. As a result, the HMIPv6 
protocol requires minimal bandwidth and computational 
resources, as well as reduces registration delays when tracking 
the current location of the MNs. Finally, the HMIPv6 protocol 
enables the deployment of a group of ARs into different 
subnets for easy employment of WMNs. 

In the HMIPv6 protocol, an MN has three IPv6 addresses, 
including a permanent home-of-address, which identifies the 
MN in its home link and remains the same during the MN‟s 
movement, and two transients: the regional care-of address 
(RCoA), which is generated based on the MAP option that is 
included in the router advertisement (RA) message, and the 
local care-of address (LCoA), which is generated based on an 
AR advertisement. When an MN moves into a MAP domain 
and configures a new LCoA and RCoA, it initiates a process to 
register both its LCoA and RCoA with the MAP by sending a 
local binding update (LBU). The MAP then replies to the MN 
with a binding acknowledgement (BA) message. This 
registration allows the MAP to create a binding for the MN 
between its LCoA and RCoA. The MAP uses this binding to 
intercept all packets that are destined for the MN‟s RCoA from 
its home link and/or correspondent nodes and forwards these 
packets to the MN‟s current location in the MAP domain by 
using the MN‟s LCoA. 
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However, the LBU is obviously quite sensitive; it modifies 
the routing to enable mobility in the WMNs. When an LBU 
message is spoofed, an attacker can redirect traffic either to 
itself or to another node, preventing the original MN from 
receiving any traffic that is destined for it. This situation leads 
to an increased risk of attacks (e.g., denial-of-service attack, 
man-in-the-middle attack). Thus, the greatest security 
vulnerabilities of the HMIPv6 protocol are both the 
authentication and the authorisation of an LBU message. 
Therefore, the use of appropriate security provisions for the 
MAP registration process is fundamental to the HMIPv6 
protocol. It is believed that the deployment of an HMIPv6 protocol 
without securing the MAP registration process could result in a 
breakdown of the entire internet [5][6]. 

This paper presents a novel scheme, called the Enhanced 
Mobile Anchor Point (E-MAP) registration protocol, to support 
the location authentication of MNs in the MAP in the WMN 
domain and to authorise the MN to use the services of the 
WMN domain. By executing the E-MAP protocol, the MAP is 
able to verify the ownership of the claimed LCoA and RCoA 
and confirm not only the authenticity of the LCoA but that it is 
indeed an MN‟s real location. The E-MAP registration protocol 
also allows the MAP to securely identify and establish a shared 
secret key with the MN. As a result, the E-MAP protocol can 
reduce the likelihood that a malicious MN can successfully steal a 
third party‟s node addresses (i.e., LCoA and RCoA), prevent a 
malicious MN from launching a flooding attack and protect any 
future binding update (BU) that could be sent from the MN to the 
MAP against the false BU attack. 

The rest of this paper is organised as follows. Section II 
provides an overview of the cryptographically generated 
address (CGA) technique, discusses the proposed 
protocols to secure the MAP registration process and related 
works of the reachability test mechanism. Section III presents 
the preliminaries behind the design of the E-MAP registration 
protocol. Section IV covers an overview of this study‟s novel 
protocol, including the idea behind the public key certificate 
CGA-based technique and the idea of simultaneously 
conducting the LCoA reachability test and generating a shared 
secret key between the MAP and the MN. Section V describes 
the E-MAP protocol in detail. Section VI presents a formal 
security analysis of the proposed protocol using the Scyther 
tool. Section VII evaluates the performance of the E-MAP 
protocol compared with both the basic MAP (B-MAP) 
registration protocol and the most related work in terms of the 
MAP registration delay and signalling overhead, using the OPNET 
modeller simulation. Section VIII concludes this paper and suggests 
future work. 

II. RELATED WORKS 

This section provides an overview of cryptographically 
generated IPv6 addresses, surveying the existing protocols, 
which are used to secure the MAP registration process in the 
HMIPv6 protocol, and related works of the reachability test 
mechanism. 

A. Cryptographically Generated Address (CGA) Protocol 

The CGA technique is used to prevent the stealing and 
spoofing of existing IPv6 addresses [7]. A CGA is an IPv6 

address for which the interface identifier part is generated, 
using a cryptographic one-way hash function that takes the 
address owner‟s public key and some auxiliary parameters as 
its input. The address owner can protect a message sent from 
the address by attaching its public key and auxiliary parameters 
to the message and signing it with the corresponding private 
key [8]. Thus, the owner asserts its ownership of the address by 
using the corresponding private key. Upon receipt of the signed 
message, the intended recipient verifies the binding between 
the public key and the address by recomputing and comparing 
the hash value with the interface identifier part of the address. 
Additionally, the recipient authenticates the address by 
verifying the signature. However, the CGA-based technique 
suffers from several limitations. First, it relies on the digital 
signature that is added to each message sent, but the IP header 
(the source address) is excluded from the signature. Therefore, 
an attacker could easily find and store its victim‟s messages 
while obtaining the victim‟s modifier and public key. Second, 
as a standalone solution, the CGA-based technique does not 
guarantee the owner‟s reachability at the claim address; an 
attacker can easily use its own public key to cryptographically 
generate a non-used address with a subnet prefix from the 
victim‟s network. Third, despite the CGA-based technique‟s 
ability to effectively prevent attackers from impersonating 
valid IPv6 addresses to launch attacks, it cannot prevent attacks 
on a network that involve redirecting data to a non-used 
address. Fourth, the CGA-based technique requires heavy 
computations to calculate and verify the digital signature, 
which could expose the network entities to denial-of-service 
attacks, particularly when the entity is an MN and has limited 
computation power or when it needs to verify digital signatures 
for many peers at the same time. Fifth, the MN can self-
generate a public–private key pair that is not certified by a 
trusted third party. In this case, the malicious node can easily 
enter the network and use these keys to assign its care-of 
addresses from a specific domain, then access the network 
resources illegally. Finally, as the address owner‟s public key 
and digital signature and the auxiliary parameter values are 
carried in the message delivery procedure to generate the 
address cryptographically, a certain amount of overhead is 
incurred due to bandwidth consumption. 

B. Existing Protocols to Secure Mobile Anchor Point (MAP) 

Registration in HMIPv6 

The specification of the HMIPv6 protocol [4] suggests the 
use of the Internet Key Exchange version 2 (IKEv2) protocol 
[9] to establish a security association between the MN and the 
MAP, along with the IPSec protocol[10],[11], to protect the 
LBU and the BA messages. However, the IKEv2 protocol has 
limitations regarding communication and computational 
overhead, making it inefficient due to cryptographic operations 
and the need for four to six messages with two to three round 
trips to create a security association between the MN and the 
MAP. Additionally, the IKEv2-based key setup is difficult to 
achieve in a multi-hop communication environment with 
dynamic connections, such as the WMN [12]. Conversely, by 
using the IPSec protocol, the MAP registration protects against 
outside attacks (i.e., an attacker cannot send a spoofed LBU 
message instead of the MN). However, the IPSec protocol can 
authenticate neither the claimed LCoA nor the RCoA, and it 
cannot prevent the legitimate MN from sending a fake LCoA, 
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which will cause the MAP to redirect traffic to the victim‟s 
location. Additionally, it does not provide a mechanism for the 
MAP to verify the ownership of the MN‟s RCoA, through 
which the MN can use the services in the MAP‟s domain. It 
also cannot prevent the attacker from replying to the LBU 
message that the MN sent earlier to the MAP. As a result, the 
MAP will redirect all subsequent traffic to the MN‟s old 
location. This situation can cause a denial-of-service attack to 
both the MN and the node that is currently located in the AR. 

Kang-Park‟s security protocol [13] aims to secure the LBU 
and the fast handover in the HMIPv6. To protect the MAP 
registration process, the protocol leverages the authentication, 
authorisation and accounting (AAA) infrastructure [14], 
through which the MAP issues the authentication ticket to the 
MN. Two types of AAA servers are employed: one is operated 
by a home service provider (AAAH), and the other is operated 
by a service provider in a foreign network (AAAF). In this 
protocol, the MAP partially protects against resource 
exhaustion during denial-of-service attacks because the 
attacker cannot know the session key that is used to secure the 
LBU message. Moreover, it protects the entities against any 
replay attack, as the timestamps have been used. However, 
using the AAA infrastructure causes a long authentication and 
registration delay. Specifically, when the MAP receives the 
LBU message from the MN, it cannot authenticate the MN 
directly and asks the AAAH through the AAAF to generate 
and send the session key. If the distance between the AAAF 
and the AAAH is too long and frequent handovers occur, then 
large delays occur. Note that the MN cannot send and receive 
data sent from the correspondent node via the MAP until the 
MAP registration process is complete. This situation causes 
critical problems in the mobile network (e.g. registration 
delay). In contrast, Kang-Park‟s security protocol cannot verify 
the reachability of an MN at the claimed LCoA and the 
authenticity of the RCoA; thus, it is vulnerable to malicious 
flooding attacks from MNs and allows the visiting MNs to use 
the MAP domain resources illegally. Furthermore, it forces the 
MN to perform heavy computations, both to generate the 
session key to secure the LBU message and to verify the 
signature, which could expose the MN to a denial-of-service 
attack when the MN has limited computational power. 

The ESS-FH protocol [15] is proposed to enhance Kang-
Park‟s protocol [13] by combining the CGA technique [8] and 
the public-key cryptography operation. The protocol provides a 
strong key exchange and key independence based on both the 
public key encryption and the CGA technique. Additionally, it 
requests the MN to sign the LBU update message with its 
private key; thus, the MAP protects against redirect attacks. It 
also allows the MAP to verify the reachability of the MN at the 
claimed LCoA and the authenticity of the RCoA; thus, it 
prevents malicious MNs from launching flooding attacks 
against the MAP and prevents the MNs from using the MAP 
domain resources illegally. However, the ESS-FH protocol 
requires the MN to perform four public key operations to 
complete the registration with the MAP, which could expose 
the MN to denial-of-service attacks when the MN has limited 
computational power. Moreover, the protocol requires 
verification of the CGA-based technique [8] and the entity 
signature in each message; thus, the MAP registration delay, 

packet loss and signalling overhead could be increased. The 
protocol also requires the MN to self-generate its public–
private key pair (unauthenticated key pair), and the RCoA is 
generated based on the CGA technique; thus, the malicious 
node can easily enter the network and use these keys to assign 
its RCoA from a specific domain, accessing the network 
resources illegally. 

The HMIPv6sec protocol [16] aims to create an SA 
between the MN and the MAP based on the CGA technique 
[8]. It employs the following requirements: (1) The MN has a 
self-generated public–private key pair. (2) The LCoA of the 
MN is generated by using the CGA-based technique (3) The 
RCoA of the MN is generated by using the secret key shared 
between the MN and the AR, and the MAP‟s prefix is 
advertised by the MAP through the AR. (4) There are existing 
secure links between all the ARs located within the MAP tree. 
(5) The MN and the MAP use the Diffie-Hellman key 
exchange protocol to compute the secret shared key. The 
HMIPv6sec protocol requires the MN to sign the LBU 
message using the secret key shared with the AR, which 
partially protects the MAP against a denial-of-service attack. 
Furthermore, it increases security by ensuring the LCoA and 
the RCoA ownership, protecting the MAP against return-to-
home spoofing attacks and preventing MNs from using the 
MAP domain resources illegally. However, this protocol 
cannot guarantee the reachability of the MN at the claimed 
LCoA; thus, it cannot protect third parties against denial-of-
service attacks. 

C. Reachability Test 

A reachability test mechanism provides assurance that the 
MN is indeed located the claimed care-of address [17]. This 
section will examine various protocols have been adopted 
reachability test in their proposed. 

Mobile IPv6 protocol used Return Routability procedure 
[3] to assist the correspondent node to assure that the MN can 
receive messages sent to the claimed home-of address and 
care-of address. The Return Routability procedure performs 
two reachability tests: a home-of address test and care-of 
address test. The MN performs the both tests simultaneously 
by sending a Home Test Init message its home agent and a 
Care-of Test Init message directly to the correspondent node. 
When the correspondent node receives the Home Test Init 
message, it sends a Home-of Test message to MN via home 
agent, including a secret home keygen token. Additionally, the 
correspondent node sends a Care-of Test message directly to 
MN in response to the Care-of Test Init message contains a 
secret care-of keygen token. However, the Return Routability 
procedure fails to provide sufficient protection for the 
correspondent registration. The attacker can sniff only the 
Home-of Test message from the correspondent node to forge 
and initiate a Care-of Test Init message by using its care-of 
address instead of the legitimate care-of address of the MN. 
Thus, the correspondent node replies to the Care-of Test 
message that the attacker uses in integration with the 
intercepted Home-of Test message to compute a binding 
management key. The attacker then impersonates the 
legitimate MN and sends a fake BU message to the 
correspondent node. As a result, all traffic redirects to the 
attacker instead of the MN. 
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The early binding update (EBU) protocol [18] is improved 
the Return Routability protocol [3] by shifting the home-of-
address and care-of address reachability test to the handover 
phase where they cannot impact the registration delay. The 
home-of-address test is executed prior to the handover (i.e. the 
MN still in the old care-of address). After the handover, the 
care-of address test runs in parallel with data transfer to and 
from the new care-of address. However, the EBU protocol pays 
the cost for this reduction delay as the MN needs to run the 
home-of-address test periodically, that could increase the 
signalling overhead. Furthermore, it suffers from the same on-
path attacks applicable to the Return Routability protocol. 

Applying CGAs technique to optimise mobile IPv6 (CGA-
OMIPv6) protocol [19] suggested to authenticate MN‟s home-
of-address by using the CGA technique [8] together with an 
exchanging Home Test Init message and Home Test messages 
with the correspondent node to proof the reachability of MN at 
the home-of-address. Thus, the protocol partially protects 
against return-to-home spoofing attacks. On the other hand, to 
proof the reachability of MN at the care-of address, the MN 
exchanges Care-of Test Init message and Care-of Test message 
with the correspondent node, which partially protects 
correspondent node against denial-of-service attacks. However, 
the protocol required the MN and the correspondent node to 
perform two public key operations during the correspondent 
registration process, which is increased the complexity 
imposed on the both entities and led to increase the registration 
delay. 

A novel scheme for supporting location authentication of 
mobile nodes [20] has been proposed to enhance the basic 
operation of the home registration defined in [3]. In this 
scheme, the authors suggested to add two extra mobility-
related messages to allow the home agent to confirm the 
reachability of MN in the claimed care-of address. Both these 
messages are authenticated using the secret key shared between 
the MN and home agent. By using this method of reachability 
test, the scheme prevents the MN from lunching flooding 
attack. However, this method of reachability test suffers the 
following limitation. (1) Two additional messages are required 
to verify the reachability of the MN at claimed care-of address 
which could expose the MN to denial-of-service attack, as the 
MN in its nature is mobile entity and has limited computational 
power. (2) The MN wish to receive the packet from its 
correspondent node as soon as handoff to foreign network, the 
proposed reachability test introduced longer delay compared 
with basic operation defined in the MIPv6 to complete the 
home agent registration. 

III. PRELIMINARIES 

Before presenting the E-MAP registration protocol, this 
section provides details of the assumptions and notations that 
the following sections use. 

A. Assumptions 

 Each AR with the MAP has a preconfigured security 
association for encrypting and authenticating 
communication exchanges. This assumption is justified 
by the fact that the HMIPv6 protocol and this study‟s 
contribution require ARs within the MAP tree to be 

involved in delivering the control mobility exchange 
messages and other packets sent by the MAP to MNs. 
Therefore, the IPsec Encapsulating Security Payload 
(ESP) protocol is used, and the AR and the MAP share 
the secret key (KAR-MAP) [4], [16]. 

 A MAP has a public–private key pair (PKMAP, SKMAP). 
The private key SKMAP is kept by the MAP and obtains 
a public key certificate (CertMAP) from a CA. The MAP 
possesses the key pair before the invocation of the 
protocol. The MAP then distributes its CertMAP among 
the ARs that are located under the same coverage in the 
WMN domain. When the ARs receive the MAP‟s 
public key certificate, they check its validity with the 
Certificate Authority before the protocol is invoked.  

 An MN and its attached AR have a preconfigured 
security association for encryption and authenticated 
communication after the MN completes a link layer 
handoff. They use the IPsec ESP protocol to protect 
mobility-related message exchanges. Thus, the MN and 
the AR share a secret key (KMN-AR). 

B. Notations 

Table 1 lists the notations to be used in the E-MAP 
registration protocol description. 

TABLE I. LIST OF NOTATIONS 

Notation Indication  Notation Indication 

LCoA 
Lcaol care-of 

address 
 SeqX 

A  sequence number of 

node X 

RCoA 
Regional care-
of address 

 Tx A timestamp of node X 

CoT 
Care-of keygen 

token value 
 Ack 

An acknowledgement  

value sent by MN to 
MAP 

Modifier A 128-bit value  MACx 

A keyed hash value 

used to ensure the  
integrity and 

authenticity of the 

message 

NX 
A nonce of 

node X 
 Kx-y 

A shared secret key 

between two  entities 

ENGKBM 
An encyption 
value using KBM 

 KBM 
A binding key 
management 

IID 
Interface 

identifire 
 | | Concatenation 

IV. E-MAP REGISTRATION PROTOCOL 

The E-MAP registration protocol is designed based on two 
combined ideas. First, the E-MAP registration uses a novel, 
lightweight, improved version of the traditional CGA-based 
technique [8] to cryptographically generate and verify the 
MN‟s LCoA and RCoA. This is called the public key 
certificate CGA-based technique. Second, the E-MAP 
registration protocol uses the light-weight LCoA reachability 
test method to allow the MAP to confirm reachability of the 
MN at a claimed LCoA. In addition, the E-MAP registration 
protocol allows the MAP to securely identify and establish a 
shared secret key with the MN protect any future mobility 
messages that could be sent from the MN to the MAP against 
the possibility of a false mobility messages attack. 
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A. Public Key Certificate CGA-based Technique 

The first idea of this study‟s proposed protocol aims to 
reduce the likelihood of a malicious MN stealing other nodes‟ 
addresses (i.e., LCoA and RCoA). It uses an improved version 
of the CGA-based technique [8], that is, a public key certificate 
CGA-based technique for cryptographic generation and 
verification of IPv6 addresses (i.e., LCoA and RCoA). The 
public key certificate CGA-based technique requires that a 
CertMAP be distributed among the ARs in the WMN‟s domain 
by the MAP before the invocation of the E-MAP registration 
protocol. This step allows the ARs to cryptographically 
generate the MN‟s LCoA and RCoA on behalf of visiting 
MNs, and the MAP uses the same public key certificate to 
cryptographically verify the ownership of those addresses. 

When the AR generates a CGA-based LCoA, it uses two 
input values: (1) a 64-bit subnet prefix of the AR and (2) the 
MAP‟s public key. The AR then uses the result of the MN‟s 
LCoA to compute the MN‟s RCoA by inputting two values: (1) 
the leftmost 64-bit of the output interface identifier (IID), 
which is computed based on the LCoA, and (2) the 64-bit 
prefix of the MAP, which is included in the RA message that is 
generated by the MAP. The AR runs the public key certificate 
CGA-based generation to compute the LCoA and the RCoA 
for the MN as soon as it receives the secure request message 
from the MN. The details are presented below and shown in 
Fig.1. 

a) Generate a 128-bit random number called a modifier 

that is used to further randomise the LCoA generated from the 

same subnet prefix and the MAP‟s public key. 

b) Concatenate from the left modifier and the AR subnet 

prefix. The AR then executes the HMAC_SHA1 function on 

the concatenation, using the MAP‟s public key (PKMAP), and 

obtains the leftmost 64 bits of the output. The result is HG: 

HG = First (64, HMAC SHA1 (PKMAP, (modifier || AR-

subnet prefix))). 

c) Form an IID from HG by setting both the U/L and 

the I/G bits to zero. 

d) Concatenate the AR subnet prefix-(64 bits) and the 

IID-(64 bits) to form an IPv6 address-(128 bits) with the 

subnet prefix to the left and the IID to the right. 

e) Perform a duplicate address detection [21] test at the 

LCoA. If an address collision is detected, increment the 

modifier by one and return to step b. 

The outputs of the above steps are (1) a new CGA-based 
IPv6 address (an LCoA) and (2) the final value of the modifier-
(128 bits). The AR then computes the RCoA as follows:  

a) Concatenate the cryptographic generation of the 

LCoA with the MAP‟s public key (PKMAP), execute the 

HMAC_SHA1 function to compute the IID that was used to 

compute the RCoA for the MN, and obtain the leftmost 64 bits 

of the output (IID). The result is (IID): IID = First (64, HMAC 

SHA1 (PKMAP|| LCoA)). 

b) Concatenate the MAP-subnet prefix-(64 bits) with 64 

bits of the IID to form the 128-bit IPv6 address with the MAP 

prefix to the left and the IID to the right. The result is RCoA: 

RCoA = (MAP-subnet prefix (64 bit) || IID″ (64 bit)). 

The output of the above steps is a new IPv6 address (i.e., an 
RCoA). In this case, the LCoA and the RCoA address 
generation is completed. In parallel, the AR then securely 
sends a pre-binding update (PBU) message to the MAP and a 
reply request message to the MN. The PBU message includes 
the MN‟s LCoA and RCoA. When the MAP receives the PBU 
message, it creates a binding cache entry for the MN and stores 
the values of the LCoA and the RCoA. Once the cache entry is 
created, the MAP waits for a limited amount of time for the 
owner of those addresses to send the BU message. If no valid 
BU message is received during the binding cache entry‟s 
preconfigured lifetime, the MAP will delete this cache entry. 
When the MN receives the reply request message from the AR, 
it securely sends the LBU message to the MAP that includes 
the LCoA and the RCoA. 

Upon receiving the LBU message, the MAP verifies the 
ownership of the claimed LCoA and the RCoA, using the 
public key certificate CGA-based verification. The process of 
verification is shown in Fig.2 and detailed below: 

a) The MAP first verifies the claimed LCoA. The MAP 

divides the LCoA into a subnet prefix-(64-bit) and an IID-(64-

bit). 

b) Concatenate from the left of the modifier and the 

subnet prefix. Execute the HMAC_SHA1 function on the 

concatenation using the MAP‟s public key (PKMAP) and obtain 

the leftmost 64 bits of the output. The result is HV, that is, HV 

= First (64, HMAC_SHA1 (PMAP, (modifier ||subnet prefix))). 

c) Compare the calculated hash value (HV) obtained 

from step ‘b’ with the IID-(64-bit) obtained from step ‘a’; the 

differences in the U/L and the I/G bits are ignored. 

d) The MAP then verifies the claimed RCoA. The MAP 

divides the RCOA into the MAP prefix-(64-bits) and the IID-

(64-bit). 

e) Concatenate the LCoA with the MAP‟s public key 

(PKMAP) to compute the IID″, that is, IID″ = First (64, 

HMAC_SHA1 (PKMAP|| LCoA)). 

f) Compare the calculated IID″-(64-bit) value obtained 

from step ‘e’ with the IID-(64-bit) obtained from step ‘d’. The 

MAP then forms the RCoA, that is, RCoA = (MAP-subnet 

prefix (64 bit) || IID″ (64 bit)). 

g) The MAP then performs a duplicate address 

detection test at the RCoA. If an address collision is detected, 

increment the modifier by one and return to step „b’. 

If both address verifications are successful, the MAP will 
gain confidence that the CGA-based LCoA and RCoA were 
generated and sent first by the AR and then by the MN within 
the WMN domain, either belonging to the MN itself or are 
non-used addresses. The reason is that with the public key 
certificate CGA-based technique in place, a malicious MN will 
need about (2

61
) attempts to produce either the LCoA or the 

RCoA that matches a third party‟s IPv6 address. 
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Fig. 1. LCoA and RCoA Generation Process. 
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Fig. 2. LCoA and RCoA Verification Process. 

B. A Light-Weight LCoA Reachability Test Method 

The aim of the light-weight reachability test method to 
allow the MAP to confirm the reachability of the MN at the 
claimed LCoA. To doing so, the AR assists the MAP to ensure 
that the MN is indeed located at the LCoA. The AR generates a 
fresh care-of keygen token (CoT) value based on the secret key 
(KAR-MAP) that is shared with the MAP, and the AR then 
securely sends the CoT value to both the MN and the MAP. 

The reachability test is initiated as soon as the MAP 
receives a valid LBU message from the MN. The MN includes 
the received CoT value from the AR to show its presence at the 
claimed LCoA; in other words, the MN sends an LBU message 
containing the CoT value to the MAP. If the MAP successfully 
verifies the CoT value, it can then ensure that the MN is indeed 
located at the claimed LCoA. This method prevents a 
malicious MN from launching a flooding attack. 
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The LCoA reachability test is new in the HMIPv6 protocol 
context; this is the first test that incorporates the CoT‟s value to 
enable the MAP to verify the reachability of the MN at the 
claimed LCoA, and it does not affect the E-MAP registration 
protocol performance in terms of registration delay and 
signalling overhead because it does not require an extra 
message between the MN and the MAP to confirm the LCoA 
reachability. 

V. E-MAP REGISTRATION PROTOCOL IN DETAIL 

This section presents a detailed description of the E-MAP 
registration protocol. As shown in Fig. 3, the E-MAP 
registration protocol executes five messages to perform the 
MAP registration process. Each message has a specific name, 
as follows: Router Solicitation (RtSol); Pre-binding Update 
(PBU); Router Acknowledgement (RtAck); Local Binding 
Update (LBU); and Binding Acknowledgement (BA). 

 

Fig. 3. E-MAP Registration Protocol Sequence Messages. 

The E-MAP registration protocol is detailed in the 
following procedures: 

 When the MN roam into the WMN domain, it registers 
with the MAP in the domain by using the E-MAP 
registration protocol. The MN initiates the E-MAP 
registration protocol by securely sending the RtSol 
message – as shown in (1) – to AR requesting to 
generate LCoA and RCoA. The MN includes a fresh 
timestamp (TMN) and fresh nonce (NMN). The TMN is 
used to protect the AR against replay attack, and the 
NMN is used to protect the MN against replay attack 
when it finds a response from the AR. 

RtSol = {TMN, NMN}              (1) 

 Upon the AR received message RtSol message, it 
checks the value of TMN to confirm the freshness of the 
message. Upon successful verification, the AR runs the 
public key certificate CGA-based generation to 
configure LCoA and RCoA for MN as stated in 
Section (IV). The AR then generates a CoT – as shown 
in (2) – based on the secret key (KAR-MAP) shared with 
the MAP and the fresh nonce NAR. 

CoT = First (64, HMAC_SHA1 (KAR-MAP, (LCoA|| 

RCoA||NAR)))              (2) 

The AR then sends the PBU message – as shown in (3) – to 
the MAP. At the same time, the AR sends the RtAck message 
– as shown in (4) – to the MN via an IPSec ESP secure tunnel. 

PBU = {LCoA, RCoA, Modifier, NAR, CoT, MACKAR-MAP 

(PBU)}               (3) 

RtAck = {LCoA, RCoA, MAPaddress, NMN}           (4) 

 When the MAP received PBU message, it checks the 
value of CoT to verify the freshness of message. Upon 
successful verification, the MAP verifies the integrity 
and authenticity of the received message using the key 
KAR-MAP shared with AR. If any of these verifications 
fails, the MAP will discard the message without any 
further action. Otherwise, the MAP creates a binding 
cache entry for the MN, in which it stores the LCoA, 
RCoA, CoT and Modifier carried by the PBU message. 
Once the binding cache entry is created, the MAP waits 
for a limited amount of time for the owner of those 
addresses to send the LBU message. If no valid LBU 
message is received from the MN during the binding 
cache entry‟s preconfigured lifetime, then the MAP 
will delete it. 

 When the MN received an RtAck message, it decrypts 
the message using the (KMN-AR) key, and it checks the 
value of NMN to verify the freshness of the message. If 
the verification fails, the MN will discard the message 
without any further action. Otherwise, the MN creates 
a binding list entry for the MAP and sets the status to 
Binding_Pending, indicating that it is waiting for 
acknowledgements from the MAP. The MN stores the 
LCoA and the RCoA values in its binding list entry and 
then generates fresh sequence numbers (SeqMN) that it 
will use to detect any replay attack when it finds a 
response from the MAP. The MN then hashes a CoT 
value enclosed in the RtAck message to generate a 
binding management key (KBM), as shown in (5). The 
MN then uses the MAP‟s address enclosed in the 
RtAck message to send an LBU message – as shown in 
(6) –to the MAP. 

KBM = SHA1 (CoT)             (5) 

LBU= {LCoA, RCoA, SeqMN, CoT, Ack, MACKBM(LBU)}              (6) 

 Upon the MAP received an LBU message, it checks 
the value of CoT to verify the freshness of the message 
and the reachability of MN the at claimed LCoA (as 
stated in Section IV). If the verification fails, the MAP 
will discard the message without any further action. A 
positive outcome from this verification check assures 
the MAP that the LBU message is fresh and comes 
from a node that is reachable in the LCoA, which 
provides some assurance of the MN‟s honesty before 
heavy computations are performed. This verification 
protects the MAP against replay attacks and resource 
exhaustion from denial-of-service attacks. Otherwise, 
The MAP verifies the ownership of the claimed LCoA 
and the RCoA, using a public key certificate CGA-
based technique (as stated in Section IV). Aftre 
sucessful the ownership verfication, the MAP hashes 
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the value of CoT to generate the binding key 
management (KBM). The MAP then verifies that 
MACKBM (LBU) value. A positive result from this 
verification check assures the MAP that the LBU 
message is indeed from the MN and has not changed in 
transit. If any of above verifications fails, the MAP will 
discard the LBU message with no further action. 
Otherwise, the MAP updates the values of the MN‟s 
LCoA and RCoA and stores the SeqMN value of the 
MN that was carried in the LBU message in a binding 
cache entry for the MN. The MAP then generates a 
fresh session key (KMN-MAP), and sets a lifetime period 
between the LCoA and RCoA of MN in the binding 
cache entry to the maxium lifetime value to reduce the 
number of redundant binding refreshes and by 
extension, signalling overheads. Finally, the MAP 
sends the BA message – as shown in (7) – to the MN 
for an acknowledgement of the binding of the LCoA 
and the RCoA. 

BA = {LCoA, RCoA, SeqMN, LTperiod, ENCKBM [KMN-MAP], 

MACKMN-MAP(BA)}             (7) 

 When the MN receives a BA message, it will use the 
MAP‟s address as an index to search its Binding 
Update list. If a list entry is found with a 
Binding_Pending status, the MN will verify the 
freshness of the message. Upon successful verification, 
the MN decrypts the code session key KMN-MAP using 
the KBM. The MN then verifies integrity and 
authenticity of the BA message. If any of these 
verifications fail, the MN will discard the message 
without any further action. Otherwise, the MN will 
story the values of LCoA, RCoA, lifetime period and 
KMN-MAP, and change the status of binding Update list 
to Binding_Complete at match list entry. In this case, 
the E-MAP registration protocol is completed. 

VI. FORMAL SECURITY ANALYSES 

This section formally verifies the accuracy of the E-MAP 
registration protocol presented in Section V. To doing so, the 
Scyther tool [22] has been used. According to [23], the Scyther 
tool is one of the fastest tools which stills finding attacks 
efficiently. To model the E-MAP registration protocol in the 
Scyther tool, the security protocol description language 
(SPDL) has been used. 

Fig.4, summarises the experimental outcomes of the 
automatic formal verification of the E-MAP registration 
protocol. The figure shows that the results of the verification 
can confirm the security properties (i.e., the secrecy of the 
exchanged values) to guarantee that the information has not 
been stolen but exchanged safely. In addition, it shows that 
each role in the E-MAP registration protocol (i.e., MN, AR and 
MAP) meets the four major authentication forms those defined 
in the Scyther tool [24],[25] namely: Aliveness (Alive), Non-
injective agreement (Niagree), Non-injective synchronisation 
(Nisynch) and Weak agreement (Weakagree). 

To conclude, the outcome means that no attacks are found 
on Scyther‟s automatic security claim verifications for the E-
MAP registration protocol. 

 
Fig. 4. Automatic Security Claims from Scyther Tool. 

VII. SIMULATION SETUP AND PERFORMANCE EVALUATION 

This section evaluates the performance of the E-MAP 
registration protocol. The performance is measured in terms of 
the MAP registration delay and signalling overhead. The MAP 
registration delay is defined as the total time taken to complete 
the registration with the MAP in the WMN domain, measured 
in seconds. The signalling overhead is defined as the total 
amount of HMIPv6 protocol signalling traffic sent and 
received by all involved entities in each proposed protocol. The 
control signalling overhead is measured in bits/second. The 
OPNET

TM
 modeller [26] (version 14.5) has been chosen to 

simulate the performance of the E-MAP registration protocol 
under varying network conditions. 

Depicted in Fig.5, the chosen scenario involves one MAP 
that connects the IPv6 internet cloud via wired uplinks and five 
ARs that connect with each other through a multi-hop wireless 
backbone. A MAP has two separate interfaces for providing 
wired connectivity to the internet and wireless connectivity to 
form the mesh backbone. Every AR also has two interfaces, 
and both are for wireless connectivity. These interfaces support 
the operation of a router in two separate channels. One channel 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

79 | P a g e  

www.ijacsa.thesai.org 

forms a wireless mesh backbone to route packets for the MNs. 
For the other channel for MN access, the AR uses an ordinary 
IEEE 802.11g MAC protocol with a data rate of 54 Mbps and a 
transmission power of 0.1 W with a power threshold of 20 
dBm, and it operates within a 100-m range to simulate the AR 
so that Wi-Fi-compatible devices can easily join the mesh 
domain. This IEEE 802.11g MAC protocol is used in the 
WMN [1]. The figure also shows that the three movement 
trajectories by the white lines of the MN have been made and 
represent the three different scenarios of handoff of the MN 
with the AR. The scenarios dependent on the number of hops 
between the MN and MAP, e.g. one, three and five hops. When 
the MN enter the domain, the MN performs the link layer (L2) 
handoff with the AR and then initiates to perform the network 
layer (L3) handoff by operating the registration process with 
MAP. 

The following subsection presents the analyses of the 
results obtained from the simulation study of the MAP 
registration delay and the control signalling overhead. It 
compares the results of the E-MAP registration protocol, the B-
MAP registration protocol [4] and the HMIPv6sec protocol 
[16]. 

 

Fig. 5. MAP Registration Process Simulation Model. 

A. MAP Registration Delay 

This subsection presents an analysis of the MAP 
registration delay simulation results. A selection of the 
simulation results is shown in Figures 5-8. In these results, the 
time spent to examine the uniqueness of the LCoA and the 
RCoA using the duplicate address detection test is set to zero. 
The rationale for this setting is that during the implementation 
of the E-MAP registration protocol, the B-MAP registration 
protocol and the HMIPv6sec protocol, the duplicate address 
detection test obtained varying values ranging from 1 second to 
1.4 seconds, which could mean that these values affect the 
accuracy of the collected results. 

Fig.6 shows the MAP registration delay at varying numbers 
of hops (i.e., one, three and five). The figure shows that the 
MAP registration delay slightly increases as the number of 
hops increases. This is because the intermediate devices in the 
WMN domain require time to examine a packet header to 
determine where to direct it, causing the MAP registration 
delay to decrease. 

 
Fig. 6. MAP Registration Delay for E-MAP, B-MAP and HMIPv6sec 

Protocols Versus Varying Numbers of hops (one, three and five). 

For further comparative analysis, Fig.7 shows the average 
MAP registration delay under different levels of background 
traffic among the ARs when there are three hops between the 
MN and the MAP. This figure illustrates that as the 
background traffic volume increases, ARs become more 
congested, and the MAP registration delay increases 
significantly under all protocols. Fig. 8 also shows that on 
average, the B-MAP registration protocol is around 17% and 
19% higher than the E-MAP registration protocol and the 
HMIPv6sec registration protocol, respectively. This is because 
the B-MAP registration protocol requires eight messages (i.e., 
one message to receive the RA message includes the MAP 
option from the AR plus six messages in the IKEv2 protocol, 
and two additional messages to bind the LCoA and the RCoA 
at the MAP. It is also shown that the MN spends around 4% to 
register its LCoA and RCoA at the MAP in the E-MAP 
registration protocol, which is higher than in the HMIPv6sec 
protocol. This is because of (1) the additional two 
HMAC_SHA1 operations performed by the MAP to verify the 
reachability of the MN at the LCoA and (2) the increase in the 
size of the PBU and the LBU messages exchanged in the E-
MAP registration protocol compared with the size of these 
messages in the HMIPv6sec protocol. 

 

Fig. 7. Average MAP Registration Delay for E-MAP, B-MAP and 

HMIPv6sec Protocols Versus Load (one MN at three hops). 

 
Fig. 8. Average MAP Registration Delay for the E-MAP, B-MAP and 

HMIPv6sec Protocols Versus the number of MNs. 
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Fig.8 compares the performance of the E-MAP, B-MAP 
and HMIPv6sec protocols based on the number of 
simultaneously visiting MNs served by MAP, which increases 
when those MNs are three hops away from the MAP, and the 
background traffic is zero. As shown in this figure, the channel 
contention at the MAP slightly increases when the number of 
simultaneously roaming MNs increases from one MN to 50 
MNs, but when the number increases to more than 60 MNs, the 
network load and the channel congestion at the MAP increase 
exponentially. As also shown in the figures, the E-MAP 
registration protocol offers a lower rate of MAP registration 
delay than the B-MAP registration protocol. The reason is that 
the MAP in the E-MAP registration protocol is required to 
perform fewer operations during registration than the B-MAP 
registration protocol. Consequently, the queuing time on the 
MAP side of the E-MAP registration protocol increases faster 
than in the B-MAP registration protocol. On the other hand, the 
E-MAP registration protocol produces slightly more operations 
than the HMIPv6sec protocol. Therefore, as the number of 
simultaneously roaming MNs increases, the performance gap 
between the E-MAP registration protocol and the HMIPv6sec 
protocol grows slightly. 

B. Signalling Overhead 

This section analyses the control signalling overhead results 
for the E-MAP, B-MAP and HMIPv6sec protocols. Table 2 
shows the numerical results for the control traffic received by 
and sent from the MN, AR and MAP sides. 

The following observations can be made from Table 2: (1) 
Generally, the E-MAP registration protocol receives and sends 
a high amount of control traffic compared with the B-MAP and 
HMIPv6sec protocols because the E-MAP registration protocol 
requires an extra length of signalling messages received and/or 
sent at all that entities (2) The amount of control traffic 
received at the MN in the E-MAP registration protocol is 
around 19.4% and 16.3% higher than in the B-MAP and 
HMIPv6sec protocols, respectively; additionally, the amounts 
of control traffic sent at the MN in the E-MAP and B-MAP 
registration protocols are identical. (3) The amounts of control 
traffic received and sent at the AR in the E-MAP and 
HMIPv6sec protocols are somewhat identical, but zero 
bit/second is noted in the B-MAP registration protocol. (4) The 
amount of control traffic received and sent at the MAP in the 
E-MAP protocol is higher than in the B-MAP and HMIPv6sec 
protocols. 

TABLE II. CONTROL TRAFFIC RECEIVED AND SENT ON THE MN, AR AND 

MAP SIDES IN E-MAP, B-MAP AND HMIPV6SEC PROTOCOLS 

Protocol Control traffic (bit/second) MN AR MAP 

E-MAP 
Received 4.90 1.83 5.19 

Sent 3.66 2.38 2.83 

B-MAP 
Received 4.03 0 2.01 

Sent 3.66 0 1.83 

HMIPv6sec 
Received 4.16 1.83 4.43 

Sent 3.13 2.12 2.54 

C. Discussion 

The simulation study involving the E-MAP registration 
protocol reveals the following findings: (1) Increasing the 
number of hops between the MN and the MAP has an 
insignificant effect on the performance of the E-MAP, B-MAP 
and HMIPv6sec protocols in terms of the MAP registration 
delay. (2) Increasing the background traffic volume among the 
ARs in the WMN domain has a lower impact on the 
performance of the E-MAP registration protocol than that of 
the B-MAP registration protocol but has a slightly higher effect 
compared with the HMIPv6sec protocol. (3) The impact of 
increasing the number of simultaneously roaming MNs served 
by the same MAP on the performance of the E-MAP 
registration protocol is lower compared with the B-MAP 
registration protocol and higher compared with the HMIPv6sec 
protocol. (4) The E-MAP registration protocol receives and 
sends more control traffic at the MN, the AR and the MAP as a 
cost to pay for supporting the location authentication of the 
MN to the MAP, allow the MN to use the WMN domain 
services and compute the shared secret key between the MN 
and the MAP. 

To conclude, if the E-MAP, B-MAP and HMIPv6sec 
protocols are compared based on efficiency and security, the E-
MAP registration protocol emerges as the superior option. 

VIII. CONCLUSION AND FUTURE WORK 

This paper has presented the design of the E-MAP 
registration protocol that allows the MAP to verify the MN‟s 
ownership of the claimed LCoA and RCoA, as well as the 
reachability of the MN at the LCoA, and to securely identify 
and compute the shared secret key with the MN in the WMN 
domain. This study has combined two ideas. First, it has 
generated the MN‟s LCoA and RCoA using a public key 
certificate CGA-based technique. Second, it has applied a 
novel lightweight method to confirm the reachability of MN at 
claimed LCoA. In addition, the MAP computes the shared 
secret key with MN. Via these actions, the E-MAP registration 
protocol reduces the likelihood that a malicious MN can 
successfully steal a third party‟s node addresses (i.e., the LCoA 
and the RCoA), prevents a malicious MN from launching a 
flooding attack and protects any future BU against a false BU 
attack. The formal security analysis using the Scyther tool has 
demonstrated that no attacks haven found in the E-MAP 
registration protocol. Additionally, the performance evaluation 
has proven that increasing the number of hops in the WMN 
domain has little effect on the performance of the MAP 
registration process in the E-MAP, B-MAP and HMIPv6Sec 
protocols. The E-MAP registration protocol also offers a lower 
registration delay than the B-MAP protocol but higher than the 
HMIPv6sec protocol. Moreover, the E-MAP registration 
protocol introduces a higher signalling overhead compared 
with the B-MAP and HMIPv6sec protocols as a cost to support 
the MN location at the WMN domain, allow the MN to use the 
services of the WMN domain and configure the shared secret 
key between the MN and the MAP. Further research is 
recommended to extend the E-MAP registration protocol to 
securely handle MNs roaming within the WMN domain. 
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Abstract—Nowadays, the diseases of the voice increase 

because of bad social habits and the misuse of voice. These 

pathologies should be treated from the beginning. Indeed, it is no 

longer necessary that the diseases of the voice lead to affect the 

quality of the voice as heard by a listener. The most useful tool 

for diagnosing such diseases is the Acoustic analysis. We present 

in this work, new expression parameters in order to clarify the 

description of the vocal signal. These parameters help to classify 

the unhealthy voices. They describe essentially the fundamental 

frequency F0, the Harmonics-to-Noise report (HNR), the report 

Noise to Harmonics Ratio (NHR) and Detrended Fluctuation 

Analysis (DFA). The classification is performed on two 

Saarbruecken Voice and MEEI pathological databases using 

HTK classifiers. We can classify them into two different types: 

the first classification is binary which is used for the normal and 

pathological voices; the second one is called a four-category 

classification used in spasmodic, polyp, nodule and normal 

female voices and male speakers. And we studied the effects of 

these new parameters when combined with the MFCC, Delta, 

Delta second and Energy coefficients. 

Keywords— HTK; MFCC; MEEI; SVD; pathological voices 

I. INTRODUCTION 

Many pathologies, may affect the voice as nodules, 
spasmodic folds, polypoid causing irregular vibrations due to 
the malfunction of many factors that contribute to vocal 
vibrations. Beside, pathologies of the voice may affect 
differently the vibration of the vocal field, first of all it depends 
on the type of disorder, but also the location of the disease in 
the folds of the voice, so it allows them to produce different 
shades of base [15]. 

To tackle those problems of the voice, digital processing on 
voice signals is a found tool that helps with nonvasive analysis 
for doctors. It allows identification of vocal disorders 
especially from the beginning [16]. 

The disease affecting more people is the dysphonia because 
of the disruption of the speech. There are various types of 
dysphonia. First, the dysfunctional dysphonia is characterized 
in some obstacles of pronunciation but without changing the 
organic composition of the vocal cords. The dysfunctional 
dysphonia can lead to organic dysphonia because of the 
application of compensation by the patient. Second the organic 
dysphonia is a pathological change in the vocal cords. Third, 
we note neurological dysphonia. To evaluate and determine the 
therapy, the evaluation of the voices is very relevant. The 
quality of voice could be assessed by diagnosis or by the 
laryngostroboscopy testing as. Two different approaches are 
involved: the perception and the objective approach. 

On the other hand, to establish the subjective measurement 
of voice quality it should be based on the individual 
experience. The subjective measurement may vary. The 
method detection of automatic voice-pathology can be 
accomplished by various types of signal analysis which can be 
long term or short-term. These parameters can be determined 
using cepstral coefficients with Mel frequency [13] [14], linear 
predictive cepstral coefficients (LPCC) [12], and so on. The 
old research presented different tools to establish an evaluation. 
Obviously, in the related work many methods of acoustic 
diagnosis of pathological voices have been proposed. Between 
them, a big attention was given to the automatic classification 
of the troubled voice. For classification of pathological voices 
there are very important classifiers such as: hidden Markov 
model (HMM) [19] as well as the neural networks [17], the 
support vector machines (SVM) [20] and finally the Gaussian 
mixing model (GMM) [18]. 

A normal binary / pathological classification of vocal 
samples [1, 2] has been proposed in the literature, the best 
performances are obtained by using specific parameters of the 
HMM classification. However, few studies that have classified 
the pathologies [3] and the obtained results were not effective. 

In the present work, the classification of pathological 
voices is studied using the method of extraction of the 
parameters MFCC with energy, derivative and acceleration 
combined with the prosodic parameters, noise-to-harmonic 
ratio (NHR), harmonic-to-noise ratio (HNR), Detrended 
Fluctuation Analysis (DFA) and fundamental frequency (F0) 
which are calculated for each frame. To validate this work we 
used two bases to give MEEI Database and Saarbruecken 
Voice Database. The aim of this work is to show the ability of 
these parameters to detect and classify pathologies of the voice, 
using a scenario where these parameters are used alone with 
MFCC and hybrid. 

II. METHODS AND MATERIALS 

The classical characteristics are derived from the 
benchmarks used in the domain of acoustic recognition. These 
parameters are essentially the analysis of trend fluctuations 
(DFA), the harmonic/noise ratio (HNR), the fundamental 
frequency F0 and the Cepstral coefficient of the frequency Mel 
(MFCC) combined with the energy and the first and second 
derivatives. 

The characteristics involved in the pathological voice 
which are the most common are described in the section below. 
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A. Fundamental Frequency  

The fundamental frequency (F0) is one of the essential 
parameters in acoustic measurement. This frequency expresses 
the vibration rate of the voice fold. This setting describes the 
voice state. It is sometimes used with the Mel-Frequency 
(MFCC) Cepstral coefficients in the form of conjunction. 

B. Mel-Frequency Cepstral Coefficients  

The parameter MFCCs is used to decrease the voice signal 
redundancy. It is also used in other areas such as voice 
recognition [4]. The calculation of these coefficients is done by 
using the method of weighting the signal Fourier transform 
through a bank of filters distributed on a "Mel" scale, then from 
this weighted spectrum by calculating the cepstrum and at the 
end calculate the discrete cosine transformation for this 
cepstrum. 

MFCC belongs to a family of parameters that are used in 
speech processing. Based on the human knowledge of the 
sounds, MFCC does a frequency analysis of the signal. By 
listening to the signal an experienced therapist can detect the 
presence of a speech disorder [2]. For each frame, the 
extraction procedure is done after a 16 kHz interpolation, with 
a bank of 29 Mel filters and a 25 ms with a 10 ms step, to get 
12 MFCC plus log-energy, Delta and Delta seconds.  

C. Noise to Harmonics Ratio and Harmonics to Noise Ratio 

The harmonic-noise ratio HNR measures objectively the 
feeling of perception in a hoarse voice [5]. The calculation of 
the harmonic-noise ratio, the signal must be dropped sampled 
at 16 KHz, and divided into 25 ms length of the frames, with a 
step of 10 Ms. The comb filter is applied to the signal in each 
frame, in order to calculate the energy in the components 
Harmonics. For the logarithm of this quantity, the logarithmic 
energy of the noise is inferred to obtain the HNR. 

D. Detrended Fluctuation Analysis (DFA) 

Detrended Fluctuation Analysis characterizes the extent of 
turbulent noise in the speech signal, quantifying the stochastic 
self-similarity of the noise caused by turbulent air flow in the 
vocal tract, e.g. incomplete vocal fold closure can increase the 
DFA value. It is applied to parole signals, shows the ability to 
detect voice disorders in general. [6] 

III. THE RESULTS 

A. Databases 

In all this work we use two different databases MEEI data 
base and Saarbruecken database. In the first data base the 
voices samples are based mainly on the phonation of vowels 
[a] whose duration is about 3 or 4 s by men and women. And in 
the second data base we used the recording of the phrase 
"Guten Morgen, wie geht es Ihnen?" (‖ Good morning, how 
are you?‖). 

Table 2 gives the number of samples of the pathological 
voices of each base. 

TABLE I. AN OVERVIEW OF THE MEASURES OF DYSPHONIA USED IN 

THIS STUDY 

Measure Motivation 
Number of 

features 

Mel Frequency 
Cepstral Coefficients 

(MFCC) 

 
The vocal pathologies cause 

a drop of the control of the 

articulators (vocal music 
channels). and MFCCs are 

trying to analyze the voice 

conduit regardless of the 
vocal cords 

 

 

13-26-39, depends 

on extracted 
components and 

the use of delta 

and delta-delta 
coefficients 

Harmonics-to-Noise 

Ratio (HNR) and 

Noise to Harmonics 

Ratio (NHR) 

 

In the pathologies of the 

voice, the incomplete closure 
of the vocal fold cause an 

increase of the noise due to 

turbulent air flow. MST and 
NHR measure information 

report real signal to noise. 

2 

Fundamental 

Frequency (F0) 

Average  vocal    

fundamental  
frequency 

1 

Detrended Fluctuation 
Analysis (DFA). 

Quantify the stochastic self-

similarity of the noise caused 
by turbulent airflow 

 

1 

1) MEEI Database 
MEEI-KayPENTAX is the database that was invented by 

the Massachusetts Eye and Ear Infirmary Voice and Speech 
Labs Corp and was published in 1994. The recordings are 
manifested in a sustained phonation of the vowel/Ah/(53 
normal and 657 pathological) and the statement of the first 
sentence of the Rainbow passage (53 normal and 662 
pathological). They are pronounced by patients who have these 
types of diseases like neurological, organic, traumatic and 
psychogenic speech disorders from the beginning of the 
disease to the complete elaboration. The recording 
environment of speech samples has the following 
characteristics 16 bit of resolution and the sampling frequency 
is about 25 khz or 50 khz. We chose a subset of voices which 
comprise 53 normal and 60 pathological [7]. 

2) Saarbruecken Voice Database  
Recently the Saarbruecken Voice Database   was published 

online [8]. This database is a collection of voice recordings of 
more than 2000 people; a recording session contains the 
following recordings: 

 recordings of vowels /a/, /i/, /u/ produced at normal, 
high, low and low-high-low pitch. 

 recording of sentence‖ Guten Morgen, wie geht es 
Ihnen?‖ (‖ Good morning, how are you?‖).  

Each session contains 13 registration files. Moreover, for 
each case of the electroglottogram signal (EGG) is saved in a 
separate folder. These files contains vowels whose length is 1-3 
seconds. All recordings are made in a controlled environment 
at 50 kHz and their resolution is 16-bit. These recordings 
contain 71 different pathologies, including organic and 
functional. 1320 pathological voices are divided into 609 males 
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and 711 females. In other hand there are 650 normal voices 
(400 males and 250 females). We worked with a subset of 
voices which comprise 133 normal and 134 pathological. 

3) Hidden Markov Model Toolkit  
The Hidden Markov Model Toolkit (HTK 3.4.1) is a 

portable toolkit for building and manipulating hidden Markov 
models. HTK is primarily used for speech recognition research 
although it has been used for numerous other applications 
including research into speech synthesis, pathological voice 
recognition [9]. A hidden Markov model with a Gaussian 
mixing density (HMM-GM), five observation states (a simple 
model from left to right) and four diagonal state mixtures were 
formed for each pathological voice. [10] 

TABLE II. THE DIFFERENT PATHOLOGICAL VOICES FOR THE TWO BASES  

 MEEI Database 
Saarbruecken Voice 

Database 

Diseases Test Train Test Train 

Nodules 6 14 5 20 

Spasmodic 6 12 21 43 

Polyploid 7 15 15 30 

Normal 17 36 45 88 

We have developed a parametrization method that extracts 
the MFCC coefficients with energy, derivative and 
concatenated acceleration with the parameters that measure the 
disturbance of the vocal signal (prosodic parameters such as: 
F0, HNR, NHR, DFA). These parameters are calculated for 
each frame.  

B. Global Rate Recognition for MEEI Database 

Table 3 below gives the results of the rate of recognition of 
pathological voices for the MEEI database. For the first 
database, acoustic modeling is refined, estimating four-
Gaussian probability densities. The recognition having the best 
rates are respectively obtained MFCC with all the parameters 
(94.44%), MFCC_NHR_DFA (91.67%) and MFCC_DFA 
(88.89%).   

TABLE III. GLOBAL RECOGNITION RATE OF PATHOLOGIES FOR FOUR 

GAUSSIANS OF MEEI DATABASE 

Parameters Recognition rate 

MFCC 72.22 

MFCC_HNR 77.78 

MFCC_F0 77.78 

MFCC_NHR 80.56 

MFCC_DFA 88.89 

MFCC-HNR-F0 86.11 

MFCC-DFA-F0 77.78 

MFCC_NHR_F0 72.22 

MFCC_NHR_DFA 91.67 

MFCC_HNR-NHR-DFA-F0 94.44 

 
Fig. 1. Recognition rate by pathology of different techniques for 4 Gaussian 

of the MEEI Database. 

The combination of Harmonics to Noise Ratio, Noise to 
Harmonics Ratio, Detrended Fluctuation Analysis and the 
fundamental frequency parameters has the ability to recognize 
the voice disease while, the Noise to Harmonics Ratio 
combined with the fundamental frequency shows the disability 
to recognize the diseases. Moreover, it appears that with the 
MFCC coefficients the recognition of normal voice is with 
high rate.  

C. Global Rate Recognition for Saarbruecken Voice 

Database 

Table 4 below gives the results of the rate of recognition of 
the pathological voices for the Saarbruecken Voice Database. 
For the second database, acoustic modeling is refined, 
estimating two-Gaussian probability densities. The best results 
are obtained when using the parameters MFCC_NHR_DFA 
(94.19%) and MFCC_NHR (91.86%). 

The Noise to Harmonics Ratio combined with Detrended 
Fluctuation Analysis appear that this combination was the most 
able of knowing and distinguishing the types of pathologies. 
While, the MFCC is not able to distinguish pathological voices. 

TABLE IV. GLOBAL RECOGNITION RATE OF PATHOLOGIES FOR TWO 

GAUSSIANS OF  SAARBRUECKEN VOICE DATABASE 

Parameters Recognition rate 

MFCC 77.91 

MFCC_HNR 84.88 

MFCC_NHR 91.86 

MFCC_DFA 88.37 

MFCC_F0 89.53 

MFCC-HNR-F0 90.70 

MFCC_NHR_F0 90.70 

MFCC_DFA_F0 86.05 

MFCC_NHR_DFA 94.19 

MFCC_HNR-NHR-DFA-F0 88.37 
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Fig. 2. Recognition rate by pathology of different techniques for 4 Gaussian 

of Saarbruecken Voice Database. 

D. Pathologic/Normal Classification.  

The results of the different experiments used for the 
classification and the detection of pathology are expressed by 

These terms: 

 Accuracy(ACC): It is the ratio of the correctly detected 
samples by the total number of samples used.  

 Sensitivity(SN): It represents the proportion of 
pathological samples correctly identified. 

 Specificity (SP): It is the proportion of normal samples 
that are negatively identified. 

 The following distinct equations show how to calculate 
these terms: 

TP TN
ACC

TP TN FP FN




              (1)

 

TP
SN

TP FN


             

(2) 

TN
SP

TN FP


             

(3) 

The expression where true negative (TN) can be explained 
as follows: the system detects a normal subject as a normal 
subject, while the true positive (TP) means that the system 
detects a pathological subject as a pathological subject, besides 
the false negative (FN) means that the system detects a 
pathological issue as a normal subject and ultimately false 
positives (FP) means that the system detects a normal subject 
matter as a pathological subject. [11] 

The extracted parameters from the two different databases 
must be checked in the detection and classification processes. 

The experimental analysis shows that the data obtained 
varied between the databases and varied according to the types 
of parameters (HNR, NHR, DFA, F0 and their combination) in 
the same database. 

The two tables 5 and 7 represent the Confusing matrix for 
the normal / pathological classification respectively of the 
MEEI and SVD databases. 

Tables 6 and 8 give the results of the sensitivity, specificity 
and accuracy calculations of the different combinations of 
parameters MFCC, HNR, NHR, F0 and DFA; for normal / 
pathological classification of MEEI database and Saarbruecken 
Voice Database, respectively. These results are deduced using 
tables 5 and 7 and equations (1), (2) and (3). 

These tables indicate the best precisions obtained for each 
database with the different types of parameters. Its show that 
the accuracy varied from one database to another for the same 
used characteristic, in other hand the accuracies obtained also 
varied for the same database as a function of parameters used 
to carry out the experiment. 

Generally, the highest achieved accuracies are 100% for 
MEEI Voice Database, in the case of using the MFCC_HNR, 
MFCC_F0, MFCC_DFA and MFCC_F0. While using the 
MFCC_HNR we get the highest acquired accuracies which is 
100% for Saarbruecken Voice Database. 

TABLE V. CONFUSING MATRIX OF THE NORMAL / PATHOLOGIC 

CLASSIFICATION USING ALL VOICES OF THE MEEI DATABASE 

Parameters  Normal Pathologic 

MFCC 
Normal 100 0 

Pathologic 5.3 94.7 

MFCC_HNR 
Normal 100 0 

Pathologic 0 100 

MFCC_F0 
Normal 100 0 

Pathologic 0 100 

MFCC_NHR 
Normal 94.1 5.9 

Pathologic 5.3 94.7 

MFCC_DFA 
Normal 100 0 

Pathologic 0 100 

MFCC-HNR-F0 
Normal 94.1 5.9 

Pathologic 5.3 94.7 

MFCC-DFA-F0 
Normal 100 0 

Pathologic 0 100 

MFCC_NHR_F0 
Normal 100 0 

Pathologic 5.3 94.7 

MFCC_NHR_DFA 

Normal 94.1 5.9 

Pathologic 5.3 94.7 

MFCC_HNR-NHR-

DFA-F0 

Normal 94.1 5.9 

Pathologic 5.3 94.7 
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TABLE VI. BEST DETECTION ACCURACIES IN THE MEEI DATABASE 

USING VARIOUS PARAMETERS 

Parameters Sensitivity Specificity Accuracy 

MFCC 100 94.97 95.20 

MFCC_HNR 100 100 100 

MFCC_F0 100 100 100 

MFCC_NHR 94.14 94.67 95.17 

MFCC_DFA 100 100 100 

MFCC-HNR-F0 94.14 94.67 95.17 

MFCC-DFA-F0 100 100 100 

MFCC_NHR_F0 100 94.97 95.20 

MFCC_NHR_DFA 94.14 94.67 95.17 

MFCC_HNR-NHR-DFA-

F0 

94.14 94.67 95.17 

For the MEEI database, we obtained a total recognition of 
normal and pathological samples in each case (TN = 100% and 
TP = 100%) for the combinations MFCC_HNR, MFCC_F0, 
MFCC_DFA and MFCC_DFA_F0. 

For the other combinations the recognition is not perfect in 
each case for the different types of voice samples. 

While for Saarbruecken Voice Database we did not get 
total recognition of normal and pathological samples in each 
case, but all normal type samples are recognized as normal for 
MFCC_DFA and MFCC_NHR_F0. While pathological voices 
are recognized as pathological voices for MFCC_HNR only. 

TABLE VII. CONFUSING MATRIX OF THE NORMAL / PATHOLOGIC 

CLASSIFICATION USING ALL VOICES OF THE SAARBRUECKEN VOICE 

DATABASE 

Parameters  Normal Pathologic 

MFCC 
Normal 97.8 2.2 

Pathologic 1.1 98.9 

MFCC_HNR 
Normal 97.8 2.2 

Pathologic 0 100 

MFCC_F0 
Normal 97.8 2.2 

Pathologic 1.1 98.9 

MFCC_NHR 
Normal 97.8 2.2 

Pathologic 11.5 88.5 

MFCC_DFA 
Normal 100 0 

Pathologic 1.1 98.9 

MFCC-HNR-F0 
Normal 97.8 2.2 

Pathologic 1.1 98.9 

MFCC-DFA-F0 
Normal 97.8 2.2 

Pathologic 1.1 98.9 

MFCC_NHR_F0 
Normal 100 0 

Pathologic 11.5 88.5 

MFCC_NHR_DFA 
Normal 97.8 2.2 

Pathologic 13.8 86.2 

MFCC_HNR-NHR-

DFA-F0 

Normal 95.6 4.4 

Pathologic 14.9 85.1 

TABLE VIII. BEST DETECTION ACCURACIES IN THE SAARBRUECKEN VOICE 

DATABASE USING VARIOUS PARAMETERS 

Parameters Sensitivity Specificity Accuracy 

MFCC 97.82 98.89 99.39 

MFCC_HNR 97.85 100 100 

MFCC_F0 97.82 98.89 99.39 

MFCC_NHR 97.57 89.48 88.89 

MFCC_DFA 100 98.91 99.40 

MFCC-HNR-F0 97.82 98.89 99.39 

MFCC-DFA-F0 97.82 98.89 99.39 

MFCC_NHR_F0 100 89.69 89 

MFCC_NHR_DFA 97.51 87.63 86.69 

MFCC_HNR-NHR-

DFA-F0 

95.08 86.52 85.58 

IV. DISCUSSIONS AND VALIDATION 

In this study we used the parameters that measure the 
disturbance of the vocal signal, in two databases for the 
detection and classification of vocal pathologies. 

Indeed, the obtained results are better or comparable than 
the other results reported using the MEEI and SVD databases. 

TABLE IX. COMPARISON OF ACCURACIES BETWEEN METHODS 

(PATHOLOGY DETECTION) 

Method MEEI SVD 

In this paper 100% 100% 

Method [11] 99.96% 92.79% 

Method [15] 88.21% 99.68% 

Method [21] 94.07% - 

Method [22] 94.80% 81% 

For example, in al-Nasheri et al. [15] used the MEEI and 
SVD databases with the SVM classifier and used the MDVP 
parameters to detect pathologies, obtaining accuracies of 
99.68% and 88.21% respectively for SVD and MEEI. 

In addition, al-Nasheri et al. [11] used the SVD and MEEI 
databases and used the autocorrelation and entropy parameters 
for the detection and classification of pathologies, obtaining 
respectively 99.96% and 92.79% accuracy for MEEI and SVD. 

Thus Godino_Liorente et al. [21] used the MEEI database 
and reported an accuracy of 94.07%. While Marinez et al. [22] 
used the SVD database and the SVM classifier and achieved an 
accuracy of 81%. The authors also used the MEEI database and 
the accuracy gained was 94.80%. 

In our study, the accuracy obtained in the case of SVD and 
MEEI is better at the accuracy obtained in other cases. 

Table 9 illustrates the comparison between our contribution 
and other contributions mentioned in the related work using 
both bases MEEI and SVD. In our work, we obtained a high 
100% accuracy for detection. 
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V. CONCLUSION 

In this study, we presented our approach which is 
manifested in the addition of new and classical parameters to 
each other .Also we presented the study of the effect of the 
classical parameters formed by the MFCC coefficients, the 
energy, their first and second derivatives in the classification 
performances. In addition, we classified all speakers who have 
pathological and normal voices in binary classification. 

Our contribution is tested on two pathological voice 
databases: SVD and MEEI only 

The acoustic modeling is refined, estimating the probability 
densities respectively at four Gaussian for the first database 
MEEI and at two Gaussian for the second database SVD. The 
best recognition rates of the MEEI database are respectively 
obtained MFCC with all the parameters (94.44%), 
MFCC_NHR_DFA (91.67%) and MFCC_DFA (88.89%) 
while for the SVD base using the parameters 
MFCC_NHR_DFA (94.19%) and MFCC_NHR (91.86%) we 
have obtained the best result of recognition rates.  

For the normal / pathological classification of MEEI 
database and Saarbruecken Voice Database, respectively. 

Generally, the highest achieved accuracies are 100% for 
MEEI Voice Database, in the case of using the MFCC_HNR, 
MFCC_F0, MFCC_DFA and MFCC_F0. While the values 
found are the highest in the case of using MFCC_HNR is 
100% for Saarbruecken Voice Database. 
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Abstract—The random forest technique, a tree-based study 

model, predicts the results by using random decision trees based 

on the bootstrap technique. Therefore, it has a high prediction 

power and fewer errors, which are advantages of this method. 

This study aimed to provide baseline data regarding the language 

therapy after cochlear implantation by identifying the factors 

associated with the speech intelligibility of children with cochlear 

implantation. This study evaluates the factors associated with the 

articulation accuracy of children with cochlear implantation. 

This study targeted 82 hearing-impaired children, who lived in 

Seoul, Incheon, and Suwon areas, were between 4 and 8 years old, 

and had been worn cochlear implant at least one year and less 

than five years. Explanatory variables used in this study included 

gender, age, household income, the wear time of a cochlear 

implant, vocabulary index, and corrected hearing. Speech 

intelligibility was analyzed using the 'speech intelligibility test 

tool' composed of nine sentences. The predictive model for speech 

intelligibility of children with cochlear implants was developed 

using random forest. The major predictors of the articulation 

accuracy of children with cochlear implantation were the wear 

time of a cochlear implant, the time since cochlear implantation, 

vocabulary, household income, age, and gender, in the order of 

the magnitude. The final error rate of the random forest model 

developed by generating 500 bootstrap samples was 0.22, and the 

prediction rate was 78.8%. The results of this study on a 

prediction model suggested that it would be necessary to 

implement cochlear implantation and to develop a customized 

aural rehabilitation program considering the linguistic ability of 

a subject for enhancing the speech intelligibility of a child with 

cochlear implantation. 

Keywords—Random forest; hearing impairment; vocabulary 

index; speech intelligibility; risk factor; data mining 

I. INTRODUCTION  

The number of patients with hearing loss in South Korea is 
continuously increasing. Health Insurance Review & 
Assessment Service (2017)[1] reported that the number of 
patients who visited a doctor’s office due to hearing loss 
increased by 18.7% in five years (from 746,499 in 2012 to 
886,091 in 2016). Considering that a large number of people 
with hearing problems do not visit a doctor’s office, the 
number of potential patients with hearing loss is expected to be 
higher than the estimate. National Survey of Ministry of Health 
and Welfare (2016)[2] reported that one out of two people with 
hearing loss did not visit a doctor until it prohibits them from 

living normal lives and only 12.6% of people who were 
diagnosed with hearing loss wore a hearing aid. It is expected 
that the number of patients with hearing loss will increase 
steadily because the noise environment is expanding to the 
advancing industrialization.  The more population with hearing 
loss is a problem affecting various domains of a community 
and a nation, such as the loss of workforce and the support of 
special education. 

As the effectiveness of cochlear implantation has been 
proven, a wider range of patients has become a target of this 
surgery. Since the Food and Drug Administration (FDA) 
approved cochlear implantation in 1990, the number of 
cochlear implant recipients has been increasing worldwide [3]. 
The cochlear implantation has been covered by the national 
insurance system in Korea since 2005, so patients are only 
responsible for 20% of testing and surgical cost. Consequently, 
the size of the market is growing rapidly.  

 Many studies have proven the effectiveness of cochlear 
implant. The cochlear implant is expected to increase the 
speech perceptivity  through biaural gain, noise signal 
discrimination under a noise environment, sound localization  
identification, head shadow effect, biaural squelch, and biaural 
summation [4-7]. The cochlear implantation has been 
introduced worldwide more and more as more advantages (e.g., 
the increase of speech discrimination in noise, improvement of 
sound quality, improvement of signal-to-noise ration, 
enhancement of equilibrium sensation, suppression of tinnitus, 
and cost-effectiveness of cochlear implants) of it are known 
[8,9].  Generally, the target patients of cochlear implantation 
are when patients are from 12 months to 17 years old, 
sensorineural hearing loss for both ears above 90dBHL and, 
when patients are equal to or older than 18 years, hearings loss 
for both years above 70dB, who do not show advancement in 
hearing ability and linguistic ability even after wearing a 
hearing aid long than 3 months [9].  

 Numerous studies have already reported that hearing-
impaired children with cochlear implantation had better voice 
perceptivity than hearing-impaired children with hearing aids 
[10,11]. These studies suggested that children with cochlear 
implantation had better speech perceptivity than those with 
hearing aids because the cochlear implant is connected directly 
to the cochlear hair cell in the labyrinth to compensate the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

89 | P a g e  

www.ijacsa.thesai.org 

severe hearing loss effectively, unlike the hearing aid that only 
amplifies sound [12]. 

 Numerous studies have already reported that hearing-
impaired children with cochlear implantation had better voice 
perceptivity than hearing-impaired children with hearing aids 
[10,11]. These studies suggested that children with cochlear 
implantation had better speech perceptivity than those with 
hearing aids because the cochlear implant is connected directly 
to the cochlear hair cell in the labyrinth to compensate the 
severe hearing loss effectively, unlike the hearing aid that only 
amplifies sound [12]. 

The speech intelligibility of hearing-impairment children 
can be effectively improved if auditory compensation is made 
in the early stage [13]. However, many children with hearing 
impairment receive distorted auditory feedback due to the 
acoustic limitations of hearing aids, which cannot amplify 
sounds above 4000 Hz, resulting in the production of 
misarticulation [14]. On the other hand, the cochlear implant 
can deliver a wide frequency band from 100 Hz to 8000 Hz 
without distortion, unlike the hearing aid, so it is more 
beneficial in recognizing consonants belonging to the high-
frequency band.  

 It has been reported that the onset of hearing loss, the level 
of language comprehension, the wear time of a cochlear 
implant, the time of cochlear implant operation, and the 
number of cochlear implant electrodes affect the voice 
perceptivity of children with cochlear implantation [7,9,13,15]. 
It has been also reported that the time of cochlear implantation, 
speech perceptivity, speech production ability, hearing ability, 
and language ability are related to the speech intelligibility 
[16]. Although it is expected that the factors influencing voice 
perceptivity are also associated with speech intelligibility, there 
are not enough studies evaluating the factors related to the 
speech intelligibility of children with cochlear implantation in 
South Korea. Furthermore, the previous studies evaluating the 
predictive variables of the speech intelligibility of children with 
cochlear implantation were conducted using linear regression 
models [17-19]. The linear regression model is a statistical 
technique that estimates the effects of independent variables on 
a dependent variable. Since this technique assumes the linear 
relationship between independent variables and a dependent 
variable, it does not have a good predictive power when the 
data have non-linear attributes. 

 Recently, the data mining technology has been advanced 
greatly and it is very useful to extract information from big 
data. Owing to the advancement, this technique has been used 
in various fields such as marketing, education, and healthcare 
[20, 21, 22, 23]. Among them, the random forest technique, a 
tree-based study model, predicts the results by using random 
decision trees based on the bootstrap technique. Therefore, it 
has a high prediction power and fewer errors, which are 
advantages of this method. This study aimed to provide 
baseline data regarding the language therapy after cochlear 
implantation by identifying the factors associated with the 
speech intelligibility of children with cochlear implantation. 

II. MATERIALS AND METHODS 

A. Subjects 

It is a descriptive study evaluating the factors associated 
with the articulation accuracy of children with cochlear 
implantation. This study targeted 82 hearing-impaired children, 
who lived in Seoul, Incheon, and Suwon areas, were between 4 
and 8 years old, and had been worn cochlear implant at least 
one year and less than five years. The subject selection criteria 
were as follows. The subjects of this study were hearing-
impaired children (1) who had been wearing cochlear implant 
at least one year, (2) who had received aural rehabilitation 
regularly after receiving the surgery, and (3) who used oral 
speech in conversation. Children accompanying other disorders 
such as visual impairment, cognitive impairment, emotional 
impairment, and intellectual impairment were excluded from 
the study. The appropriate sample size was estimated as 80 
people by using G-Power 3.1 program when there are seven 
predictive variables at alpha=0.05, power (1-B) = 0.8, and 
effect size (f2) of 0.2. Therefore, the sample size of this study 
met the appropriate sample size for conducting statistical tests 
(Figure 1) (Figure 2).  

 

Fig. 1. Power and sample size calculations 

B. Explanatory Variable 

Explanatory variables used in this study included gender, 
age, household income, the wear time of a cochlear implant, 
vocabulary index, and corrected hearing. The corrected hearing 
was defined as the mean threshold decibel (dB) of hearing tests 
measured at 250 Hz, 500 Hz, 1 kHz, 2 kHz, and 4 kHz ranges 
after wearing a cochlear implant. When both ears had cochlear 
implants, a mean threshold value was used. On the other hand, 
when only one ear wore a cochlear implant and the other ear 
used a hearing aid, only the hearing of the cochlear implant 
side was used. 

C. Speech Intelligibility 

Speech intelligibility was analyzed using the 'speech 
intelligibility test tool' composed of nine sentences and 
developed by Yoon et al. (2005) [24]. This tool includes eight 
consonant oriented sentences (i.e., a nasal sound, a liquid 
consonant, a bilabial plosive, an alveolar plosive, a velar 
plosive, an alveolar fricative, a glottal fricative, a palatal 
affricate) and one vowel oriented sentence and all sentences are 
composed of two phrases. The test items are shown in Table 1. 

The number of collected words and the number of correctly 
pronounced words were scored as a percentage (%). All test 
words produced by subjects were recorded with ESONIC MQ-
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94 (4GB) voice recorder. In order to evaluate the consistency 
between examiners, two graduate students majoring in speech 
pathology evaluated the speech intelligibility after listening to 
all recordings of the speech intelligibility tests. The consistency 
between the two examiners was 91%. The estimated speech 
intelligibility was transformed into quartiles: the 1

st
, 2

nd
, and 3

rd
 

quartiles were defined as low-rank groups of speech 
intelligibility and the 4

th
 quartile was defined as a high-rank 

group. 

F tests - Linear multiple regression: Fixed model, R² deviation 

from zero 

Analysis: A priori: Compute required sample size  

Input: Effect size f² = 0.2 

 α err prob = 0.05 

 Power (1-β err prob) = 0.8 

 Number of predictors = 7 

Output: Noncentrality parameter ë = 16.0000000 

 Critical F = 2.1396555 

 Numerator df = 7 

 Denominator df = 72 

 Total sample size = 80 

 Actual power = 0.8061255 

Fig. 2. Estimation of Appropriate Sample Size 

D. Vocabulary Index 

Receptive vocabulary and expressive vocabulary were 
measured using the receptive and expressive vocabulary test 
(REVT)[25]. The age equivalent-month of receptive 
vocabulary capability and expressive vocabulary capability 
was calculated from the test results and then it was converted 
to the vocabulary index. Equation (1) is the vocabulary index 
formula.  

Vocabulary Index = Receptive Vocabulary Age Equivalent-
Month + Expressive Vocabulary Age Equivalent-Month / 2     
(1) 

TABLE I.  THE TEST ITEMS OF SPEECH INTELLIGIBILITY TEST TOOL 

No Target phoneme Test sentence 

1 Nasal noran ɲyaŋmarine. 

2 Liquids norɛrɯl pullʌyo.  

3 Bilabial plosive pʰirirɯl punda.  

4 Alveolar plosive tʰadzoga taʎʎinda.  

5 Velar plosive   ʰo  irinɯn  ʰɯda.  

6 Palatal affricate tsadoŋtsʰa undzʌnhɛyo.  

7 Alveolar fricative sʰasʰɯmi sʰumʌyo.  

8 Glottal fricative  horaŋiga ʌhɯŋhɛyo.  

9 Vowel  agiga urʌyo. 

III. ANALYSIS METHODS 

A. Bagging Algorithm 

When the variability of the classifier is large while the data 
is changed even a little, a classifier can be acquired by using a 
bootstrap method to reduce the variability of a predictor. This 
method is called a bagging (Bootstrap Aggregating), which is 
an ensemble algorithm using the bootstrap method [26]. 

 
Fig. 3. Bootstrap Aggregating algorithm 

 

Fig. 4. Random Forest algorithm 
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The bagging algorithm process generates the bootstrap 
dataset by sampling with replacement from the training dataset, 
which is extracted from the population (Figure 3). N bootstrap 
datasets are generated by repeating this step N times and N 
classifier groups were obtained after forming each single 
decision tree by applying an appropriate classification 
algorithm (e.g., decision tree) to each bootstrap dataset [26]. 
There are several ways to combine these single classifiers: the 
mean is used when the response variable is continuous, while a 
vote is used when it is categorical [27-29]. 

If a training dataset is unstable, the classification 
performance is improved by combining bagging classifiers [30, 
31]. However, if a training dataset is stable, the bagging-based 
decision tree obtained from the bagging process is similar to 
the single decision tree obtained from the training dataset [32, 
33]. The bagging is effective in increasing the classification 
accuracy and improving the stability. Moreover, it has the 
advantages of reducing the variance and preventing the over 
fitting [34]. 

B. Random Forest Model 

The core of the bagging method is to predict the 
classification algorithm results of the bootstrap dataset by 
averaging or voting the bootstrap dataset. The random forest is 
an algorithm that adds a random additional layer to this 
bagging algorithm [32].  

Unlike the decision tree expressing each node as a partition 
providing the most optimal results by using all variables, the 
random forest uses a method providing the most optimal results 
among the selected explanatory variable groups by randomly 
selecting explanatory variables for expressing each node (Fig. 
4).  

The random forest algorithm process generates bootstrap 
datasets by sampling with replacement from the training 
dataset extracted from the population. N bootstrap datasets 
were generated by repeating this process N times. Moreover, 
when applying the decision tree algorithm, m explanatory 
variables are randomly selected from each node. By using 
these selected variables, this study obtained a group composed 
of N single classifiers after identifying the most optimal split 
combination. If a response variable is continuous, a single 
classifier is combined using a mean. If a response variable is 
categorical, a single classifier is combined using a vote, just the 
same as the bagging algorithm. 

One of the advantages of the random forest method is that it 
has less variance than the bagging algorithm because it reduces 
the correlation between trees. Moreover, it provides more 
accurate results than other algorithms and is useful to identify 
an important variable from a large data because it can utilize 
thousands of independent variables without removing a 
variable. Especially, it is known that it provides a similar or 
better predictive power than bagging or boosting when there 
are many input variables [35]. The analysis is performed by 
using R version 3.4.3. Figure 5 presents the Random Forest 
algorithm source of R program. 

IV. RESULTS 

A. General Characteristics of Subjects 

The general characteristics of the whole subjects showed 
that the mean age was 6.3 years (standard deviation (SD)=3.1), 
and 32% of them were females (n=26) and 68% of them were 
males (n=56). The mean vocabulary index was 41.2 
(SD=23.6). The mean wear time of cochlear implant was 38 
months (SD=8.7) and the mean corrected hearing was 33.8 dB 
(SD=4.9). 

Usage 

## S3 method for class 'formula' 

randomForest(formula, data=NULL, ..., subset, na.action=na.fail) 

 

## Default S3 method: 

randomForest(x, y=NULL, xtest=NULL, ytest=NULL, ntree=500, 

mtry=if (!is.null(y) && !is.factor(y)) 

max(floor(ncol(x)/3), 1) else floor(sqrt(ncol(x))), 

replace=TRUE, classwt=NULL, cutoff, strata, 

sampsize = if (replace) nrow(x) else ceiling(.632*nrow(x)), 

nodesize = if (!is.null(y) && !is.factor(y)) 5 else 1, 

maxnodes = NULL, 

importance=FALSE, localImp=FALSE, nPerm=1, 

proximity, oob.prox=proximity, 

norm.votes=TRUE, do.trace=FALSE, 

keep.forest=!is.null(y) && is.null(xtest), corr.bias=FALSE, 

keep.inbag=FALSE, ...) 

 

## S3 method for class 'randomForest' 

print(x, ...) 

Fig. 5. Random Forest algorithm source of R program 

B. The Potential Factors related to the Articulation Accuracy 

of Children with Cochlear Implantation 

The general characteristics and potential factors of the 
subjects according to the articulation accuracy are shown in 
Table 1. The articulation accuracy of the top group was 19 
people out of 82 people (23.1%). The results of the chi-square 
test showed that the high-rank group and the low-rank group 
were significantly different in gender, age, the wear time of a 
cochlear implant, and vocabulary index (p<0.05). 

C. Major Predictors in the Random Forest Model 

Table 3 shows the 'significance of variables' for the 
articulation accuracy of the children with cochlear implantation 
based on the random forest. The major predictors of the 
articulation accuracy of children with cochlear implantation 
were the wear time of a cochlear implant, the time since 
cochlear implantation, vocabulary index, household income, 
age, and gender, in the order of the magnitude. In other words, 
the wear time of a cochlear implant was the most important 
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predictor of the articulation accuracy. The final error rate of the 
random forest model developed by generating 500 bootstrap 
samples was 0.22, and the prediction rate was 78.8%. 

TABLE II.  POTENTIAL FACTORS RELATED TO THE ARTICULATION 

ACCURACY OF CHILDREN WITH COCHLEAR IMPLANTATION, % 

Characteristics 

Articulation accuracy 

p High-rank 

group (n=19) 

Low-rank 

groups (n=63) 

Sex, n (%) 
   

Male 11 (19.6) 45 (80.4) <0.001 

Female 8 (30.7) 18 (69.3) 
 

Household income 

(1000 KRW), mean±SD 
3,850±1,230 3,370±1,750 <0.001 

Age, mean±SD 5.7±2.8 4.6±1.3 0.002 

Wear time of a cochlear 

implant (month), 

mean±SD 

42.5±9.3 33.8±8.6 <0.001 

Time since cochlear 
implantation 

45.1±10.1 35.3±9.2 <0.001 

Vocabulary index, 

mean±SD 
47.8±28.3 36.1±20.7 <0.001 

Corrected hearing (dB), 

mean±SD 
33.2±5.2 34.5±4.8 0.850 

TABLE III.  THE SIGNIFICANCE OF VARIABLES' FOR THE ARTICULATION 

ACCURACY OF THE CHILDREN WITH COCHLEAR IMPLANTATION BASED ON 

THE RANDOM FOREST 

Wear time of a cochlear implant 44.580 

Time since cochlear implantation 39.905 

Vocabulary index 35.734 

Household income 23.108 

Age 15.605 

Sex 15.334 

V. DISCUSSION 

Recently, the healthcare field tries to provide the 
foundation necessary for preventing the spread of a disease by 
identifying the source of it, providing a personalized treatment, 
predicting the future, and identifying a risk factor by applying 
the big data technology. This study developed a prediction 
model for predicting the articulation of school children with 
cochlear implantation by using a random forest, which is an 
ensemble based machine learning algorithm. This study 
established a model for predicting articulation production with 
considering multiple explanatory variables. It was found that 
the most important factor was the wear time of a cochlear 
implant, followed by the time since a cochlear implant 
operation and receptive vocabulary.  

The age at the time of cochlear implantation is known to be 
an important factor affecting language development of hearing-
impaired children. Numerous studies have shown that hearing-
impaired children improved their speech production ability 
after they received cochlear implantation [36-38]. Moreover, 
the age at the time of implantation, the wear time of a cochlear 
implant, the remaining hearing before cochlear implantation 
were reported as factors affecting the ability to produce speech 

after cochlear implantation [12]. These studies revealed that 
children who received cochlear implantation before age 5 had 
better speech intelligibility than those after 5 years old [36]. 
Moreover, the age at the time of cochlear implantation had the 
highest effects on speech intelligibility than other factors and 
the longer wear time of a cochlear implant showed better 
speech intelligibility [37]. Additionally, even for a study 
targeting children under 5 years old, subjects had faster 
language acquisition when they received the implantation 
earlier [38]. On the other hand, subjects who received the 
implantation after adolescence had poorer auditory 
performance than those who received it in childhood [12]. 

Vocabulary index is another major factor for predicting the 
improvement in communication ability after cochlear 
implantation. The linguistic ability has been reported as a 
significant variable for predicting the speech intelligibility 
along with the degree of hearing loss and age [38]. Particularly, 
the naming test and the vocabulary test were significantly 
correlated with the speech intelligibility of hearing-impaired 
children [39].  

 In summary, the results of this study suggested that the 
time of cochlear implantation and the wear time of a cochlear 
implant were more important factors than gender, household 
income, and age for predicting the speech intelligibility of 
children with cochlear implantation. Furthermore, the speech 
intelligibility after cochlear implant implies that linguistic 
ability such as receptive vocabulary is important in addition to 
the wear time of a cochlear implant. 

The model, based on the random forest technique and 
developed for predicting the speech intelligibility of children 
with cochlear implantation, had better prediction power than 
the existing prediction models based on a regression model 
[24]. Moreover, it was reported that it provided more stable 
results because it is based on an ensemble algorithm, in 
addition to a good prediction performance [27, 40]. Therefore, 
it is believed that to use a random forest model would be more 
effective for estimating the importance of a variable among 
many variables than to use a regression model. 

VI. CONCLUSION 

The results of this study on a prediction model suggested 
that it would be necessary to implement cochlear implantation 
and to develop a customized aural rehabilitation program 
considering the linguistic ability of a subject for enhancing the 
speech intelligibility of a child with cochlear implantation. 
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Abstract—The main objective of regional development is to 

achieve equal development in different regions. However, the 

long duration and complexity of the process may result in the 

unequal development of some regions. In order to achieve a fair 

development process for each region, a standard approach must 

be developed to select a suitable priority area that can support 

other underdeveloped regions that require attention. One of the 

approaches taken is to determine the prioritized areas and the 

leading sectors in the region where the region is expected to be a 

support for other regions that still need attention and handling 

on development priorities. This research was conducted to 

provide a new alternative in the process of determining the 

prioritized areas, not only by observing the development data, 

but also involving decision-making components consisting of 

government and community (including non-governmental 

organizations and academicians). This study used group decision 

support approach with the Garrett ranking technique. The 

results of the research on the determination of the prioritized 

areas using Garret Score showed that there are 5 of 29 

Regencies/Municipalities in Papua Province that can be used as 

prioritized areas, namely Jayapura Regency, Jayapura 

Municipality, Mimika, Merauke and Nabire. Then, there are 

three leading sectors for development, namely agricultural, 

mining and Industrial and Processing sectors. The test of ranking 

results was conducted by calculating the Spearman's correlation 

coefficient of the Garrett ranking results and obtained a 

coefficient of 0.807 which means that the ranking results are very 

strong. 

Keywords—Priority area; leading sector; garrett; decision 

group support; spearman correlation 

I. INTRODUCTION 

The main objective of regional development is to achieve 
an equal development that improves the standard of living in 
different regions. However, the long and complex process 
involved in regional development makes it difficult to achieve 
equal development. One of the factors responsible for the 
difficulty in achieving regional development goals is unequal 
development in different regions (particularly regions with 
different economic, cultural and geographic conditions). 

Unequal development can be reduced by selecting a priority 
area and leading sector that will serve as a support for the 
development of surrounding areas that are still largely 
underdeveloped [1]. The priority area is an area that is 
considered to be developed and well-established with human 
resources, nature and an adequate regional growth center. The 
area must also have better infrastructure compared to 
surrounding areas [2]. 

There are different approaches that can be used to identify 
a suitable priority area. However, the standard method of 
regional analysis used to identify priority areas is the shift-
share approach [3], [4]. In order to determine the priority area 
using this approach, the achievement data from each region is 
analyzed and the shift-share coefficient value is calculated. 
However, the use of this approach in the selection of a priority 
area and leading sector often produces results that do not 
match the actual facts on the field. There are many instances 
in which the regions report good development achievements, 
even though the facts on the field are different. 

Therefore, there is a need to develop an approach that does 
not rely solely on development and achievement data for the 
selection of a priority area. As a result, the most prominent 
area that will be chosen. This study developed a group 
decision support model for the selection of priority areas. This 
model combines the results of the selection of priority areas 
based on the development achievement data (shift-share) and a 
subjective assessment of decision makers that are familiar 
with the actual conditions on the field. These decision makers 
worked together to give a valid and reliable assessment of the 
actual conditions on the field. The most suitable priority area 
was then chosen in the selection stage, using the Garrett 
method of ranking. The decision makers that participated in 
this study include experts (in the field of government and 
academics) and the general public, including non-
governmental organizations. The decision makers were people 
who really understand the conditions and facts in their 
respective regions. Thus, the group decision support model is 
more complex because it involves diverse assessors. 
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The Garrett technique is often applied in alternative 
ranking using simple steps. Some studies have used this 
technique to carry out research such as identification of the 
damage caused by natural factors on betel leaf products [5], 
identification of the effects of work stress on factory workers 
[6], [7], employee talent management [8], identification of 
constraints in cattle crossing processes [9], analysis of 
constraints to the cultivation of agricultural products [10], 
[11], analysis of the efficiency of resources used in the field of 
banana cultivation [12], factor analysis of passengers in 
determining the choice of travel using railroad facilities [13], 
analysis of clinical control constraints [14], document ranking 
for information retrieval [15], ranking of candidate synonyms 
in the biomedical field on the concept of text mining [16]. 

This research is divided into seven sections: the first 
section is the introduction, the second to the fourth section is 
the literature review, the fifth section is the stage of research, 
the sixth section presents the results and discussion while the 
last section present the conclusions generated from this 
research. 

II. PRIORITY AREA 

The priority area is an area that has many advantages over 
other regions. The priority area supports development 
activities in areas that require special treatment [2]. The 
determination of the priority area begins with the collection of 
data related to policies implemented in the region. This data is 
then used to determine the priority area. The next stage is the 
analysis of the priority areas in a particular area, region or 
province. The priority area may be located in more than one 
region in a province.The final stage is the review of 
legislation. At this stage, the results generated from the 
analysis of the priority area are integrated with existing 
regulatory reviews about the area. In addition, the role of local 
institutions, the conditions of regional institutions were also 
examined for the purpose of this study. 

III. LEADING SECTOR 

Regional development policies are basically government 
decisions and interventions, both nationally and regionally to 
support the overall regional development process. This 
analysis is very important in order to accelerate regional 
economic growth, increase the supply of employment and 
reduce poverty in underdeveloped regions and Border areas. 
All of this is needed to be able to improve the regional and 
regional development processes to improve the welfare of 
local communities. 

Efforts to achieve the objectives of regional economic 
development, the main policy that needs to be done is to make 
every effort possible so that regional development priorities 
are in accordance with the potential of the regions. This is 
related to the development potential of each region that varies 
greatly, so each region must determine the dominant economic 
sector [17]. 

IV. GROUP DECISION SUPPORT 

Group decision support is fast becoming an important in 
the determination of strategic plans related to the development 
of specific alternatives. Group decision support can be used to 

avoid personal conflicts of interest that arise from the decision 
making process of individuals [18]. The basic concept of 
group decision support is concerned with fine-tuning the 
decision making process in the organizational environment by 
prioritizing the contribution of appointed experts [19]. 

The concept of group decision support has been used for 
various purposes such as the needs of human resource 
management planning [20], management and endurance of 
emergency conditions in coastal areas [21], also including an 

applications in the economic field [22]. 

V. GARRETT METHOD 

Garrett method is often used to complete the ranking of an 
alternative based on the ratings of respondents that are 
converted into certain ranks [23]. This ranking is done by 
determining the most significant factor from the respondent's 
answer. The ranking of alternatives using Garrett method is 
done by calculating the respondent's data as a factor of the 
percentage position value using the following equation: 

                 (  )   
   (       )

  
            (1) 

Where, R ij is the value of the i variable given by the 
respondents to j, while N j is the number of variables assessed 
by as many as j respondents. The results of the percentage 
position are then converted into Garrett Values using the 
Garrett ranking conversion table. The value of R ij is then 
multiplied by the Garrett Value to determine the Total Garrett 
Score. The average Garrett Score is then calculated by 
dividing the Total Garrett Score by the amount of alternatives. 
The alternative ranking is done based on the highest average 
value. 

VI. RESEARCH METHODOLOGY 

This research began with the collection of the results of the 
assessment of three elements of decision makers on 29 
Regencies / Cities in the Papua Province. The three elements 
came from the government, the general public including non-
governmental organizations and experts in academics. The 
three elements were asked to provide subjective assessments. 
These assessments were based on actual experiences in the 
field related to the district / city that is a suitable priority area 
and leading sector in the Papua Province. The assessment was 
conducted by distributing online questionnaires. The 
questionnaire had an answer scale of 1 to 4, which showed the 
level of achievement and development of an area according to 
the Klassen typology. 

The four scales used in this study include the following, 
Scale 1: The region is advanced and growing rapidly, HIGH 
PRIORITY. Scale 2: Developed but depressed region, 
MEDIUM PRIORITY. Scale 3: Region has advanced 
potential, MEDIUM PRIORITY. Scale 4: The area is 
relatively lagging, LOW PRIORITY. 

Then, the assessment of the regional leading sector was 
conducted by choosing an answer on a scale of 1 to 9 consists 
of nine development sectors. The nine sectors are 
S1=Agriculture, S2=Mining, S3=Processing Industry, 
S4=Electricity, Gas and Water utility, S5=Construction, 
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S6=Trade, Hotels and Restaurants, S7=Transportation and 
Communication, S8=Financial, Rental and Business Services, 
S9=Services. The results of the questionnaires were then 
analyzed in a decision support model scheme in which Garrett 
technique was used as analysis tool. 

The analysis carried out using the Garrett technique was 
intended to rank the areas that are eligible to be used as a 
prioritized area according to the assessment of the three 
elements that have been determined and to determine the rank 
of the 9 regional leading sectors of the region. The results of 
the ranking of prioritized areas and regional leading sectors 
were then tested for the correlation using Spearman 
Correlation. 

VII. RESULTS AND DISCUSSION 

Based on the results of questionnaires, there were fifty-
three respondents consisting of three elements of decision 
makers (government, community (including non-
governmental organizations) and academicians). Each assessor 
was asked to assess the 29 regencies/municipalities in Papua 
Province which are feasible to be the prioritized areas and 
regional leading sectors. Subjective assessment at this stage 
was very possible. The results obtained from the 
questionnaires are shown in Table 1 and Table 2. 

The next stage was to calculate the percentage of the 
position of each assessment scale which is the level of 
feasibility of an area to be a prioritized area and the leading 
sector of the region. 

TABLE I. THE RESULTS OF THE ASSESSMENT OF DECISION MAKERS 

No. Territory 
Priority Level 

1 2 3 4 

1 Asmat 3 10 29 11 

2 Biak 9 17 27 0 

3 Boven Digul 14 6 30 3 

4 Deiyai 1 9 24 19 

5 Dogiyai 1 14 23 15 

6 Intan Jaya 3 19 18 13 

7 Kab Jayapura 37 15 1 0 

8 Jayawijaya 3 26 19 5 

9 Kerom 5 14 25 9 

10 Lani Jaya 1 16 16 20 

11 Memberamo Raya 2 15 23 13 

12 Memberamo Tengah 2 11 23 17 

13 Mappi 8 19 17 9 

14 Merauke 22 21 10 0 

15 Mimika 32 14 7 0 

16 Nabire 13 17 23 0 

17 Ndunga 1 13 24 15 

18 Paniai 2 18 26 7 

19 Pegunungan Bintang 3 12 22 16 

20 Puncak Jaya 4 12 22 15 

21 Puncak 2 14 17 20 

22 Sarmi 4 14 29 6 

23 Supriori 2 11 32 8 

24 Tolikara 3 14 23 13 

25 Waropen 3 16 27 7 

26 Yahokimo 3 11 18 21 

27 Yalimo 1 7 19 26 

28 Yapen 2 16 21 14 

29 Kota Jayapura 37 14 2 0 

TABLE II. THE RESULTS OF ASSESSMENT OF LEADING SECTORS THROUGH QUESTIONNAIRE 

No Territory 
Leading Sector 

S1 S2 S3 S4 S5 S6 S7 S8 S9 

1 Asmat 10 1 6 5 5 7 11 1 7 

2 Biak 9 3 13 2 0 14 2 3 7 

3 Boven Digul 13 9 13 2 2 0 12 1 1 

4 Deiyai 16 5 3 3 5 1 9 2 9 

5 Dogiyai 16 8 3 4 7 1 8 1 5 

6 Intan Jaya 17 16 5 1 3 3 6 0 2 

7 Kab Jayapura 3 4 11 2 2 20 1 8 2 

8 Jayawijaya 12 16 3 3 0 3 9 1 6 

9 Kerom 30 2 2 4 4 1 4 1 5 

10 Lani Jaya 15 9 2 2 5 3 9 3 5 

11 Memberamo Raya 17 5 6 6 3 2 8 1 5 

12 Memberamo Tengah 16 6 7 6 2 0 10 1 5 

13 Mappi 19 3 8 1 3 1 11 3 4 

14 Merauke 43 0 2 1 2 2 0 3 0 

15 Mimika 3 42 1 3 0 0 2 0 2 

16 Nabire 17 4 12 5 3 6 1 1 4 

17 Ndunga 9 10 6 4 5 2 8 3 6 

18 Paniai 18 8 3 5 5 2 9 1 2 

19 Pegunungan Bintang 11 12 4 6 5 3 6 1 5 

20 Puncak Jaya 10 16 4 2 5 4 7 1 4 

21 Puncak 15 10 3 2 5 3 10 1 4 

22 Sarmi 21 2 9 3 4 4 4 2 4 

23 Supriori 14 5 7 3 2 4 10 1 7 

24 Tolikara 16 5 9 3 3 1 10 1 5 

25 Waropen 12 5 7 5 3 3 13 1 4 

26 Yahokimo 15 12 6 2 3 2 7 0 6 

27 Yalimo 16 9 2 4 5 1 8 1 7 

28 Yapen 13 6 2 7 5 4 9 1 6 

29 Kota Jayapura 2 4 14 0 3 18 0 10 2 
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The results of the calculation of the percentage of positions 
as well as conversions into Garrett Value are shown in Table 
2. 

Furthermore, the results of the calculation of the 
percentage of positions are converted into Garrett Value. This 
Garrett Value then becomes a multiplier component for each 
result of the assessment carried out by the three decision 
support elements. The results of the calculation of the 
percentage of positions as well as conversion into Garret score 
are shown in Table 3 and Table 4. 

In Table 3 and Table 4, it can be seen that the Garret score 
automatically shows the best ranking sequence based on the 
percentage position value of each scale. In other cases, the 
ranking position may differ depending on the value of the 
questionnaire generated. 

TABLE III. THE VALUE OF CONVERSION OF THE POSITION AND GARRET 

SCORE OF PRIORITIZED AREAS 

Ranking Scale of 

Prioritized Areas 

Percentage 

Position 

Garret score 

1 12,5 73 

2 37,5 57 

3 62,5 44 

4 87,5 28 

TABLE IV. THE VALUE OF CONVERSION OF THE POSITION AND GARRET 

SCORE OF LEADING SECTORS 

Ranking Scale of Leading 

Sectors 

Percentage 

Position 
Garret score 

S1 5.56 81 

S2 16.67 69 

S3 27.78 62 

S4 38.89 56 

S5 50.00 50 

S6 61.11 44 

S7 72.22 38 

S8 83.33 31 

S9 94.44 19 

TABLE V. THE AVERAGE GARRET SCORE AND FINAL RANK OF 

PRIORITIZED AREAS 

Territory 
Total Garret 

Score 
Average Score Ranking 

Kab Jayapura 3.6 67,92 1 

Kota Jayapura 3.587 67,68 2 

Mimika 3.442 64,94 3 

Merauke 3.243 61,19 4 

Nabire 2.93 55,28 5 

Biak 2.814 53,09 6 

Boven Digul 2.768 52,23 7 

Jayawijaya 2.677 50,51 8 

Mappi 2.667 50,32 9 

Sarmi 2.534 47,81 10 

Kerom 2.515 47,45 11 

Waropen 2.515 47,45 11 

Paniai 2.512 47,40 13 

Intan Jaya 2.458 46,38 14 

Supriori 2.405 45,38 15 

Tolikara 2.393 45,15 16 

Memberamo Raya 2.377 44,85 17 

Yapen 2.374 44,79 18 

Asmat 2.373 44,77 19 

Puncak Jaya 2.364 44,60 20 

Pegunungan Bintang 2.319 43,75 21 

Dogiyai 2.303 43,45 22 

Ndunga 2.29 43,21 23 

Memberamo Tengah 2.261 42,66 24 

Puncak 2.252 42,49 25 

Lani Jaya 2.249 42,43 26 

Yahokimo 2.226 42,00 27 

Deiyai 2.174 41,02 28 

Yalimo 2.036 38,42 29 

TABLE VI. THE AVERAGE GARRET SCORE AND FINAL RANK OF LEADING 

SECTORS 

Leading Sectors 

Total 

Garre

t 

Score 

Averag

e Score 

Rankin

g 

S1=Agriculture 34,668 1,195 1 

S2=Mining 16,353 564 2 

S3=Industry and Processing 9,989 344 3 

S7=Transportation and Communication 7,752 267 4 

S4=Electricity, Gas, and Water Utility 5,376 185 5 

S6=Trade, Hotels, and Restaurants 5,060 174 6 

S5=Construction 4,950 171 7 

S9=Services 2,489 86 8 

S8=Financial, Rental, and Business 

Services 
1,674 58 9 
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The next step was to calculate the total Garrett Score by 
multiplying each value given by the decision maker on the 
results of the questionnaire (Table 1 and Table 2) by Garrett 
Value (Table 3 and Table 4), and were then summed up. This 
treatment applies to the calculation for each region. Then, the 
average Garret score was calculated by dividing the total 
Garrett Score in each region by the number of regions being 
ranked. The final result of Garrett score calculation is region 
ranking based on the highest average Garrett value. Table 5 
shows the average results of Garret score as well as the 
ranking of the prioritized area, while Table 6 shows the 
average results of Garret score as well as the ranking for the 
regional leading sectors. 

The results of the Garret ranking showed that Jayapura 
Regency is in the strongest position to become a prioritized 
area in the Papua Province. Followed by four other regions; 
Kab Jayapura, Kota Jayapura, Mimika, Merauke and Nabire. 
Whereas, getting sorted from ten regions, the other five 
regions are Biak, Boven Digul, Jayawijaya, Mappi and Sarmi. 

The results of leading sectors ranking showed that the 
Agriculture is the strongest sector to be the leading sector of 
Regional development in Papua Province. Followed by 
Mining, Transportation and Communication, and Industry and 
Processing. 

The results of the Garret ranking of prioritized areas and 
regional leading sectors were then analyzed for correlation of 
the results of the both ranking. Based on the spearman 
correlation calculation, it was found that the correlation 
coefficient is 0.807 with a standard error value of  0.11. This 
shows that the results of the ranking carried out on both 
showed a very strong correlation. 

VIII. CONCLUSION 

Based on the results of the analysis, it can be seen that 
there is a very strong correlation between the ranking of the 
prioritized areas and the leading sectors using the Garrett 
method. This is indicated by the spearman correlation 
coefficient which is close to +1 of 0.807. The results of Garret 
ranking on 29 regencies/municipalities in Papua Province 
show that there are five main areas that can be used as 
prioritized areas, namely Jayapura Regency, Jayapura 
Municipality, Mimika, Merauke and Nabire. While the 
regional leading sectors are Agriculture, Mining, and Industry 
and Processing. Thus, Garret ranking can be used for 
alternative ranking technique especially for group decision 
support model that combines the results of ranking with other 
approaches. 
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Abstract—Currently, Internet Protocol version 4 

(IPv4) addresses have been depleted. Many Internet Service 

Providers (ISPs), researchers and end users are migrating from 

IPv4 to IPv6 due to strong features of IPv6 and limitation in 

IPv4. Different tunneling techniques have been deployed to 

migrate on IPv6 for ordinary users. However, these techniques 

create many issues such as compatibility, complexity, 

connectivity and traffic. Due to the dissimilar header structure 

and incompatibility of IPv4 and IPv6, the devices are unable to 

communicate with each other because devices do not support 

IPv6 addresses directly. The performance of network is also 

compromised due to huge increment in data transmission traffic. 

In this paper, we proposed a technique to provide full IPv6 

connectivity and enhancing the network performances by 

combining two tunneling techniques such as IPv6 Rapid 

Deployment (6RD) and Teredo. To increase the throughput of 

the network, jumbo frames are used to carry huge amount of 

data. The main objective of using both techniques is to provide a 

hybrid network rendering for full IPv6 connectivity. The 

proposed technique provides not only the IPv6 but also provides 

better performance in the network. Simulation results show that 

throughput and packet delivery ratio achieve maximum gain by 

9000 bytes and 98%, respectively. 

Keywords—Hybrid network; IPv4; IPv6; 6RD; teredo tunneling 

mechanism; network performance jumbo frames 

I. INTRODUCTION 

In February 2011, internet assigned number authority 
(INNA) declared that there are no IP addresses available on 
IPv4 pool. After this announcement the shortfalls of IP 
addresses create problems to provide connectivity for end 
users. In such condition the only solution is to migrate on IPv6 
which contains trillion of trillion IP addresses (128 bits). It is 
not an easy task to shift from IPv4 to IPv6 quickly but a big 
challenge of next generation of internet. Many translation, 
transitions and tunneling techniques are available such as IPv4-
In-IPv6 tunneling, Teredo, 6to4, dual stack and other. These 
methods are planned to extend IPv6 connectivity using IPv4 
network [1-4]. But out of these two techniques Teredo and 

6RD are widely used by research community. This research 
focuses on both Teredo and 6RD.Currently, illustrated issue is 
the connectivity of IPV4 and IPV6 under the same 
environment. Devices are not upgraded to support IPv6 
connectivity and Compatibility. There is a need of hybrid 
network so that IPv4/IPv6 can communicate across both the 
network infrastructure. It is difficult for ISPs to control the 
flow of packets in 6to4 tunnel prefix from customers for this 
reason 6RD is proposed. The rapid use of social networks and 
multimedia application create high data transmission load and 
cause hindering the traffic to raise the problem that how to 
move this traffic on IPv4 network. The jumbo frames has high 
capacity and is specially designed to carry heavy load of traffic 
in the network [5-7]. 

This paper focuses on deployment of IPv6 with IPv4 
network. The proposed work merge Teredo and 6RD together 
to create a hybrid network. The features of both networks are 
combined to facilitate the current IPv4 addresses, the issues of 
6RD can be covered in Teredo and vice versa. IPv6 have a 
unique feature of IPsec and huge amount of IPs over IPv4 [8]. 
Proposed hybrid network provides full connectivity to 
customers/ISPs using these two techniques. After deployment 
of hybrid network the performance of the overall network is 
highly reliable. 

The contributions of this proposed work are: (1) an 
adaptation of an improved hybrid-based IPv6 mechanism is 
deployed, which enables IPv6 (2) Examination and illustration 
of IPv6 development system is performed incorporating traffic 
characteristics tunneling. (3) A solution is provided to handle 
the increased payload. (4) Achieved results for packet delivery 
ratio in hybrid network jumbo frame are included. This 
approach facilitates the Internet service providers (ISPs), 
companies and vendors in migration of IPv4 and especially for 
those ISPs having large network across the any province or 
country. 

The rest of the paper is divided into following parts, section 
2 describes the related work, section 3 is about problem 
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statement, section 4 is methodology, section 5 covers the 
simulations and results, and section 6 is about conclusion. 

II. RELATED WORK 

Ala Hamarsheh et al [9] proposed mechanism for known as 
D4across6. It consists of deployment of IPv4 locally for IPv6 
connectivity to access network. Mechanism allows IPv4 
devices to communicate with IPv4-only content providers over 
an IPv6-only infrastructure. It carries IPv4 packets and routing 
information of the IPv4 protocol over an IPv6-only network 
infrastructure. The features of the proposed protocol are: offers 
IPv4 connectivity across IPv6-only access networks, stateless 
operation, cost-effective solution, and requires simple and 
automatic configuration at customers‟ hosts and no change in 
network infrastructure is needed. Results are calculated in one 
parameter throughput which varies from 64 bytes to 1024 bytes 
with number of nodes 100 to 1500, while other parameter is 
Mbps which is dynamically changes as number of bytes are 
increasing. Compared with 4rd, (A+P), DS-Lite, D4across6 
and it shows that performance of D4across6 is comparatively is 
better all other techniques. The main drawback of this is 
mechanism it can‟t handle huge amount of traffic load, 
whenever traffic increases it may takes more time transfer the 
data packets.    

Fatema Siddika et al [10] proposed a solution to migration 
IPv6 in Bangladesh by applying transition mechanism to 
provide connectivity to IPv6 hosts. Specific routing protocols 
are implemented in networks i.e. Border Gateway 
Protocol (BGP), Open Shortest Path First (OSPF), and OSPFv3 
for addressing and connectivity of end nodes. The proposed 
solution is divided into three phases first, apply a transition 
mechanism to the IPv4 dominant network to provide IPv6 
support and make it an IPv6 dominant network. Second, apply 
the transition mechanism to the IPv6 dominant network to 
provide IPv4 support until the remaining IPv4 hosts became 
IPv6 hosts. Third, the network is completely in IPv6. Prevent 
different nodes in the network from talking with each other 
with different IP protocols, if necessary, upgrade the 
applications or use the proxy at application layer. The results 
carried out with that dual stack tunneling techniques deployed 
in this network gains better performance than others. 

Shaneel Narayan et al [11] proposed a solution for 
transferring high traffic load one to end to another. This 
scheme utilizes jumbo frames to transfer the data packets 
during communication. This can be achieved by connecting 
two powerful systems and two network card (windows server) 
with each other. Compare the performance of jumbo frames to 
that of normal frames on a test-bed. To do so, two different 
operating systems were implemented with both IPv4 and IPv6 
and it has been shown that jumbo frames undoubtedly give 
higher throughput than normal frames. When used on networks 
with IPv6, favorable delay values are attained and packet drop 
rates are generally better than that on IPv4 implementation. 
Jumbo frames overall give better network performance metrics 
than when normal frames are implemented on a network. 

Zhao Qin et al [12] proposed seamless converging system 
for IPv4/IPv6 transition which is based on two parts zone-1 
state full and zone-2 stateless protocol modules. It can share to 
addresses of IPv4 or IPv6 to access IPv4 connectivity across 

IPv6 network. In zone-1 is designed as Metropolitan Area 
Network (MAN) in IPV6 addresses and (MAN) is also 
designed for IPv4 addresses. In zone-2 core routers (CR) are 
placed of both addresses are connected with state full 
translator. In zone-2 CR router of IPv4 connected with stateless 
of zone-1, in this both zone are communicating each other. 
Service Router (SR) and Broadband Access Server (BAS) of 
both networks IPv4 and IPv6 are placed to transfer data 
packets. It supports connectivity of IPv6 quickly, additionally it 
supports both addresses simultaneously without affecting each 
other. 

S. Aravind et al [13] proposed dual stack and tunneling 
techniques for migration of IPv6 to transmit data packets of 
IPV addresses to IPv4 in both scenarios i.e. static and dynamic 
of the network. In the network five routers and four switches 
are placed in simulation for transferring data packets between 
both the networks. Using Graphical Network Simulator-3 
(GNS3) network simulator the results are carried in dynamic, 
static routing network and Open Shortest Path First (OSPF) 
protocols to transmit IPv6 packets on IPv4 network. 
Performance comparison shows that low Latency and high 
throughput in IPv6 with respect to IPv4.  

M. F. Suleiman et al [14] has point out the factor, 
challenges and analyzed the network by deployment of IPv6 
address in Nigeria. In first phase the author survey the IPv6 
awareness training, planning and deployment of IPv6. After 
successfully deployment of IPv6 addresses they have expressed 
the results and finally phase simulations experiments to 
explains the whole mechanism of dual stack and 6to4 
techniques in detail. A real time business case was the 
discussed to motivate and promote the benefits, cost 
estimation, risk of IPv6 addresses.   

S. Javid et al [15] implemented OSPFv3 in IPv6 addresses 
to survival of IPs because of various features of OSPFv3 
protocol. OSPFv3 is used for large and complex network to 
provide IPv6 connectivity to end users. The migration of IPv6 
is in slow process it may takes long time to fully migrate on 
IPv6. The reason behind implementation is big organizations 
are fully depended on internet and they don‟t want to bear any 
loss if any time their services can be downtime. So avoid this 
issue the author has implemented to provide full connectivity 
to large organizations. 

III. PROBLEM STATEMENT 

Nowadays IPv6 infrastructure is a necessity of internet 
service providers. However some challenges, difficulties and 
delusion are the major concerns during deployment. These 
concerns are enlisted below: 

 ISPs below Tier-3 are not IPv6 supported 

 Deployment of IPv6 takes long time 

 Replacement of equipment is a big challenge  

 Unavailability of IPV6 supported devices on vender end 

 Payload increases in the network  

 People are irrevocable and reluctant to IPv4 and IPv6 
respectively 
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 At this time migration can be done slowly and 
gradually, although IPv6 is in practical form but still it 
takes long time to put into operations. [16, 17, 18] 

Keeping above stated reasons in consideration migration 
can be done slowly and, although IPv6 is in practical form but 
still it takes long time to put into operations. The transition 

techniques used for IPv6 connectivity are summarized in Fig. 
1. 

The following Fig. 1 shows the hierarchy of transition 
which shows the different layer there are various transition 
techniques are used for IPv6 connectivity. 

 
Fig. 1. Summarization of different transition techniques

In Fig. 1 transitions techniques are divided into three main 
techniques, tunneling, dual stack and translation. In tunneling 
automatic techniques are widely used for communication 
between IPv4 and IPv6.Internet service provider (ISP) 
configures tunneling and translation techniques to providing 
IPv6 connectivity in real time environment [19].  

The research finding and contributions of this work 
presented as follows: 

 Propose a hybrid technique based on 6RD and Teredo, 
which provides relieve IPv4 addresses shortage.  

 The proposed hybrid technique delivers an introduction 
of IPv6 addresses. 

  The proposed technique gives an easy way to migrate 
from IPv4 to IPv6 addresses 

 The hybrid technique is capable of running both 
addresses on the same network without affecting each 
other.  

IV. PROPOSED TECHNIQUE 

After study of all mechanisms their advantages and 
disadvantages in mind we have proposed a technique which is 

based on hybrid network that is the combination of two 
techniques which are Teredo & 6RD, used to transfer data from 
IPv4 to IPv6. The proposed hybrid technique supports both 
networks IPv4 and IPv6. It can provides IPv4 addresses as well 
as IPv6 addresses. The hybrid network contains 4 Cisco routers 
connected with IPv6 hosts, IPv4 backbone network of 6RD & 
Teredo relay devices. The traffic moves from IPv6 to IPv4 
network via these connected devices.  Addresses of IPv4 & 
IPv6 are configured at every router and tunnel is configured on 
the boarder routers to provide the access of both networks. It is 
unable to provide the IPv6 connectivity to users without 
boarder routers because one can‟t send the addresses of IPv6 
directly. When huge amount of data come over the network it 
might be some interruption in the network. By the use of 
jumbo frames, throughput can be increased, because it can 
carry data up to 9000Bytes in the network. The proposed 
hybrid network a whole traffic of IPv6 is divided into two parts 
that are local traffic and tunneled traffic. The UPD and TCP 
protocols are used to encapsulate the tunneled traffic. To 
provide the connectivity of IPv6 behind the NAT devices is 
responsible to is responsibility of Teredo. It depends on two 
main components that are Teredo relay and Teredo Server. 
Teredo Server is used to initialize the Teredo, while relays are 
used for routing connectivity of IPv4 and IPv6. The upper level 
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contain IPv6 network and lower level has IPv4 network pool. 
The BR router and Teredo Server functions like bridge 
between IPv4 and IPv6 networks. Native traffic routed by IPv6 
host is encapsulated in IPV4 by CE router and forwarded 
towards the BR router or directed to 6rd. The received 
encapsulated 6rd and BR traffic is de-capsulated by CE router 
and forwarded to the end user. Server assist client to get IP 
from IPV6 for the internet access. IPv6 packets are 
encapsulated in to IPv4 UDP Teredo client address by using 
Teredo relay and vice versa. The 3FFE:831F::/32 IPv6 suffix is 

advertised by Teredo relay for internet. Different IPv6 hosts 
send the packets to Teredo client routed by Teredo relays to 
share dynamic load over every Teredo client. Fig.2 shows 
hybrid network technique, the communication link between 
two terminals 6RD and Teredo techniques. The IPv6 traffic 
flows from upper section of the network, after that de-
capsulated on the edge router to the next endpoint crossing 
IPv4 network. To ensure the security of data packets thorough 
tunneled traffic is needs to be de-capsulated.

 

Fig. 2. Hybrid Network topology

V. SIMULATIONS AND RESULT ANALYSIS 

In our proposed hybrid technique we have deployment 

IPv4 and IPv6 addresses successfully. In order to check the 
performance of the hybrid network tests are conducted 
amongst IPv4 & IPv6 to show the connectivity of devices 
results. Simulation work scenario is created using graphical 
network simulator 3 (GNS3). Results analysis is carried out for 
evaluation among the performance metrics of these strategies 
in order to estimate any statistically-important variation 
between them. The main purpose of this research is to rank the 
IPv6 transition strategies and categorize the better strategy that 
offers high throughput, high packet delivery ratio and lowest 
delay. This section presents the simulation results by 
comparing different parameters like throughput, packet 
delivery ratio, average delay, tunneling overhead and jitter. 
Proposed network demonstrate the bundle conveyance 
proportion in cross breed network. Hybrid network connected 
with core of Teredo and 6RD routers along with IPv6 do not 
require header checksum, flags and identifier therefore, the 
IPv6 performs faster than other counterparts. Initially the 
throughput is very low because of less number of packets 
transferred as the number of packets increases throughput also 
increased. When the jumbo frames are used in the network it is 

favorable for increased throughput and packet delivery ratio as 
compare to 6RD and Teredo technique. The following 
subsections discusses these analyzed parameters and obtained 
results in more details.  Configuration of GNS3 is easy to 
deploy because it shows the network graphically.GNS3 allows 
to access cisco devices virtually, does not required any physical 
hardware for simulation. The front end of GNS3 dynagen. 
Dynagen runs dynampis to create simulation environment. 
Actually GNS3 access cisco IOSs on your windows or linux 
systems to design network topology virtually without 
hardware.     

A. Throughput 

Fig.3 shows the throughput of IPv4 and IPv6 networks. 
Initially, both networks are sound and safe, however when the 
number of packets increases they effects throughput directly. 
Initially both networks i.e. IPv4 and IPv6 are smooth but as 
soon as packet size increases simultaneously traffic will 
increased. It was observed that consequent the network to 
stability due to jumbo frame takes the loads from the network. 
It is clearly seen that IPv4 and IPv6 provides better 
performance by the utilization of hybrid network. 
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Fig. 3. Throughput of 6RD, Teredo and Hybrid 

B. Packet Delivery Ratio (PDR) 

Hybrid network shows better performance in the packet 
delivery ratio, because the insertion of jumbo frames in the 
network for high payload carried out the network traffic to the 
destination. It is observed that with the increase of packet size 
PDR increases. This effect is resulted due to jumbo frames 
have capability to carry high traffic load to make network 
performance better Fi. 4 mimics this effect. 

 

Fig. 4. Packet deliver ratio of 6RD, Teredo and Hybrid 

C. Average Delay 

Fig.5 shows the average delay with respect to time, IPv6 
increases delay at end stages and that effect is carried from 
many devices. IPv6 shows higher delay as compared to IPv4 
from initial time. While passing the traffic from one end to 
another node, many devices face high payload on every node in 
the network. Teredo clients devices are located behind the 
NAT devices and traffic pass through connecting server and 
encapsulates the incoming the packet and de-capsulate each 
packet before sending therefore it takes some time. 

 
Fig. 5. Average delay of 6RD, Teredo and Hybrid 

D. Tunneling Overhead 

Fig.6 shows the sum of the overhead caused by 
engendering tunnels, expunging tunnels, stimulating tunnels, 
encapsulation, and de-capsulation is called tunneling overhead. 
Fig. 6 shows the tunneling overhead of 6RD, Teredo and 
proposed technique. It is measured with respect to packets in 
bytes. In average overhead it clearly declares that our proposed 
hybrid technique supersede both the Teredo and 6RD 
mechanism and hence can be proposed for complex networks 
to reduce the overhead drastically.  

 
Fig. 6. Tunneling Overhead 6RD, Teredo and Hybrid 

VI. CONCLUSION 
This paper provides two main contributions, connectivity of 

IPv6 to end users and transfer a huge amount of data packets 
(high payload). Two testbeds are used i.e. 6RD and Teredo to 
performance tunneling mechanism and to develop a hybrid 
network. The proposed hybrid network contains characteristic 
of both techniques. It has been analyzed that our proposed 
hybrid network has better performance than individual 
techniques. 6RD & Teredo failed to provide IPv6 connectivity 
to the individual user. The main advantage of a hybrid network 
is it can carry out both networks IPv4 and IPv6 together. Both 
networks performance quite satisfactory and operate easily 
without any disturbances. Additionally, huge traffic can be 
transferred across the network with jumbo frame technique. 
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The proposed hybrid network is compared with 6RD, and 
Teredo in terms of throughput, packet delivery ratio, average 
delay and tunneling overhead. From results, it has been 
observed that the hybrid network has better performance than 
6RD and Teredo in term of packet delivery ratio up to 98%, 
whereas minimum delay occurs at high payload. Collectively, 
the hybrid network gives a huge improvement in different 
metrics. For future work, this research can be extended in the 
perspective of security issues and different security algorithms 
can be developed to prevent the hybrid network from different 
attacks. 
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Abstract—Smartphone is one of the telecommunications 

media that can be used anytime and anywhere. To be able to 

support the activity of its users, smartphone users install the 

application on their smartphone. When installing an application, 

there are permissions provided by the application about data 

that will be collected. However, many users choose to ignore and 

do not read the application permission since it is too long or 

difficult to understand, hence they accept the apps permissions 

without thinking and consequently leads to security problems. 

This study aims to determine the factors that affect users in 

reading apps permissions that have been provided by an 

application before they install the application. Data were 

collected from 292 respondents who were active in using 

smartphones. The data analysis method used is Structural 

Equation Modeling (SEM). The results of the study show that the 

factors that influence the user in reading the app permissions 

before they install the application are coping self-efficacy and 

personal responsibility. 

Keywords—Protection motivation theory (pmt); application 

permission; smartphone; structural equation modeling (SEM) 

I. INTRODUCTION 

Nowadays, smartphone is one of the telecommunications 
media in the spotlight because it has the sophistication in 
various things and its effective and efficient functions that can 
be used anytime and anywhere [1]. A report from the Statista 
stated that the number of smartphone users in Indonesia in 
2018 reached 70.22 million active users [2]. In fact, a few years 
ago the phone could only be used for the purposes of SMS and 
placing call only, but nowadays it has evolved into a 
smartphone that can be used for various purposes such as: 
social media, games and any other activities.  

When users start installing an application, there will be an 
app permission displayed various data that will be accessed by 
the application as a perquisite. For example, an application that 
need to use the camera, microphone, internet, and other 
resources on smartphone, then Android apps will ask for 
permission. Apps will be installed if the user accept the apps 
agreement. To accept the apps permissions without thinking 
can have consequences, such as identity theft, disclosure of 
sensitive information without users noticing it, etc. Based on 
the initial survey that has been done in this study, users are less 
likely to read what is stated in the app permissions. It was 
found that the reasons why most users do not read the app 
permissions are: (1) they are too lazy to read the app 
permissions since it is too long (2) they think the app 

permissions is not important (3) reading the app permission is 
wasting time. The problem raises since some applications are 
requesting to retrieve some of the information contained on the 
smartphone that is mostly related to the users’ sensitive 
information. Users are unaware of the problem that might 
occur in this situation.  

As an example, the PlaceRaider app shows the danger of 
accepting permissions without reading before installing it. This 
app can take users’ photos without permission and recreate 
room, hence users are vulnerable to be spied on. Another case 
in 2013, MouaBad malware allowed attackers to place an 
expensive calls without users noticing. Another malware called 
FireLeaker allowed the device's system database file to be 
accessed by attackers. They retrieved data such as phone 
numbers and other sensitive information and silently uploaded 
it to a web server managed by the attackers [3]. 

Based on the aforementioned reason, this study examines 
what factors that affect smartphone users to read app 
permissions by using the Protection Motivation Theory (PMT) 
model. The Protection Motivation Theory (PMT) model used 
in this study adapts from a study of Tsai et al. (2016) entitled 
"Understanding of online safety behaviors: A protection 
motivation theory perspective" which used nine variables to 
determine the factors that can influence the behavior of users to 
be able to apply protection against online security threats. 

This paper is organized as follow. In section 2 provides the 
theoretical framework and the development of the hypotheses. 
Section 3 discuss the methodology and research design.  
Section 4 provides the results of empirical study while Section 
5 includes a thorough discussion of the empirical findings. 
Finally, the conclusion is presented in Section 6. 

II. THEORETICAL FRAMEWORK AND HYPOTHESES 

A. Protection Motivation Theory (PMT) 

Protection Motivation Theory (PMT) is used in predicting 
individual intentions to take protective action [4]. The factors 
in the research model namely response efficacy, threat severity, 
prior experience with safety hazard, coping self-efficacy, habit 
strength, perceived security support, personal responsibility, 
response cost, threat susceptibility and security intention. 

Response efficacy is defined as the degree of user's belief 
regarding recommended protective behaviour whether it will 
be effective in terms of preventing or reducing the dangers or 
threats. When applying a protective behavior, a user must be 
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able to ensure that the protective behavior he or she is 
performing is effective in protecting him or her from any 
danger or threat that might occur. 

Threat severity is defined as the extent of the consequences 
of a threat or a hazard caused by the absence of protective 
behaviour. When a user does not consider that a threat is 
serious, then he or she will not apply protective behavior to 
protect him or her. 

 Prior experience with safety hazards is defined as the 
degree of user’s previous experiences related to protective 
behaviour. When a user previously has experience in dealing 
with threats that occur online then he or she will apply 
protective behaviour. 

Coping self-efficacy is defined as the degree of perceived 
ability and comfort with respect to user's behavior in 
conducting online protection. When a user is accustomed and 
has the ability to deal with online threats then he or she will 
apply the protective behaviour. 

Habit strength is defined as the degree of how strong the 
habit of a user's ability in applying protective behavior to 
prevent online threats. When a user has a strong habit of 
applying protective behavior then he or she will continue to 
apply the protective behavior 

Perceived security support is defined as the degree of the 
support from others related to applying online protective 
behavior. When a user is heavily influenced and can feel the 
support of others in applying protective behaviour, then he or 
she will apply protective behaviour. 

Personal responsibility is defined as the degree of user’s 
beliefs in implementing protective behavior to protect him or 
her. When a user has a strong belief that he or she can protect 
him or her from online threats then he or she will apply the 
protective behavior. 

Response cost is defined as the degree of how much time 
and effort that has to spend to protect the user from online 
threats. A user will not implement protective behavior when he 
or she thinks that it takes too much effort in term of time and 
money. 

Threat susceptibility is defined as the degree of 
vulnerabilities from online threats that may happen to user. A 
user will implement protective behavior when he or she 
realizes that he or she is vulnerable to online threats. 

Security intention is defined as the degree of how much a 
user intends to apply protective behaviour. When the user feels 
that such protective behaviour is important then the user will 
likely continue to apply recommended protective behaviour. 

B. Hypotheses Development  

In a study conducted by [4] suggests that the response 
efficacy evaluates how effective the recommended protective 
behaviour in reducing a threat. When it comes to enforcing 
protective behaviour, users should ensure that protective 
behaviours undertaken will be effective in protecting them 
from threats. When a user installs an application, the user 
should read the app permissions provided before they install 
the application, because by reading the permissions is an 

effective protection measure to protect the user's smartphone 
from the perils of hackers who will take the data on their 
smartphone. Users who are aware that applying this protective 
behaviour is an effective step in reducing a threat will tend to 
have an intention to apply that protective behaviour. From this 
statement, it can be drawn hypothesis as follows: 

1) Response Efficacy have a positive effect on Security 

Intention 
Threat severity is used to measure how severe a threat can 

occur when protective behavior is not applied [4]. Users who 
consider that the impact of a threat is severe will tend to have 
the intention to apply protective behaviour. Currently, the use 
of smartphones can attract the attention of hackers to be able to 
break the security of the smartphone. One of them by taking 
data from the smartphone through a slot that is inserted through 
the app permissions provided when the user will install an 
application on the smartphone. In this study, this threat 
involves how severe the consequences of the occurrence of a 
threat when a user does not read the app permissions prior to 
installation. Based on the foregone review, the following 
hypothesis is developed: 

2) Threat Severity have a positive effect on Security 

Intention  
Based on study of [5] found that there was a significant 

relationship between a user's previous experience of a user's 
intention to apply protective behaviour. When a user has prior 
experience with online threats then he or she will tend to apply 
protective behavior. For example, on the use of smartphones 
when data on the smartphones had been accessed and misused 
by unauthorized party then a user tends to protect him or her by 
reading the app permissions prior to installation. Based on this 
the following hypothesis is developed: 

3) Prior Experience with Safety Hazard have a positive 

effect on Security Intention 
 According to [5], there is a positive relationship between 

coping self-efficacy towards user intentions in applying 
protective behavior. Users who have the ability to protect the 
security of their data online will tend to implement protective 
behavior. In this study when a user has the ability to understand 
the importance of reading an app permissions prior to 
installation then he or she will not ignore the app permissions. 
Based on the statement, the hypothesis is drawn as follows: 

4) Coping Self-Efficacy have a positive effect on Security 

Intention 
Habit strength is used to measure how strong the habits of a 

user in applying protective behavior towards threats that may 
occur online [4]. In this case, user who has a habit and has been 
accustomed to protect him or her by reading the app 
permissions prior to installation will not ignore and will read it. 
According to the explanation, the hypothesis is shown as 
follows: 

5) Habit Strength have a positive effect on Security 

Intention 
 As stated in [6] there is a positive relationship between 

perceived security supports to user's intention in applying 
protective behavior. When a user feels that he or she is 
supported by others in applying protective behavior then he or 
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she will tend to have the intention to apply that protective 
behavior. When a user has the support from others to read the 
app permissions before installing an application then he or she 
will tend to read it. It will also allow user to have the intention 
to apply protective behavior to avoid potential threats when he 
or she ignores the app permissions. Based on the discussion the 
hypothesis can be drawn as the following: 

6) Perceived Security Support have a positive effect on 

Security Intention 
In this study, personal responsibility is used to measure 

user's self-confidence level in implementing protective 
behavior. A user who knows that by ignoring the app 
permissions prior to application installation can cause a threat 
and pose a risk that could harm him or her, then the user will 
tend to apply the protective behavior by reading the app 
permissions and understand the meaning of each permission 
requested by the application. This can prevent the occurrence 
of threats that may pose a risk to the user. Based on the 
explanation above, the hypothesis is drawn as follows: 

7) Personal Responsibility have a positive effect on 

Security Intention 
Pursuant to [7] found that response cost has a significant 

relationship to user intentions in applying protective behavior. 
A user who feels that by applying protective behavior is a 
waste of time and spent a lot of effort will tend not to apply 
protective behavior. If a user thinks that by reading the app 
permissions prior to application installation is something that 
takes a lot of effort and spends a lot of time then he or she will 
tend to not read the permissions. Furthermore, even if he or she 
knows that by reading the app permissions constitute a 
protective behavior to protect him or her against the dangers 
and threats that occur online, he or she will ignore it. From this 
statement, the following hypothesis is developed: 

8) Response Cost have a positive effect on Security 

Intention 
In a study conducted by [8] found that threat susceptibility 

has a significant effect on user intentions in applying protective 
behavior. A user who feels that he or she is highly vulnerable 
to any possible threats that may occur online will tend to apply 
protective behavior to protect himself or herself against online 
threats. When a user is aware that he or she is vulnerable to a 
threat by not reading the app permissions prior to application 
installation then he or she will tend to read the app permissions 
and continue to apply protective behavior. According to the 
review above, it can be drawn hypothesis as follows: 

9) Threat Susceptibility have a positive effect on Security 

Intention 
Based on the hypothesis that has been formulated above, 

Fig. 1 depicts the research model used. 

 
Fig. 1. Research Model. 

III. METHODOLOGY AND RESEARCH DESIGN 

A. Measurement Development  

The questionnaire used in this study consisted of two parts. 
The first part contains respondents’ demographic data, and the 
second part deals with their perceptions of application 
permissions. All questions in this questionnaire except 
demographic questions, all are based on a 5-point Likert scale, 
coded as, 5: strongly agree, 4: agree, 3: neutral, 2: disagree, 1: 
strongly disagree for measuring response efficacy, threat 
severity, prior experience with safety hazard, coping self-
efficacy, habit strength, perceived security support, personal 
responsibility, response cost, threat susceptibility and security 
intention. 

The original questionnaire was in English and was not 
suitable for the targeted subject. Therefore a translation 
approach is used to ensure that the original meaning will be 
maintained in Indonesian version. The English version of this 
instrument was first translated into Indonesian by one author, 
and then an independent translator translated the questionnaire 
into English. The original English version and the translation 
version is then compared, revised and corrected by three 
experts. 

The preliminary analysis was pilot study by using 
Cronbach’s Alpha. All the multi-item scales met the cut-off 
criteria of 0.6 as suggested by [9]. The value of Cronbach’s 
Alpha for each variable in this study can be seen on Table I. 
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TABLE I. CRONBACH’S ALPHA VALUE 

Factor Value 

Response Efficacy (RE) 0.775 

Threat Severity (TS) 0.735 

Prior Experience with Safety Hazard (PEW) 0.824 

Coping Self-Efficacy (CSE) 0.905 

Habit Strength (HS) 0.727 

Perceived Security Support (PSS) 0.745 

Personal Responsibility (PR) 0.824 

Response Cost (RC) 0.675 

Threat Susceptibility (TSUS) 0.721 

Security Intention (SIN) 0.882 

IV. DATA ANALYSIS AND RESULT 

A. Mahalanobis Distance 

The outlier test is used to find data that has extreme value 
by finding the value of Mahalanobis Distance. The result of 
Mahalanobis Distance equals to 45.13 hence data having 
Mahalanobis Distance above 45.13 must be removed from data 
processing. In this study there were 12 data that must be 
removed. Data that can be used in the next analysis were 280. 

B. Kaiser--Meyer-Olkin and Barlett Test of Spericity 

Kaiser-Meyer-Olkin Measure (KMO) was used to 
determine sampling adequacy [10]. The value of KMO in this 
study was 0.845 (>0.5) which means that factor analysis is 
feasible to do. 

C. Normality Test 

Normality test was used to determine whether the data to be 
used is normally distributed or not [10]. In this study, the 
normality test results of 0.068 (>0.5) which indicated that the 
data used in this study was normally distributed. 

D. Homogenity Test 

Levene test in this research was used to examine 
homogeneity of the data. This test was used to evaluate the 
similarities of variance throughout the data, with an assumption 
that a variance of a variable must be stable in all levels. Using 
Levene test would have the same variance if the Sig. value is > 
0.05 [10]. In this research, all variables were considered 
homogeneous. 

E. Measurement Model Fit 

Measurement model fit was useful to determine the 
manifest variable (indicator) actually has a relationship with 
the latent variable (construct). This test was done by using 
Confirmatory Factor Analysis (CFA) method. Measurement 
model fit test results can be seen in Table II. Based on Table II, 
all values in this study met the specified criteria. Therefore the 
analysis can be continued at the structural model fit stage. 

TABLE II. GOODNESS OF FIT INDEX VALUE 

Index Criteria Value Result 

Chi-Square > 0.05 807.91 Good 

CMIN/DF 1<CMIN/DF< 3 1.616 Good 

GFI > 0.8 0.810 Good 

RMSEA < 0.08  0.059 Acceptable Fit 

TABLE III. HYPOTHESES RESULTS 

 Hypotheses P < 0.05 Result 

H1 SIN  RE .601 Rejected 

H2 SIN  TS .347 Rejected 

H3 SIN  PEW .331 Rejected 

H4 SIN  CSE *** Accepted 

H5 SIN  HS .371 Rejected 

H6 SIN  PSS .785 Rejected 

H7 SIN  PR .036 Accepted 

H8 SIN  RC .108 Rejected 

H9 SIN  TSUS .824 Rejected 

F. Structural Model Fit 

Structural model fit was performed to evaluate the 
relationship between variables that have a causal relationship 
or mutual relationship influence. This test was done by using 
Path Analysis method and the result showed in Table III. 

Based on the results of structural model from 9 hypotheses 
that have been tested, there are 7 rejected hypothesis and 2 
accepted hypothesis.  

The impact of coping self-efficacy (p=***) and personal 
responsibility (p=0.036) on security intention were significant 
at p=0.05. Thus, H4 and H7 can be accepted. Meanwhile, 
respond efficacy, threat susceptibility, prior experience with 
safety hazard, habit strength, perceived security support, 
response cost and threat susceptibility have no significant 
impact on the intention to read the application permission, and 
thus H1, H2, H3, H5, H6, H8 and H9 were rejected. 

V. DISCUSSION 

A. Discussion on Hypothesis 1 

In testing hypothesis H1, the results failed to support the 
proposition. Respondents feel that they are not convinced by 
reading the app permissions prior to application installation is 
an effective way in preventing or reducing the dangers and 
threats that may occur. They assume that there will be no 
danger or threats that occur even if they do not read the 
permissions of an application. Thherefore they have no 
intention to read the permissions of an application before they 
install the application. Therefore, in this study response 
efficacy (RE) had no significant effect on security intention 
(SIN). 
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The finding may further imply [11] which suggested that 
when users feel that the protective behavior to be applied is not 
an effective way of protecting them from the dangers and 
online threats then they will tend to have no intention in 
applying such protective behavior. 

B. Discussion on Hypothesis 2 

Hypothesis 2 was rejected.  Based on the results of 
hypothesis testing 2, it can be concluded that respondents 
assume that the danger or threat caused by not reading the app 
permissions prior to application installation is not a severe 
threat. They also assume that even if they do not read the app 
permissions before they install the application there will be no 
serious threats that will occur. Thus, it makes them have no 
intention of reading the app permissions before they install the 
application. It established that in this study threat severity (TS) 
did not have significant influence on security intention (SIN). 

The results of this study together with the results of 
research conducted by [4] who argued that when a user feels 
that a threat does not have a negative impact on the user then 
the user will tend to not have any intention in applying 
protective behavior. 

C. Discussion on Hypothesis 3 

With regards to H3, the results supported a negative 
relationship which indicates that respondents have no prior 
experience related to the hazards or threats caused by not 
reading the app permissions before they install the application. 
In previous experience, they feel there is no danger or threat 
that occurs because they do not read the permissions of an 
application. Thus, they have no intention of reading the app 
permissions as a protective behaviour. Therefore, in this study 
prior experience with safety hazard (PE) had no significant 
effect on security intention (SIN). 

Prior literature [12] suggested that when users have no prior 
experience that could adversely affect their use of online 
applications, they will tend to have no intention of 
implementing protective behavior. 

D. Discussion on Hypothesis 4 

The results of hypothesis H4 supported the proposition that 
that respondents assume that when they have the ability to 
know about how severe a danger or threat that might occur 
when they choose not to read the app permissions before they 
install the application, it will make them have the intention to 
continue reading the app permissions as an act to protect 
themselves online. A significant direct association was found 
between coping-self efficacy (CSE) and security intention 
(SIN). 

Similarly, previous literature [11] argued that when users 
have the ability to know and use an application and they have a 
sense of comfort in using it then the user will tend to continue 
to have intention in using the application. 

E. Discussion on Hypothesis 5 

In testing hypothesis H5, the results revealed a negative 
relationship. Respondents feel they do not have a habit to 
understand or read the app permissions before they install the 
application, even they tend to ignore it. It proved that most 

respondents in this study did not have a habit to read the app 
permissions before they installed the application. Thus, reading 
the app permissions is not considered as a protective 
behaviour. It indicated that in this study habit strength (HS) did 
not have significant influence towards security intention (SIN). 

The finding is supported by [13] who suggested that when 
users do not have a strong habit of applying protective 
behavior then the user will tend to have no intention in 
implementing the recommended protective behavior. 

F. Discussion on Hypothesis 6 

Hypothesis 6 was accepted. Based on the results of 
hypothesis testing 6, it can be concluded that respondents do 
not have support from other parties related to the hazards or 
threats caused by not reading the app permissions before they 
install the application. If users do not have support from other 
parties, they will tend to feel that there is no danger or threat 
that occurs because they do not read the app permissions. This 
is because there is no single party around those who are 
exposed to such dangers or threats. Therefore, respondents 
have no intention in reading the app permission as a protective 
behavior. This revealed that in this study perceived security 
support (PSS) did not have significant influence on security 
intention (SIN). 

The results of this study are similar to those of [4] who 
suggested that when users feel that no party around them can 
adversely affect or harm them on the use of an online 
application then they will tend to have no intention in 
implementing the protective behavior. 

G. Discussion on Hypothesis 7 

As it has been hypothesized, Hypothesis H7 supported the 
proposition that respondents have high confidence and 
responsibility in protecting themselves against the dangers or 
threats caused by reading the app permissions before they 
install the application. Respondents have a sense of confidence 
and responsibility arising from their own consciousness that by 
reading the app permissions is considered an act to protect 
themselves from possible dangers or threats. Thus, it 
encourages them to have an intention to read the app 
permissions prior to application installation. This study posited 
a significant relationship between coping-personal 
responsibility (PR) and influence on security intention (SIN). 

This result confirmed previous literature [4] who argued 
that when a user has a high sense of responsibility in protecting 
themselves against threats or dangers online it will encourage 
the user to have intentions in implementing protective 
behavior. 

H. Discussion on Hypothesis 8 

Hypothesis 8 was not supported. Respondents consider 
having to read the app permissions before they install the 
application is a very time-consuming and requires a lot of 
effort. Furthermore, it is not guaranteed that they will be 
suffered from dangers or threats that may occur. They also find 
it uncomfortable to read the app permissions hence they have 
no intention of reading the app permissions prior to application 
installation. This study posited a negative relationship between 
response cost (RC) and security intention (SIN). 
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This is consistent with previous findings [14] which 
suggested that when users feel they need to take a lot of effort 
in using an application then they will tend to have no intention 
in using the application. 

I. Discussion on Hypothesis 9 

Hypothesis 9 was unaccepted. From the test result of 
Hypothesis 9, it can be concluded that respondents assume 
when they decide not to read the app permissions before they 
install the application there will be no high vulnerability to 
threats or dangers that may occur and harm them. They also 
assume that even if they do not read the app permissions, they 
will not be vulnerable to threats, hence they have no intention 
to read the app permissions before installing an application. 
The result found a significant relationship between treat 
susceptibility (TSUS) and influence on security intention 
(SIN). 

The finding of this study with regard to threat susceptibility 
is consistent with previous studies [4] who argued that when 
users feel that they will not be vulnerable to threats caused by 
the use of an application then they will tend to not apply 
protective behaviour. 

VI. CONCLUSIONS 

This study aims at contributing in this viewpoint by 
determining the factors that influence users to read the app 
permissions before they install an application. Based on the 
results of the study, there are 2 factors that are found, namely: 
coping self-efficacy and personal responsibility. With regards 
to coping self-efficacy, respondents will read the app 
permissions prior to application installation as an effective way 
to prevent or reduce the dangers and threats that may occur 
since they have the ability to understand the importance of 
reading an app permissions as a protective behaviour. 
Meanwhile, concerning personal responsibility, respondents 
have high confidence and responsibility in protecting 
themselves against dangers or threats by reading the app 
permissions prior to installation. Additionally, the result of this 
study can raise users’ awareness and inform them in term of 
protecting themselves by reading the app permissions before 
installing an application. 
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Abstract—This Digitalization of documents is now being done 

in all fields to reduce paper usage. The availability of modern 

technology in the form of scanners and cameras supports the 

growth of multimedia data, especially documents stored in the 

form of image files. Searching a particular text in a large-scale 

scanned document images is a difficult task if the document is in 

the form of images where the text has not been extracted. In this 

research, text extraction method of large-scale scanned document 

images using Google Vision OCR on the Hadoop architecture is 

proposed. The object of research is student thesis documents, 

which includes the cover page, the approval page, and abstract. 

All documents are stored in the university's digital library. 

Extraction process begins with preparing the input folder that 

contains image documents (in JPEG format) in HDFS Apache 

Hadoop and followed by reading the image document. The image 

document is then extracted using Google Vision OCR in order to 

obtain text document (in TXT format) and the result is saved to 

output folder in Hadoop Distributed File System (HDFS). The 

same process is repeated for the entire documents in the folder. 

Test results have shown that the proposed methods were able to 

extract all test documents successfully. The recognition process 

achieved 100% accuracy and the extraction time is twice as fast 

as manual extraction. Google Vision OCR also shows better 

extraction performance compared to other OCR tools. The 

proposed automated extraction systems can recognize text in a 

large-scale image document accurately and can be operated in a 

real-time environment. 

Keywords—Automation; extraction; google vision OCR; 

hadoop; scanned document images 

I. INTRODUCTION 

Document digitization provides an effective way to 
process, maintain and transfer all types of information from 
printed form to digital form. The advancement of current 
information technology and the increased volume of printed 
documents in many applications, making digitalization of 
documents increasingly important to reduce paper-based 
physical documents. This is motivated by the emergence of 
several issues in the management of physical storage in the 
form of the risk of damage or loss of paper-based documents 
and the increasing pile of paper documents that require large 
storage. 

Users in various institutions, such as government, 
education, medical, commerce and entertainment as well as 
private companies, have retained documents in electronic form 

and at the same time require a fast access service to the desired 
information[8]. The biggest challenges of large-scale digital 
document growth are scalability, data consistency, data 
completeness, time, and security (Chen and Zhang, 2014). 
Various algorithm has been developed continuously in order to 
capture, store, search, share, analyze, and visualize data, as 
well as to anticipate the increased of data volume by increasing 
the capacity using parallel processing (Chen and Zhang, 2014). 
Searching a particular text in a large-scale scanned document 
images is a difficult task if the document is in the form of 
images where the text has not been extracted. 

Text extraction from images can be defined as the work of 
extracting text objects from a set of images. The results of text 
extraction can also be used as image search keywords, 
document search, content-based image search, video content 
analysis, text-based video search, location search words on 
documents and others [1]. Text extraction is a challenging task 
because there are variations of text size, font, style, orientation 
and alignment to a complex background. Text extraction 
process from scanned document images includes pre-
processing, detection, localization, extraction, enrichment and 
text recognition. The image to be extracted can be a gray or 
colored image, in a compressed / uncompressed format. Text 
detection aims to find the presence of text in images and 
localization of text aims to find the location of the text and to 
create boundary boxes of text. The text is then extracted by 
separating the text from the background image and enriched to 
improve the quality of the extracted text in order to be 
recognized. Following the extraction process, the extracted text 
is recognized using Optical Character Recognition (OCR) [2]. 

OCR is a technology for recognizing text from images 
automatically. OCR supports various types of image formats 
such as JPG, PNG, BMP, GIF, TIFF and PDF files. OCR 
involves analyzing the captured or scanned images and then 
translating the image into an editable text format. The text 
contained in the scanned document image can be easily 
extracted with the help of an OCR tools. Various OCR 
applications are available and can be used to extract text on 
images. Many OCR tools available include Online OCR, Free 
Online OCR, OCR Convert, Convert image to text.net, Free 
OCR, i2OCR, Free OCR to Word Convert, Google Docs [6]. 
The reliability of Google Vision OCR has been shown to 
extract and recognize text from document images very well 
compared to other OCRs [5]. The extraction process of the 
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excessive number of data is automatically performed in 
Hadoop environment using big data architecture. 

Big Data is defined as high volume, high velocity, and/or 
high variety data sources, which requires new process 
paradigm to explore the information attached to it, to develop 
decision-making process, and optimization process. Based on 
this definition, Big Data is not characterized by specific size 
metrics, but completion in processing such data because the 
character (size, velocity or variety) is difficult with 
conventional processing approach. The Big Data potential is 
underlined in its definition; but the realization of such potential 
depends on developing traditional methods or developing new 
methods capable of handling such large data [4]. Hadoop is a 
platform for dealing with Big Data and provides problem 
solving with the ability to analyze large data. Hadoop is an 
open source based tool that enables distributed processing of 
large data with multiple clusters to accommodate services. 
Hadoop is designed to handle data from one service (server) to 
thousands of machines with high fault tolerance. Parallelization 
is used for the cost efficiency and processing time required. 
Big Data includes large-scale, diverse and complex data 
requiring new architectures, techniques, algorithms and 
analysis to manage the data and extract the hidden values and 
knowledge from the data set [3]. 

In 2013, Tae Ho Hong et. al. developed image-based or 
pdf-based ebook conversion system to facilitate the search for a 
words contained in the ebook [7]. To recognize text characters 
in image files using Tesseract OCR and this conversion process 
includes large data and uses Map Reduce Hadoop with cluster 
system so that the conversion process can be successfully done 
as well as minimizing the processing time. In this research, 
automated text extraction from large-scale scanned document 
images based on Google Vision OCR is proposed. The source 
of documents is stored in multiple folders with different file 
size using big data technology that is based on Apache 
Hadoop. The performance measurement of the automated 
extraction process will be based on the accuracy and the speed 
of extraction. Extracted results are stored in HDFS to be further 
analyzed for other purposes. 

II. PROPOSED METHODS 

Object data used in this research are scanned document 
images of student’s thesis stored in the Gunadarma University 
library, which includes cover page, approval page, and abstract 
page as illustrated in Fig.1. The number of documents used in 
this research are 182,532 with data size of 33.4 GB. All 
documents are in the JPEG image formats. 

The extraction stage aims to extract, to recognize and to get 
the text contained in the document images. The process starts 
with reading the input documents using Google Vision OCR 
and producing the output in the form of text documents.  The 
output text document is stored in HDFS. The extraction 
process is shown in Fig. 2. The example of automated 
extraction process is demonstrated in Fig 3. 

 
Fig. 1. Image Document Text in Dataset, (Source: Gunadarma University 

Digital Library). 

 
Fig. 2. Method in Extraction Phase. 

The automated extraction process for detecting and 
recognizing text contained in the dataset documents using 
Google Vision OCR with single node Hadoop is presented in 
Fig.4. Prior to the extraction, the preprocessing must be done, 
which includes the preparation of input folder (document 
images) and to ensure that the document image folder contains 
document images ready to be extracted. Then, a folder must be 
created to stored extraction result (document text). All files 
contained in the input folder is read to get the entire filename, 
which will be included in the file list. The first document image 
file is extracted using Google Vision OCR and the fully 
extracted results is obtained. The extraction results needed are 
only in the form of text so that objects other than text will be 
removed or discarded and just take the text as a description 
then the contents of the description will be saved according to 
the file name of the scanned document, ie. cov1.jpg becomes 
cov1.jpg.txt.  Following the above process, the results are 
stored in the HDFS output folder. The extraction process 
continues to the next document image until the entire contents 
of the completed folder is processed. 
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Step 1 

Prepare Input Folder (Document Image) To Extract 

 

 

Step 2  

Read Document Image  

 

 

Step 3 

Extract Using Google Vision OCR-> Result : Document text 

 

 

Step 4 

Save All Extracted Documents in Output Folder (HDFS) 

 

 

Fig. 3. Example of Automated Extraction Process. 

III. RESULT AND DISCUSSION 

Performance of the extraction process using Google Vision 
OCR were tested on three types of document images, namely 
cover document, approval document and abstract document. 
The details of the results are shown in Fig. 5, Fig. 6 and Fig.7. 

All of the test results from the extraction process are 
summarized in Table 1. As shown in Table 1, the results of the 
extraction test using Google Vision OCR on cover documents, 
approval documents and abstracts have demonstrated 
successful recognition of the text contents. Limitation on the 
extraction of cover page has been found during the extraction 
process where text character in the logo image could not be 
extracted properly. Therefore logo image was excluded in the 
process. Limitations on the extraction of approval page has 
been identified where text characater overwritten by signature 
image could still be read but sometimes could not be accurately 
recognized. Although there are some limitations found, the 

overall performance of the extraction process using Google 
Vision OCR has shown good results. 

 

Fig. 4. Extraction Process using Google Vision OCR in Hadoop and 

Extraction Result Save in HDFS. 

 

 

 
Fig. 5. The Extraction Result of Cover Document Image. 
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Fig. 6. The Extraction Result of Approval Document Image. 

 

 

 

Fig. 7. The Extraction Result of Abstract Document Image. 

TABLE I. SUMMARY OF EXTRACTION TEST RESULTS FOR DIFFERENT 

TYPES OF DOCUMENTS USING GOOGLE VISION OCR 

No 
Document 
Type 

Document Properties Results 

1 
Document 

Cover 

Text and logo image 

with text character 
inside the logo 

- The accuracy of  

   text extraction  

   is very good 

- The text on the  

   logo image is  
   readable but not  

   correct, should  

   be removed       
   (not extracted) 

2 
Document 

Approval 

Text and signature 

image overwritten 
text character  

- The accuracy of  
  text extraction is  

  very good 

- The accuracy of  
   the name text is  

   sometimes  

   incorrect     
   because of the   

  signature  overwritten the 

text 

3 
Document 

Abstract 

Text only 

 

- The accuracy of  

   text extraction  
   is excellent with no errors 

occurred. 

 

For benchmarking purpose, text extraction using Free 
Online OCR tools and Onlineocr.net has been conducted. The 
results of these extraction process are shown in Table 2. 

TABLE II. THE EXTRACTION RESULTS OF DOCUMENT COVER, APPROVAL 

AND ABSTRACT WITH FREE ONLINE OCR AND ONLINEOCR.NET 

No Document FreeOnlineOCR Online ocr.net 

1 

 
 

Cover 
  

2 

 
Approval   

3 

 
 
Abstract 

  

TABLE III. COMPARISON OF MANUAL EXTRACTION  PROCESS OF 1 DATA 

GOOGLE VISION OCR EXTRACTION RESULTS WITH OTHER OCR TOOLS (FREE 

ONLINE AND ONLINEOCR.NET) 

Doc 
Google Vision 
OCR 

Free Online OnlineOCR. net 

 
Accu   
racy 

Time 
Accu 
racy 

Time 
Accu 
racy 

Time 

 

Cover 97% 5 Sec 85% 41 Sec 95% 7 Sec 

Agreement 
95% 
 

5 Sec 80% 54 Sec 90% 8 Sec 

Abstract 
97% 
 

5 Sec 90% 46 Sec 93% 6 Sec 

The performance comparison in terms of accuracy and 
recognition time of Google Vision OCR, Free Online, and 
OnlineOCR.net in extracting single set of document (cover, 
approval, and abstract) manually is presented in Table 3.  
Accuracy is calculated by comparing the number of words in a 
scanned document that can be recognized properly with the 
total number of words contained in a scanned document, then  
multiplied by 100%. As shown in the table, the accuracy of 
Google Vision OCR is the highest, followed by 
OnlineOCR.net, and then by the FreeOnlineOCR as the lowest. 
In terms of execution time, Google Vision OCR performed the 
fastest, followed by Online ocr.net and then by the 
FreeOnlineOCR as the slowest. 
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Total extraction time for the entire document (Cover, 
Approval and Abstract), which is 182,532 files is 15,215 
minutes if it was done manually and 7,301 minutes if it was 
done automatically. In comparing the performance of Google 
Vision OCR while running manually and automatically, it is 
shown that the manual process took about 5 seconds to extract 
while the automated extraction process took about 2.4 seconds 
to extract a single document. The details are presented in Table 
4. 

TABLE IV. TIME OF EXTRACTION PROCESS FOR MANUAL AND 

AUTOMATIC USING GOOGLE VISION OCR FOR ALL DOCUMENTS ON SINGLE 

COMPUTER 

Document 
Image 

(jpg) 

Extracted 
Document 
(txt) 

Number             
of 
Document 

Time to           
Extract 

Manual 

(Minutes) 

Time to          
Extract 

Automatic 

(Minutes) 

  

64,249 
5,354 

 

2,570 

 

  

59,932 4,999 2,397 

  

58,351 4,862 2,334 

TOTAL 182,532 15,215 7,301 

IV. CONCLUSION 

This paper presents the implementation of Google Vision 
OCR to recognize text content in a document image and 
introduces an automated extraction framework to a large-scale 
text document image collection in Hadoop architecture. The 
Google Vision OCR was selected, because it has proven an 
excellent accuracy compared to other tools. Based on the 
results of the automated extraction test, the average automated 
extraction process in Hadoop environment using single 

computer is approximately 2 times faster than manual 
extraction time. All documents in the input folder were 
successfully extracted, while at the same time the text 
recognition reached almost 100% accuracy. 

Along with the growth of significant data, the future work 
will be to build an automated extraction system by 
implementing the automated extraction process using multiple 
computers in parallel so as to reduce the time required as well 
as the workload of the computer if using only a single 
computer. The used of larger datasets with different 
characteristics will also be considered to see the performance 
of the proposed system in handling various types of 
documents. Other types of documents such as goverment or 
private data source agencies or documents from the Internet, 
where scanned document images can be extracted with OCR 
might also be included. Real-time document retrieval and 
classification based on text content might also be considered 
for future work. 
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Abstract—Recently, nature inspired algorithms (NIA) have 

been implemented to various fields of optimization problems. In 

this paper, the implementation of NIA is reported to solve the 

overcurrent relay coordination problem. The purpose is to find 

the optimal value of the Time Multiplier Setting (TMS) and Plug 

Setting (PS) in order to minimize the primary relays’ operating 

time at the near end fault. The optimization is performed using 

the Improved Grey Wolf Optimization (IGWO) algorithm. Some 

modifications to the original GWO have been made to improve 

the candidate’s exploration ability. Comprehensive simulation 

studies have been performed to demonstrate the reliability and 

efficiency of the proposed modification technique compared to 

the conventional GWO and some well-known algorithms. The 

generated results have confirmed the proposed IGWO is able to 

optimize the objective function of the overcurrent relay 

coordination problem. 

Keywords—Time multiplier setting (TMS); plug setting (PS; 

grey wolf optimization algorithm (GWO); overcurrent relay 

coordination 

I. INTRODUCTION 

The electricity demand is keep increasing from year to year 
to accommodate the grown of the human population. In order 
to provide the best services, the old power system must be 
improved and transformed to be more compatible. Complex 
electrical power networking systems comprise with 
switchgears, transformers, ring main units and motors. All the 
equipment is located at different voltage rating which needs to 
be protected in to ensure that any fault occurrences are under 
control and does not affect the healthy portion of the system. 
To ensure the flexibility of the system to withstand any 
abnormal condition, the numbers of protective devices must be 
well arranged and coordinated. 

The overcurrent relay coordination problem has been 
recognised as a constrained optimization problem [1-4]. 
Optimization of the overcurrent relay operating time (Top) is 
certified by two parameters which are Time Multiplier Setting 
(TMS) and Plug Setting (PS). These two parameters are 
formulated as Mix Integer Non-Linear Programming (MINLP) 
problem. No matter how details the progress undergoes during 
design stage, it is impossible to build a system without failure 
with external cause [5]. However, the huge catastrophe could 
be reduced with good and well-coordinated protection scheme. 
The good protection scheme should comprehend the 

requirements of sensitivity, speed, reliability and last but not 
least selectivity. Moreover, in this modern complicated 
electrical networking system, more numbers of relays should 
be coordinated. 

During decade back, the implementation of  analytical and 
graphical approach as in [6, 7] has been used to coordinate the 
overcurrent relay. The improvements of the technique have 
been done in [8], derivation of new non-standard tripping 
characteristic. In [9], a new method for repairing and 
inspecting curve crossing between primary and back-up relay 
has been developed. Meanwhile, to tackle sympathy trips 
threats to the system  additional constraint has been introduced 
in [10]. 

Modern techniques by nature inspired have been introduced 
which started with Genetic Algorithm (GA) [11-14]. GA has 
becoming a most popular algorithm in this area in early 90s. 
Improvement to this algorithm have been made in [15] called 
Continuous Genetic Algorithm (CGA) where CGA has been 
proven to be faster in result generated compared to binary GA, 
since the chromosome in CGA does not need to be decoded. 
Ref. [16] has developed an improvement method to solve the 
mis-coordination problem which updated the weighting factors 
during simulation called fuzzy based Genetic Algorithm 
method. Next evolution of bio-nature inspired technique is 
introduced in [17-19] called as Particle Swarm Optimization 
(PSO). The PSO has been proven to provide better result 
compared to conventional GA and modern GA. The revolution 
of the algorithm is continued by Differential Evolution (DE) 
and Modified Differential Evolution (MDE) method as in [20-
22], and Invasive weed optimization [23]. In order to generate 
better performance of MDE, hybrid method has been 
developed in [3, 24-26]. Cuckoo Search Algorithm is 
developed in [27]. Electromagnetic Field Optimization (EFO) 
method in [28] and Improved GSO has been introduced in [1]. 
All of these algorithms are developed to search for the best 
overcurrent relays setting.  Hybridization of some methods 
such as PSO-TVAC [29], GA-NLP [30], Fuzzy based-GA [31] 
and Hybrid PSO [32]. are also developed to improve the 
generated optimum results. 

Recently, a new reliable and robust algorithm have been 
introduced known as Grey Wolf Optimization (GWO) 
technique. This GWO algorithm have been implemented in 
[33] in biomedical engineering field, optimal reactive power 
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dispatch problem [34] and combined economic emission 
dispatch problems [35]. GWO has been introduced by [36] 
which is inspired by hunting behavior of a group of wolves. 
Some amendments have been applied to the conventional 
GWO in order to improve the exploration rate of the searching 
agents. The conventional GWO has been identified having low 
convergence speed and in most cases being trapped in local 
optimal. The recommended improvement has increased the 
number of searching agents instead of role as followers to the 
first three best agents. The objective of this paper is to pick the 
best TMS and PS value in order to minimize the objective 
function. 

This paper is organized as follows; section II presents 
overcurrent relay coordination problem formulation. 
Explanation of the conventional GWO is presented in section 
III. Section IV explain on the improvement of the GWO 
algorithm. Results and analysis is presented in Section V. 
Finally, section VI concludes the achievements of the proposed 
algorithm. 

II. PROBLEM FORMULATION 

The coordination problem of overcurrent relays is 
formulated as an optimization problem. To optimize the 
nonlinear objective function, various nonlinear inequality 
constraints shall be satisfied. 

A. Objective Function 

The objective of the coordination problem is minimization 
of the primary relays’ total operating time and remain the 
primary - backup pair relays coordinated with fulfilled the 0.2s 
– 0.5s coordination time interval (CTI). The minimization of 
the relay’s operating time is close related to the optimization of 
the value of TMS and PS. The objective function is. 

i

n

i

iTF 
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Where ωi is the weight of relay Ri and n is the number of 
relays inside the system. While Ti is the operating time of 
primary relay. Generally the value of ωi is set as one [30, 37], 
hence (1) becomes: 
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The relay operating time is define by IEC standard [38] as 
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Where PSi is plug setting for relay Ri, TMSi is time 
multiplier setting for relay Ri, Isc is short circuit current which 
seen by relay Ri 

B. Constraints 

The objective function is possible to be achieved if relay 
parameters contraints and coordination constraints are 
fullfilled. 

The relay parameters constraints are TMS and PS 
boundaries  

maxmin

iii PSPSPS   

The boundary of the PS can be calculated as 

nIPS  25.1min
 

minmax
3

2
fIPS   

Where In is the normal current rating which protected by the 
relay Ri. If min is the minimum value of current which is detected 
as fault by relay Ri 

The boundary of TMS is given as 

maxmin

iii TMSTMSTMS               (7) 

The TMS value is the time delay that varies from 0.1 to 1.1 
[3, 4]. Where TMS min is minimum limit and TMS max is 
maximum limit value of TMS for relay Ri.  

The coordination constraints is in between Back-up and 
Primary relay. The selectivity should fullfilled the time interval 
required. The primary relay should reacted in advanced during 
fault occurences as compared to  back-up relay and not vise 
versa to escape any sympathy trips 

prbc TTCTI   

Where Tpr is primary relay time operating, Tbc is the back-
up relay time operating and CTI varies between 0.2s – 0.5s [3]. 

III. GREY WOLF OPTIMIZATION ALGORITHM 

This section presents an overview of the conventional grey 
wolf optimization algorithm. Details on the GWO can be found 
in [36]. Then, in the next section the improvement to the 
proposed algorithm will be presented. 

A. Conventional Grey Wolf Optimization Algorithm 

The Grey Wolf Optimizer is derived by leadership 
hierarchy and hunting of grey wolf. The dominant social 
hierarchy of grey wolf have an average group of 5-12 
members. The first tier called alpha (α) which dominating the 
group and responsible for decisions making as a leader. The 
dominant alpha is selected based on ability to manage their 
group members well. 

The next tier is called beta (β) role as assistance to alpha in 
order to enforce any instruction or command by the leader. 
Beta could be the next leader with good discipline criteria 
which can be either male or female. 
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Fig. 1. Attacking the Prey [36]. 

 

Fig. 2. Diverge from the Prey [36]. 

Delta (δ) is once used to be beta and alpha would be placed 
on the third-tier roles as hunters, caretakers to the younger 
members, sentinels and scouts. Hunters help foods delivering 
to the group members. Caretakers take care of the weak, ill and 
wounded young members. Sentinels control the security of the 
members and guarantee their territory safety and scouts role as 
territory marker to monitor the boundaries and discover any 
dangers ahead. 

The bottom ranking is Omega (ω). Omega appears to be a 
balance to the nature bio-chain of the grey wolf. Even though 
their existence is not really appreciated by the other members 
of the group but still their role as a babysitter to the group can 
be acceptable.  They are last wolves that are permitted to eat 
the prey. 

In grey wolf community, the hunting activity is categorized 
by three phases as follows: 

 Tracking: trace the location of the prey.  

 Encircling: trap the prey in a circle.  

 Attacking: move towards the prey by fulfilling the 
terms. 

Alpha will lead during the hunting activities as the best 
solution, followed by Beta as second best and Delta as the third 
best. Omega will update positions as remaining solution by 

considering the position of the first, second and third best of 
the group. 

For mathematical encircling activity behaviour modelling, 
below equation is considered [36]: 

)()( tXtXCD p   

DAtXtX p  )()1(  

Where pX  is the position of the prey, X  is the grey wolf 

position vector, C  and A are vector’s coefficient and t is the 

present iteration. The formulation of the vector’s coefficient 
are as following equation [36]: 

araA  12  

 22 rC    

According to grey wolf hunting behavior, they will re-
positioning their current location according to the position of 

the prey. The value of vector A  and C  will be the updated 

position with respect to the current position of the wolf which 

means, adjusting the value of A  and C  can placed the wolf to 

the different places. where  are linearly reduced from 2 to 0 

over the iterations course, and  are random vectors 

within (0,1).  The random value of and  allows agents to 

move to any position around the prey in random location by 
using eq. (12) and (13). 

It is tough to locate the prey’s location furthermore in an 
open search area. For mathematical hunting activity modelling 
purposes, the alpha, beta and delta are assumed to have 
knowledge on the prey’s location based on their bio-nature 
capabilities. Therefore, the first solution of α, β and δ force the 
remaining search agents (including ω) to update their locations 
by referring according to the location of the best search agents 
[36]. 

The following formulas are obtained. 

XXCD ini   

 inin XAXX   

Where i indicate the search agent of α, β and δ and n= 1, 2, 
3.. 

 
3

1
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mmm XXX
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Where t is the present iteration and m=1 which indicate the 
updated position of the α, β and δ. 

a
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The random position within the search area is updated 
according to the first three best solutions. The estimated 
position of the prey by alpha, beta and delta will then be a 
guide to omegas to update their positions. 

The last stage of hunting is by attacking when the prey is in 

static position. The decreasing value of  is when the wolves 

are approaching the prey. This will also decrease the value of 

 which  is a random value between (-2a, 2a). The wolves 

are moving forward to attack the prey if  as in fig. 1 

and fig. 2. The process is repeating for the next iteration until 
the termination criterion is justified. 

B. Improved Grey Wolf Optimization (IGWO) 

The most challenging task in bio-nature population is to 
avoid the searching agents from trapping inside the local 
optimal. The end result of the objective function is influenced 
by this trapping problem and only near optimal solution is 
generated. The converging towards global optimal could be 
segregated in two different conditions. At the first place, the 
searching agents should be motivated to disperse throughout 
the wide range of searching space to find out the potential prey 
instead of crowding around the consistent local optimal. This 
stage also called as exploration stage. In the next stage which 
called exploitation stage, where the searching agents should be 
able to manipulate the knowledge of the potential prey to 
converge towards the global optimal value. In GWO, fine 

tuning of the parameters a  and A could balance these two 

stages. 

From the eq. (12), the coefficient vector of A  is influence 

by component a  with the formulation as follows [36]: 











iter
a

max

2
12  

Some recommendation by researchers’ that the exploration 
stage motivates the searching agents to update their position 
stochastically and abruptly. This situation has improved the 
variety of the solution and resulted to increase exploration 
wisdom in the search space. 

But on the other hand, the exploitation is focusing on 
improving the solution’s quality by searching locally around 
the promising area. In this stage, the search agents are obliged 
to search locally. 

In general, the probability of the local optimal trapped 
could be avoided with the wisdom of explorations by the 
searching candidates. In conventional GWO, tracking or 
hunting activity is only considered the knowledge of the alpha, 
beta and delta whereas the rest wolves are obliged to follow 
them including omega. 

In order to increase the exploration wisdom of the search 
agents, some modification to the conventional GWO algorithm 
has been recommended. Improved GWO (IGWO) algorithm 
proposed that omega should be considered as a searching agent 
instead of obliged to follow the first three best candidates. The 

increasing of the numbers of searching agents improve the 
search ability of the grey wolves in a wide range of search 
space. This improvement motivates the search agents to be 
scattered during exploration stage. In other words, that the 
wide range of the search space could be explored in further by 
the increasing of the search agents. The hunting activity could 
be more efficient and time saving. The mathematical modelling 
of the IGWO hunting agents are as follows: 

XXCD   1  

XXCD   2  

XXCD   3  

XXCD   4  
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In [39], it is argued that, too much exploration will have 
resulted to too much randomness and probably generates bad 
results. However, this argument could be counteracted by the 
increased numbers of the active exploration agents. The flow 
chart of the application of IGWO to relay coordination problem 
as fig. 3. The pseudocode of the IGWO as in fig. 4 

 

Fig. 3. Pseudo Code of IGWO Algorithm. 

a

A A

1A
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Fig. 4. Implementation of IGWO to Coordination Overcurrent Relay 

Problem. 

IV. RESULTS AND DISCUSSIONS 

Simulations have been performed to three different IEEE 
test cases (three-bus, eight-bus and 15-bus test system) to test 
the efficiency of the GWO and IGWO techniques. The 
simulations are using MATLAB software and executed on an 
intel core i5-6200U CPU, 2.3GHz with 8GB RAM. The 
implemented value of CTI is 0.2 to 0.5s. The constant values 
used are according to IEC standard [38] and implemented 
normal inverse characteristic to all of the test case where with k 
= 0.14 and α = 0.02 

A. Case I 

The system consists of three busbar (B1, B2 and B3), six 
overcurrent relay (R1, R2,…R6), three ring lines and powered 
by three generators with 69kV system voltage. The TMS and 
PS are considered as variables which bound from X1 to X6 and 
X7 to X12 respectively. 

The results are presented in MINLP with continuous TMS 
and PS models for this case study. The search agents are 30 
and iteration no. implemented is 1000. 

TABLE I.  COMPARISON OF IGWO WITH OTHERS TECHNIQUE FOR CASE I 

Method Objective function (s) 

Modified PSO [2] 1.9258 

MINLP [4] 1.727 

Seeker Algorithm [4] 1.599 

GWO 1.5124 

IGWO 1.4789 

TABLE II.  COMPARISON OF IGWO WITH OTHERS TECHNIQUE FOR CASE I 

 
Fig. 5. Best Result for 1000 Iteration. 

In [40], the details of this test case can be obtained. The 
TMS values is bound from 0.1s to 1.1s [3, 4] and the PS values 
bound from 1.5 to 5[4]. The CTI value of 0.3s is applied to this 
three bus test case. 

Table I shows the comparative results of the IGWO with 
the modified PSO, MINLP, Seeker Algorithm and 
conventional GWO. The optimized result of conventional 
GWO and IGWO are shown in Table II. From table II, it can 
be seen that the IGWO performs better solution with 0.0335s 
faster than GWO. This has proven that improvement of GWO 
performs the best way compared to the others technique 
applied before. Fig. 5 shows the generated best solution for 
1000 iteration with 30 agents. 

The best result in fig.5 has shown the efficiency of the 
IGWO in 30 free running conditions while in fig. 6, the 
convergence of the mean and best result is presented. 

Relay no. CT 

GWO IGWO 

TMS PS TMS PS 

1 300 0.1000 3.0 0.1000 1.5000 

2 200 0.1001 1.5 0.1000 2.6166 

3 200 0.1000 3.0 0.1001 2.9770 

4 300 0.1000 3.0 0.1000 1.5858 

5 200 0.1001 1.5 0.1000 2.8169 

6 400 0.1000 1.5 0.1000 1.5009 

Result (s)  1.5124 1.4789 
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Fig. 6. Performance of IGWO for 30 Free Running. 

B. Case II 

The case 2 consist of 14 overcurrent relays (R1, R2,…R14), 
seven ring lines to connect six busbars (B1, B2…..B6) as in fig. 
7. The bound of TMS value from X1 to X14 and bound of PS is 
from X15 to X28. The dimension of variables is 28 with 
constraints of 20.  

 
Fig. 7. Test Case 2 with IEEE 8 Bus System. 

The TMS values are varies in between 0.1s to 1.1s and the 
PS values are in between  1.5 to 5. Both TMS and PS are 
continuous models. The current transformer ratio of each relays 
are as stated in table III.   The details  of this test system can be 
obtained from [19]. 

The comparative results of the IGWO with GA-NLP, CSA, 
Seeker Algorithm and conventional GWO are tabulated in 
Table III. 

Table IV shows the optimized value of TMS and PS for 
conventional GWO and IGWO. Based on the obtained results,  
the IGWO has decreased the total operating time of the 
primary relays around 0.0114s compared to conventional 
GWO. 

TABLE III.  COMPARISON OF IGWO WITH OTHERS TECHNIQUE FOR CASE II 

Method Objective function (s) 

GA-NLP [30] 10.9499 

CSA [41]  9.7628 

Seeker Algorithm [4]  8.4270 

GWO 8.0979 

IGWO 8.0865 

TABLE IV.  OPTIMUM SETTING FOR CASE II 

Relay 
no. 

CT 

GWO IGWO 

TMS PS TMS PS 

1 1200 0.1001 1.5014 0.1000 1.5000 

2 1200 0.1101 4.1984 0.1000 4.4101 

3 800 0.1759 4.9241 0.1722 4.9957 

4 1200 0.4346 5.0000 0.435 5.0000 

5 1200 0.1015 1.5158 0.1001 1.5082 

6 1200 0.1008 1.5214 0.1015 1.5048 

7 800 0.1003 1.5801 0.1055 1.9719 

8 1200 0.1010 4.3769 0.1004 4.4778 

9 800 0.1016 4.6648 0.1000 4.7092 

10 1200 0.1008 4.1119 0.1001 4.2285 

11 1200 0.1005 1.8435 0.1015 1.6762 

12 1200 0.1000 2.1878 0.1011 2.2784 

13 1200 0.1001 1.6084 0.1052 1.5139 

14 800 0.1046 2.0965 0.1015 2.0523 

Result 
(s) 

 8.0979 8.0865 

Table IV shows that IGWO has outperform others 
optimization algorithm for this test case. This proves that 
IGWO has better efficiency towards conventional GWO and 
other identified algorithm. 

C. Case III 

In this case, the proposed method is applied to IEEE 15 bus 
test system. The system’s single line diagram is as in Fig. 8. 
The system details on three phase short circuit data can be 
found in [2]. This system is powered by highly distributed 
generation network with 15 bus consists of 42 relays and 
connected by 21 lines. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

123 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 8. IEEE 15 Bus Test System. 

TABLE V.  COMPARISON OF IGWO WITH OTHERS TECHNIQUE FOR CASE III 

Method Objective function (s) 

GA-NLP [30] 19.5843 

CSA [41] 19.5521 

PSO-LP [25] 15.0020 

GWO 12.9637 

IGWO 12.6446 

There are 84 variables with 82 coordination constraints. 
The TMS bound from X1 to X42 and PS bound from X43 to X84. 
The normal inverse type characteristic is selected. The TMS 
values are in between 0.1s to 1.1s and the PS value is in 
between 1.5 to 5.  The CTI value is assumed as 0.2s. 

Table V shows the comparative results of the IGWO with 
GA-NLP, CSA, PSO-LP and conventional GWO. From the 
generated results, it has confirmed the robustness of IGWO in 
order to solve the optimization problem of overcurrent relay 
coordination. 

TABLE VI.  PERFORMANCE COMPARISON FOR GWO AND IGWO FOR CASE III 

Criteria GWO IGWO 

Best 12.9637 12.6446 

Worst 82.0985 81.6864 

Mean 17.7500 17.6599 

 
Fig. 9. Conventional Versus Improved GWO for Case III 

TABLE VII.  OPTIMUM SETTING FOR 15 BUS TEST CASE 

Relay no. 
GWO IGWO 

TMS PS TMS PS 

1 0.1013 2.7320 0.1001 2.8114 

2 0.1001 1.7947 0.1000 1.5104 

3 0.1002 1.5621 0.1048 1.7950 

4 0.1018 2.6221 0.1002 3.0701 

5 0.1083 1.5487 0.1003 1.5191 

6 0.1002 1.5042 0.1004 1.5367 

7 0.1013 2.1928 0.1000 2.4252 

8 0.1001 2.5192 0.1012 2.3699 

9 0.1004 2.0425 0.1030 2.0256 

10 0.1003 1.7860 0.1000 1.5244 

11 0.1000 2.5195 0.1002 2.5299 

12 0.1012 2.8016 0.1008 2.8068 

13 0.1003 2.7715 0.1004 2.4412 

14 0.1033 1.6329 0.1001 1.6608 

15 0.1011 1.6711 0.1000 1.5666 

16 0.1007 1.5035 0.1001 1.7755 

17 0.1003 1.9094 0.1008 1.5505 

18 0.1003 2.0602 0.1130 1.6783 

19 0.1001 2.1253 0.1003 2.1283 

20 0.1002 1.6312 0.1040 1.5726 

21 0.1001 2.4752 0.1002 2.0357 

Table VI and VIII provide the optimum setting of TMS and 
PS respectively. From the tabulated results, it indicates that 
IGWO has outperformed about 0.3191s faster than the results 
of GWO. The characteristic of conventional GWO versus 
IGWO as in fig. 9 which shows that the IGWO has given 
improved result. Table VII shows the performance comparative 
results in between GWO and IGWO. 
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TABLE VIII.  OPTIMUM SETTING FOR 15 BUS TEST CASE , CONTINUED 

Relay no. 
GWO IGWO 

TMS PS TMS PS 

22 0.1007 1.5455 0.1001 1.5461 

23 0.1016 1.5723 0.1000 1.5502 

24 0.1000 1.5245 0.1002 1.6656 

25 0.1001 1.5056 0.1002 1.5019 

26 0.1002 3.1433 0.1002 2.9163 

27 0.1057 1.9240 0.1002 2.1045 

28 0.1007 1.5607 0.1002 1.5029 

29 0.1071 1.6619 0.1017 1.6389 

30 0.1001 2.1626 0.1006 2.1199 

31 0.1119 1.8264 0.1000 2.0376 

32 0.1005 2.9962 0.1008 3.0167 

33 0.1000 1.5108 0.1012 1.5459 

34 0.1006 1.9720 0.1006 1.5149 

35 0.1000 2.0547 0.1002 1.9585 

36 0.1003 3.3072 0.1002 3.3271 

37 0.1034 2.0512 0.1016 1.7971 

38 0.1009 2.4801 0.1002 2.5855 

39 0.1086 2.3918 0.1004 2.7681 

40 0.1001 2.6924 0.1010 2.5714 

41 0.1007 1.5155 0.1003 1.7723 

42 0.1001 3.6070 0.1001 3.4527 

Result (s) 12.9637 12.6446 

V. CONCLUSION 

This paper proposed IGWO algorithm for optimal 
coordination setting of the overcurrent relays problem. Some 
modification has been recommended to improve the 
exploration ability of the grey wolves. This exploration ability 
has been proven to improve the conventional GWO 
convergence characteristic. Three test cases are utilized to 
confirm the reliability of the IGWO. Comparison results 
between IGWO, conventional GWO and with other identified 
algorithm such GA-NLP and CSA indicated that IGWO has 
improved the convergence performance when applied to the 
optimization problem of overcurrent relays coordination. In 
addition, proposed modification has counteracted the argument 
of randomness exploration activity. As the conclusion, the 
IGWO is appears to be an efficient and robust optimization 
algorithm for optimal solution of overcurrent relay 
coordination problem in electrical network system. 
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Abstract—Today’s in manufacturing major challenge is to 

manage large scale of cybersecurity system, which is potentially 

exposed to a multitude of threats. The utmost risky threats are 

insider threats. An insider threat arises when a person 

authorized to perform certain movements in an organization 

decides to mishandle the trust and harm the organization. 

Therefore, to overcome these risks, this study evaluates various 

risk assessment method to assess the impact of insider threats 

and analyses the current gaps in risk assessment method. Based 

on the literature search done manually, we compare four 

methods which are NIST, FRAP, OCTAVE, and CRAMM. The 

result of the study shows that the most used by an organization is 

the NIST method. It is because NIST is a method that combines 

the involvement between human and system in term of collection 

data. The significance of this study contributes to developing a 

new method in analyzing the threats that can be used in any 

organization.  

Keywords—Insider threats; manufacturing; risk assessment; 

cyber security; threats; risk 

I. INTRODUCTION  

The industrial revolution (IR) 4.0 for the manufacturing 
area is mostly based on advances in the areas of autonomous 
robots, big data, augmented reality, cloud computing, internet 
of thing and cybersecurity [1]. Malaysian as a dependent nation 
needs to increase the value chain to become a high-quality 
manufacturing base using technology to make the country 
more competitive at regional and global levels. Besides that, IR 
4.0 encourages companies to use computerization and data 
exchange in manufacturing technologies that create smart robot 
where machines are linked to the internet and to a system that 
can depict the whole production chain[2].  

However, nowadays it shows that cybercrimes cases are 
reported and increased over than 40%. Organizational security 
professionals are worried about workers with low-security 
awareness may provide required information accidentally 
under the trickery hackers [3]. The insider threat is considered 
as a part of social engineering, which we also call as 
unintentional insider threat (UIT). It is worth noting that insider 
threat about intentional leakage has begun to raise the courtesy 
of researchers recently [3], [4].  

The term insider threat refers to threats originating from 
people who have been given access rights to an IS and misuse 
their privileges, thus violating the IS security policy of the 
organization. Criminology research has extensively studied this 
kind of behavior, even though it does not always lead to 
committing a crime. In the same way, attacks can be non-
malicious while performing the tasks in an organization like 
carelessness, lack of knowledge, or intentional circumvention 
of security. Internal Intrusion Detection System (IDS) protect 
organizations against insider attacks. 

Therefore, to reduce and analyze insider threats is by using 
risk assessment. Risk assessment is the procedure that 
evaluates the information system and the security 
characteristics of information like confidentiality, integrity, and 
availability [5]. The evaluation is based on related information 
security technology and management criteria. Through risk 
assessment, we can understand the security situation and take 
targeted security measures which control the risk within an 
acceptable range. The basic risk assessment model is shown in 
Fig.1.  

 

Fig. 1. Risk Assessment Basic Model [6] 

1. Describe Hazards 

2.Identify Community Assets 

3. Analyze Risks 
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Risk assessment considers four factors: hazards, assets, 
threats, and vulnerabilities. This research focuses on assets, 
analyzing assets, the relationship between threats and 
vulnerabilities, and the value of the risk of computing 
systems[7]. Many security techniques and mechanism have 
been developed to counter the insider threats such as National 
Institute of Standards & Technology Special Publication 800-
30 (NIST SP 800-30), The Operationally Critical, Threat, Asset 
and Vulnerability Evaluation (OCTAVE) process, The 
Facilitated Risk Assessment Process (FRAP), and The Central 
Risk Analysis and Management Method (CRAMM). 

Currently, risk assessment has been applied to almost every 
aspect of the industry. A risk is defined as the impact on the 
uncertain target; the impact can be positive or negative [8]. 
According to Hubbard, risk management includes risk 
identification, assessment and prioritization, and subsequent 
reduction, monitoring, and control of negative events [8]. With 
the joint efforts of scholars and experts, there are several 
popular risk assessment models that can meet different needs.  

Rest of the paper consists of following sections: Section 2 
presents the related work that unveils the methods of the risk 
assessment. Result and Discussion are covered in section 3. 
Finally, section 4 concludes the paper and discusses future 
work.  

II. RELATED WORKS: REVIEW OF THE RISK ASSESSMENT 

METHODS  

The studied-on risk assessment method in cybersecurity 
have been used to identify insider threats will be discussed. 
Furthermore, an analysis of the related works of the risk 
assessment method to ease the security condition task is 
offered.  

A. National Institute of Standards & Technology (NIST) 

The method described in NIST SP800-30 is a combination 
of quantitative and qualitative. The NIST 800-30 is primarily a 
model rather than a specialized method [9], [10]. It still 
contains a complete guide to defining all aspects of an effective 
risk management plan. It also contains the criteria and 
processes needed to assess and mitigate risk. It is suitable for 
better large organizations such as government agencies and 
large corporations. NIST SP800 supports organizations, CIOs 
(CIOs), security officers, IT consultants, and anyone who is 
generally involved with risk management in the organization 
[11]. 

The first step in NIST is to identify assets. System 
characteristics describe the boundaries of the system and the 
resources and information that make up the system. The 
characterization system defines the scope of the risk 
assessment effort, describes the operational authorization (or 
certification) boundaries, and provides the information 
necessary to define the risk (eg, hardware, software, system 
connectivity, and responsible department or support staff). 
There are two ways to identify an asset [12]. First, system-
related information can be applied to describe the IT system 
and its operating environment. The second method is to use 

information gathering techniques to solicit information related 
to the IT system process environment. Common information 
gathering techniques include questionnaires, live interviews, 
document review and the use of automated scanning tools. The 
target asset can be a single or multiple interrelated system. In 
the latter case, the domain of interest and all interfaces and 
dependencies must be well defined before applying the 
method. Fig. 2 below shown a basic NIST step. 

 

Fig. 2. NIST  Basic Model [12] 

B. The Operational Critical, Threat, Asset and Vulnerability 

Evaluation Process (OCTAVE) 

The OCTAVE method was developed by the Software 
Engineering Institute (SEI) at Carnegie Mellon University. 
This approach was established to help organizations identify 
and assess the risks of information systems, improve their 
capabilities and protect themselves from these risks [13]. The 
OCTAVE method consists of a set of rules and a skilled 
analysis team. The team is made up of people within the 
organization and is designed to conduct risk assessment 
procedures. Collect opinions from the analysis team and 
participants through questionnaires and surveys [15], [16]. 

Based on the inputs provided, the analysis is done in a 
structured and organized manner. There are several pre- and 
post-assessment activities. The risk assessment process consists 
of three main steps and eight of these three steps. 

The OCTAVE method can be extended to the OCTAVE 
standard, which is designed to meet the requirements of 
various situations. For example, a standard set can be applied 
to large organizations to small organizations. But the method is 
still the same and can be described as four main phases. The 
OCTAVE basic model is shown in the Fig. 3 below. 

System 
Characterization 

Threat 
Identification 

Vulnerability 
Identification 

Control Analysis 
Likelihood 

Determination  
Impact Analysis 

Risk 
Determination  

Control 
Recommendations 

Results 
Documentation 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

128 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 3. OCTAVE Basic Model [13] 

C. The Facilitated Risk Assessment Process (FRAP) 

 
Fig. 4. FRAP Basic Model [18] 

The Facilitating Risk Assessment Program (FRAP) was 
established by Thomas Peltier [17]. Peltier aims to implement 
risk management techniques in a cost-effective manner to 
adapt to the rapid development of the business sector. Peltier 
also emphasizes the involvement of employees in the 
organization, rather than the advice of external experts. Since 
the model is designed to prioritize time-cost efficiency, the 
program includes only the pre-FRAP meeting, the FRAP 
meeting and the FRAP meeting. In the pre-FRAP meeting 
phase, the goal is to introduce participants to FRAP and 
announce the procedures and goals of the meeting. Once the 
participants reach an agreement, they can hold a FRAP 
meeting. There are two steps involved during the FRAP 

meeting. The first step is to browse the logistics, introduce the 
entire team and briefly repeat what was discussed in the pre-
FRAP meeting. The scope statement will then be exposed. In 
the second step, the FRAP team will review the elements to be 
reviewed, such as integrity, confidentiality and availability. 
The team also identifies threats, issues, and any other issues 
that may pose a vulnerability to the system. Next, the team will 
recommend controlling these vulnerabilities. After the FRAP 
meeting, the business manager, project leader and moderator 
will hold a meeting after the FRAP meeting and complete the 
action plan. The deliverables for this meeting include a 
summary of threats and existing controls, as well as a final 
report. The basic FRAP cycle model is shown in Fig. 4 below. 

D. The Central Risk Analysis and Management Method 

(CRAMM) 

The Central Computer and Telecommunications Authority 
(CCTA) Risk Analysis and Management Method (CRAMM) 
was developed by the British government in 1985. This tool 
has been developed and has been commercialized by Insight 
Consulting [19]. CRAMM is a qualitative tool that provides 
methods, calculations, and reports for security risk assessment. 

 The method and tool were developed mainly for 
application in large-scale organizations, but can be also applied 
to SMEs [20]. CRAMM can also be used to (a) Justify 
investment decisions in the security of information systems and 
networks, based on measurable results and (b) demonstrate the 
compatibility of the organizations’ information systems with 
the British standard during an auditing process. CRAMM 
consists of five phases which shown in the Fig. 5. 

 
Fig. 5. CRAMM Basic Model [20] 

III. DISCUSSION  

In general, OCTAVE and CRAMM methods are qualitative 
methods while FRAP is quantitative. NIST method is a 
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NIST risk assessment method is the most well-formed 
method. Each step has a specific target and enumerates several 
approaches to facilitate the procedure. Unlike the OCTAVE, 
CRAMM and the FRAP method, NIST method’s collection to 
the data is not limited to participants’ knowledge; it also 
includes conclusions and discoveries mentioned in other 
related documentation. 

Furthermore, OCTAVE, CRAMM and FRAP merely offer 
descriptions of each step; while for the NIST method, each step 
enumerates all the possible approaches to process the data. On 
the other hand, the OCTAVE and FRAP method are usually 
applied to the business area while CRAMM specifically for an 
aviation area. Especially for the FRAP method, the author of 
the FRAP method, explicitly stated that the FRAP method is 
not designed to assess the compliance of security requirements. 

TABLE I.  COMPARISON AMONG SEVERAL RISK ASSESSMENT METHODS 

Risk 
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Fig. 6. Graph of four method 

Both the FRAP and OCTAVE method is implemented to 
meet the business need and requires less time and resources. As 
mentioned earlier, the OCTAVE method has eight steps and 
needs knowledge from three levels – senior management, 
operational area management and staff. The FRAP method 
only has a pre-Frap meeting, FRAP session and post-FRAP 
discussion, which can be accomplished by the FRAP team in 
one day. Obviously, the OCTAVE method is more complicated 
than the FRAP method and requires more people’s corporation. 

In a word, the OCTAVE method is a workshop-oriented 
method and requires the participation from a different 
department. The FRAP method is designed for business 
analysis instead of a security assessment. The OCTAVE, 
CRAMM and FRAP is largely dependent on the participants’ 
knowledge. As for the NIST method, the risk assessment 
process is refined into nine steps. Each step has a clear goal 
and all the possible approaches to accomplish the goal, which 
alleviate the bias brought by merely depend on participants’ or 
security evaluator’s knowledge.  

The differences between all four methods have been 
simplified in Table I. 

Figure 6 shows the comparison of the used method in the 
industry. Based on the graph it shows that NIST has 8 number 
of an organization has been used. Compared with FRAP 4 
organization, CRAMM 2 organization and OCTAVE 5 
organization. Findings of this study indicate that the NIST 
method more famous and well known used in an organization 
for risk assessment.  

NIST method allows organizations to individually assess 
threats most relevant to their operations “and to develop a risk-
based approach to resource allocation”. It enables organizations 
to express their insider threat management efforts in terms of 
critical assets (identify); implemented controls and safeguards 
(protect); manifested threats (detect); formulated incident 
response strategies (respond); and business continuity plans 
(recover).  
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Therefore, the NIST method provides the most complete 
and scientific approach among all the methods. 

IV. CONCLUSION AND FUTURE WORKS  

Several case studies have been made to provides a risk-
based detection method for insiders threats. It is not only to 
understand possible threats, but also help reduce overhead in 
the unified monitoring process. The results showed that the 
NIST method is well accepted in many organizations due to the 
systematic and convincing risk assessment planning. Besides 
this method is easy operative and practical. The framework can 
be improved further by assigning users to different classes 
according to their privileges and assigning different threshold 
values to each class. 
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Abstract—This paper describes the creation of the new 

Bangor Arabic Annotated Corpus (BAAC) which is a Modern 

Standard Arabic (MSA) corpus that comprises 50K words 

manually annotated by parts-of-speech. For evaluating the 

quality of the corpus, the Kappa coefficient and a direct percent 

agreement for each tag were calculated for the new corpus and a 

Kappa value of 0.956 was obtained, with an average observed 

agreement of 94.25%. The corpus was used to evaluate the widely 

used Madamira Arabic part-of-speech tagger and to further 

investigate compression models for text compressed using part-

of-speech tags. Also, a new annotation tool was developed and 

employed for the annotation process of BAAC. 

Keywords—Component; arabic language; corpus; annotated 

corpora; analysis results 

I. BACKGROUND AND MOTIVATION 

The Arabic language “انعربيت” is acknowledged to be one of 
the most largely used languages, with 330 million people using 
the language as their first language, as shown in Table 1, plus 
1.4 billion more using it as a secondary language [1]. The 
majority of the speakers are located across twenty-two nations, 
primarily in the Middle East, North Africa and Asia, and the 
United Nations considers the Arabic language as one of its five 
official languages. The Arabic language is part of the Semitic 
languages that includes Tigrinya, Amharic, Hebrew, etc., and 
shares almost the same structure as those languages. It has 28 
letters, two genders – feminine and masculine, as well as 
singular, dual and plural forms. The Arabic language has a 
right-to-left writing system with the basic grammatical 
structure that consists of verb-subject-object and other 
structures, such as VOS, VO and SVO [2]–[4]. 

TABLE I. THE MOST UNIVERSALLY USED LANGUAGES 

Rank Language Users (millions) 

1 Mandarin 1051 

2 English 508 

3 Hindi 497 

4 Spanish 392 

5 Arabic 330 

6 Russian 277 

7 Bengali 211 

8 Portuguese 191 

9 Malay 159 

10 French 129 

The non-colloquial written text for the Arabic language can 
be divided into two types: Classical Arabic and Modern 
Standard Arabic [5]–[8]. The Classical Arabic (CA) epoch, as 
shown in Figure 1, is usually measured from the sixth century 
which is the start of Arabic literature. It is the language of the 
Holy Quran, the 1,400-year-old primary religious book of 
Islam with 77,430 words [9] and other ancient Islamic books 
from that era, such as the Hadith books [10]. With the 
beginning of journalism and the spread of literacy in the 
eighteenth century came Modern Standard Arabic or MSA. 
MSA is the language of current printed Arabic media and most 
Arabic publications. 

Most Arabic natural language processing (NLP) tasks 
perform better for MSA [11]. One example of those tasks is 
parts-of-speech tagging (POS) of the Arabic language as 
reported in [10], [12], [13], where the performance of the 
taggers is best when tagging MSA text. The reason for the 
variation in performance between MSA and CA is that most 
Arabic language NLP systems were trained using MSA text 
[14], [15]. More effort is currently being made, such as the 
creation of manually annotated CA corpora [16] and the 
evaluation of different Arabic POS taggers on CA text by 
Alosaimy and Atwell [12], to fill this gap in research. 

The term corpus can be defined as a computerised set of 
genuine texts or discourses provided by language speakers and 
saved in a machine-readable form [17]–[20]. Xiao [21] argues 
that a corpus is not a randomly collected collection of texts nor 
an archive, but a file that manifests four essential aspects: a 
corpus is a set of (1) machine-readable (2) genuine texts (that 
includes transcripts of spoken data) that are (3) tested to be (4) 
representative of a specific or a group of languages. 

 
Fig. 1. A Classical Arabic Poem. 

Corpora play a significant factor in the development, 
improvement and evaluation of many NLP applications such as 
machine translation [22], [23], part-of-speech tagging [24] and 
text-classification [14], [23]. The design of any corpus depends 
on its intended applications [25]. Some corpora are for general 
use and can be utilised in many applications, and others may 
serve a specific purpose, such as building dictionaries or 
examining the language of a specific author or duration of time 
[10]. 

There are several kinds of annotations which could be 
applied to corpora, and each annotation is usually designed to 
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handle a certain aspect of the language [26]. One type of 
corpora annotation is the structural annotation of the corpus by 
attaching descriptive information about the text, like mark-ups 
that specify the boundaries of the sentence, section and chapter, 
or a header file that names the author of the text or adds 
information about participants, such as the age and gender. 
Another type of annotation is the morphological annotation, 
where information about the text, like the stems or root based 
in a language like Arabic, is added to the corpora. This 
research applies the most common type of corpora annotation, 
which is POS tagging of the text [26], where a tag, such as a 
noun, verb or particle is combined with each term in the 
corpus, and the number of tags used in the annotation varies 
from a few to 400 tags or more [27]. 

Based on the type of text and creation purposes, the corpus 
can be categorised into six categories: Raw Text Corpora, 
Annotated Corpora, Lexicon Corpora, Annotated Corpora and 
Miscellaneous Corpora. Examples of corpora for the Arabic 
language are provided below. 

1) Raw Text Corpora can be Divided into: 

A. Monolingual corpora, such as the BACC [28], Ajdir 

Corpora [29], the King Saud University corpus of 

Classical Arabic [30], Alwatan [31], Tashkeela [32] and 

the Al Khaleej Corpus [33]. The monolingual corpora 

consist of a raw text written in a single language. 

B. Multilingual corpora, also known as comparable corpora 

or parallel corpora, are corpora that are written in two or 

more languages. Multilingual corpora, such as the UN 

corpus [34] which is the most important and widely known 

free corpus [23], Corpus A [22], the Hadith Standard 

Corpus [35], [36] and MEEDAN Translation Memory 

[37], are widely used in NLP fields such as machine 

translation [22], [23]. 

C. Dialectal Corpora, where the corpus is written in a 

specific language dialect, such as the Bangor Twitter 

Arabic Corpus for the Egyptian, Gulf, Iraqi, Maghrebi and 

Levantine Arabic dialects [38]. Such corpora are used in 

fields such as text-classification [14]. 

D. Web-based corpora, such as the KACST Arabic Corpus 

[39], the Leeds Arabic Internet Corpus [40] and the 

International Corpus of Arabic [41], where the corpora are 

only accessible online by an inquiry interface and the 

corpora cannot be downloaded. 

2) The second type is Lexicon corpora, that can be divided 

into: 

A. Lexical Databases, such as the BAMA 1.0 English-Arabic 

Lexicon [42] and the Arabic-English Learner's Dictionary 

[43]. 

B. Words Lists such as the Word Count of Modern Standard 

Arabic [43] and the Arabic Wordlist for Spellchecking 

[44], [45]. 

These types of corpora act like a vocabulary or a list of 
words and can be employed by linguists to study many aspects 

of a language or combined with the lexicons of systems, like 
spell checking applications, to improve their performance [23]. 

3) Miscellaneous Corpora, such as Speech Corpora [46], 

Handwriting Recognition Corpora [47], are beneficial for a 

number of NLP correlated tasks such as plagiarism detection 

[48], speech recognition systems [46] and question answering 

[49]. 

4) Annotated corpora are essential for the development of 

many NLP systems, such as part-of-speech tagging [24], text 

parsing [50]. Annotated corpora are divided into: 

A. Named Entities Corpora such as JRC-Names [51] and 

ANERCorp [52].  Most corpora of this type include the 

names of persons with the company or organisation name 

and the locations. 

B. Error-Annotated Corpora, such as the KACST Error 

corpus [53], is a beneficial resource for systems such as 

spelling correction and machine translation corrected 

output [54]. 

C. Miscellaneous Annotated Corpora, such as the OntoNotes 

corpus [55] and the Arabic Wikipedia Dependency Corpus 

[56] which are semantically annotated corpora [55]. 

D. Part-of-Speech (POS) tagged corpora are an important 

resource for the training and development of POS systems 

[24]. Some of the existent resources will be presented in 

detail in the existing resources section below. 

POS annotated corpora are essential for the development of 
many NLP systems, such as part-of-speech tagging [24], 
statistical modelling [57] and tag-based compression which 
provides more effective compression for Arabic text than word 
or character-based compression methods [13]. The lack of such 
resources limits some researchers from progressing further in 
their efforts. The limited availability of some existing 
annotated corpora and the cost of acquiring others are one of 
the main reasons that contribute to resource scarcity. Several 
efforts have been made to overcome the lack of resources [12], 
[16], [20].  

 

Fig. 2. A Social News from Press Sb-corpus [28] in MSA text. 

There exist some annotated corpora for the Arabic language 
that cannot be utilised by many researchers, such as the tag-
based text compression research applied by Alkhazi, Alghamdi 
and Teahan [13] due to availability, and cost issues, such as the 
Arabic Treebank corpus [58]. Other resources are designed to 
be used for particular research or annotated using a distinctive 
tagset produced for an explicit purpose. The Qur’anic Arabic 
Dependency Treebank is one example where the text is written 
in  CA text and the corpus uses a tagset which is designed to 
tag CA text using traditional Arabic grammar [16], [22]. This 
need for annotated corpora, which are necessary for the 
development of many NLP systems, provided the motivation to 
create a manually annotated corpus for the Arabic language. 
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This research produces a manually annotated POS tagged 
corpus that is written in MSA. The tagset used in the new 
corpus was suggested by Alkhazi, Alghamdi and Teahan [13]; 
further details about the tagset will be discussed in the 
annotation tagset section (section III-B), and the annotation 
process follows the annotations guidelines prescribed by 
Maamour [59] . 

II. EXISTING RESOURCES 

In 2001, the Linguistic Data Consortium (LDC) published 
the first versions of the Penn Arabic Treebank (ATB) [58]. 
This resource is widely used in many Arabic NLP applications 
such as the training of POS taggers, like the Madamira Arabic 
POS tagger [60] and the Stanford Arabic POS tagger [3]. The 
corpus consists of three parts with a total of 1 million annotated 
words. The first part v2.0 was a newswire text written in 
Modern Standard Arabic and consisted of 166K terms acquired 
from the Agence France Presse corpus. The second part was 
obtained from the Al-Hayat corpus which was distributed by 
Ummah Arabic News Text and consists of 144K [58]. The last 
part of the ATB corpus, part 3 v1.0, as shown Figure 3, is a 
newswire text obtained from the An-Nahar corpus and consists 
of about 350K morphologically annotated words. For non-
members of the LDC, the cost of acquiring any part of the ATB 
corpus exceeds several thousand US dollars which prevents 
access to researchers with a limited budget [57], [58]. 

Khoja [61]–[63] has published a 50,000 terms manually 
annotated POS tagged corpus written in MSA text. According 
to the author, the corpus is divided into two parts; the first part 
is a newspaper text consisting of 1,700 terms that are manually 
tagged using a tagset that differentiates between the three 
moods of the verb and case structures of the noun [64]. The 
second part of the corpus is tagged using a simple tagset that 
includes only the following POS tags: noun, verb, particle, 
punctuation or number [62]. However, access to this resource 
was not provided. 

Another annotated corpus was published by Mohit [56]. 
The AQMAR Arabic Wikipedia Dependency Tree Corpus is a 
manually annotated corpus that contains 1262 sentences 
collected from ten Arabic Wikipedia articles and the 36K  
terms of the corpus are manually annotated using the Brat 
annotation tool [56]. The ten articles were annotated for named 
entities beforehand [65]–[67] and cover topics such as Linux, 
Internet, Islamic Civilisation, Football, etc. The tagset used in 
this corpus contains a small number of tags and therefore 
cannot be used for the research concerning tag-based text 
compression. 

The Columbia Arabic Treebank (CATiB) [27] is another 
manually annotated Treebank corpus that consists of newswire 
feeds, from the year 2004 to 2007 and written in MSA. The 
corpus was initially tokenized and then POS tagged by the 
MADA&TOKAN toolkit [15], [27]. The TrEd annotation 
interface [68] was utilised in the annotation process. The 
number of tags used by CATiB is relatively small as it consists 
only of six POS tags, NOM, PROP, VRB, VRB-PASS and 
PRT, where each tag comprises a group of subtags, for 
example, the tag "NOM" can be used to tag nouns, adverbs, 
pronouns and adjectives. 

III. BAAC: THE BANGOR ARABIC ANNOTATED CORPUS 

The goal of this annotated corpus is to contribute by filling 
the gap created by the scarcity of freely available Arabic 
resources, manually annotated POS tagged corpora in 
particular, which is caused by the lack of availability and cost 
issues. Another goal is to provide a new resource required by 
many kinds of research, such as the ongoing tag-based text 
compression research conducted by Alkhazi, Alghamdi and 
Teahan [13], where the only annotation required at this stage is 
POS tags. The tagset used to annotate the new corpus is the 
same as used by the Madamira Arabic tagger, for reasons that 
will be discussed in the annotation tagset section (section B). 
Since the Madamira Arabic POS tagger is trained by the 
Arabic Treebank corpus [13], [14], and that corpus is written in 
MSA, the newly annotated corpus must also be written in 
MSA.  

A. The Data Source. 

The data source for the new corpus is the Press sub-corpus 
from the BACC corpus [28]. The BACC corpus was created 
originally to test the performance of various text compression 
algorithms on different text files. The results of the text 
classification performed by Alkhazi and Teahan [14] reveal 
that the Press sub-corpus is 99% written in MSA, as shown in 
Figure 2. According to the authors, the sub-corpus is a 
newswire text consisting of 51K terms, gathered from various 
news websites between 2010 and 2012 and covers many topics 
such as political and technology news. 

B. The Annotation Tagset. 

 

Fig. 3. A sample POS tag from the ATB Part 3 v 1.0. 

The tagset used in the BAAC corpus is the same as used by 
the Madamira tagger [60], which was used initially by the 
MADA tagger [15]. The tagset is the subset of the English 
tagset which was presented with the English Penn Treebank 
and consists of 32 tags and was initially proposed by Diab, 
Hacioglu and Jurafsky [69]. The experiments conducted by 
Alkhazi, Alghamdi and Teahan [13] have concluded that the 
quality of tag-based compression varies from one tagset to 
another. The different tagsets, some of which are shown in 
Table 3, were used to compress MSA text using POS tags, and 
tag-based compression using the Madamira tagset outperforms 
other tagsets such as Stanford [70] and Farasa [71]. Since one 
of the main goals of creating a gold-standard POS annotated 
text is to investigate the effect of manual annotation on the tag-
based text compression, as described below in the experiments, 
therefore, the Madamira tagset, which outperformed other 
tagsets and consists of only 32 tags that are shown in Table 2, 
is used to annotate the BAAC POS tag and to create the 
ground-truth data which will be used later for training and 
evaluation purposes. 
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TABLE II. THE AGREEMENTS, DISAGREEMENTS AND BSERVED 

AGREEMENT 

Tag Agreements Disagreements 
Observed 

Agreement % 

noun 23570 529 97.80 

verb 5714 44 99.24 

prep 5574 10 99.82 

adj 4632 1235 78.95 

noun_prop 2272 520 81.38 

conj_sub 1534 17 98.90 

conj 1148 79 93.56 

pron_rel 992 37 96.40 

pron_dem 767 11 98.59 

noun_quant 574 1 99.83 

part_neg 498 2 99.60 

pron 367 6 98.39 

adv 166 195 45.98 

adj_comp 265 15 94.64 

noun_num 252 7 97.30 

part_verb 221 0 100.00 

verb_pseudo 203 0 100.00 

adj_num 156 26 85.71 

adv_interrog 25 111 18.38 

adv_rel 83 3 96.51 

abbrev 60 2 96.77 

part_restrict 59 16 78.67 

part 25 27 48.08 

pron_interrog 19 30 38.78 

part_focus 14 9 60.87 

part_interrog 22 0 100.00 

part_fut 12 0 100.00 

part_voc 10 0 100.00 

part_det 8 2 80.00 

interj 2 0 100.00 

Total 49244 2934 94.38% 

C. Automatic POS Tagging. 

Madamira [60] was utilised to automatically tag the corpus 
by POS. The manual annotation process of the BAAC corpus 
followed annotation guidelines proposed by Maamouri [72] for 
annotating POS tags. All the previous corrections that are made 
to a tag are shown to the annotators during the process of 
annotation, as illustrated in section III-E, and the Madamira 
tagset used to annotate this corpus applies the criteria proposed 
by the author.  

D. The Annotation Tool. 

Most existing tools, such as TrEd tool [68], [73] which was 
used in the annotation of The Prague Dependency Treebank, 
are developed to annotate Treebank types of corpora, such as 
dependency trees corpora, that contain other information about 
the term, such as the gloss or a comment from an annotator, as 
shown in Figure 3. As mentioned earlier, the first stage of the 
BAAC annotation process will only add the POS tags to the 
corpus. Other linguistic information, such as the structural 
annotation, will be adapted in future work, therefore, the tool 
which will be used to manually annotate this corpus will only 
annotate POS tags. During the preparation for the annotation 
process, many constraints arose and defined four requirements 
that had to be met by the annotation tool. First, as the 
annotators are native Arabic speakers, a well-detailed Arabic 
translation of the tagset was provided with examples during the 
annotation process. Second, the software used for the 
annotation had to comply with the hardware and software 

requirements of the computer used to perform the annotation. 
Thirdly, the annotation tool, as shown in Figure 4, had to be 
executed on different operating systems, therefore, the tool was 
designed to be portable. Finally, online backing up procedures 
with the ID of the annotators was done to ensure the safety of 
the data. 

TABLE III. DIFFERENT ARABIC TAGSETS 

Term 
Madamira 

Tag   

Stanford 

Tag 

Farasa 

Tag 

 noun DTNN NOUN-FS الادارة

 noun_prop VBP E/ES/SV ترحب

 verb NN NOUN-MS بانتزاو

 noun DTNN NOUN-MS الاييٍ

 noun DTJJ ADJ-MS انعاو

 adj NN NOUN-FS بزيادة

 noun NN NOUN-MS عُصر

 noun DTNN NOUN-FS انًيزاَيت

 noun DTJJ ADJ-FS انعاديت

 noun NN NOUN-MS نًكتب

 noun DTNN NOUN-MP الايى

 noun DTJJ ADJ-MP انًتحدة

The previous requirements were met by developing a new 
annotation tool. First, a detailed Arabic translation of the 
tagset, which was obtained from Alrabiah [10] and then 
examined by Arabic specialists, was coded in the annotation 
tool as shown in Figure 4. The annotation tool also offers 
examples of the tag if required by the annotator. To comply 
with the hardware requirements and reduce memory 
dependency, the tool loads only one sentence to be modified at 
a time. To follow the Maamouri [72] annotation guidelines, the 
tool also displays the history of annotation by showing two 
types of modifications, the original tag assigned by the 
Madamira tagger and any tag chosen by previous annotators, if 
they exist. A current status of the annotation process is also 
displayed to the annotator, such as the number of annotated 
tags in the current session and the number of modified tags in 
the total document. The Java programming language was used 
to develop the annotation tool, and therefore, the tool can be 
executed on different operating systems. The tool also provided 
online backing up procedures each time the annotator modified 
a tag to eliminate any data loss. 

E. Data Preparation. 

After using Madamira [60] to automatically POS tag the 
corpus, a copy of the corpus was given to each annotator. Each 
copy was split into batches of documents that have 10-20 
sentences and the ID of the annotator was coded with each 
batch to be used later in the evaluation section. The two 
annotators, who are native Arabic speakers and postgraduate 
students in Arabic Studies, started working to manually 
annotate the corpus on a full-time basis in two stages.  

In the first stage of the annotation process, the annotators 
were required to work on-site to resolve any issues with the 
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annotation tool and the annotation of the corpus was completed 
using the facilities provided by Tabuk Public Library. When 
the annotation process was finished, the two versions were 
evaluated and the Inter Annotator Agreement was calculated 
using two metrics, as will be discussed below in the BAAC 
evaluation section. The differences between the two versions 
were examined and adjusted off-site by a third annotator, who 
is a native Arabic speaker and PhD candidate student in Arabic 
Studies, to produce a final version of the corpus. The total time 
needed to annotate the corpus was two months – three weeks 
for the first stage and the rest for the final stage. 

IV. BAAC EVALUATION 

The quality of the annotated corpus affects the quality of 
the NLP application that utilises it. For instance, Reidsma and 
Carletta [74] has illustrated that the errors produced by 
machine learning tools are the same errors made by the 
annotators of the corpus that was used for training those tools. 

Two metrics were used to evaluate the quality of the BAAC, 
the Kappa coefficient [75] to calculate the inter-annotator 
agreement (IAA) among the two annotators and a direct 
percent agreement for each tag [76]. Using the data in Table 4, 
the obtained Kappa value is 0.956, which is recognised as 
perfect according to Landis and Koch [77]. The total observed 
agreement from Table 2, which displays the number of 
agreements and disagreements of different tags between the 
two annotators in a reverse frequency order, is 94.25%. Taking 
the number of tag occurrences into consideration, Table 2 
shows that the tag verb or 'فعم' has the highest agreement 
between the annotators with 99.24% agreement. It also shows 
that the annotators agreed only 25 times out of 136 (18%) on 
the tag 'adv_interrog' or 'حال'. Also, the annotators agreed only 
on (45.98%) on the tag 'adv', and (38.78%) on the tag 
'pron_interrog'. The reasons for such variation between the 
annotators were: 

TABLE IV. THE BACC AGREEMENT TABLE 
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 The different understanding of the tag and, in some 
cases, its subset of tags by the annotators. For example, 
Table 4 shows that the two annotators disagreed 
concerning the tag 'noun' and the tag 'adj' in many 
instances. The different understanding of the tag 
'adv_interrog' and the tag 'adj' has also caused a 
noticeable number of disagreements between the two 
annotators.  

 Human error in the annotation process contributed to 
some of the errors in the annotated corpus. This was 
confirmed by random samples taken to be re-annotated 
by the same annotator. 

 

Fig. 4. The Annotation tool. 
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TABLE V. THE TEN MOST FREQUENT TAGS BY THE FIRST ANNOTATOR 

Tag Frequency % 

noun 24099 47.52 

verb 5714 11.27 

prep 5574 10.99 

adj 4632 9.13 

noun_prop 2792 5.51 

conj_sub 1534 3.02 

conj 1148 2.26 

pron_rel 992 1.96 

pron_dem 778 1.53 

noun_quant 575 1.13 

The previous reasons were taken into consideration, and all 
the disagreements were highlighted, which was then given to 
the third annotator who went through all the disagreements and 
modified them based on his judgment. Finally, a final version 
of the corpus, which contains the agreements from the first two 
annotators and the agreements of the third one, was produced 
and used for further applications, as illustrated in the 
experiments section. 

V. CORPUS STATISTICS 

As stated, the text of the BAAC corpus was obtained from 
the sub-corpus Press of the BACC. The first annotator made 
3150 changes to the originally tagged corpus and the second 
made 2959 modifications. Table 5 and Table 8 list the first ten 
most frequent tags for the annotators. The most frequent tag is 
'noun' representing 47.52% for the first annotator and 46.48% 
for the second. The least used tag is 'noun_quant' being 1.13% 
of the tags for both annotators. A noticeable difference between 
the two annotators is the use of the tag 'adj' which represents 
11.57% for the first annotator and occurring 1235 more times 
for the second annotator (9.13%).  

Table 6 shows the ten most frequently used terms in the 
BAAC. The first and second most frequent words in the BAAC 
are 'في' which is a 'prep', that translates as 'in', and 'ٍي', which is 
also a 'prep', that translates as 'from' representing 2.83% and 
2.65% of the text respectively. The table also shows that the 

most commonly used bigram is 'يٍ خلال', which translates as 
'through' occurring 37 times in the corpus. Since the Press sub-
corpus, which is the source of the BAAC, was gathered 
between 2010 and 2012 from several Arabic news websites, 
the most commonly used trigrams in the BAAC are ' ٌفي ييدا
الأعهى نهقواث ' which translates as 'In Tahrir Square', and 'انتحرير
 which translates as 'Higher Council of the Armed 'انًسهحت
Forces', which were mentioned 12 times, and both trigrams 
relate to the events that happened in Egypt during the same 
period. 

Figure 5 plots using log scales the ranked tag, bi-tag and 
tri-tag sequences versus their frequencies in the BAAC. There 
are 32 unique tags used in the annotated corpus, as mentioned 
earlier. The corpus also has 433 unique bi-tags where the 
sequence 'noun noun' dominates most of the bi-tags sequences. 
Finally, there are 2,113 distinct tri-tags used in the BAAC.  The 
figure shows a Zipf’s Law-like behaviour which mirrors the 
behaviour of a similar plot for the English language [78]. More 
details about the BAAC n-tag sequences are found in Table 7 
and will be discussed below. 

 

Fig. 5. Rank versus Tag, Bi-tag and Tri-tag Frequencies for the BAAC. 

TABLE VI. WORD N-GRAM STATISTICS FROM THE BAAC 

Rank Word Freq % Bigram Freq % Trigram Freq % 

 0.02 12 في ييداٌ انتحرير 0.07 37 يٍ خلال 2.83 1437 في 1

 0.02 12 الأعهى نهقواث انًسهحت 0.07 37 إنى أٌ 2.65 1345 ٍي 2

 0.02 11 انًجهس الأعهى نهقواث 0.07 34 انولاياث انًتحدة 1.45 735 و 3

 0.02 10 انقاَوٌ رقى نسُت 0.06 30 ييداٌ انتحرير 1.38 698 أٌ 4

 0.02 9 غفر الله نه 0.05 28 في يصر 1.21 615 عهى 5

 0.02 8 قال أبو عبدالله 0.05 28 عدد يٍ 0.79 401 إنى 6

 0.02 8 عبدالله غفر الله 0.05 26 يٍ قبم 0.69 352 نتيا 7

 0.02 8 انهجُت انوطُيت نلاستقداو 0.05 26 ثورة يُاير 0.69 351 عٍ 8

 0.02 8 انكسب غير انًشروع 0.05 26 بعد أٌ 0.54 275 وأ 9

 0.02 8 أبو عبدالله غفر 0.05 25 أٌ يكوٌ 0.48 245 لا 10

TABLE VII. MOST FREQUENT TAG, BI-TAG AND TRI-TAG SEQUENCES FROM THE BAAC 

Rank Tag Freq % Bi-tag Freq % Tri-tag Freq % 

1 noun 23782 46.9 noun noun 11035 21.8 noun noun noun 5133 10.1 

2 verb 5801 11.4 prep noun 4255 8.39 noun prep noun 2121 4.18 

3 prep 5574 11 noun adj 4037 7.96 prep noun noun 1970 3.88 

4 adj 4995 9.85 verb noun 3229 6.37 noun noun adj 1918 3.78 

5 noun_prop 2532 4.99 noun prep 2679 5.28 noun adj noun 1482 2.92 

6 conj_sub 1501 2.96 adj noun 1676 3.31 verb noun noun 1467 2.89 

7 conj 1212 2.39 noun verb 1566 3.09 noun noun prep 1195 2.36 

8 pron_rel 1025 2.02 verb prep 1190 2.35 noun verb noun 909 1.79 

9 pron_dem 774 1.53 noun noun_prop 1066 2.1 verb prep noun 886 1.75 

10 noun_quant 573 1.13 noun_prop noun_prop 932 1.84 adj noun noun 858 1.69 
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TABLE VIII. THE TEN MOST FREQUENT TAGS BY THE SECOND ANNOTATOR 

Tag Frequency % 

noun 23570 46.48 

adj 5867 11.57 

verb 5758 11.35 

prep 5584 11.01 

noun_prop 2272 4.48 

conj_sub 1551 3.06 

conj 1227 2.42 

pron_rel 1029 2.03 

pron_dem 767 1.51 

noun_quant 574 1.13 

Table 7 illustrates the ten most frequently used tag, bi-tag 
and tri-tag sequences in the BAAC. The tag 'noun' was utilised 
23,782 times (46.9%) followed by the tag 'verb' that appeared 
in 11.44% of the text. The sequence of two nouns, the bi-tag 

'noun noun', appeared in 11,035 occasions (21.76%), followed 
by the bi-tag 'prep noun' which was used 4,255 times in the 
BAAC.  The sequence of three nouns came 5,133 times in the 
text, which represents 10.12% of the text, followed by the tri-
tag 'noun prep noun' which came in 4.18% of the BAAC. 

TABLE IX. MOST FREQUENT TAG, BI-TAG AND TRI-TAG SEQUENCES OF THE KHALEEJ SUB-CORPUS 'NEWS' 

Rank Tag Freq % Bi-tag Freq % Tri-tag Freq % 

1 noun 485250 50.2 noun noun 243525 25.2 noun noun noun 122386 0.13 

2 adj 120187 12.4 noun adj 91607 9.47 noun noun adj 49187 0.05 

3 prep 104158 10.8 prep noun 81537 8.43 prep noun noun 43107 0.04 

4 verb 91064 9.41 verb noun 52016 5.38 noun prep noun 39116 0.04 

5 noun_prop 51985 5.37 noun prep 48968 5.06 noun adj noun 35544 0.04 

To further analyse the n-tag results of the BAAC, Table 9 
shows the tag, bi-tag and tri-tag statistics of the News sub-
corpus from a different corpus, the Khaleej corpus [31], which 
also was tagged using Madamira tagger for comparison 
purposes. The sub-corpus contains 967K terms gathered from 
news websites. The table shows that both corpora, the News 
and the BAAC, share the same most frequent tag, bi-tag and 
tri-tag sequence, where the tag 'noun' in the sub-corpus News 
represents 50.2% of the text, the bi-tag 'noun noun' was used 
243,525 times (25.2%) and the tri-tag 'noun noun noun' 
appeared in 0.13% of the text. These results confirm that the 
tag statistics are comparable between the different corpora. 

TABLE X. TAG-BASED COMPRESSION RESULTS 

Annotator File size 
Compressed 

size (bytes) 

Compression 

ratio (bpc) 

1 824,151 111,009 1.0776 

2 819,482 110,954 1.0832 

Original File 818,508 110,874 1.0837 

VI. EXPERIMENTS AND FUTURE WORK 

We have utilised the BAAC corpus in two applications, to 
evaluate the performance of the Madamira tagger, and to 
further investigate the tag-based text compression models as 
applied in by Alkhazi and Teahan [13]. Using the BAAC 
corpus, the Madamira tagger achieved an accuracy of 93.1%. 
To evaluate the effect of manual annotation on the tag-based 
text compression, the two versions of the BAAC were 
compressed using tag-based text compression models. The 
results of the compression were then compared to the 
compressed results of the original Madamira auto-tagged 
corpus. Table 10 illustrates the compression size (in bytes) and 

ratio (in bits per charactar) of all three files, and the results 
confirm that (1) manual annotation of the text reduces the 
quality of tag-based compression, as mentioned by Teahan  and 
Alkhazi [13], [78]–[82], and (2) compressing the text using 
other text compression algorithms outperforms the tag-based 
text compression when compressing small text files, such as 
the BAAC corpus, as mentioned by Alkhazi and Teahan [13].  

Further investigation is required to study the effect of using 
POS tagging systems, such as the OpenNLP project [83], 
trained using the BAAC on the tag-based text compression. 
Future work will add more annotated MSA text and will 
expand to cover CA text. More linguistic information, such as 
the structural annotation, will also be added to the BAAC to 
increase the possible NLP applications of the corpus. 

VII. CONCLUSION 

A new corpus, BAAC, was presented in this paper. It is an 
MSA corpus that contains 50K words manually annotated by 
part-of-speech tags. The annotated corpus used the same tagset 
utilised by the Madamira tagger and followed annotation 
guidelines proposed by Maamouri for annotating the POS tags. 
Also, a new annotation tool was developed and employed for 
the annotation process of BAAC which obtained a Kappa value 
of 0.956, and an average observed agreement of 94.25%. The 
BAAC was used to evaluate the Madamira tagger and to study 
the effect of the manual annotation on the performance of the 
tag-based Arabic text compression. 
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Abstract—Agile has become commonly used as a software 

development methodology and its success depends on face-to-face 

communication of software developers and the faster software 

product delivery. Implicit thinking knowledge has considered as 

a very significant for organization self-learning. The main goal of 

paying attention to managing the implicit thinking knowledge is 

to retrieve valuable information of how the software is developed. 

However, requirements documentation is a challenging task for 

Agile software engineers.  The current Agile requirements 

documentation does not incorporate the implicit thinking 

knowledge with the values it intends to achieve in the software 

project.    This research addresses this issue and introduce a 

framework assists to inject the implicit thinking knowledge in 

Agile requirements engineering. An experiment used a survey 

questionnaire and case study of real project implemented for the 

framework evaluation.  The results show that   the   framework 

enables software engineers to share and document their implicit 

thinking knowledge during Agile requirements documentation. 

Keywords—Software development methodology; agile 

methodology; requirements engineering; requirements 

documentation; and implicit thinking documentation 

I. INTRODUCTION 

The implicit thinking knowledge has become very 
significant issue for researchers. The number of researches 
have been increased since that the implicit thinking knowledge 
considered as a primary key of success through the ability of 
team members to create and share their implicit thinking 
knowledge in software product. This consideration has 
attracted researchers in investigating the ways in which implicit 
thinking knowledge can be successfully captured, identified, 
categorized, shared, and documented. The topic of 
documenting the implicit thinking knowledge has arisen to 
address this need. Thus, a few knowledge frameworks 
designed to define practices related to knowledge. 
Consequently, in Agile methodology, software requirements 
are defined and documented in the form of user story cards. 
Besides, as one of Agile features that a clear discussing about 
user requirements is conducting by having a regular meeting 
[14], for example, in Scrum approach every day meeting is 
conducted to have to check the requirements implementation 
for maintaining the iterations. Traditional software 
development methodologies are focus more on documenting 
all software development phases while Agile methodology 
does not provide comprehensive documentation. Knowledge is 
easily and explicitly captured in traditional software 
development methodologies while the Agile methodology 

deals with implicit thinking knowledge. The implicit thinking 
knowledge is kept in the software developers‘ minds [17]. The 
most critical part of capturing the implicit thinking knowledge 
is to retrieve the implicit thinking knowledge from their minds, 
so as to incorporate the right knowledge at the right 
requirement when needed and to encourage innovation. 

Agile methodology has few inherent practices that assist 
sharing experiences software developers‘ knowledge during 
developing the software, for instance, some of Agile practices 
helps the process to overcome the challenges of capturing 
implicit thinking knowledge such as pair programming, face-
to-face communication and [12]. The frequent interaction 
among Agile software developers provides an environment that 
supports the implicit thinking knowledge sharing and 
cooperative knowledge detection. In addition, implicit thinking 
knowledge might be feast more efficiently by documenting the 
face-to-face communication than and stored in databases to be 
retrieved by knowledge workers [3]. 

The mentioned practices help to manage knowledge. Also, 
other approaches for capturing implicit thinking knowledge 
requires more consideration. This paper proposes a framework 
injects the implicit thinking knowledge of software engineers 
in Agile requirements documentation (IITKARD). 

A quantitative method such as survey questionnaire has 
been used in a case study of a real software project for a 
purpose of the framework evaluation. During the experiment, 
software requirements used in a real software project converted 
into user Agile user story cards as a form of Agile requirements 
engineering. In order to improve the efficiency and usability of 
findings, a survey questionnaire has been conducted to collect 
data from focus group of Agile software engineering experts. 
Therefore the results of the survey have to evaluate the 
efficiency and the usability of the proposed framework and its 
usefulness in Agile software methodology. 

The proposed implicit thinking knowledge injection 
provides a systematic process for Agile software engineering 
during the requirements engineering phase to inject their 
implicit thinking knowledge in Agile requirements 
documentation. The framework will provide a systematic 
process to successfully address the issue of neglecting of 
implicit thinking knowledge in Agile requirements 
engineering. This paper divided into five sections, firstly 
section 2, which discusses the implicit thinking knowledge and 
Agile requirements engineering, followed by section 3, which 
describes the proposed IITKARD framework. Then section 4 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

142 | P a g e  

www.ijacsa.thesai.org 

discusses the results of the evaluation experiment and finally 
the conclusion. 

II. IMPLICIT THINKING KNOWLEDGE AND AGILE 

REQUIREMENTS ENGINEERING 

The implicit thinking knowledge management includes a 
set of processes that control the creation, interaction, and 
sharing of knowledge [14]. It is a few steps used during 
developing the software to extract and share developers‘ 
knowledge to assist them understand how the software is built. 
The retrieved knowledge needs to be organized so that they are 
clear and searchable [5]. Moreover, managing the implicit 
thinking knowledge also includes strategies to create an 
environment of sharing knowledge and supportive tools that 
assist the process of injection of software developers‘ thinking 
knowledge, in turn, to learn from each other. 

Implicit thinking knowledge management is not only a 
technical issue [1]. Since it relies on people expertise, the 
success of managing the implicit thinking knowledge is highly 
influenced by human. However, these factors named a non-
technical factors, which are related to the characterization of 
human implicit thinking knowledge, and the promoting the 
knowledge workers to contribute to share their implicit 
thinking knowledge in order to build shared knowledge 
repository [3]. 

Unfortunately, knowledge workers are unenthusiastic to 
share their own implicit thinking knowledge with other people 
[5]. Some workers consider their knowledge as a private 
professional knowledge and they are not often intending to 
share it [15]. The workers reluctance of sharing knowledge 
might also be contributed by other organizational practices. 
The staff, who are rewarded due to their expertise might lead to 
that knowledge might be kept in their minds [5]. Moreover, 
psychological issues might also effect the participation of the 
knowledge workers [16]. For example, in the organizations 
meetings some workers try to avoid to share their knowledge 
and this would adversely affect the meetings process as a result 
[11]. According to Hissen [1] some members are hardly to 
speak, due to their low status, shyness or controversial ideas. 
Therefore, the externalization of implicit thinking knowledge 
should be part of a defined knowledge and it should not be left 
an optional. For example, in software engineering field, 
software engineers have deliberations includes different views 
of software projects lifecycle reviews should be captured. 
Thus, more attention need to paid regarding to the importance 
of the integration between software development 
methodologies and knowledge management. 

Obviously, that implicit and explicit are different in terms 
due to implicit thinking is hard to document. Sandra et al. [20] 
highlighted that implicit thinking knowledge documentation is 
not something for discussion sense [11]. Though, the 
significance of capturing implicit thinking knowledge during 
requirements engineering led the researchers to pay more 
attention on topics related implicit thinking knowledge 
documentation [11]. However, tacit and implicit knowledge are 
slightly different [11]. Researches stated that implicit thinking 
knowledge is not organized knowledge but it can be structured 
and documented. On the other hand, organizing the implicit 
thinking knowledge is not easy. Moreover, implicit thinking 

knowledge categorized as an expression, assumptions, 
developers thought that, might be translated to principle. 
According to Correia and Aguiar [1] there is insufficient 
information of implicit knowledge, while [1] argues that 
implicit thinking knowledge is ―how‖ to do things, but some 
issues to be explicitly described. 

Additionally, the technical issues contribute in the 
difficulties of capturing the implicit thinking knowledge, the 
implicit thinking knowledge is not well structures and there is 
not any standard format to be followed. Therefore, using 
traditional data models could hardly capture he implicit 
thinking knowledge. Few models in the software engineering 
aimed to codify the implicit thinking knowledge such as DRL 
[3], QOC [11] and IBIS [13]. Even though, these models 
support the implicit thinking knowledge capturing, but it is 
hardly to cover all implicit thinking knowledge. Sometimes the 
tacit knowledge is differently expressed; it might be a body 
language expression. Thus, these all variations of implicit 
thinking knowledge expression is hardly to be accommodated. 

Elghariani and Kama [7] stated that Agile requirements 
engineering practices assist to resolve the traditional 
requirements engineering challenges and highlighting 
appropriate capability of teams‘ cross-functional development 
[1]. In addition, in software industry, some challenges have 
been faced during practicing Agile requirements engineering 
such as less documentation and ignoring non-functional 
requirements documentation e.g. usability and security [7]. 
Neglecting of implicit thinking knowledge documentation is 
considered as a major issue for both Agile and traditional 
software methodologies [10]. One of Agile requirements 
engineering practices is creating user story cards, which 
includes few attributes related to the user software requirement, 
for example, story card number, story date, story priority, story 
description, etc. [5]. Therefore, Shim and Lee [14] addressed 
that ignoring implicit thinking knowledge documentation in 
Agile methodology cause some major issues as following: 

 Time waste of asking the same questions by software 
developers.  

 Software issues might be frequently faced by 
developers but they forget how were solved.  

 Losing information once particular developer left the 
project.  

 Lack of recording developer‘s communication. 

 Software usability issue  

 Neglecting of unstructured knowledge contribution. 

The major challenges of documenting the implicit thinking 
knowledge in Agile requirements engineering is how implicit 
information software engineers can be converted into explicit 
information, as well as how to convert explicit information 
from individual software engineer to groups in the organization 
[11]. The retrieved knowledge needs to be recorder and stored 
in a repository. Additionally, the process of sharing software 
engineer‘s implicit knowledge needs to be followed by all 
software developers [15]. Also, this includes understanding the 
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purpose of storing and documenting the implicit thinking 
knowledge [12]. 

Chau and Maurer [12] stated that there are serious issues to 
capture team members‘ implicit thinking. Most of the members 
are not able to exactly define their thinking. So Ahmed [13] 
suggested that software developers need to have more face-to-
face discussion on software requirements. Another suggestion 
is using electronic databases will solve the issue, if the face-to 
face communication is not possible then some alternatives can 
be used such as e-mail, social media, audio and video 
conferencing [11]. 

III. RELATED WORK 

Based on the previous studies, few frameworks were 
proposed to manage the knowledge using traditional software 
development methodologies. A framework for supporting 
knowledge management (KMS) recommends two significant 
considerations, which are, the existence and structure of the 
knowledge [12]. 

The proposed framework KMS layered into seven layers 
known as interface, access, collaborative, application, 
transport, integration and repositories [22]. In addition, Hahn 
and Subramani [12] proposed an approach for knowledge 
management system known as Soft-System Knowledge 
Management. This approach was proposed to confirm the 
suitability between the organizational requirements on new 
product development (NPD) and knowledge management 
creativities. There are three main components are included in 
this framework, which are Knowledge sharing methods, 
Organizational level and Key Enablers. 

A Knowledge Management System in Open Source 
Software Development Environment (KMSOS2oD) 
framework is particularly designed to support Open Source 
Systems development life cycle and it includes five core 
components, which are layers, components, process, 
knowledge, and Communities of Practice (CoP) [15]. 

Several tools have been proposed by researchers to support 
distributed Agile software development, and those tools are 
especially developed to support sharing applications. The 
proposed tools adopted the concept of collaboration and 
communication among team members. Therefore, the tools 
used are messengers, e-mails and newsgroups. Tools like 
videos/audios conferencing are also used as a real-time 
collaboration tools [8].  Moreover, tools providing a Plug-in 
like JSPWiki and MASE are used to support environment 
tailored for Agile development teams [17]. 

Kavitha and Irfan [17] have proposed a framework to 
capture knowledge retrieved from the Agile team members, 
which may either be distributed or collocated. The framework 
helps to increase the organizational learning process to capture 
and maintain the knowledge on the required information. The 
framework included a set of integrated tools that support 
capturing and storing knowledge. The tacit knowledge sharing 
was through a real-time collaboration tools such as news 
groups, NetMeeting and e-mails. 

Shim and Lee [25] suggested an approach to capture and 
manage knowledge. This approach was built by using the main 
characteristics of the social software and expands them to 
merge the knowledge and its structure then manage them 
probably by using online tools.   The authors used web 
technologies to extract the implicit thinking knowledge and 
injected to the knowledge base; the injecting was used with the 
platform as provider to enable the users to retrieve a 
documented knowledge related to the certain software practice, 
which also affect the user interaction. 

Based on literature related to knowledge sharing within 
software development, there are many approaches aimed at this 
objective. Most of the proposed frameworks aimed for 
managing software knowledge designed for traditional 
methodologies [17]. Some approaches are realized practically, 
while others are simply theoretical such as Rayan and 
O‘Connor [22] that propose a theoretical model for defining, 
acquiring and sharing tacit knowledge surfaced through social 
interaction. KMSOS framework is another approach, which is 
introduced by Lakulu [15], but it is mainly targeting capturing 
software knowledge within the Open source software process. 
However, it does not cater for documenting any sort of implicit 
thinking knowledge. In terms of approaches targeting the Agile 
software methodology, though [17] and [25] are most related to 
our work as they both targeting software knowledge 
management for Agile software methodology. Nonetheless, 
both are aimed to tackle the knowledge sharing in all phases of 
the Agile lifecycle. We on the hand, only focusing on the 
requirement elicitation phase. We believe that the requirements 
for capturing implicit thinking knowledge vary in different 
Agile phases. Hence, a generic knowledge-capturing model 
would not cater for the capturing richness of the requirements 
engineering phase. Because it is well known that the 
requirements engineering phase accommodates most of the 
deliberations made by the Agile team. However, though both 
[17] and [25], are targeting the capturing of implicit thinking 
knowledge within the Agile software process, but they ignored 
the importance of the User Story Cards, which as at the core of 
implicit thinking knowledge generation. The same approaches 
([17], [25]), also lacks the formal representation of the implicit 
knowledge, they instead adopting a social media tools as 
repository to store the implicit thinking knowledge. 

IV. THE PROPOSED KNOWLEDGE FRAMEWORK 

The framework is proposed to be part of reality [1]. It is 
meant to summarize the conceptual framework of the reality 
being demonstrated. Essentially, our proposed framework is 
built to inject the implicit thinking knowledge created while 
practicing Agile software requirements documentation. The 
proposed framework facilitates sharing implicit knowledge [5]. 

The Internet or local network usually connects Agile 
software team members. The framework supported by a tool 
that assists in collecting the knowledge.    Experiences 
generated in the form of arguments categorized as issue, 
assumption, suggestion, question and opinion are entered by 
the software engineer and stored in the knowledge repository. 
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Fig. 1. Conceptual View of IITKARD Framework. 

Fig 1 shows a conceptual view of the proposed framework. 
It shows the stages of the processes of sharing software 
engineering implicit thinking knowledge in Agile requirements 
engineering. Based on the proposed IITKAD framework, the 
knowledge generation loop starts from creating the user story 
card, which will be the root of the experience knowledge. 

The IITKARD framework helps to share informal 
knowledge. The implicit thinking knowledge generated 
through the IITKARD framework helps to maintain the up-
datedness of the captured knowledge. Moreover, this 
framework provides Agile software engineers with a 
supportive tool that helps in injecting the implicit thinking 
knowledge. The user story card created by the admin (team 
leader) and adding the first argument of the retrieved 
knowledge related to requirements engineering practices are 
entered via an interface by the admin (team leader) and stored 
in the knowledge database. The implicit knowledge extracted 
during developing the software requirements is accessible to all 
team members and easy to find.  Agile team members will be 
able to retrieve the information related to certain user story 
card from database as structured information.  Efficient query 
mechanisms also provided, which can be helpful to retrieve the 
required data. 

The proposed IIKARD framework, which has four main 
activities, which are: (1) cerate the user stories; (2) set team 
leader first arguments; (3) inject the implicit thinking 
knowledge of software engineers; (4) document the implicit 
thinking knowledge. Therefore, to evaluate the framework 
efficiency, a tool was developed to systematize the processes 
of developing the framework as shown in Fig 2.  The tool of 
the proposed framework has four main steps, which are: 

Step 1 Create User Story: The first practice of Agile 
requirements engineering is to create the user story of each 
requirement and the proposed framework tool requires the 
team leader to key in the user story information for example: 
Story Title, Task Engineer and describe the story 
(requirement). 

Step 2 Set Team Leader first Argument of the user 
story: The second step of the proposed framework tool is 
setting the first argument by the team leader (Admin). 

Step 3 Inject the implicit thinking knowledge of 
software engineers: The Third step of the proposed 
framework tool is to let the team members to key in arguments 
such as Issues, Assumptions, Suggestions, Questions and 
Opinions. 

Step 4: Document the implicit thinking knowledge: The 
final step of the proposed framework tool is to document the 
arguments of each user story by displaying the arguments in 
sort of storyline. It contains the title and its arguments 
member‘s photo, name, text and icon of the argument type 
whether it is an issue, assumption or suggestion. Hence, this, 
IITKARD framework was successfully designed and 
developed to achieve this research objective in order to provide 
a framework to inject the implicit thinking of software 
engineers in Agile RE. 

Therefore, IITKARD framework controls the deliberation 
among team members and supports their arguments by 
detecting the type of the arguments and simplifies the 
communication about certain issue. The tool which implements 
IITKARD framework steps shall be applied and helpful for 
areal data from a real software project adopting Agile 
methodology as a software development methodology. 
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Fig. 2. An Implementation of the Proposed Framework. 

V. RESULTS 

After performing, the first experiment, evaluation survey 
questionnaire has been distributed to focus group of experts. 
The 13 completed questionnaires have been received from 10 
Agile software engineering experts. The experts came from 
different organizations with the experience of Agile software 
methodology and requirements engineering. The participants 
started performing the experiment by using traditional Agile 
requirements documentation. However, the experiment shows 
that the documentation does not include any implicit thinking 
knowledge in the user story cards. The experiment shows that 
the overall results obtained a high level of experts‘ satisfaction 
in terms of IITKARD efficiency evaluation. In general, the 
overall results shows that the participants performed as an 
experts‘ in Agile requirements engineering and improves that 
IITKARD is more efficient in Agile methodology since Agile 
lean on a strong communication among the team members. 

The traditional requirements documentation used for the 
experiment does not include any implicit thinking knowledge 
shared by software engineers during developing software 
system which been adopted as a real project data for this 
experiment. The experts‘ participants in the experiment shows 
their satisfaction on the efficiency of IITKARD due to the 
improvement of ITKARD framework that can assist software 
engineers who are newly involved in the software project to 
understand how the requirement was developed. Also, the 
experiment proved that the IITKARD improves the usability of 
injecting the implicit thinking knowledge in Agile 
requirements documentation. It is noted that the improvement 
rate of the IITKARD usability is high in Agile methodology. 

The proposed models of knowledge‘s management in both 
traditional and Agile methodology [8][17][18][19][25], use a 
social media tools to support sharing and recording the 
knowledge, but it is well known that social media knowledge is 
not structured enough, and any searching through this 
knowledge would not be efficient in terms of retrievability. 
IITKARD on the other hand, proposed a custom knowledge 
model, which strikes a balance between ease of use and 

retrievability, as shown through the tool developed to 
demonstrate the process of injecting the implicit thinking 
knowledge among the team members. This is achieved by 
managing the requirements (User Story Cards) and the implicit 
knowledge.  Therefore, the experts‘ perceptions of the outcome 
show that the overall results of the experiment are at 
satisfactory level in terms of the usability of the framework. 

VI. CONCLUSION 

Software engineering is a domain consists a very 
knowledge thorough and realized in implicit form in many 
software companies. Knowledge management systems were 
designed more for structured knowledge while implicit 
thinking knowledge is ignored.  The implicit thinking 
knowledge is usually held in professionals‘ minds that might 
be lost at any time. Therefore, there is significant need to 
exploit implicit thinking knowledge as well. This paper 
proposes a framework that injects implicit thinking knowledge 
in Agile requirements engineering. The framework integrates 
both explicit knowledge in the form of user story cards and 
implicit thinking knowledge in the form of arguments that 
compose the context of the creation criteria of the knowledge 
captured. In order to inject the implicit thinking knowledge in 
Agile requirements engineering the captured knowledge 
documented in the form of user story arguments. 

VII. LIMITATION AND FUTURE WORK 

Even though the research contributions, a few limitations in 
this research are considered. The designed IITKARD 
framework has suggested that the shared implicit thinking 
knowledge should be modified and deleted. The injecting 
process suggestion was made to the software requirements 
engineering practices. There are two elements exist in the 
software requirements engineering process that are dependent 
to one and another. The requirements engineering elements are 
Requirements analysis, Requirements Documentation. This 
research study applied only for requirements engineering as the 
input and output of IITKARD framework and this is one of the 
limitations of this study. Therefore, it is important to apply 
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IITKARD framework to all Agile methodology phases since 
all the shared knowledge will cover all the phases, which could 
affect the overall software development process. 

Based on the limitations described above, the following 
areas may constitute possible future work: 

 Extending the research study by covering a bigger and 
more complex Agile software projects as samples of the 
case selections. Big and complex Agile software 
projects may involve a longer software requirements 
implementation and more team members who can 
interact with proposed IITKARD framework. 

 The software requirements engineering elements consist 
of analysis, documentation in each of the software 
requirement. These two main Agile requirements 
engineering elements are correspond to one and 
another. For example, if one requirement is deleted or 
changed in the software engineer should consider the 
implicit thinking knowledge related to that particular 
requirement to be modified or deleted as well. In this 
study, the proposed IITKARD framework concentrated 
only on the Agile requirements documentation. The 
suggested future work could extend this study by 
implementing the IITKARD framework all Agile 
methodology phases. 

 Since this study has used academic context to run the 
experimentation, a future work can replicate the 
experiment design in the industry context to examine 
the practitioners‘ perceptions in using the IITKARD 
framework. In addition, it can be extended whereby the 
evaluation does not only measure the practitioners‘ 
perceptions but it can also measure the software 
engineering experts satisfaction of the end product that 
is developed using the framework of injecting the 
implicit thinking knowledge in Agile requirements 
engineering. 
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Abstract—Information System usability level depends on 

acceptance and system convenience to be run by users. One of the 

methods to measure usability level is by conducting usability 

testing. This article elaborates usability testing for Crop and 

Farmer Activity Information System. This system is one of the 

agriculture information systems that is developed to record 

system activities for each farm field. This system is considered as 

one of the important role of Information and Communication 

Technology (ICT) for agriculture. This system has been 

developing since 2017 and needs to be assessed and tested. To 

assess the system, usability testing was conducted by taking 

sampling from two regions in Central Java, Temanggung and 

Gombong. The respondents are system administrators, farmers, 

and general users with each of respondents has different criteria. 

There are 58 respondents participated in this research: 49 

farmers, 3 system administrators, and 6 general users. Usability 

testing was carried out by giving respondents several test tasks 

based on the system. Each respondent had different kind of test 

task in accordance with the system functionality for each user. 

The result of the test found that system administrator user 

interface assessment value gained average percentage of 69%, 

while the farmers gained 76% and general users gained 79%. 

From the test, it also bring some recommendations for system 

refinement. Those recommendations were taken from user inputs 

and user test results. The recommendations have been made to 

bring better system environment. 

Keywords—Usability testing; crop and activity information 

system; improvement recommendation; precision farming; 

information technology for agriculture 

I. INTRODUCTION 

Agriculture is one of the biggest sectors in Indonesia. 
Indonesia is popular with diversity of crop: rice, corn, sugar, 
and soybeans [1]. Historically, agriculture contributed to 
Indonesia‟s economic growth and decrease unemployment. It 
also helped government to decrease poverty rate [1]. 
Agriculture sector has low productivity while the number of 
people engaged in this sector is very high [2]. This problem 
becomes one of the challenges for the government. To increase 
the farmer‟s productivity, there are some important things 
should be handled [1]: 1) Government should focus on farmer 
incomes; 2) Government should increase the productivity 
through research and extension system; 3) Government is able 
to provide funding by giving farmer credit from state budget; 
4) Government is able to help farmer by giving access to 
irrigation and building infrastructure for irrigation; 5) 

Government should protect agriculture sector and farmer from 
imported diseases and increase agriculture product standards. 

Information and Communication Technology (ICT) is one 
of tools that can help government to increase farmer‟s 
productivity. Initiatives to develop rural information and 
communication technology (ICT) bring an opportunity to 
disseminate information to rural communities. Evolution of 
smartphone user also helps ICT penetration to rural area. 
Implementation of ICT for agriculture encourages an 
innovation in ICT for agriculture. Implementation of ICT in 
agriculture is able to help in three main processes [3]: (1) Land 
selection and calendar definition by giving information systems 
including Decision Support System, Management Information 
System, or Geographic Information System; (2) ICT enabled 
learning and knowledge exchange by helping in calendar 
definition, land preparation, access in credit for farmer, water 
management, and input management; (3) Networking and e-
Commerce to help agriculture product marketing. 

One of the systems that is enabled ICT role for agriculture 
is by providing information system for crop and farmer 
activity. Researchers has been developing crop and farmer 
activity in order to collect and issue crop data collection, 
planting calendar definition, farmer activity, and agriculture 
product data collection [4]. Crop and Farmer activity 
Information System is also able to provide report graphically 
and summarize data. The system is also able to predict harvest 
time for farmers in some specific calendar [4]. 

Crop and Farmer Activity Information System has been 
developing since 2017. This system needs to be evaluated and 
tested to measure system satisfaction level and give 
improvement recommendation. Therefore, usability testing and 
evaluation should be conducted to achieve system efficiency, 
effectiveness, and satisfaction. The objective of this research is 
to evaluate system interface using usability testing. From the 
evaluation, some improvement recommendation is conducted 
to bring better user interface and the system is able to be used 
easily. 

This paper is discussed the study background and what has 
been done in the previous research. Following the first part, 
researchers discuss about usability testing and some researches 
were conducted related with usability testing. Research 
methodology is the next part and followed by discussion and 
analysis. The last part is the conclusion and recommendation 
for future works. 

Comment [PP1]: paper 
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II. LITERATURE REVIEW 

A. Crop and Farmer Activity Information System 

Crop and Farmer Activity Information System is a system 
that gives information to the user related to crop specification, 
planting calendar, and prediction of harvest time [4]. This 
system is developed in Indonesia Language since the system is 
targeted to users (farmer, farmer group representative, and 
academician). Crop data collection provides detail information 
about crop and specific characteristics. Figure 1 shows crop 
information page. 

Figure 1 shows Crop Information Page which provides 
detail information about the crop. Some detail information like 
root characteristic, trunk characteristic, leave characteristic, 
fruit and seed characteristic. This information is available for 
farmer, farmer group representative, and academician [4] 

 

Fig. 1. Crop Information Page [4]. 

 
Fig. 2. Number of Land Preparation Activity in Yogyakarta Special Region 

[4]. 

 
Fig. 3. Farmer Planting Activity Based on Crop and Region [4]. 

Another function available in this system is farmer activity. 
This feature provides a system for farmer to entry specified 
information related with what activity they do. This data bring 
information about the number of farmer activities (figure 2, 
figure 3) and yields (figure 4, figure 5) based on district and 
crop. 

Figure 2 and 3 shows the farmer activity reports and 
summary. This report provides information about the number 
of farmers or users which conducting specific activity (figure 
2). On the other hand, figure 3 shows information about the 
number of crop planted by farmers. This two reports can be 
drilled down based on region or province. 

Fig 4 and 5 brings information of the amount of yield for 
specified date. This information are generated from the data 
entered by farmers. These four graphics are able to cascade 
down to get more detail information. 

 
Fig. 4. Information related the Number of Yields (in quintal) [4]. 

 
Fig. 5. Yield Information based on Region [4]. 
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B. Usability Evaluation and Testing 

Usability has been defined as a measurement of system 
effectiveness, efficiency, and satisfaction [5]. Usability is also 
an assessment to measure quality level and human point of 
view about the systems [6] [7] . Mack and Nielsen [8] 
categorized the evaluation method into four classification: (1) 
Usability evaluation through evaluation software; (2) Usability 
testing is assessed by evaluating the user interface with real 
user; (3) Usability measures by using models and formulas; (4) 
Usability is measured based on rules of thumb and the general 
skill, knowledge, and experience of the evaluators. The 
usability testing is an assessment method to measure the degree 
of interactive system is easy and pleasant to use with a view of 
identifying usability problems and / or a collection of usability 
measures / metrics [9]. Thus, usability is a media to gain good 
quality of web, by measuring reliability, functionality, 
usability, efficiency, maintainability, and portability [7]. 

Usability has 5 quality components [10]: (1) Learnability: 
How easy the users to finish task given and how fast user 
understand functionalities in the system; (2) Efficiency: How 
fast the user can perform the tasks given after learn the system; 
(3) Memorability: How easily user can reestablish proficiency 
after a period of time do not use it; (4) Errors: How many times 
users do error and how easily the users can recover from the 
errors? (5) Satisfaction: How positive the users against the 
system user interface. Usability is necessary for system 
survival. People will choose the system that is easily to be 
used. People will not use the system that difficult to be used 
[10]. Thus, usability testing is done to test those 5 quality 
components. 

Usability is concerned with quantitative and qualitative 
analysis, which is measured timed-based and traffic-based data 
[9]. Usability level is gained by conducting testing for 
respondents by distributing the questionnaire. Each question 
will be tested validity and readability that the data obtained 
from the questionnaire can be used as a solid basis for research 
data [11]. 

Usability testing has been conducting for some research 
topics. Lestari [12] conducted usability testing to test web 
application for small and medium enterprise in Bandung, West 
Java, Indonesia. Usability is measured using Post-study System 
Usability Questionnaire (PSSUQ). There are four reviews: 
overall satisfaction score (OVERALL), system usability 
(SYSUSE), information quality (INFOQUAL), and user 
interface quality (INTERQUAL). From the study, it is found 
that 56% of the respondents are satisfied with the system (4.22 
for OVERALL points). 64% of respondents agree that web 
application helps them to promote their products (4.43 for 
SYSUSE points). Small and medium enterprise site does not 
have complete information for product catalogue. It makes 
information quality score only 3.71 with 36% respondents 
agree. On the other hand, 60% respondents agree that the 
system has good quality user interface. 

Usability testing was also done to evaluate government 
websites [13]. This paper is to study whether the government 
websites fulfills the Nielsen usability components. To find the 
result, 30 users were given some tasks and post-test 
questionnaires.  Those tasks are related with finding some 

information in the e-Government sites and post-test 
questionnaires included Nielsen‟s usability components. From 
the tasks and post-test questionnaires, it is found that most of 
users (27 respondents) agreed that the e-Government websites 
is quick to perform. 28 of 30 respondents also agree that the e-
Government sites are easily to be remembered and they are 
satisfied with the websites. With the new user interface, e-
Government sites quicker to perform, easier to understand, and 
more satisfied. The researchers already conducted the third test 
and it is found that the result from the third test increased 
comparing with the other two tests. 

Usability evaluation was also done to test the e-Learning 
system in one of the public universities in Kenya [14]. This 
university has implemented Moodle e-Learning system. This 
research is to find what factors that are affected the usability of 
e-Learning system. The components that were tested in this 
evaluation: learnability, user-friendliness, technological 
infrastructure, usability policy, culture, and gender.  From the 
study, it is found that the learnability brings significant affect 
to usability of e-Learning system. It is suggested that to 
enhance e-Learning system in the university, the system should 
be easily to be learnt. User friendly factor also affects the user 
ability. E-Learning should be user friendly to be usable in the 
university [14]. 

Usability testing is also to test one of the biggest 
community site in Indonesia, kaskus.co.id. There are some 
problems found in this research, such as the process of the 
posting, the advertisement on the page which makes user 
inconvenience, and difficulties to organize picture in this 
community [15]. Some influential factors of website, such as 
simplicity, user-friendliness, comfort, navigability, link 
visibility, high and readable color contrast, and right to the 
point information got medium point, which range from 0.2 to 
0.6. The finding is also got moderate level of usability for 
kaskus, the community site in Indonesia [15] 

III. RESEARCH METHODOLOGY 

Starting this research, researchers did literature study and 
exploring crop and farming activity system. This initial study 
was conducted to observe research methodology and explore 
system functionalities. After finishing initial study, researchers 
define the respondents. There are 58 respondents from two 
regions in central java, Gombong and Temanggung, involved 
in this research. Those respondents are categorized into 3 kinds 
of users with each user has specific ability and requirements: 
(1) Farmer: Farmer respondents should be able to operate 
computer and / or smartphone, minimum age is 20, and 
graduate minimum from junior high schools; (2) System 
Administrator. System administrator should be able to operate 
computer and understand the basic computer operation, and 
graduated from bachelor degree; (3) General User. General 
user graduated at least from junior high school, minimum age 
is 20, has the ability to operate computer and / or smartphone. 
General user can be government as a representative from 
department of agriculture, academician, or civil society. 

After defining the respondents, the next step in this 
research is defining tasks with these following criteria: (1) 
Task description should be available in each task; (2) The 
tested page should appear when user do the task on the tested 
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page; (3) There should be explanation about the task step in 
each task given; (4) Success task is given when respondent is 
able to finish the task; (5) Maximum time (second) is time 
limitation for respondents to finish each task. Table 1 below 
describes task for farmers: 

Table I, II, and III shows the detail tasks for specific users. 
To test this website usability, there are some indicators: (1) 
Task Success. This indicator measures user effectiveness in 
order to finish the task; (2) Time on task. This indicator 
measures how much time respondent needs to finish a task; (3) 
Error. This indicator evaluates respondent performance to use 
the system; (4) Efficiency. This indicator measures the system 
efficiency to finish the tasks by count the number of click. 

Researchers also prepared test scenario for respondents, as 
follows: (1) Usability testing is carried out one by one 

respondent of each required criteria; (2) Respondent will be 
provided with a laptop with the system displayed on the laptop; 
(3) Usability testing is conducted at the flexible places; (4) 
Researchers explain each step of testing step; (5) Respondent 
will be given a document about system description and task; 
(6) Researchers record processing time for a respondent to 
finish a task, count errors that happen during doing the test; 
count the number of click to finish a task. 

Researchers will analyze the data with metric usability – 
task success, metric usability – time on task, error data 
analysis, and efficiency data analysis. The next step after 
analyzing the data is making some improvement 
recommendation. Improvement recommendation is given 
based on the usability test result. 

TABLE I. TESTED TASKS FOR FARMER RESPONDENT 

No Description Things to Do Success Criteria 

Maximum 

Time (in 

second) 

Minimum 

Clicks 

1 

Login to Crop and Farmer Activity 
Information System 

Username: us2 

Password : 123 

a. Search and find link to login to 

the system 

b. Entry some textboxes to login 

page 

Respondent is able to login to 
the system. The system will 

give output WELCOME ….. 
on the main menu  

31.32  4 

2 
Sort farmer activity based on activity 

date descending 

Search and choose textbox to do 

data sorting 

System will sort the data and 

show the sorted data 
97.12  5 

3 
Change the description of a crop. Use 
garlic for an example 

Search EDIT button and update 
data 

After success to change the 
description, system will show 

pop up message “Data is 

successful to be updated”.  

91.24  4 

4 

Add a data in menu crop.  

Spesies : Corn 

Harvest Year : 2018 

Harvest period : 4 

Land area : 30 m2  

Total weight : 20 kuintal 

Product : corn seed 

a. Search link Add Data 

b. Entry some fields in the menu 

add data 

c. Save the new data which is 

entered in the previous step 

After succeceed to find link 
Add Data, respondent should 

entry some data in the 
textboxes and save it. There 

will be a pop up messages 

219.6  13 

5 
See detail information of onion plant 
data.  

Find and click link Show 
System will show detail 

information of onion plant 
data 

98.76  5 

6 See the family of plant morphology 

a. Find plant morphology 

b. Find the family data of specific 
data 

System will show family of 

given plant data 
74.6  3 

7 Print all data of planting calendar  

a. Find link to print data and 
download the data 

b. Search data in the download 
folder and show the data 

System will show the 
downloaded data 

56.2  5 

8 
See the end of the corn season on the 
land map menu 

Find the end month of the 
spesific plant season  

System will show the end 
month of the season 

93.28 3 

9 
Show the harvest graph of rice in 

2017 

a. Find the link of Harvest graph 

b. Fill the information on the 
textboxes 

 36.76 5 

10 
See the summary data of the harvest 
graph 

Find the Summary Links  14.76 1 

11 
Print to excel format the harvest graph 

which is got from task 10.  

a. Find the link “Print” 

b. Show the data on the excel 
format 

System will show the graph, 
download the data, and show 

on the excel format 

21.24 3 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

151 | P a g e  

www.ijacsa.thesai.org 

TABLE II. TESTED TASKS FOR SYSTEM ADMINISTRATOR RESPONDENT 

No Description Things to Do Success Criteria 

Maximum 

Time (in 

second) 

Minimum 

Clicks 

1 

Login to Crop and Farmer Activity 

Information System 

Username : us1 

Password : 123 

a. Find and click Login link  

b. Fill some textboxes from login 
page 

Respondent is able to login to 

the system and system shows 

WELCOME message 

13.7 4 

2 

Add corn detail morphology 

ID : Corn 

Name : Corn Morphology 

Division : Angiosperm 

Subdivision : Zea 

Ordo : Poales 

Familiae : Poaceae 

a. Find and click Link : Add Data 
from the system 

b. Fill some textboxes with the 

data  

c. Save the new data  

Respondent will get messages 

Data is succeed to be entered 

and system will show the data 

82.9 10 

3 Edit data of Corn Morphology 

a. Find and click link Edit 

b. Update some spesific data of 

morphology lists 

c. Save the changes 

System will show the pop up 
messages to indicate that the 

data is successfully to be 

updated.  

49.8 5 

4 
Print the plant data and show the 

downloaded data 

a. Find and click Print link 

b. Find the downloaded data 
System will show the data 29.1 6 

5 
Find and see the corn planting 

calendar in Bantul region 
Search and click link SHOW 

System will show the 

complete corn planting 
calendar data 

31.6 4 

6 
Print the data of land map and show 
the data 

a. Search and click link PRINT 

b. Search and print data 

System will download data on 
the excel format 

21.15 5 

7 
On the farmer activity menu, find the 

data persiapan1. Delete that data.  

Search and click link DELETE 

 

System will delete the data 

permanently 
34.65 5 

8 

On the farmer activity menu, find the 

land preparation data : 12 and update 
the period become period : 8 

a. Find the search bar 

b. Click update  

c. Do some changes in data 

d. Submit  

System will show the pop up 

messages “ Data is successed 
to be updated” 

44.5 7 

TABLE III. TESTED TASKS FOR GENERAL USER RESPONDENT 

No Description Things to Do Success Criteria 

Maximum 

Time (in 

second) 

Minimum 

Clicks 

1 See detail information of onion plant 

a. Search plant menu 

b. Search onion plant data 

c. Press button “Show” 

System will show the detail 
information of onion plant 

23.8 4 

2 Print all plant morphology data 

a. Search plant morphology 

menu 

b. Search and press button 

“Print” 

System will download data 

into xls format 
22.64 3 

3 
Show the printed data which has been 

done in task 2 

a. Search the downloaded data 

b. Show the downloaded data 

The data will be opened in 

spreadsheet application  
26.04 2 

4 
Find the detail information of Corn on 

the planting calendar menu 

a. Find the planting calendar 
menu 

b. Find button “Show” 

System will show corn detail 

data and information 
19.52 4 

5 
Find end month of corn season with 
latitude and longitude coordinat in the 

land map menu 

a. Search land mapping menu 

b. Search corn data  

c. Find button “+” to see end 

month of corn season  

System will show end month 

of corn season data with 
longitude and latitude 

coordinate 

18.2 3 
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No Description Things to Do Success Criteria 

Maximum 

Time (in 

second) 

Minimum 

Clicks 

6 
Look at the graphic detail of 
plantation data.  

a. Search graphic plant menu  

b. Choose and click plantation 

graphic 

System will open the plant 
data and show the graphic 

31.76 3 

7 Look at the potato detail information 

a. Search potato data 

b. Search and click button 
“Show” 

System will open potato data  20.96 1 

8 
Download the type of soil graphic on 

the PNG format 

a. Search the type of soil data 

b. Download and Open the 
graphic  

System will download the 

graphic and open it 
29.64 4 

9 Open the PNG graphic  
Search and open the downloaded 
data 

Monitor will show the graphic 9.24 1 

10 
Search the cassava data on the farmer 
activity 

a. Find the search bar 

b. Fill the search bar 

c. Click and press button 

“Search”  

System will show the data that 
contains word: cassava 

47.12 4 

11 

Search summary data from regional 
activity graphic.  

Year : 2016 

Plant : Onion 

Activity : Land Preparation 

a. Search regional activity 
graphic  

b. Fill the textbox 

c. Click and press button 

“Submit” 

d. Find and search button 

“Summary” 

System will show summary 
garlic data 

60.48 7 

12 

Find the number of activities on plant 

activity graphic with the following 
data :  

Province : Special Region of 
Yogyakarta 

Year : 2015 

Activity : Land Preparation 

a. Find and search plant activity 
graphic 

b. Fill some textboxes  

c. Click “Submit” button 

d. Direct mouse to the graphic 

System will show the number 
of land preparation activity 

66.32 8 

13 
Filter the harvest crop based on name. 

Name : rice 

a. Find the harvest crop menu 

b. Fill some textbox filter 

c. Find and press filter button 

System will show the data that 

contains word rice 
100.4 6 

14 
See and show the ammount of rice 
harvest graphic in Yogyakarta Special 

Region 

a. Find the menu  

b. Fill the textbox 

c. Press submit button 

d. Direct the cursor to the new 
data 

 44..84 6 

15 
See the ammount of rice harvest in 
Yogyakarta Special Region from 

2012 – 2016 

a. Find the menu of harvest data 

b. Fill some textboxes 

c. Press submit button 

System will show the 
ammount of harvest graphic 

based on data entered  

99.4 12 

16 
See the rice plant data and the amount 

of harvest crop in 2017 

a. Find the graphic menu on 
detail information of harvest 

b. Fill some data and click 

submit button 

c. Find and click Summary data 

System will show summary 
and the number of rice plant 

harvest in Special Region of 
Yogyakarta on 2017 

48.4 1 

IV. ANALYSIS AND DISCUSSION 

A. Descriptive Statistics 

There are 58 respondents participated in this research: 49 
farmers, 3 system administrators, and 6 general users. Based on 
age, those respondents can be categorized as follows: 

Table IV shows the number of respondent based on age 
category. Almost 50% of respondent‟s age is 20 to 30 years 
old. There are 9 respondents are 41 to 50 years old as a farmer. 
There are also 3 general user respondents which are aged more 
than 51 years old. 

TABLE IV. RESPONDENT PROFILE BASED ON AGE 

No Age Number of Respondent 

1 < 19 years old 0 

2 20 – 30 years old 24 

3 31 – 40 years old 22 

4 41 – 50 years old 9 

5 > 51 years old 3 
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TABLE V. RESPONDENT PROFILE BASED ON EDUCATION BACKGROUND 

No Education Number of Respondent 

1 Junior High School 30 

2 Senior High School 25 

3 Undergraduate Degree 2 

4 Graduate Degree 1 

Table V shows the number of respondent based on 
education background. There are 30 respondents which are 
junior high school graduates. Those are farmer respondents. 
There are also 19 farmer respondents who graduate from senior 
high school. System administrator respondents graduate from 
senior high school. The rest are general user respondents and 
system administrator. There is a general user respondent who 
already completed master degree. 

B. Testing Result 

This research involved 58 respondents to finish several 
tasks to measure task success, time on task, error, and 
efficiency (number of click). Time on task is a measurement 
for user effectiveness to finish a task. While task success is a 
measurement of how many respondents are able to finish the 
task. Error is to calculate how many mistakes respondents did. 
And the last is efficiency as a measurement of how many 
efforts respondents did in a system. In this research, 
effectiveness is measured by counting the number of click 
respondent did during finishing a task. 

1) System administrator respondents 
The first step to conduct usability testing is measuring 

maximum time to do the tasks. Maximum time is got by taking 
4 random samples and double average times to finish tasks. 

Table VI shows the maximum time limit to do tasks. Each 
task has different maximum time. If the respondents are not 
able to finish task until the maximum time, respondents will be 
considered and assumed as an error. After completing the task, 
there are 3 respondents who are not able to finish task 4 on 
time, 2 respondents who are not able to finish task 5 on time, 
and 1 respondents who are not able to finish task 6 on time. 

Table VII shows the success rate of system administrator 
task. Those task is filled with 1 if the respondent is succeed to 
finish the task and 0 if the respondent is failed to finisih the 
task. It is seen that there is no respondent who is able to finish 
the task 4 and only 1 respondent who is able to finish task 6. 
Respondents are not able to finish task 4 since there is no 
symbol on the page menu or active label if the page is active. 
Thus, respondents faced difficulties while doing the task. 

Contrary to the success rate calculation, error rate is to 
measure the respondents‟ error while finishing tasks. On task 4, 
respondents were not able to show crop menu. Respondents 
show crop / plant morphology data. Respondents are also not 
able to show the data which is given from the task. 

The last measurement is efficiency (number of click). 
Efficiency is to measure how much efforts respondents do in a 
system. The number of click is compared with minimum click 
to finish task. The minimum click to finish the task is 46. Table 
VIII below shows efficiency of system administrator by 
counting number of click. 

Table VIII shows the system administrator efficiency. The 
number of click is slightly above the minimum number of 
click. The respondents explore the system functionality well. It 
makes respondents are able to click the tasks efficiently. 

TABLE VI. BENCHMARK MAXIMUM TIME FOR SYSTEM ADMINISTRATOR 

Task User 1 User 2 User 3 User 4 Avg Max Time (Avg * 2)  

1 7.3 8 5.3 6.8 6.85 13.7 

2 33.8 49.3 38.9 43.8 41.45 82.9 

3 18.8 25.5 22.5 32.8 24.9 49.8 

4 10.7 17.8 13.4 16.3 14.55 29.1 

5 16.6 11.3 17 18.3 15.8 31.6 

6 12.6 9.1 10.3 10.3 10.575 21.15 

7 14.2 13.9 22.7 18.5 17.325 34.65 

8 21.9 18.1 23.5 25.6 22.275 44.5 

TABLE VII. SYSTEM ADMINISTRATOR TASK SUCCESS 

User Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7  Task 8 Success 

1 1 1 1 0 1 0 1 1 75% 

2 1 1 1 0 1 0 1 1 75% 

3 1 1 1 0 1 1 1 1 88% 

Succes 100% 100% 100% 0% 100% 33% 100% 100% 79% 

TABLE VIII. SYSTEM ADMINISTRATOR EFFICIENCY 

User Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7  Task 8 Sum 

1 4 12 9 6 7 4 6 9 57 

2 4 12 5 4 5 4 8 6 48 

3 4 10 5 4 5 8 5 7 48 
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TABLE IX. BENCHMARK MAXIMUM TIME FOR FARMERS 

Task User 1 User 2 User 3 User 4 User 5 Avg Max Time (Avg * 2)  

1 14.7 15.6 11.3 14.8 21.9 15.66 31.32 

2 15.9 43.9 17.3 69.6 96.1 48.56 97.12 

3 21.2 67.8 30.4 39.8 68.9 45.62 91.24 

4 59 124.5 68.5 132.3 164.7 109.8 219.6 

5 24.9 61.3 30.8 40.8 89.1 49.38 98.76 

6 16.9 30.4 29.9 43.8 65.5 37.3 74.6 

7 18.8 27.7 15.6 34.6 43.8 28.1 56.2 

8 59.4 10.9 22.4 65.8 74.7 46.64 93.28 

9 12.4 12.8 10.6 23.4 32.7 18.38 36.76 

10 3.9 7.3 5.5 8.4 11.8 7.38 14.76 

11 9.6 7.1 6.5 12.5 17.4 10.62 21.24 

2) Farmer respondents 
There are 49 farmer respondents are involved in this 

research. Among those 49 respondents, there are 13 data is 
invalid because the respondents got help from the others to 
finish the task. Those invalid data are not analyzed. 5 
respondents are chosen to benchmark maksimum time. 

Table IX shows the maximum time limit to do several 
tasks. Based on those benchmark, it is shown the number of 
successful respondents based on time limitation. 

Table X shows the successful respondents to finish the task 
based on the time limitations. Some tasks has good success 
rate. On the contrary, less than 50% respondents is not able to 
finish task 2, 5, 6, and 8. From the task 6 test, respondents are 
difficult to find edit button. Some of respondents think that „+‟ 
button is edit button. On task 9, 10, and 11 respondents should 
scroll down the page to find the summary button. From this 
task test, it is suggested to refine the system user interface to 
ease user to access the menu. 

TABLE X. NUMBER OF RESPONDENTS WHICH NEEDS TIME ABOVE AND 

BELOW MAXIMUM TIME LIMIT  AND AVERAGE TIME TO FINISIH TASK 

Ta

sk 

Number of Respondents 

Below Max Time 

Number of Respondents 

Above Max Time 

Average 

Time 

Used 

1 30 6 6.197 

2 11 25 43.519 

3 21 15 28.533 

4 12 24 97.025 

5 6 30 48.427 

6 17 19 19.036 

7 18 18 21.261 

8 9 27 28.172 

9 26 10 7.458 

10 32 4 1.411 

11 32 4 2.25 

TABLE XI. SUCCESSFUL RATE OF EACH TASK 

Task Success Rate 

1 100% 

2 89% 

3 94% 

4 92% 

5 94% 

6 94% 

7 75% 

8 78% 

9 97% 

10 94% 

11 94% 

Task Success is calculated with binary success. If the 
success rate percentage is bigger than 78%, the task can be 
completed properly. Table XI shows the success rate of each 
task given to the respondents. 

Table XI shows the success rate of each task. When doing 
the task 7, some respondents did some mistakes by choosing 
the wrong data to be filtered. Respondents also print and 
display the wrong planting calendar. Another variable to be 
analyzed is farmer respondent‟s efficiency. Average click to 
finish all tasks is 59 while the predetermined value for farmer 
respondents to finish the task is 51. It means that there is 
difference on both two values. It is found during the test that 
some respondents faced difficulties to find some buttons on its 
page. 

3) General user respondents 
Similarly with Farmer respondents and system 

administrators, researchers carried out analysis for benchmark 
maximum time limit. It is determined by calculating average 
time of 5 sample respondents for each task. 

Table XII shows the maximum time for general user 
respondents. There are 6 respondents for general user. After 
finishing the test, the data is analyzed to get the number of 
successful respondents and unsuccessful respondents. Table 
XIII below shows the number of successful and unsuccessful 
respondents for each task. 
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TABLE XII. BENCHMARK MAXIMUM TIME FOR GENERAL USERS 

Task User 1 User 2 User 3 User 4 User 5 Avg Max Time (Avg * 2)  

1 12.4 13 8.6 10.3 15.2 11.9 23.8 

2 8.7 10.1 10.3 12.7 14.8 11.32 22.64 

3 2.3 6.6 19.3 13 23.9 13.02 26.04 

4 11.9 6.6 8.8 7.9 13.6 9.76 19.52 

5 6.8 7.6 11.9 6.9 12.3 9.1 18.2 

6 17.7 17.4 4 16.6 23.7 15.88 31.76 

7 6.8 5.8 18.4 8.9 12.5 10.48 20.96 

8 18.9 14.7 11.9 12.2 16.4 14.82 29.64 

9 3.7 5.2 4 4.2 6 4.62 9.24 

10 20.1 25.8 18.4 23.9 29.6 23.56 47.12 

11 17.1 37.1 10.8 40.3 45.9 30.24 60.48 

12 25.2 23.1 17.3 30.8 69.4 33.16 66.32 

13 40.2 43.2 39.9 50.8 76.9 50.2 100.4 

14 26.9 15 13.6 17 39.8 22.46 44.84 

15 40.8 39.5 48 44.3 75.9 49.7 99.4 

16 27.8 21.1 15 24.4 32.7 24.2 48.4 

TABLE XIII. NUMBER OF RESPONDENTS DID TASK BELOW AND ABOVE 

AVERAGE TIME AND AVERAGE TIME TO FINISIH TASK 

Task 

Number of 

Respondents 

Below Average 

Time 

Number of 

Respondents 

Above Average 

Time 

Average 

Time 

Used 

1 3 3 12.5 

2 5 1 16.18 

3 6 0 9.016 

4 2 4 16.1 

5 1 5 22.4 

6 2 4 15.75 

7 6 0 9.25 

8 4 2 18.24 

9 6 0 5.53 

10 2 4 32.15 

11 3 3 38.7 

12 6 0 27.85 

13 5 1 51.38 

14 4 2 23.85 

15 5 1 53.16 

16 3 3 19.73 

Table XIII shows the number of successful and 
unsuccessful respondents finishing the task before maximum 
time. There are some tasks with the number of unsuccessful 
respondents are so high (more than 3 respondents). While 
doing the test task 1, 4, and 5, respondents were not able to find 
the display button and made respondents are not able to finish 
the tasks on time. Respondents found similar problem with 
display or detail button on task 6. Another case found on this 
test is respondents found difficulty to use search bar. 
Respondents are also hard to find “Summary” button since this 
button is located on the bottom of page. Respondents should 
scroll down the page. There were some mistakes that the 
respondents did: (1) respondents are not able to visit summary 
page; (2) respondents are failed to filter based on specific 
keywords; (3) respondents are wrong to choose the appropriate 
menu. 

TABLE XIV. SUCCESSFUL RATE OF EACH TASK 

Task Success Rate 

1 100% 

2 100% 

3 100% 

4 100% 

5 100% 

6 100% 

7 100% 

8 100% 

9 100% 

10 66.67% 

11 50% 

12 100% 

13 83.33% 

14 66.67% 

15 83.33% 

16 66.67% 

TABLE XV. SUCCESSFUL RATE OF EACH TASK 

Respondents 

Average 

Time Per Task 
Task 

Success 
Clicks Efficiency 

System Administrator 52% 79% 95% 50% 

General Users 66% 84% 70% 83% 

Farmers 66% 91% 69% 91% 
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Table XIV shows success rate of each task. Task 1-9, there 
is no respondent made errors during finishing the task. 
Otherwise, there is 33.33% respondents who did some errors 
finishing the task 10, 14, and 16. There is 16.67% respondents 
who are not succeed to finish the task 13 and 15. While 50% 
respondents are failed finishing the task 11. 

Minimum number of click to finish tasks is 69 and the 
average of respondents click finishing the task is 101. This 
minimum number of click cannot be achieved since 
respondents are difficult to find the summary button. The 
location of the button is not able to be seen clearly. 

C. Combining Metrics based on Percentage 

Table XV shows the metric based on percentage. This 
technique is to combine different scale of value, convert it into 
percentage, and calculate the average of each parameters (time 
per task, task success, number of clicks, and efficiency). Based 
on table XV, average time to do task for system administrator 
is 52% from maximum time. The usage of option button 
cannot be understood easily for the respondents. System 
Administrator respondents only 79% are succeed to finish tasks 
because some respondents did the activities on the wrong page. 
The number of clicks is 95%. It means that users click the 
correct button. On the contrary, the accuracy is only 50% due 
to system administrator respondents are not able to finish some 
tasks. 

General user respondents conducted and finished the task 
well. The average time to do task is 66% from the maximum 
time with the success rate around 84%. There are some failed 
activities which users are not able to finish it because of 
difficulties to translate English button, for example submit 
button. While the number of click is 70% and the efficiency is 
83%. The average number of efficiency for general users is 
higher than system administrator. 

Farmer respondents finished tasks with the average time 
66%. Some respondents are failed to finish the task because of 
the usage of the wrong symbol. Thus, the respondents are not 
able to understand the meaning. User interface of the system 
does not provide good information to the respondents. On the 
contrary, the number of succeed respondents to finish the tasks 
is 91% with efficiency around 91%. It means that most of the 
farmer respondents are able to finish the task but some of them 
need additional time to finish the task. 

D. Improvement Recommendation 

Improvement recommendation is given according to the 
task test result, feedback from the respondents, and the analysis 
of the data from the task test result. Table XVI shows the 
improvement recommendation for the systems. 

Table XVI shows the improvement recommendation for 
each user. Recommendations are categorized into 3 users. 
Some recommendations are the same, for instance in each user, 
there is a recommendation to display current active username 
on page, additional icon is required for each button, different 
colour between header and footer. 

TABLE XVI. IMPROVEMENT RECOMMENDATION 

Responden

ts 
Recommendations 

System 

Administrat

or 

1. Menu and navigation should use different colour 

2. Active menu should be highlighted 

3. System should display that the system is an agriculture 
system 

4. Information about how to care of plant should be 

available 
5. Additional picture for each plant is required 

6. There should be changes in menu naming 

7. User interface makes some distractions 
8. Searching is not addressing what is being sought 

9. Icon is required on each button 

10. Navigation should be changed to accordion type that will 
made easy to be scrolled. 

11. Header and footer should use different colour 

12. Active username should be visible  

General 
Respondent

s 

1. Icon (+) can be replaced with icon () 

2. Active menu should be highlighted  

3. Accordion menu type should be used in order to ease user 
to scroll 

4. Active username should be visible 

5. Sort function will be added with icon and background 
6. Header and footer should use different colour 

Farmers 

1. Icon is required on each button 

2. Indonesian language should be used in each button 

3. Button edit, delete, and summary should be visible to the 
user 

4. Accordion menu type should be used in order to ase user 

to scroll 
5. Active username should be visible 

6. Summary button will be placed closer to the content in 

order to ease user finding the button  
7. Distance between column in each table will be narrowed 

down. User does not need to click additional button 

E. Improvement Result 

Improvement recommendation has been generated. Based 
on those recommendations, researchers try to fulfill the 
improvement needs. The improvements are arranged based on 
the recommendations for all 3 category user. 

1) Highlighting the active menu 
Figure 6 shows the changes before and after the revision. 

On the left, it is shown that active menu was not highlighted. 
On the right, it is shown that active menu has been highlighted. 

  
Fig. 6. Menu before the Revision (Left) and after the Revision (Right).  
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2) Changes in Icon (+) to Icon () 
Figure 7 shows the icon (+) before the changes. That icon 

has been replaced with icon () which is displayed in figure 8. 

The changes also include removal of show button. Show button 
has been removed (figure 8). User is only able to delete and 
edit the record. 

 

Fig. 7. Icon (+) before Recommendation Changes. 

 

Fig. 8. Improvement Result of Icon and Display Button.

3) Moving the searching text box to make it visible to user 
Some respondents had problem while they should search 

specific data. They found difficulties to search and the menu is 
required to be moved. 

 

Fig. 9. Search Menu Location before Improvement Changes. 

Figure 9 and 10 shows the location of the searching menu. 
Searching menu before the improvement changes is located on 
the left top on each page. After the improvement changes, 
searching menu is located little bit down. This movement is 
based on the test recommendation. While doing the task test,   
respondents needed extra time to find the searching menu. 

 

Fig. 10. Search Menu Location after Improvement Changes. 
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4) Changes on add, print, sorting menu, and searching 

menu 
Farmer respondents found difficulties while adding, 

printing, sorting, and searching data. Therefore, additional icon 
is needed to ease user. Figure 11 shows the menu before 
changes and figure 12 shows the menu after changes. 

 
Fig. 11. Add, Print Button, Sorting Menu, and Searching Menu before 

Changes. 

 
Fig. 12. Add, Print Button, Sorting Menu, and Searching Menu after 

Changes. 

Figure 11 shows the add button, print, sorting menu, and 
searching menu before changes. Button should be changes to 
ease the user while searching menu should be moved down 
slightly. Figure 12 shows the improvement changes for those 
buttons and menus. 

V. CONCLUSIONS 

Based on the research, there are some conclusions as 
follows: 

1) Usability problems for agriculture activity information 

system are the usage of inappropriate button icon, button 

position does not locate on the right position, and navigation 

of menu sidebar does not display current active menu. User 

also faced difficulties problem with symbol button. 

2) Task test from usability analysis for agriculture activity 

information system: three kinds of respondent (system 

administrator, farmer, and general user) assess that agriculture 

activity information system is good with average overall 

assessment value 69% - 79%. 

3) There are some improvement recommendations that 

will improve system usability. Those recommendations has 

been followed up by doing several refinements. 
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Abstract—The mounting use of wireless devices and wide 

range applications in an ultra-dense heterogeneous wireless 

network has directed to the challenging circumstances that could 

not be handled till 4G. In order to deal with the critical 

challenges, the fifth generation (5G) wireless network 

architecture requires an efficient well-organized wireless 

network. In this paper, a novel architecture for the 5G ultra-

dense heterogeneous cellular network is proposed. In the 

proposed architecture two main aspects, massive MIMO-

OFDMA and IP-based vertical handover are considered. In 

order to have full network coverage, the whole macro area 

network is divided into the microcells and each microcell is 

further divided into the smaller cells. The heterogeneity of 

different types of base stations (macro area network base station, 

micro-cell base station, and small cell base station) provides 

efficient network coverage. By reducing the area of the cell, the 

frequency efficiency and network coverage are improved. All the 

base stations are equipped with the massive MIMO-OFDMA 

antennas and different radio access technologies so a single 

wireless device can switch from one radio access technology to 

the other. In order to prevent the link disconnection and save IP 

address, whenever wireless devices need to perform vertical 

handover first a new connection is established with new radio 

access technology. It is important to note the same IP address is 

used whereas the current connection is disconnected. By utilizing 

IP-based vertical handover, the new 5G wireless network can 

become the principal goal of service continuity and minimize the 

handover processing delay. The simulation results show the 

improvement in the network performance. 

Keywords—Massive MIMO-OFDMA; 5G; IP-based 

interoperability; heterogeneous 

I. INTRODUCTION 

The inventive and efficient use of Information and 
Communication Technologies (ICT) is becoming more 
attractive and significant to advance the economy of the world. 
A wireless communication technology plays a role of the most 
critical element in the global ICT and it is a fast-growing trend 
in the world. The main requirements of the 5G system will 
have to include the simultaneous full-duplex transmission, use 
of massive multi-input - output (massive MIMO). In addition, 
millimeter wave communication, cloud-based radio access 
network and energy efficient technologies due to the energy 

starving multimedia applications [1]. Due to the promising 
trends of the frequency virtualization and energy efficient 
communication, the 5G network’s structural design will be 
more complex than 4G network design [2, 3]. Finally, 
minimize delays in the network to improve the overall 
performance [4]. All the current mobile wireless networks are 
going to adapt the all-IP (Internet Protocol) principle, which 
means that all the data and signaling will be transmitted via IP 
(a unifying technology) on the internet layer [5, 6]. Recent 
years have seen incredible an enlargement in mobile data 
traffic and this trend is anticipated to continue in the future. To 
handle this enlargement, dense Transmission Points (TPs) e.g. 
Ultra-Dense Networks (UDNs) need to be deployed. The 5G 
cellular networks have to support the ubiquitous mobile 
broadband wireless access and advance the handling of 
extremely dense and heterogeneous networks. Fig. 1 shows an 
example of six typical UDN scenarios [7]. An extremely dense 
heterogeneous wireless network requires efficient resource 
management of applications and formation of efficient 
approach offering energy efficiency, scalability, and flexibility 
[8]. 

The upcoming 5G wireless networks will highly base to the 
highest degree of density and heterogeneity. Therefore, 
networks need to have an effective density and heterogeneity 
controlling techniques to handle the increasing amount of data 
traffic and wireless devices scattered in a skillful manner. The 
data traffic load of wireless network increases than the limit of 
future wireless networks. It is observed that an analogous 
connection exists between interference and scattered networks, 
where the whole throughput is not in line through the 
maximum scattered networks. Hence, the network scalability is 
a serious issue for the future 5G wireless network [9-11]. The 
energy efficiency can be monitored from the base stations and 
wireless mobile devices. From the base station perspective, it is 
worth controlling solutions that decrease energy consumption 
by connecting wireless devices into as few as the possible or 
frequent reconstruction of the power cycling method. 
Therefore, it requires an efficient technique that increases 
energy efficiency by getting an enhanced trade-off between the 
expected data traffic and existing energy. From the other 
perspective of wireless devices, the energy-efficient techniques 
maximize the energy efficiency. 
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Fig. 1. Typical UDN Scenarios [7]. 

The future 5G extremely dense wireless network needs to 
improve the flexibility with an efficient control of energy 
consumption. Security is another perspective that conflicts with 
the scalability and energy efficiency. The wireless connections 
mostly interrupted due to unwanted interference or security 
attacks. These interruptions lead to some harmful effects with 
communication delay. It is an extremely challenging job to 
tackle scalability, flexibility, and energy competency at the 
same time as these requirements are in conflict with each other. 
The improvement in one can lead to the degradation of the 
other requirements. Suppose security is increased, but with the 
greater processing overhead, reduced scalability and energy 
efficiency. If the energy efficiency improves by switching off 
various network equipment, then the network scalability may 
be affected [12-14]. The proposed 5G network system will 
have the ability to control many base stations positioned 
dynamically in a heterogeneous manner. A macrocell overlaid 
with the microcells and small cells to carry the enhanced 
spectral efficiency and coverage within a network. The key 
assumptions of the proposed technique are 1) all the base 
stations are equipped with the massive MIMO-OFDMA 
antennas, 2) a user will have the ability to switch between 
different RATs without changing their IP address from a single 
wireless mobile device 3) the wireless devices can perform 
vertical handover efficiently without disconnecting their links. 

This paper targets to develop a new operational design for 
the 5G network, Section 2 describes the related work and 
highlights the problems in current wireless techniques. In 
Section 3, the proposed 5G dense heterogeneous wireless 
network is explained. Simulation results are given in Section 4. 
Challenging in the 5G are discussed in Section 5. Finally, in 
Section 6 the future challenges and conclusions are drawn. 

II. RELATED WORK 

The use of extra frequency band will direct to an 
increasingly mobile frequency use in 5G. Advanced wireless 
techniques will facilitate drastically efficient frequency by 
using synchronized multipoint and small cell etc. For the 
sharing of frequency, a mobile architecture will allow the 
increase of multiplexing, the density of base stations and 
network heterogeneity. The previous generations 3G (UMTS 
and HSPA) and 4G (LTE and LTE-Advanced) focused on 
creating new radio transmission techniques. The 3G has the 

ability to handle complex data and support high data rates. The 
4G network is expected to present comprehensive, secure 
internet access, gaming and streamed multimedia services. 
Now the research directs to the 5G, in order to highlight the 
user-oriented challenges 5G network must focus on the 
network densification into an ultra-dense environment. It 
should enhance the features of mobile devices, including 
autointegration and self -management capabilities. 
Furthermore, high consistent connections put inflexible latency 
and reliability requirements on the structural design. 

Multi-Input Multi-Output (MIMO) is a wireless radio 
antenna technique that utilizes multiple transmitters and 
receivers to broadcast more data at the same time. A base 
station of massive MIMO technique is equipped with a large 
number of antennas serving many wireless devices. It allows 
multiple antennas to transmit and receive multiple spatial 
streams and combine data streams receiving from different 
paths in order to increase the receiver signal capturing the 
power and capacity of a channel. MIMO played an imperative 
role in 3G and 4G wireless network [15, 16]. Some other 
current techniques have designed the highly energy efficient 
massive MIMO [17]. The energy efficiency of a massive 
MIMO system depends on the circuit energy consumption. The 
best broadcast power increases with the number of antennas, so 
a broadcast power is a significant design parameter for high 
energy efficiency massive MIMO system [18]. Antennas are 
generally located on the surface of the carrier to get the wanted 
electromagnetic energy [19]. The MIMO technique has the 
ability to increase the throughput even under the conditions of 
signal fading, interference, and multipath [16, 20]. Millimeter 
wave communication is a potential 5G cellular network 
technique, which is expected to allow hundreds of MHz 
bandwidth [21]. The millimeter wave technology has some 
limitations such as not helpful for all kinds of wireless 
applications and millimeter wave technology is its limited 
range. According to the physics law “the shorter the 
wavelength, the shorter the communication range for a given 
power”. By the side of logical power in many cases, the 
limitation contains the range less than 10 meters. The free 
space loss in dB can be calculated as below: 

            ( )        ( )            (1) 
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Where R is considered as the Line-of-Sight (LoS) distance 
between transmitter and receiver antennas in kilometers, and f 
is the frequency in gigahertz. For instance, the loss at 10 m at 
60 GHz is: 

                               (2) 

This loss can be overcome with good receiver intensity and 
high antenna's gain. The other limitation of the millimeter 
wave technique is atmospheres that can absorb it and limit its 
range. The signal attenuation is very high in the air due to the 
rain, fog, and humidity [22]. METIS has identified the 5G 
mobile communication scenarios. These situations reflect the 
predicted challenges like high-data-rate, accessibility, mobility, 
a huge amount of devices, low latency and consistency [23]. 
The objective of this project is only to combine the 
heterogeneous wireless technologies to optimize the range of 
radio devices. However, problems with this approach are, it 
does not provide the solution how to stable 5G requirements, 
which are contradicting each other. METIS’s structural design 
mostly focused on hardware communication techniques. 
Although, the band utilization is mentioned it does not state 
anything regarding what type of technique will be in 
employment to reach an efficient and safe spectrum allocation 
[8]. 

A management architecture “Wireless Software-based 
architecture for Extremely Dense networks” (WiSEED) for the 
5G system is proposed that handles three operational services 
routing, device mobility, and frequency usage. The aim of 
WiSEED is to handle the contradictory requirements such as 
scalability, flexibility, and energy efficiency in order to give a 
high quality and ubiquitous services for mobile broadband 
internet access in a dense environment. WiSEED focuses on 
the perspective of software networking, it occupies 
technologies and operational services based on the perception 
to support the envisage architecture. The recourse demand for 
all the advanced applications will be increased for the 5G 
network. The 5G network should have to advance the wireless 
transmissions and service rates like 4G. Therefore, 5G 
networks are supposed to permit transmissions between 
anybody (person-to-person), anything (person-to-machine, 
machine-to-machine), wherever the devices are and whatever 
electronic/wireless devices need [24, 27]. 

Internet Sockets are the endpoints for data communication 
streams and these are used to recognize all the communication 
links between nodes. Each web socket is a unique combination 
of local IP address, proper transport communication port, target 
IP address, target communication port, and type of transport 
protocol. In a heterogeneous wireless network, when wireless 
mobile devices change their Radio Access Technology (RAT) 
or perform vertical handover then by default IP addresses of 
respective devices changes. When the devices connect to other 
RAT, the devices consume more resources and create a delay. 
The change of RAT means that the change of IP address, the 
change of any parameter in a socket means that disconnects the 
current socket and connect to the new socket (new 
communication link). This is the main problem with the current 
internet connections. To overcome this critical issue in a 5G 
network, IP addresses of the source and destination devices 
must be fixed and unchanged in case of any interoperability. 

By this way, it will ensure the handover transparency and 
preserve the proper layout data packets. 

In order to accommodate the high demand for network data 
traffic, a new 5G network will feature by the frequency reuse, 
an extreme number of wireless devices, and multiple base 
stations, etc. Therefore, the system requires more attention to 
enhance interference management techniques. There are 
different types of interferences that can badly affect the 5G 
wireless network [25]. Other-Cell Interference, the devices 
which are at the edge of the cell usually suffer two types of 
interference. The first is self-cell interference from the other 
devices in the same cell and the second is other-cell-
interference from the devices of other cells. Cross-tier 
Interference: in a multi-tier cellular communication network, 
the interference from one tier to another is indicated as cross-
tier interference, it degrades the system performance. 
Intersystem Interference: the interferences from the signal 
transmitted by the other system. To control these types of 
interferences there are some interference coordination 
techniques like beamforming, power control, user scheduling, 
and advanced receiver techniques. In a 5G network, carrier 
aggregation and use of the multi-RAT will be directed to an 
enhanced mobile spectrum usage. Different radio technologies 
will empower higher spectrum efficiency by using small cells 
and massive MIMO. The frequency allocation and mobile 
infrastructure both can improve the statistical multiplexing and 
enhance the density of the base station per user. These 
techniques require a shared backhaul network for the mobile 
user that further increase the network heterogeneity. 

To enhance the current wireless technologies, this paper 
presents a novel 5G network architecture. Where a whole 
macro network area is divided into the microcells which are 
further sub-divided into the smaller cells in order to achieve the 
full network coverage. The required base stations are equipped 
with massive MIMO-OFDMA antennas. To prevent the 
disconnections of vertical handover and delay due to the 
interoperability, this technique proposed IP-based vertical 
handover. Where the devices will establish a new RAT link 
before disconnecting the current link. 

III. A NOVEL ARCHITECTURE FOR 5G ULTRA DENSE 

HETEROGENEOUS CELLULAR NETWORK 

The proposed 5G network architecture considered the 
dense heterogeneous wireless network with the deployment of 
wireless base stations having massive MIMO with OFDMA 
antennas. The whole Macro Area Network (MAN) into the 
MicroCells (MCs), each MicroCell has covered by the 
powerful Micro Base Station (MC_BS). There is one powerful 
Macro Area Network Base Station (MAN_BS). All the 
MC_BS are connected with the MAN-BS, which is connected 
to the core network. The MC is further divided into the Small 
Cells (SCs) in order to achieve the full network coverage. Each 
SC has its Base Station (SC_BS), SC is used to upgrade the 
performance of MAN by offloading the data traffic generated 
in the network. The degree of integration determines the 
network performance. The proposed architecture is IP based 
because it prevents the vertical handover disconnections 
between mobile devices in case the cells or RAT is changed. 
The proposed architecture allows switching between different 
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RATs. The general layout of the proposed 5G ultra-dense 
heterogeneous network is shown in Fig 2. 

The whole network architecture represents a multi-tier 
backhaul communication system of the ultra-dense network. 
The whole ultra-dense area is covered by the small cells as the 
small cells are designed to fill up the uncovered gaps in 
microcellular areas. These are physically smaller and covered 
limited areas. The most important question is that how much 
densification an SC-BS can cover? The whole micro area has 
divided into multiple SC where each cell has its own base 
station. As the microcell is an ultra-dense area, therefore in 
order to provide full coverage, all the wireless devices are 
connected to its nearest SC-BS. The base stations are equipped 
with Massive MIMO antennas therefore, a single base station 
has an ability to connect maximum users. The Ploss factor is 
used as a function of the probability of loss of the distance 
between transmitter and receiver (wireless mobile device- SC-
BS). The probability loss Ploss is derived as: 

         (     )  (   
 
 

 
  )    

 

 
  

             (3) 

Where d is the distance between the mobile device and it’s 
serving base station. According to the model, within the 
specified Ҩm theta meter devices connects to the base station. 
Within the specified limit the Ploss is 1. The devices positioned 
up to the Ҩm from the SC_BS has guaranteed a strong loss, 
therefore, the devices connect to the other SC_BS, which is in 
the proximity. 

In order to establish a backhaul data communication link, 
SC_BS selects the neighboring MC_BS. An SC_BS has to 
satisfy the following two conditions: 

1) The distance between transmitter and receiver is less 

than or equal to the radius rd of SC_BS, 

2) The distance between SC_BS and MC_BS is less than 

the distance between the transmitter and MC_BS. 

3) When the distance between MC_BS and SC_BS is less 

than rd then SC_BS establish a link. If conditions are satisfied 

as a result, the SC-BS efficiently allocates the available 

spectrum to the wireless devices. In addition, it overcomes the 

path loss due to the small distance and performs intense 

frequency reuse. 

The ultra-dense Backhaul Network Capacity B_NC is 
estimated by the following formula [26]: 

     
  ( )   

 ( )
              (4) 

Where n indicates the number of SC_BSs, ST(n) is the 
simultaneous transmissions in MC, Tr is the transmission rate, 
and N(n) is the average hop number of backhaul data traffic in 
MC. 

The MAN_BS, MC_BS, and SC_BS are equipped with 
massive MIMO-OFDMA antennas. The control system of base 
stations has to manage a special module known as frequency 
module. The frequency module of MC_BS keeps the record of 
all connected SC-BSs and the frequency module of an SC-BS 
keeps the record of all the RATs of all connected mobile 
devices. SC-BSs update their MC_BS and all the MC_BSs of a 
MAN update their serving MAN_BS. The MAN-BS maintains 
the database of the whole network and updates frequently. As 
all the base stations are equipped with massive MIMO 
antennas, therefore, MC_BS can connect maximum SC_BSs 
similarly the MAN_BS also can connect and control multiple 
MC_BSs. In order to control the critical situation, the MC_BS 
also has the ability to provide direct links to mobile devices. 
Finally, the MAN_BS connects with the core network. 
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Fig. 2. General Layout of the Proposed 5G ultra-Dense Heterogeneous Network 
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A. Massive Multi-Input Multi-Output with Orthogonal 

Frequency Division Multiple Access (Massive MIMO-

OFDMA) Technology 

In the proposed architecture, the BSs are equipped with 
Massive MIMO with OFDMA antennas as shown in Fig 3. The 
antennas of MAN_BS, MC_BS and SC_BS are using spatial 
multiplexing with Orthogonal Frequency Division Multiple 
Access (OFDMA) modulations. The spatial multiplexing 
transmits multiple streams of data on the same downlink 
resource block. These streams have the ability to link one or 
more wireless devices. All receiver antennas can accept the 
streams from all the transmit antennas. Spatial Multiplexing 
Matrix CMM is given in equation 5. 

 
Fig. 3. Base Stations Having Massive MIMO Antennas. 

    

          
    
→ 

                  
                  
                               
                  

              (5) 

Where Tn and Rn are used to denote the numbers of 
transmitting antennas and numbers of receiving antennas. The 
coefficients Cij of transmitting antenna i and receive antenna j 
shows all the possible routes between the receiver and 
transmitter. 

The spatial multiplexing technique formulates the receiver 
more complex, therefore it is combined with OFDMA, where 
the problems caused by the multipath channel are handled 
efficiently. In OFDMA, the frequencies are orthogonal to each 
other; therefore, it fully controls the interference and prevents 
bandwidth reduction. In order to extend the spatial dimension, 
the OFDMA uses a frequency dimension. Consider a MIMO 
OFDMA base station has N-Tr transmit and N-Re receiver 
antennas (Tr-Transmit signal and Re-Receive signal). For 
incoming data, the N-Tr antenna encodes the channel, maps the 
encoded incoming data bit streams on spatial dimension, and 
maps the coded data bits. The N-Re antenna performs the 
detection operation for encoded data streams. Fig 4, is the 
general structure of the MIMO structure. The massive MIMO-
OFDMA transmitter is depicted in Fig 5, a single dimensional 
encoder encodes the incoming data streams. Following by, the 
encoded streams are mapped onto the three dimensions by 
using Space Time Frequency Mapping (STFM) that makes the 
transmitter a complete OFDMA transmitter. The transmitter 
performs the interleaving, Quadrature Amplitude Modulation 
(QAM) mapping and cyclic extension process to the incoming 
data streams. Finally, DAC forwards the signal in the analog 
domain where it changes the radio frequency and then 
transmits. 
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Fig. 4. The General Structure of MIMO Structure. 
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Fig. 5. Massive MIMO-OFDMA Transmitter. 
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The massive MIMO-OFDMA receiver is used to represent 
the digital representation of receiving signals N-Re. In a next 
step, the receiver arranges the frequency and gets the symbol 
timing according to the sequence. All the receiver branches 
execute the synchronization process together. For an efficient 
frequency synchronization of multiple branches, it helps to 
keep all the branches on one side of a link connected to the 
same local oscillator in a heterodyne scheme. Once the 
synchronization process completed, it eliminates the guard 
time known as Cyclic Extension CE (equal to the last part of 
the OFDM symbol) that eradicates the channel interference. 
Subsequently, it performs a Fast Fourier Transform (FFT) for 
each receiver branch. The Fourier analysis changes a signal 
from its original domain (space or time) in the frequency 
domain. In order to recover, data streams the STF detection 
and decoding is executed. In order to track the phase shift, pilot 
symbols are included in every MIMO-OFDMA data symbol on 
the predefined subcarrier. Finally, the data streams are 
combined and STF de-mapping and decoding are executed on 
transmitted data streams and get the output data stream. 

B. IP-based Interoperability in Ultra-Dense Heterogeneous 

Wireless Network 

When a device connects to the new RAT, first it has to 
disconnect the current link and establish a new link with the 
new RAT and IP address. This is time-consuming and 
inflexible way therefore to overcome this deficiency a new 
handover technique is proposed. The proposed 5G 
heterogeneous wireless network has the ability to control 
multiple RATs at the same time. All the available radio 

technologies are responsible for handling the wireless device 
mobility and handover while the user of the terminal device 
makes the final selection among different RATs. Therefore, all 
the wireless devices must contain an interface to switch 
between different RATS. The proposed architecture considers 
the vertical handover, where wireless devices can perform 
switching between available RATs. 

All the base stations have a built-in control system with 
some special modules, one of them is Frequency Module FM. 
This FM is responsible for allocating frequencies to all other 
connected wireless devices and keeping the updated record. All 
the wireless devices (connected to the network) must have an 
interface for using different RATs so the devices can easily 
select the desired RAT and connect. The FM of SC_BS 
updates the MC_BS about the frequencies of all connected 
wireless devices and FM of MC_BS further updates the 
MAN_BS. If a wireless device wants to switch from one RAT 
to the other than the control system of a base station manages 
the handover links. The wireless device chooses the new RAT 
as displayed in its interface and the wireless device transmits 
an auto message to the base station where the control system 
establishes the new link with the desired RAT and then 
disconnect the previous RAT link. In this case, the 
interoperability between RATs is done on the network protocol 
layer that is commonly used by all the RATs. As shown in Fig 
6, an IP based 5G wireless mobile network. The IP technology 
is considered to make sure enough control data for the efficient 
routing of IP packets between wireless devices and servers on 
the internet. 
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Fig. 6. An IP based 5G wireless Mobile Network. 
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C. Functionalities of the Wireless Terminal Device 

There are three stages (RAT discovery, RAT selection, and 
RAT handover) of RAT interoperability. The wireless terminal 
device must be capable of detecting, selecting and activating 
the RAT links. The vertical handover process goes through the 
normal procedure within the specified time in a seamless 
manner. Like base stations, the wireless devices also have 
some functional modules, the functional modules are shown in 
Fig 7. The responsibility of the Database Administration 
Module (DAM) is to keep the record of connected base 
stations. A list of neighboring base stations, available RATs, 
RAT’s policies, updated status of RATs, periodically 
monitored Received Signal Strength (RSS) from the base 
station, device mobility, and its status. The Network Interface 
Module (NIM) is responsible for identifying the available 
RATs on the wireless terminal device and performing 
switching between different RATs. It monitors the status of 
each RAT and updates the status during handover. The statuses 
of all RATs are updated by using a scan, idle, active, turn off 
and sleep modes. The Mobility Administration Module 
(MAM) is responsible for handling the mobility and 
connections of wireless terminal devices. In case a wireless 
device moves out of the radio range of one small cell to the 
other or even moves out from one microcell to the other or 
from one macro area network to the other. The MAM 
efficiently handle the mobility events and immediately updates 
the status. Finally, the DAM status is updated. 

A fully network connected terminal device is considered. 
When a terminal device needs to switch from its current RAT, 
it opens the RAT interface and selects the desired RAT. It 
updates the DAM to change the mode of the selected RAT. 
After selecting the Target RAT, the DAM calculates the RSS 
from its SC-base station and send a link request to the base 
station. The RSS is calculated to make sure either the terminal 
device is in the radio range or not. Each RAT has a pre-defined 
threshold (th) value for RSS. Whenever a wireless device has 
to switch its RAT first it calculates the RSS which 
automatically updates in DAM. If the condition is true, then a 
terminal device performs the handover. The RSS is calculated 
by using the following equation. 

                                          (6) 

Where RSS Target RAT is the RSS that the terminal device 
receives from the SC_BS and the RSS th, Target RAT is the RSS 
threshold value of the Target RAT. 

The SC_BS sends an acknowledgment (Ack) to the terminal 
device that shows the connection has been established. After 
receiving the Ack the terminal device connects with T_RAT 
and changes the mode. Subsequently, it disconnects the 
previous RAT and updates its current mode. Thus, the terminal 
device connects to a new RAT by performing a successful IP 
based vertical handover, therefore it updates its CS_BS by 
sending an ACK. Finally, an update is sent to the MC_BS. The 
wireless terminal device IP based vertical handover procedure 
is explained in Fig 8. Traditionally, wireless devices linked 
with a base station may decrease the performance as a mobile 
device moves away from its base station. In the proposed 5G 
network architecture, the DAM of end devices monitors the 
states and update the database. Therefore, a device having a 

weak signal strength automatically connects to the neighboring 
associated base station. 
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Fig. 7. Functional Modules of wireless Terminal Device. 
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Fig. 8. IP based Vertical Handover of a Terminal Device. 

IV. RESULTS AND DISCUSSIONS 

This section evaluates the performance of the proposed 
architecture and assesses how the network coverage and energy 
efficiency changed with the macro, micro, and small cells’ 
distribution. The cells' deployment is independent and follows 
the Uniform and Poisson random measure. The performance of 
the proposed architecture is evaluated in the OPNET simulator. 
The simulation area is set to 300 × 300 m2 all the base stations 
are located in the center of the cell whereas the user equipment 
is randomly located around the base stations. The simulation 
parameters are listed in table 1. The radius of base stations 
SC_BS is set as the (100 m, 200 m), MC_BS radius (300 m, 
500 m) and MAN_BS is 1 km. 

TABLE I. SIMULATION PARAMETERS 

Parameters Values 

Area 300 x 300 m2 

SC_BS radius 100 m, 200 m 

MC_BS radius 300 m, 500 m 

MAN_BS 1 km 

Traffic mode  CBR 

Per channel bandwidth 100 MHz 

Bandwidth 2 20 MHz 

Scheduling Algorithm  Proportional fair 

Number of MAN-BS 3 

Number of MC-BS 9 

Number of SC-BS 55 

The network energy efficiency is a key constraint that 
limits the 5G network's densification. The energy consumed by 
the SC-BS is consist of Embodied Energy (EE) and 
Operational Energy (OE). The EE is the power utilized by all 
the process related to the BS implementation. Whereas the OE 
is the energy utilized by the operations of backhaul within the 
network lifetime Time To Live (TTL), which is expressed as: 

                        (7) 

Where BSOP is the BS operational power and it is 
considered as a linear function of SC_BS. It is defined as 
BSOP = A * PTr + B, where PTr is transmission Power, A = 
7.90 W and B = 72 W. In order to clarify the derivation model, 
PTr of a BS is normalized as PNr = 1.5 W and BS backhaul 
throughput θ is considered as 1 Gb/s. The average throughput 
ATh is calculated by: 

        (     θ)             (8) 

The operating power of BS has calculated as below: 

           (     )  +B                    (9) 

The Backhaul Energy Efficiency B_EE is obtained 
through: 

     
    

   (     )
                         (10) 

Where B_NC is Backhaul Network Capacity and BS_EC is 
Backhaul Energy Consumption. 

The energy efficiency is analyzed in Fig 9 and 10 with 
Uniform and Poisson distribution. At the start, the energy 
efficiency was improving with the increasing number of small 
cells then it starts decreases after it reaches the threshold value. 
With the static number of MAN_BSs, the energy efficiency 
improves with the increase of radius. With the fixed radius, 
backhaul energy efficiency with respect to the average of 
SC_BSs' throughput is explained in figures. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

167 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 9. Energy Efficiency Vs. Density of SC_BSs with Uniform 

Distribution. 

 
Fig. 10. Energy Efficiency Vs. Density of SC_BSs with a Poisson 

Distribution. 

As a microcell is an ultra-dense area, therefore, to get the 
full network coverage proposed technique to divide it into the 
SCs. All the active MTs in a single cell connect to the 
respective BS where BSs are equipped with the MIMO 
antennas. With the fixed SC radius, the B_NC with respect to 
the number of SCs is explained in Fig 11, it was observed that 
the B_NC increases with the increase of a number of small 
cells. When B_NC touched its maximum limit, it gradually 
decreases with the increase of SC. In Fig. 12, the average 
number of simultaneous transmission is found as 19, 25, and 
29 when the small cell radius is set as 300 m, 200 m, and 100 
m correspondingly. The backhaul network capacity increases 
with the increase of simultaneous transmissions. When the 
average number of simultaneous transmission and the number 
of SC is fixed the backhaul network capacity start decreasing. 

From the simulation results, it has observed that when the 
average simultaneous transmissions are larger than the 
predefined threshold value then backhaul capacity get the 
constant value. This simulation output helps to design the ultra-
dense cellular network. 

 
Fig. 11. Number of SC_BSs vs. Backhaul Network Capacity. 

 
Fig. 12. Average Simultaneous Transmissions Vs. Backhaul Network 

Capacity. 

In the proposed architecture, every BS is equipped with an 
FM, which has to allocate the frequencies to the other 
connected MTs. An MT can easily select the desired RAT from 
its interface. An FM of SC_BS periodically informs the 
respective MC_BS about the frequencies of all the connected 
MTs and it further updates the MAN_BS. If a MT needs to 
switch from its C_RAT first it selects a T_RAT from the 
available RATs as displayed in the interface. The MT sends an 
auto message to the BS where the control system manages a 
new link with the T_RAT and disconnect the C_RAT links. In 
Fig. 13, the backhaul network capacity with respect to the 
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number of SC_BSs is shown, MC-BS starts increasing with the 
increase of SC_BSs and with the increase of density of a small 
cell. When the density of an SC is equal to or greater than the 
defined threshold value then the capacity reaches a static value. 
The backhaul network capacity is analyzed with the Uniform 
and Passion distribution. When the backhaul network capacity 
with the Uniform distribution of SC_ BSs attains the static 
values as in Fig 14, the density thresholds of a small number of 
MAN_BSs (M) = 3, 2 and 1, respectively. When the backhaul 
network capacity with the Poisson distribution of small cell 
BSs achieves the static values in Fig.14, the density thresholds 
of small cell BSs are 0-500 which relates to the number of 
MAN_BSs (M) = 3, 2 and 1. 

 
Fig. 13. Backhaul Network Capacity vs. Density of SC_BSs with Uniform 

Distribution.

 

Fig. 14. Backhaul Network Capacity vs. Density of SC_BSs with a Poisson 

Distribution. 

V. FUTURE CHALLENGES 

The increasing use of the ultra-dense cellular network is 
motivated by the massive MIMO-OFDMA and IP based 
vertical handover, the distributed network architecture is a 
reasonable solution. In spite of 5G network benefits, the small 

cell densification opens up new research directions. There are 
some potential challenges of scheduling, routing relay 
optimization, interference, and allocation of best massive 
MIMO antennas etc. Scheduling is considered an efficient 
technique to utilize the available frequency. On the other side, 
the proportional fair scheduler can also be used to improve the 
throughput with a large number of wireless mobile devices. A 
5G distributed wireless network needs to carefully select a 
routing path between the source and destination devices. If 
base stations are equipped with the complex massive MIMO 
antennas, then there is highly required reasonable allocation of 
massive MIMO antennas for achieving efficient transmission. 

A 5G wireless network will handle the huge amount of data 
traffic of the ultra-dense wireless network but interference can 
be a critical challenge. Therefore, the system needs more 
attention to implementing the interference avoidance 
techniques. The use of high frequency, the highest data rate, 
minimum delay, quick response time, complex antennas, 
implementation of multiple RATs in a single wireless device 
pays attention to the development of advanced base stations 
and wireless devices. The implementation of the 5G network is 
not limited to the hardware, but it highly requires the 
implantation of new protocols and algorithms. 

VI. CONCLUSION 

Ultra-dense wireless networks are still considered as a 
complement to the cellular wireless network with an efficient 
architecture. The massive MIMO antennas facilitate the 5G 
ultra-dense cellular networks to be scattered in all wireless 
cellular set of connections. In this paper, a novel 5G wireless 
network architecture is presented with two main aspects of 
massive MIMO-OFDMA and IP based vertical handover. The 
proposed architecture divides the whole macro area network 
into the microcells and each micro-cell consists of multiple 
small cells. All the cells are manipulated by their adjacent 
massive MIMO-OFDMA base stations. The heterogeneity and 
small-sized cell base stations provide full network coverage. 
The proposed architecture performs switching between 
different RATs. All the devices are designed with a multiple 
RAT interface from where the user can select the desired RAT 
and perform vertical handover. In order to illuminate the 
handover delay and improve the service continuity, the vertical 
handover is IP based. The advantage of using IP based vertical 
handover is establishing new connections with the same IP 
address before disconnecting the previous links. 
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Abstract—Augmented Reality (AR) extend the appearance of 

real-world by adding digital information to the scene using 

computer graphics and image processing techniques. Various 

approaches have been used to detect, identify and track objects 

in real environment depending upon the application, shape of the 

tracking object and environment type. The marker-based 

tracking technique is the most commonly used method in 

augmented reality applications in which fiducial markers are put 

in the real-world for tracking. In this work we proposed a model 

to detect and identify the traffic signs through marker based 

technique to improve the usability of marker-based detection in 

augmented reality applications. We developed an AR application 

that can detect and recognize the markers designed for Pakistani 

traffic signs and augment them with voice alert to the driver so 

that he does prepared for the upcoming hurdle on the road. As 

identified by literature no work has been performed on 

augmentation of voice for traffic signs. From experiments the 

model outperforms than baseline techniques. 

Keywords—Augmented reality; traffic sign detection; traffic 

sign recognition 

I. INTRODUCTION 

Road safety is becoming increasingly critical day by day 
world over, particularly in developing countries like Pakistan 
with the growing rate of ownership of vehicles. In fact, a large 
number of individuals lose their lives every year due to road 
accidents and the yearly rate of such individuals seems to be 
increasing. According to statistics, every year 1.25 million 
individuals lose their lives in road accidents. A huge number 
of others sustain wounds, and some experience long lasting 
disabilities. No nation is saved this toll in lives and suffering 
that especially influences youngsters. Enormous human 
potential is crushed, with severe social and financial effects. 
Road safety is therefore a noteworthy general medical issue 
around the world[1]. 

Advanced Intelligent Driver Assistant System (AIDAS) is 
a critical part of the intelligent transport system which surely 
warns potential hazards on the road, helps the driver in routing 
and direction. Traffic signs are landmarks that direct the driver 
on hazardous road conditions and therefore enhance road 
safety[2]. Generally, the traffic signs have distinctive color, 
shape, size and characters or symbols. Most commonly 
triangular, circular, rectangular and octagonal shapes are used 
to symbolize warning, prohibitions, recommendations and 
stop signs respectively[3].  

The traffic signs are put beside the road so that they can be 
seen by the drivers easily. Inability to see traffic signs due to 
various conditions can bring about lethal car accidents. 
Currently, traffic risks are increasing due to the increase in 
number of vehicles. The adoption of an automated system for 
detecting and recognizing traffic signs thus improves road 
safety.  

In general, global positioning system (GPS), radio 
frequency transmitter and vision-based techniques are used to 
improve driver alertness[4]. The first two methods have 
weaknesses such as failure in GPS connection and installation 
of RF transmitter at every single traffic sign is very difficult 
and costly. As a result, the vision based technique is more 
reliable and inexpensive. From two decades, traffic sign 
recognition (TSR)has become very attractive research topic 
among many computer vision communities due to its more 
practical applications[2].  

In this paper we present a model to detect and recognize 
the traffic signs through marker-based technique. When the 
car’s camera sees the marker, it will generate a sound, 
corresponding to that traffic sign which will alert the driver.  

The rest of the paper is ordered as follows: literature 
review is described in section-II. Section-III elaborates the 
proposed model. Section-IV provides the results and 
discussion of detection and recognition of markers in outdoor 
environment. Finally, the conclusion is given in section-V. 

II. LITERATURE REVIEW 

Road signs are defined with a particular shape and color 
that makes them easy to spot before other common object. In 
general, three primary approaches are used as a part of traffic 
sign recognition i.e. color-based, shape-based and neural 
network based. Due to unique color of traffic signs, the color-
based technique has turned out to be exceptionally prevalent.  

A. Color Segmentation 

Color is a predominant visual component and without a 
doubt represents essential data that the driver must oversee. 
The most specific colors used for traffic signs are red, blue, 
yellow, black and white. Color-based detection technique is 
considered to be the most widely used strategy for initial 
search space reduction. 

The RGB color space is followed by [5]. In light of their 
investigation they worked just on 3 colors: red, blue and 
yellow to make 3 binary images containing just those pixels 
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only that belong to these colors. All associated pixels to the 
same connected area are marked together. Beneath a 
predefined threshold regions are simply rejected in light of the 
fact that they are generally not traffic signs or otherwise, the 
target is such that detection due to its smaller size could not be 
successfully classified. They accomplished good results for 
their classifications of selected signs. For example, signs of 
obligation and prohibition signs.  

Numerous researchers believe that the RGB color space is 
extremely delicate with respect to lighting variations. These 
strategies are led by HSI or HSL color space. The direct 
threshold on (RGB) space is rarely used due its sensitivity to 
variations in lighting. The HSI color models are the most 
popular as it depends on the human color observation. In 
addition, it is generally considered invariant to changes in 
lighting and brightness [6-8]. HSI is used by many researchers 
such as [9-12]with the reason that the HSI space models is 
superior to RGB for human vision and permits some variety in 
the intensity of light.  

However, some researchers are not happy with the 
efficiency of HSI as it does not exhibit any adjustment in color 
temperature under various climate conditions such sunny, 
cloudy, foggy or rainy, yet just changes the intensity of light. 
A group of researchers[13, 14] used CIECAM color space 
which can foresee color appearance as precisely as a normal 
observer. Compared with other color models, the data 
demonstrate that CIECAM surpasses the RGB and HSI color 
spaces for sunny, cloudy and rainy conditions with a correct 
fraction of 94%, 90% and 85% respectively. Variations in 
climate conditions, when there are various artificial lights, the 
color of traffic signs and lighting sources fluctuate, leading to 
the situation when the adoption of most techniques in color-
based traffic sign segmentation may not work accurately all 
the time. In fact, till date no generally acknowledged 
technique is available in color-based segmentation of traffic 
signs[15].  

B. Shape based Detection 

Another basic strategy is to exploit shape information in a 
way got from edge properties. The primary advantage is its 
strength in connection to the distinctive lighting conditions 
and the deterioration of the signboard. A few authors favor a 
colorless approach since they don't consider color 
segmentation to be absolutely reliable because of their 
sensitivity to different factors, for example, changing weather 
situations, reflection of sign board surfaces, time, or extreme 
camera exposure. On the other hand, shape of the traffic sign 
is more powerful attribute with respect to the varying lighting 
conditions and the degradation of signs boards.  

A corner detection technique with a specific color was 
applied by [16]to discover traffic signs. They just used a few 
points on the boundary of circle rather than every pixel. 
Subsequently, this technique is susceptible to occlusion issues. 
The same authors have accomplished the task of traffic sign 
identification by merging color information and shape 
information using boundaries[15]. 

A new approach of shape-based identification is the Haar 
cascade classifier which needs training a classifier for each 

traffic sign, prompting a tedious identification process that 
was tea large amount of the processor time as applied in[6].  

Hough transformation and its derivatives dominate the 
detection phase of traffic signs as used by[17, 18].  

The groups of researchers[19, 20]utilized the fast radial 
symmetry transformation to discover normal signs in the form 
of a polygon such as triangle, square and octagon. The general 
polygon detector algorithm is utilized in these attempts to 
detect rectangular speed signs in the Unified State of America. 
Barnes and Zelinsky[4] applied radial symmetry detector in 
their system that uses gradient image to recognize Australian 
circular speed signs in real time.  

C. Classification of Signs 

The meaning of the traffic sign lies inside the candidate in 
the form of symbols. To recognize the meaning of a traffic 
sign, the classifier generally require either an inside part of the 
target sign or some specific properties as its inputs, that 
recognize the candidate sign from other signs. Most general 
classifiers used as a part of traffic sign detection are neural 
networks[5, 21] and support vector machine[22, 23]. 
Previously, some work has merged the color with support 
vector machines (SVMs) for shape-based detection and in 
addition SVM-based classification[24]. 

D. Augmented Reality Applications to Navigation 

A tourist application for an Android system called i-Street 
was introduced by[25], which intends to detect, recognize and 
read street plates in a video stream and after that measure the 
relative location to augment them precisely with virtual 
overlays. Another application developed by [26] augments 
surrounding geographic information such as street name, 
virtual roads and current location on the screen as users walk 
on a street to give them an overview of the surrounding 
environment. The Smart Multimedia Guide developed by [27] 
is a location-based application that manipulates various 
services and technologies. The system can detect the artwork 
closest to the user, and make these works able to automatically 
tell their stories using multimedia facilities while users visit.  

A device for a finger called EyeRing allows the user to 
point to an object, take a picture, and listen to comments about 
what he has just focused on. EyeRing can also act as an 
assistant for navigation or translation and even help children 
learn to read [28].  

Through the study of relative work done in recent years in 
traffic sign recognition domain we can say that this is a vast 
domain where a range of techniques available for 
classification of signs and still there are a lot of ongoing 
research. In the literature as identified, no work has been 
performed on augmentation of voice for traffic signs. To  
overcome this problem, this research work focuses on the 
development of an application that will guide driver about 
road signs through aural instructions. 

E. Challenges in Traffic Sign Recognition 

The recognition of the road sign at first look seems to be 
extremely basic and simple, since it is characterized by a few 
directives, such as color, shape, size and pictogram. However, 
in reality it is exceptionally difficult job as there are additional 
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factors that influence the task and performance of traffic sign 
recognition. Automatic detection and recognition of a traffic 
sign may include same challenges as object identification in 
natural environments. 

In spite of the fact that traffic signs are very much 
characterized through laws and intended to be seen easily, 
there are still a lot of difficulties for TSR systems. For 
example: 

a) Traffic signs are similar inside or across the 

categories 

b) Traffic signs may have blurred due to long exposure 

to sunlight or are grimy so they are not any more in their 

specified colour 

c) The sign board shaft may have twisted and therefore, 

the sign is no longer symmetrical to the road.  

d) Lighting conditions may make colour identification 

unreliable.  

e) Low contrast of environment may make shape 

identification hard.  

f) There may be changing climate conditions (e.g., 

snowy, sunny, sandy, foggy).  

g) In urban regions different objects may look 

fundamentally the same as traffic signs.  

h) The occurrence of other items (e.g., moving autos, 

plants, walkers, shop signs, and so forth.) can occlude the 

visibility of a sign.  

i) Video or image gained from a moving auto 

frequently experiences motion blurs. So the detection and 

recognition of traffic signs from such scenes turn out to be 

very challenging. 

III. THE PROPOSED MODEL 

This research work is mainly focuses is on developing an 
augmented reality application that can detect and recognizes 
the markers created for Pakistani traffic signs. When the car’s 
camera see the marker it identify it and then generate a voice 
command associated with that particular traffic sign to the 
driver to be alert. 

The design of the proposed model is given in fig. 1 while 
the algorithm of the proposed model is given below: 

A. The Marker Database 

For the recognition of traffic signs through marker, 
Pakistani traffic signs were collected. A total of 130 traffic 
sign images were collected for analysis. The images were then 
converted into black and white for creating markers. The 
markers were created in Adobe Photo Shop CS4. Images 
database were classified into four categories i.e. Warning, 
Mandatory, Prohibitory and Stop as shown in Table 1. 

 
Fig. 1. Design of the Proposed Model. 

 

Algorithm: Audio Augmentation for Traffic Signs 

1.  
Input: Video frames from dashboard camera 

of the car 

2.  Output: Audio augmented scene of the road 
on the camera 

3.  Initialization(Camera, Variables) 

4.  while CameraRecording := True do 

5.  Grab next frame from the video 

6.  Search for potential marker in the frame 

7.  if  isMarkerFound := True then 

8.       Identify the detected marker 

9.       //Audio augmentation 

10.       Search audio record in the audio database 

11.       Augment (play) the corresponding audio on 
the identified marker 

12.  else  

13.       break  

14.  Repeat Step 4 

15.  end if 

16.  end while 

17.  exit (CameraRecording := False) 
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TABLE I. SAMPLE MARKER DATABASE 

Category Sample Markers 
No. of 

Markers 

Warning 

   

47 

Mandatory 

   

40 

Prohibitory 

   

42 

Stop 

 

01 

Marker-based methods utilize pattern files for identifying a 
specific marker. The pattern file is recorded in stable 
environment where the lighting and brightness level are 
constant. The marker tracking failure happens in uncontrolled 
lighting and brightness as well as varied contrast levels in an 
environment. To avoid this problem, multiple pattern files are 
recorded for a single marker of traffic sign. In this technique, 
single marker is recorded under different lighting conditions 
according to daytime such as in the morning, noon, afternoon 
and evening time. This strategy enhances the marker detection 
performance in conditions where lighting and brightness 
levels are changing.  

B. Effect of Lighting and Brightness on Marker 

Markers are affected constantly with the change of lighting 
and brightness conditions of environment which may lead to 
identification failure or false identification of markers. For the 
solution of this problem a technique of multiple pattern files at 
different timing of the day with different lighting and 
brightness levels of environment is proposed. 

When the car’s camera detects a marker on the road, these 
multiple pattern files will be checked for matching with the 
detected marker. This approach increases the rate of marker 
identification during different lighting, brightness and contrast 
levels in environment. Applying this technique may increase 
the processing time but since our research is only related to 
the detection and recognition of the markers rather than with 
continuously tracking the markers, so this processing time 
does not overload the system.  

 
Fig. 2. Multiple Pattern Files for a Single Traffic Sign. 

For accurate and fast identification of traffic sign markers, 
total of 4 pattern files were captured for a single marker at 

different lighting conditions depending on the day time i.e. 
morning, noon, afternoon and evening as shown in Figure 2. 

C. Experimental Setup for Checking the System 

Experiments were performed with a car prepared for the 
evaluation of the system. A webcam of 5.0 Mega pixels is 
used with a Laptop having Core i5 (quad core) 2.5GHz 
processor and 4 GB RAM. The webcam was attached with the 
rearview mirror of the car and connected to the laptop. The 
laptop was also attached to the speeker of the car through a 
3.5mm cable for the voice alert. So that when the camera 
detect and recognize a marker then it can generate voice 
command to the driver through the car’s speeker loudly. The 
experimental setup of the car is given in Fig.3. 

 
Fig. 3. Car prepared for Experiments. 

For experiment purpose the markers were place at different 
location on the road side. The experiments were conducted on 
different kinds of road such as rough and smooth, straight and 
having turns. A sample marker for STOP sign is place on the 
road as shown in Fig. 4. 

 
Fig. 4. STOP Sign Marker place in the Road. 

IV. SYSTEM EVALUATION AND RESULTS 

To prove the effectiveness of the framework, the proposed 
system was tested on 20 markers. These 20 markers are 
selected manually from the database such that some of them 
are very similar to each other to check the accuracy/precision 
of the system.  The resolution of the video is 640×480. Our 
main focus is only on detection and recognition of traffic signs 
when they appear in front of camera. We do not consider 
tracking the signs continuously.  

A. Detection Rate Results 

In this section the quantitative data is presented for the 
experiments performed on the proposed system. The 
experiments were conducted at different timing of the day i.e. 
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at morning, noon, afternoon and evening and with different 
car speeds i.e. 0-60 km/h, 65-80 km/h and 90-110 km/h. 
Similarly in the second part the recognition results of the 
system are given in the similar way. 

1) Detection Rate at Morning 
The experiment conducted at morning gave good results at 

all speeds i.e. 100%, 96%, and 86% for speed limits 0-
60km/h, 65-80km/h and 90-110km/h respectively as shown in 
Table II. 

TABLE II. DETECTION RATE IN THE MORNING 

Speed 

No. of 

Visits 

(A) 

Total no. 

of 

Markers 

× (A) 

No. of 

Detected 

Markers 

No. of 

Missed 

Marker 

Detection 

Rate 

(% age) 

0-60 

km/h 
05 100 100 00 100 

65-80 

km/h 
05 100 96 04 96 

90-110 

km/h 
03 60 52 08 86 

2) Detection Rate at Noon 
The experiment conducted at 12 O’clock gave us low 

detection rate comparatively to the morning results due to high 
brightness in environment. The results are shown in table III. 

TABLE III. DETECTION RATE IN THE EVENING 

Speed 

No. of 

Visits 

(A) 

Total no. 

of 

Markers 

× (A) 

No. of 

Detected 

Markers 

No. of 

Missed 

Marker 

Detection 

Rate 

(% age) 

0-60 

km/h 
05 100 87 13 87 

65-80 

km/h 
05 100 81 19 81 

90-110 

km/h 
03 60 42 18 70 

3) Detection Rate in Afternoon 
The afternoon experiments gave similar results as in the 

morning. The results are shown in table IV. 

TABLE IV. DETECTION RATE IN AFTERNOON 

Speed 

No. of 

Visits 

(A) 

Total no. 

of Markers 

× (A) 

No. of 

Detected 

Markers 

No. of 

Missed 

Marker 

Detection 

Rate 

(% age) 

0-60 

km/h 
05 100 99 01 99 

65-80 

km/h 
05 100 95 05 95 

90-110 

km/h 
03 60 50 10 83 

4) Detection Rate in the Evening 

TABLE V. DETECTION RATE IN THE EVENING 

Speed 

No. of 

Visits 

(A) 

Total no. 

of 

Markers 

× (A) 

No. of 

Detected 

Markers 

No. of 

Missed 

Marker 

Detection 

Rate 

(% age) 

0-60 

km/h 
05 100 93 07 93  

65-80 

km/h 
05 100 90 10 90  

90-110 

km/h 
03 60 48 12 80 

The experiment conducted in the evening gave us good 
result but low than morning and afternoon as shown in table 
V. 

The overall results of the percentage detection rate 
recorded at morning, noon, afternoon and evening, with 
different car speeds i.e. 0-60 km/h, 65-80 km/h and 90-110 
km/h are shown in figure 5. 

 
Fig. 5. Detection rate results graph. 

B. Recognition Rate Results 

In this part the results obtained for the recognition of 
markers from the experiments are elaborated.  

1) Recognition Rate at Morning 
The experiment conducted at morning gave good 

recognition results at all speeds i.e. 100%, 96%, and 86% for 
speed limits 0-60km/h, 65-80km/h and 90-110km/h 
respectively as shown in table VI. 

TABLE VI. RECOGNITION RATE IN MORNING 

Speed 

No. of 

Visits 

(A) 

Total no. 

of 

Markers 

× (A) 

No. of 

True 

Positive 

No. of False 

Recognitio

n 

Recognitio

n Rate (% 

age) 

0-60 

km/h 
05 100 98 2 98 

65-80 

km/h 
05 100 93 3 93 

90-110 

km/h 
03 60 48 4 80 

2) Recognition Rate at Noon 
The experiment conducted at noon gave us low recognition 

rate comparatively to the morning results due to high 
brightness level. The results are shown in table VII. 
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TABLE VII. RECOGNITION RATE AT NOON 

Speed 

No. of 

Visits 

(A) 

Total no. 

of 

Markers × 

(A) 

No. of 

True 

Positive 

No. of False 

Recognition 

Recognition 

Rate (% age) 

0-60 

km/h 
05 100 84 3 84  

65-80 

km/h 
05 100 78 3 78  

90-110 

km/h 
03 60 37 5 61.6 

3) Recognition Rate in Afternoon 
The experiment conducted in afternoon gave good results 

as in the morning. The results are shown in table VIII. 

TABLE VIII. RECOGNITION RATE IN AFTERNOON 

Speed 

No. of 

Visits 

(A) 

Total no. 

of 

Markers × 

(A) 

No. of 

True 

Positive 

No. of False 

Recognition 

Recognition 

Rate (% 

age) 

0-60 

km/h 
05 100 97 2 97  

65-80 

km/h 
05 100 93 2 93  

90-110 

km/h 
03 60 47 4 78.3  

4) Recognition Rate in the Evening 
The experiment conducted in the evening gave us good 

result but low than morning and afternoon. The results are 
shown in Table IX. 

TABLE IX. RECOGNITION RATE IN THE EVENING 

Speed 

No. of 

Visits 

(A) 

Total no. 

of 

Markers 

× (A) 

No. of 

True 

Positive 

No. of False 

Recognition 

Recognition 

Rate (% 

age) 

0-60 

km/h 
05 100 90 3 90  

65-80 

km/h 
05 100 87 3 87  

90-110 

km/h 
03 60 43 5 71.6 

 
Fig. 6. Recognition rate results graph. 

Figure 6 shows the overall results of the percentage 
recognition rate recorded at morning, noon, afternoon and 

evening with different car speeds i.e. 0-60 km/h, 65-80 km/h 
and 90-110 km/h.  

The comparison of both the detaction and recognitation 
rates on the spacified speed  is given in figure 7: 

 

Fig. 7. Detection and Recognition rate comparison. 

C. Subjective Evaluation of the System 

In this section the proposed system is evaluated 
subjectively in the form of graph of a survey performed on 
Pakistani drivers. The system is evaluated on different 
perameters such as, knowledge, training tool, 
information/learning, ease of use, interesting and usability. 

 
Fig. 8. Subjective evaluation of the system. 

In this survay 70 drivers were given the questionnaire after 
giving them demo of the proposed system. There was variety 
of drivers for example experienced drivers & Non-
experienced (New) drivers and young drivers & old-age 
drivers. The graph is given in Fig. 8: 

D. Limitations of this work 

The first challenge in marker-based approach is its 
tracking process which is extremely sensitive to light and 
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brightness levels. The tracking failure ordinarily happens in 
outdoor environment where the light and brightness of 
environment constantly varies depending upon the weather 
conditions. Fiducial markers with varying lighting and 
brightness background cause tracking failure. Similarly, the 
varying sunlight on the camera or fiducial marker also causes 
tacking failure.  

The marker tracking distance is the second challenge that 
should be tackled. In existing methodology, every marker has 
its own constrained challenge range. Due the short tracking 
range, the, marker-based approach is infrequently used in the 
development of large indoor or outdoor AR applications. 
There is a need to extend the tracking distance of markers to 
improve its usability. These issues confine its uses in 
uncontrolled environment and long range AR applications. 
Hence, marker based approach of tracking needs change to 
probe these issues. 

V. CONCLUSION AND FUTURE WORK 

This work analyzed the current marker-based techniques 
and pointed out some important issues associated to it. The 
proposed system enhanced the functionality of marker-based 
tracking techniques in outdoor environment by developing an 
application capable of detecting the markers designed for 
Pakistani traffic signs. 

This work is primarily concern with Pakistani road traffic 
signs. Focus on developing an augmented reality application 
that can detect and recognizes the markers created for 
Pakistani traffic signs. When the car’s camera see the marker 
it identify it and then generate a voice command associated 
with that particular traffic sign to the driver so that he may 
prepare for the hurdle on the road. 

During our experiments, we learnt that the speed of car on 
a rough road produces motion blur in the environment that can 
affect the marker detection. Therefore, the future work will 
focus on the design of algorithms that provides a robust and 
accurate detection and recognition solution for blurred 
markers. While performing out experiments, we noticed that 
this our application produces false detection rate (false 
positive rate, false negative rate and inter-marker confusion 
rate). Therefore a procedure is needed to overcome this 
problem of false detection rate. 
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Abstract—Distributed Denial of Service (DDoS) is a network 

security problem that continues to grow dynamically and has 

increased significantly to date. DDoS is a type of attack that is 

carried out by draining the available resources in the network by 

flooding the package with a significant intensity so that the 

system becomes overloaded and stops. This attack resulted in 

enormous losses for institutions and companies engaged in online 

services. Prolonged deductions and substantial recovery costs are 

additional losses for the company due to loss of integrity. The 

activities of damaging, disrupting, stealing data, and everything 

that is detrimental to the system owner on a computer network is 

an illegal act and can be imposed legally in court. Criminals can 

be punished based on the evidence found with the Forensics 

network mechanism. DDoS attack classification is based on 

network traffic activity using the neural network and naïve 

Bayes methods. Based on the experiments conducted, it was 

found that the results of accuracy in artificial neural networks 

were 95.23% and naïve Bayes were 99.9%. The experimental 

results show that the naïve Bayes method is better than the 

neural network. The results of the experiment and analysis can 

be used as evidence in the trial process. 

Keywords—DDoS; IDS; neural network; naïve bayes; network 

forensics 

I. INTRODUCTION 

The increasing number of internet users has caused many 
sectors to use online systems to provide services to their 
clients. This online service is utilized by several sectors such 
as education, government, and E-Commerce. Vulnerability in 
online service systems has the potential to be attacked by 
hackers. Attacks on online services can occur at any time and 
need solutions to improve them. The attack that is often 
carried out by hackers is distributed denial of service (DDoS). 
Kaspersky labs[1] has issued a report on DDoS attacks using 
botnets that have occurred in the first quarter of 2018. 
Researcher Kaspersky notes that attacks are often aimed at 
countries China, the United States, and South Korea because 
servers located in the country have the most number of online 
services. Based on the Benchmark Cisco 2018 study of the 
Asia Pacific Security Capabilities[2], which states that 
Indonesia has the highest percentage in Southeast Asia by 
getting attack warnings with the amount of 250,000 - 500.00 
per day. 

Long-term embezzlement and substantial recovery costs 
are additional losses for the company due to loss of 

integrity[3]. The activities of damaging, disrupting, stealing 
data, and anything that is detrimental to the system owner on a 
computer network is an illegal act and can be imposed legally 
in court[4]. Criminals can be punished based on the evidence 
found with the Forensics network mechanism. 

Attack detection is often carried out using the intrusion 
detection system (IDS)[5] by monitoring the network traffic 
that is passed. Investigators usually utilize a network 
monitoring system such as IDS for forensics purposes, where 
analysis is performed using IDS logs and attack notification 
systems. Intrusion Detection System (IDS) works by 
monitoring and warning of suspicious activities that occur on 
the network and immediately reported as a warning. Using an 
intrusion detection system is usually done based on a 
signature. This causes a lot of errors in detecting attacks due to 
changes in network traffic that have an impact on the high 
volume of warnings that continue to increase because the data 
traffic in the network is not stationary to produce and respond 
to warnings that occur[6]. This error occurs due to a lack of 
protocol[7] which results in the attacker being able to send 
attacks more easily with the Ping, Hping, or LOIC tools[8]. 
The legacy of the syn protocol in network traffic allows IDS 
to frequently detect attacks because DDoS is done using syn 
packages. 

Signature-based detection systems and attack 
notifications[9] are not strong enough to serve as evidence in 
trials. A new approach mechanism is needed to analyze and 
test the accuracy of DDoS attacks that have been detected by 
the intrusion detection system (IDS) to strengthen the 
evidence. Network packet classification is one mechanism that 
can be done to detect DDoS. Machine learning techniques, by 
validating network data provided to classify with legitimate 
observations based on anomalies, can be used in the network 
forensic process[10]. DDoS attacks through computer 
networks, especially Local Area Networks (LANs) can be 
detected using multi-classification techniques, which is by 
combining data mining methods to get better accuracy[11]. 
Classification using the Neural Network method in analyzing 
DDoS attacks can provide 99.6% results based on Hidden 
Neural Network Variations[12]. The similar analysis was also 
carried out with the Naïve Bayes method[13] using the 
KDD99 data set to find the highest accuracy of 99.7837%. 

Based on the background above, the research was carried 
out to determine the process of a new approach in detecting 
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and determining the accuracy of DDoS attacks for network 
forensic purposes. The study was carried out using a dataset of 
the Research Laboratory of the Master of Information 
Engineering of Ahmad Dahlan University (LRIS_MTIUAD). 
A new approach[14] in detecting DDoS attacks is expected to 
help develop the ability of Intrusion Detection System (IDS) 
to predict the presence of DDoS. 

II. BASIC THEORY 

A. Network Forensics 

Network forensics[15][16] is the process of capturing, 
recording and analyzing network activities to find digital 
evidence of an attack or committed crime that carried out 
using a computer network so that the perpetrator can be 
prosecuted according to applicable law. 

B. Artificial Neural Network 

Artificial Neural Network[17] is a biologically inspired 
computing model consist of various processing elements 
(neurons). Neurons are connected to elements or weights that 
build the structure of neural networks. ANN has elements for 
processing information, namely transfer functions, weighted 
inputs, and output. ANN is composed of one layer or several 
layers of neurons as shown in Figure 1. 

 
Fig. 1. Artificial Neural Networks 

C. Naïve Bayes 

Bayes method is used to calculate the probability of an 
event’s occurrence based on the observed observation effect. 
The Naive Bayes method is a simple probabilistic-based 
prediction that rely on the application of the Bayes method 
with a sturdy independence assumption[11][18]. The equation 
for the Naive Bayes method is: 

 ( | )  
 ( | )    ( )

 ( )
                                                            (1) 

Information: 

X  : Data with unknown classes 

H  : Hypothesis X data (a specific class) 

P (H | X) : a probability of H hypothesis based on 
condition X (Posterior Probability) 

P (H) : Probability of H Probability (Prior 
Probability) 

P (X | H) : Probability of X based on the condition of 
hypothesis H 

P (X) : Probability of X 

III. RESEARCH METHODOLOGY 

This study uses a classification method that consists of 4 
stages as shown in Figure 2. 

 
Fig. 2. Classification Method. 

Figure 2 can be explained as follows: 

A. Traffics Collection Dataset 

Traffics Collection is a stage of generating normal datasets 
and attacks on the Ahmad Dahlan University Research 
Laboratory network (LRis-UAD) using the Wireshark 
monitoring application, then the information is stored in the 
.pcap format as in Figure 3. 
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Fig. 3. Traffics Collection Dataset. 

B. Network Packet Features 

Network Packet Features are stages to extract network 
features in the dataset. The goal is to determine specific 
patterns in the data. In this case extraction program is carried 
out with six features using statistical methods. These features 
are: 

a) Average value of network packet length in a 

predetermined time frame[12]. 

b) Value the total number of network packages in a 

predetermined time frame[12]. 

c) The value of the variance of the time lag variable for 

the arrival of the network package originating from a 

particular IP in a predetermined time frame. The value of the 

variance is generated from equation 2[12]. 

Time Variation = √
∑(    )

 

 
   (2) 

tn = the time the package was received 

t = average package time received 

d) The variance value of the network packet length 

variable that originates from a particular IP in a predetermined 

time frame. The value of the variance is generated from 

equation 3[12][19]. 

Packet size variance = √
∑(    )

 

 
   (3) 

pn = length of package received 

p = the average length of the package is accepted 

e) Package speed values in a predetermined time frame, 

calculated by equation 4[12]. 

Package Speed = np *
 

             
   (4) 

f) Value the total number of data bits in a 

predetermined time frame. 

C. Packet Classification Approach 

1) Artificial neural networks: Classification process on 

artificial neural networks by applying hidden layers carried 

out by the steps as shown in Figure 4. 

 
Fig. 4. Neural Network Process. 
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a) Take a normal dataset and DDoS dataset at the 

Ahmad Dahlan University Research Laboratory network. 

b) Extract network packages using statistical methods to 

obtain network features, based on 6 inputs: average packet 

size, number of packages, variant time intervals, package size 

variants, packet levels, and number of bytes. 

c) Use the Tansig, (Tangen Sigmoid), Purelin (Principal 

Components) and Trainlm (QuasiNewton), training function 

in Matlab. 

d) Classification of classification results using accuracy, 

mean squared error (MSE), and iteration parameters. 

2) Naïve Bayes method: The naïve Bayes classification 

process is carried out using the statistical method carried out 

in Figure 5. 

 
Fig. 5. Naïve Bayes Process. 

a) Take a normal dataset and DDoS dataset at the 

Ahmad Dahlan University Research Laboratory network. 

b) Extract network packages using statistical methods to 

obtain network features, namely the average packet size, 

number of packages, variant time intervals, package size 

variants, packet levels, and number of bytes. 

c) Perform calculations by looking for standard 

deviation and threshold based on feature extraction package 

data. 

d) The classification process for naïve Bayes using the 

Gaussian training phase was tested with test data to determine 

the success of the introduction of DDoS attacks as predictions. 

D. Comparison of ANN and Naïve Bayes Methods 

Comparison of artificial neural network and naïve Bayes 
methods is done to classify and test the best accuracy that can 
be used in the process of verification in the court. The use and 
comparison of methods can be carried out as a process of 
approach to network forensic analysis on DDoS attacks. 

IV. RESULT AND DISCUSSION 

A. Pre-Processing 

Pre-processing data conducted by extracting normal and 
DDoS datasets with the format. pcap to be .csv so that the 
statistical calculation process can be performed. The 
extraction process can be presented in Figure 6. 

 
Fig. 6. Extracting .pcap Format Into .csv Format. 
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B. Packet Extraction 

Packet extraction conducted by using 2014b Matlab 
environment that runs on Windows 10 64-bit. The training 
process on ANN and naïve Bayes was carried out using 70 
DDoS data and 30 Normal Data. Testing process is conducted 
using 20 data logs on the intrusion detection system (IDS). 
Data processing is conducted by determining feature 
extraction based on statistical calculations[6][19]. The 
summation is conducted by using a fixed moving average 
window[20] with a duration of 3000 seconds and a 5-second 
pause with 6 inputs based on the average packet size, number 
of packages, variant time intervals, package size variants, 
packet levels, and number of bytes. The quantification process 
aims to characterize network activity characteristics within a 
span of time and facilitate the process of training and testing 
data classification with neural networks. Feature extraction 
results can be seen in Table 1. 

TABLE I.  FEATURE EXTRACTION USING STATISTIC 

 

Averag

e 

packet 

size 

Numbe

r of 

packets 

Time 

interval 

varianc

e 

Packet 

size 

varianc

e 

Packet 

rate 

Numbe

r of 

bytes 

Norma

l 
641561 2962 146844 685999 

59425

1 
190030 

DDoS 553674 3199 142005 637087 
77870

6 
177120 

Table 1 shows that the range of data values in the network 
features looks quite large. While the DDoS package after its 
feature extraction produces values that tend to be monotonous. 
It can be seen that the difference in data value on the feature 
extracted from the DDoS package looks quite small. 

C. Training and Testing Process on Neural Networks 

Training for each variation of artificial neural network 
architecture in this study is using the Tansig, (Tangen 
Sigmoid), Purelin (Principal Components) and Trainlm 
(Levenberg-Marquardt) functions. The purpose of a variety of 
training functions that provide the highest accuracy in 
recognizing normal traffic and attacks. Processing of the 
training process is done using the Matlab program. 

The implementation of network package classification 
training from the method applied using the number of neurons 
(30-20-1) scheme with Epoch 100 (iteration) and with an MSE 
value of 0.001. Distribution of datasets for training, validation, 
and testing is done randomly to avoid bias in the sample 
pattern. The training process in the hidden layer is done using 
the sigmoid function. The basic parameters used in the 
training process are time = 100, function performance = mse, 
goal = 1e-6, maximum failure = 6, minimum gradient = 1.00e-
7, 1.00e + 10. All variations of ANN are trained until the error 
performance function the mean square error (MSE) is less 
than 0.001. As presented in Figure 7. 

The performance of neural networks after being trained is 
able to produce a regression value of R-test 0.99 which means 
that the connection weights between neurons in each layer of 
neural networks have been able to provide optimal results in 
recognizing input data patterns. The results of the regression 
value can be seen in Figure 8. 

 
Fig. 7. Training Process on Neural Network. 
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Fig. 8. Results of the Regression Value. 

Testing on the neural network is carried out using 20 log 
data on the IDS to see the DDoS accuracy value. The results 
of the tests that have been conducted show that the logs stored 
on the IDS system are detected as DDoS attacks with an 
accuracy value of 95.23% as shown in Figure 9. 

 
Fig. 9. Classification Results using Neural Network. 

Figure 9. Shows that 20 IDS logs tested using artificial 
neural networks fall into the DDoS category. 

D. Training and Testing Process using Naïve Bayes 

The naïve Bayes extraction process is carried out by 
processing feature extraction on normal data and DDoS data 
using statistical calculations. Normal extraction and DDoS 
results are stored with file name featureall made as input data. 
Extraction results are processed by looking for probability 
values and standard deviations in DDoS data and normal data 
as shown in Figure 10. Data processing is done by loading 
feature all, where feature all contains the results of normal 
data extraction and DDoS data. 

%% load feature 

load featureall 

% Train 

%% prob 

f=0; 

j=0; 

clast=featureall(:,end); 

for k=1:size(clast,1) 

    d=clast(k,:); 

    if d==0 

        f=f+1; 

    else 

        j=j+1; 

    end 

end 

proba1=f/(f+j); 

proba2=j/(f+j); 

proba=[proba1,proba2]; 

  

%% mean & std | 0= Normal & 1= DDoS  

m0=mean(featureall(1:5,1:end-1)) 

s0=std(featureall(1:5,1:end-1)) 

m1=mean(featureall(6:end,1:end-1)) 

s1=std(featureall(6:end,1:end-1)) 

 

Fig. 10. Probability Formulas and Standard Deviations. 

The formula in Figure 10 shows the probability value in 
DDoS = 0.5232 and Normal = 0.4767 is found. Average 
values on DDoS and Normal can be seen in Table 2. 

TABLE II.  AVERAGE VALUE OF EXTRACTION PACKAGES 

 
Average 

packet 

size 

Number 

of 

packets 

Time 

interval 

varianc

e 

Packet 

size 

varianc

e 

Packet 

rate 

Number 

of bytes 

Nor

mal 

7,54541

E+14 

1,6816E

+14 

1,02094

E+14 

6,85827

E+14 

3,43983

E+14 

1,25262

E+14 

DDo

S 

6,49411

E+14 

2,30874

E+14 

1,18789

E+14 

6,54486

E+14 

6,06509

E+14 

1,38847

E+14 

The results of the standard deviation values in Figure 10 
are presented in Table 3. 

TABLE III.  STANDARD VALUE OF EXTRACTION PACKAGE DEVIATION 

 
Average 

packet 

size 

Number 

of 

packets 

Time 

inter

val 

varia

nce 

Packet 

size 

variance 

Packet 

rate 

Number 

of bytes 

Nor

mal 

9,40058

E+14 

1,06763

E+14 

0.425

49 

1,51057

E+14 

2,15221

E+14 

8,01087

E+14 

DDo

S 

1,40532

E+14 

1,07386

E+14 

0.320

42 

3,39475

E+14 

6,92154

E+14 

5,89783

E+14 

The test is carried out using 20 log data on IDS that have 
been extracted using statistical formulas. Extraction results are 
stored with the featureuji file name as test data. The training 
and testing were carried out using the naïve Bayes Gaussian 
method[11] with a formula which can be seen in Figure 11. 
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load featureuji 

%% Test 

for ii=1:size(featureuji,1) 

    x=featureuji(ii,1:end-1); 

 

    %% normal 

    m = m0; 

    s = s0; 

    Y = normpdf(x,m,s)'; 

    y=1; 

    for i=1:size(Y,1) 

            y=y*Y(i); 

    end 

       y1=y*proba(:,1); 

 

    %% serangan / DDoS 

    m = m1; 

    s = s1; 

 

    Y = normpdf(x,m,s)'; 

    y=1; 

    for i=1:size(Y,1) 

            y=y*Y(i); 

    end 

       y2=y*proba(:,2); 

 

       if y1>y2 

           C1=0; 

       else 

           C1=1; 

       end 

    C2=y1/(y1+y2) 

    C3=y2/(y1+y2) 

 

    anew(ii,:)=C1; 

end 

Fig. 11. Naive Bayes Training and Testing. 

The testing conducted shows an accuracy value of 99.9% 
was found. As presented in Figure 12. 

 
Fig. 12. Classification Results using Naïve Bayes. 

V. CONCLUSION AND FUTURE WORK 

The experiments carried out concluded that attack 
information that has been detected by signature-based IDS 
needs to be re-tested for accuracy using classification with 
statistical calculations. The test is done by an artificial neural 
network and naïve Bayes. Based on the analysis and testing 
conducted, it was found that the accuracy of the artificial 
neural network was 95.2381% and naïve Bayes was 99.9%. 
Based on experiments carried out shows that the naïve Bayes 
method is better than the neural network method. Methods of 
artificial neural networks and naïve Bayes can be applied in 
the field of network forensics in determining accurate results 
and help strengthen evidence in the court. 

Further, research will be conducted improved on other 
parameters such as increasing sample size input patterns 

presented to the network, variations of hidden layers, reduce 
the target error and use more training methods. Perform 
testing using other classification methods such as Support 
Vector Machine (SVM), K-Means to get better accuracy so 
that it can be presented in court. 
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Abstract—Automated spelling correction is an important 

phenomenon in typing that has intense effect on aiding both 

literate and semi-literate people while using keyboard or other 

similar devices. Such automated spelling correction technique 

also helps students significantly in learning process through 

applying proper words during word processing. A lot of work 

has been conducted for English language, but for Bangla, it is 

still not adequate. All work done so far in Bangla is context-free. 

Bangla is one of the mostly spoken languages (3.05% of world 

population) and considered seventh language of all languages in 

the world. In this paper, we propose a context-sensitive approach 

for automated spelling correction in Bangla. We make combined 

use of edit distance and stochastic, i.e. N-gram language model. 

We use six N-gram models in total. A novel approach is deployed 

in order to find the optimum language model in terms of 

performance. In addition, for finding out better performance, a 

large Bangla corpus of different word types is used. We have 

achieved a satisfactory and promising accuracy of 87.58%. 

Keywords—Spelling correction; non-word error; N-gram; edit 

distance; magnifying search; accuracy 

I. INTRODUCTION 

Spelling error is a common problem in every language 
whether it is in handwritten or in typing form. Therefore 
spelling checking and correction is always in the focus of 
computational linguistics for almost in every language. As a 
result significant efforts on this area have been observed in 
various languages like English, Chinese and Arabic. Though 
Bangla is one of the most widely spoken languages (3.05% of 
world population) and considered seventh language of all 
languages in the world [1], not so many notable works were 
found on automated spelling correction. However, it is also 
observed that in case of all works of spelling correction in 
Bangla, context-free spelling checking has been deployed by 
the researchers. Thus context-sensitive spelling checking 
remains out of focus in Bangla. Therefore, main focus of this 
research is to propose a context-sensitive language model. The 
language model consists of stochastic, i.e. N-gram language 
model and edit distance. Here N-gram contributes context-
sensitive assessment and edit distance contributes context-free 
assessment. So, we take advantages of both context-free and 
context-sensitive approaches in our model. Six N-gram based 
stochastic language models are used. We propose a novel 

approach for finding the optimum language model. The 
corpora used so far in the works of automated Bangla spelling 
correction are not so large. The corpus that we use have 
surpassed all other so far used Bangla corpus in terms of size. 

Rest of the paper is organized as follows: Section II 
highlights the ongoing researches those were targeted to solve 
the problems related to spelling mistakes. Next section 
discusses about the types of spelling errors and also about 
fundamental ideas of the stochastic language models those are 
used in this research. Then section IV describes the solution 
approaches of our research and also about the proposed 
algorithms. Section V includes the experimentations and 
results of our findings. Then VI presents the comparisons of 
our findings with the findings of other researches. Finally 
section VII concludes the paper mentioning the contribution 
and limitation of this research. 

II. LITERATURE REVIEW 

A number of research efforts has been performed in order 
to solve automated spell checking and correction in different 
international languages. English, Bangla, Arabic and Chinese 
are some most spoken languages in the world[1].Notable work 
on spelling checking in English has been done in [2], [3] 
and[4]. Bangla is the seventh (7th) most spoken language in 
the world [1]. Some efforts on automated spell checking in 
Bangla have been reported in [5], [6], [7] and [8]. Likewise, 
some efforts on automated spell checking in Chinese [9] and 
Arabic [10] have been reported. Although almost all of them 
have concentrated on context-free spell checking, very few of 
them focused on Context-Dependent spell checking, where a 
lot of potential of ray of success is lying in. 

Automated spell checking in Bangla has been experienced 
by a small number of papers [5], [6], [7], [8], [11], [12], [13], 
[14], and [15]. All of them concentrated automated context-
free spell checking and correction, whereas none has 
performed Context-Dependent spell checking and correction 
in Bangla. Although different techniques are deployed in [5], 
[6], [7], [8], [11], [12], [13], [14], and [15], one thing is 
common for them. It is the absence of a balanced, big and 
reputable corpus. P. Mondal and B.M.M. Hossain [5] have 
used clustering based on edit distance in order to solve the 
problem of automated Bangla spell checking. Although they 
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have claimed to chance an accuracy of 99.8%, their findings 
are not performed done to the size of test data use, i.e. 2450 
words only. They deal with phonetic and typographical errors. 
N.U. Zaman and M. Khan [8] have used mapping rule based 
on edit distance and double metaphone in order to deal with 
automated Bangla spell checking problem. Though they have 
claimed to have an accuracy 91.67%, their input data is only 
1607 words. Bidyut Baran Chaudhuri [11] used string 
matching algorithm for identifying phonetic errors. At first, he 
mapped the phonetically similar single unit of character code 
in a dictionary. He also construct a reversed dictionary which 
was used to keep characters of each word in reverse order. 
Misspelled words were corrected using both dictionary. He 
claimed that his accuracy rate high with 5% false positive 
detection. But he dealt with mainly phonetical errors. He need 
double memory space for one dictionary and its‟ reversed 
dictionary. N. U. Zaman and M. Khan [7] modified phonetic 
encoding based on soundex algorithm for matching Bangla 
phonetic. They also focused only phonetic errors. M. Z. Islam, 
M. N. Uddin and M. Khan [12] applied stemming algorithm 
for spell checking. If the stem is not found, then it produces a 
suggestions list using suggestion generation process. They 
used edit distance algorithm to find best match. M. K. Munshi 
et. al. [13] proposed a probabilistic approach for generating 
the suggestion list of error words using finite state automaton. 
Authors of [14] used a direct dictionary look up and binary 
search for detecting error word and generate suggestions using 
recursive simulation method. Author of [15] used character-
based N-gram model for checking correctness of a word in 
Bangla. But they did not correct incorrect words. As none of 
them focused the context of the sentence while correcting the 
incorrect word, their accuracy rate can be changed for the 
Context-Dependent correction in the test sentences. For 
example, “োকটা অনাহারে মচা গে।” here “মচা” is incorrect 

word and corrected word is “মারা”. If we do not consider the 
context of the sentence their system may be generate words 
like “পচা”, “মলা”, “মনা” etc. as suggestion in terms of edit 
distance and phonetical similarity. Their system may not 

suggest “মারা” word because it has less phonetically similarity 
and its‟ distance with incorrect word is more than other words. 
But these words are inappropriate with the context of this 
sentence. In this work the accuracy was calculated in terms of 
the context of the sentence. The program of this work correct 
the error word based on the context of the sentence which was 
never done before in Bangla. 

Some papers [2], [3], [4] on English spell checking and 
correction have been studied. In one of the papers, i.e.in [2] 
direct dictionary lookup method was used to detect incorrect 
word and then suggestion list was created using edit distance 
and frequency of the word. They did not mention their corpus 
size, accuracy rate and test data size. Andrew Carlson and Ian 
Fette [3] use N-gram and confusion set to correct real-word 
and non-word error. They use Brown corpus and WSJ corpus 
and they got 96.1% accuracy for real-word and 96.4% for non-
word error. Authors of [4] use tribayes (combination of 
trigram model and Bayes approach) to correct real-word error. 
They use brown corpus for train their data and Chinese 
Learners of English Corpus (ELEC) corpus for test data. They 
got 86.75% accuracy. Some paper on spell checking for other 
language have been presented. Author of [9] used edit distance 

algorithm, soundex algorithm, and combined them with pinyin 
to check and correct Chinese language spelling. They did not 
mention their accuracy and test data size. Authors of [10] 
proposed a system for checking Arabic language spelling 
using context words and N-gram language models. Their 
corpus size is 41,170,678 words. They used twenty-eight 
confusion sets for their experiment. Their average accuracy 
rate is 95.9%. They handle real-word errors and non-word 
errors both. 

III. TYPES OF SPELLING ERROR AND STOCHASTIC 

LANGUAGE MODELS 

All spelling errors have been classified by Kukich [16] 
into two types. One is real-word error and the other one is 
non-word error. Real-word error means the word is not 
contextually appropriate though it is valid. For example, in the 
sentence “I eat water.”, “eat” is not contextually appropriate 
but it is a valid word. Similarly, in Bangla, in the sentence 
“আমি কাক বাড়ী যাব।”, কাক is not contextually appropriate but it 
is a valid word. So, a real-world error occurs here. Non-word 
error means the word is not valid lexically. For example, in 
the sentence “I wnta to go home”, „wnta‟ is not a valid word. 
In the same way in Bangla, „ারি‟ is a lexically invalid word in 

“আমি কা ারি যাব।”. Kukich [16] has offered some more 
classification of non-word spelling errors. One is cognitive 
error and the other one is typographical error. Cognitive error 
occurs when user does not know the spelling of the erroneous 
word. Typographical error occurs due to typing mistake. For 
example, “আবাসিক” is a Bangla word, from which different 

errors „আববাসিক‟, „আসিক‟, „আমাসিক‟ and „আবাকিস‟ are caused 
by insertion, deletion, substitution and transposition 
respectively. 

To correct the non-word spelling error in a Context-
Dependent way, we use stochastic language models, i.e. N-
gram language models. N-gram language model is a type of 
probabilistic language model where the approximate matching 
of next item is very high. Probability is based on counting 
things or word in most cases. The probability of a word 
depends on the previous word which is called Markov 
assumption. First-order Markov model called bigram looks 
immediate previous one word and second-order Markov 
model is trigram looks immediate previous two words and 
similarly an N-1 Markov model is called N-gram language 
model which looks previous N-1 words [17]. Thus, the general 
equation for this forward N-gram approximation to the 
conditional probability of the next word in a word sequence, 
w1, w2, ….., wn, is: 

  (  |  
   )    (  |      

   )            (1) 

If N = 1, 2, 3 in (1), the model becomes forward unigram, 
bigram and trigram language model, 
respectively, and so on. If N=1, forward unigram probability 
is: 

  (  |  
   )    (  |  

   )            (2) 

If N=2, forward bigram probability is: 

  (  |  
   )    (  |    

   )             (3) 

If N=3, forward trigram probability is: 
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  (  |  
   )    (  |    

   )             (4) 

As like (1), the general equation for backward N-gram 
approximation to the conditional probability of the previous 
word in a word sequence, w1, w2, …..., wn, ……, wm is: 

  (  |    
 )    (  |    

     )            (5) 

If N = 1, 2, 3 in (4), the model becomes backward 
unigram, bigram and trigram language model, 
respectively, and so on. 

If N=1, backward unigram probability is: 

  (  |    
 )    (  |    

 )             (6) 

If N=2, backward bigram probability is: 

  (  |    
 )    (  |    

                (7) 

If N=3, backward trigram probability is: 

  (  |    
 )    (  |    

   )             (8) 

There is a more other type of N-gram based language 
models that takes the features of forward and backward N-
gram into account. This a kind of hybrid of forward and 
backward N-gram, which looks immediate N-1 words 
backward and immediate N-1words forward. Thus, the general 
equation for this combined approximation to the conditional 
probability of the middle word in a word sequence, w1,w2, 
...,wn,…,wm is: 

  (  |(  
     

   ))   (  |(      
          

   )                (9) 

If N = 1, 2, 3 in (8), the model becomes combined 
unigram, bigram and trigram language model, 
respectively, and so on. 

If N = 1, combined unigram probability is: 

  (  |(  
     

   ))   (  |(  
      

   )         (10) 

If N = 2, combined bigram probability is: 

  (  |(  
     

   ))   (  |(    
        

   )           (11) 

If N = 3, combined trigram probability is: 

  (  |(  
     

   ))   (  |(    
        

   )         (12) 

IV. RESEARCH METHODOLOGY 

Our proposed approach handles all kinds of non-word 
errors. Direct dictionary lookup method is used to detect a 
non-word error. To correct the misspelled word, minimum edit 
distance method and N-gram language model are combinedly 
used. Six N-gram language models, forward bigram, forward 
trigram, combined bigram, combined trigram, backward 
bigram, backward trigram, are used separately. After detecting 
a misspelled word, N-gram probability and minimum edit 
distance for a candidate correction are calculated. N-gram 
probability will contribute for context in further calculations, 
on the other hand to estimate structural similarity between 
misspelled word and candidate corrections minimum edit 
distance is used. It measures the minimum number of total 

operations required to transform one string into the other. The 
operations can be insertion, deletion and/or substitution. To 
calculate edit distance, we use the minimum edit distance 
dynamic programming algorithm [17] as written in Algorithm 
1.Algorithm 1 works by creating a distance matrix with one 
column for each symbol in the predicted word sequence and 
one row for each symbol in the error word sequence in order 
to compare sequence. By using dynamic programming, 
Algorithm 1 calculates the minimum edit distance, i.e. 
Levenshtein distance [17], where it is assumed that insertion 
and deletion each has a cost of 1 and substitution has a cost of 
2. 

 

After finding the minimum edit distance  ( ̃   ) between 
the misspelled word  ̃  and a candidate correction wn, we 
normalize the distance using (13). 

 ̅( ̃   )  
        ( ̃   )

    
          (13) 

After normalization, the value of distance ( ̅) ranges in 
[1/dmax, 1]. If the distance d is maximum then the value of 
normalized distance  ̅  is 1/dmax and if the distance d is 
minimum then the value of normalized distance  ̅ is 1. In our 
work, maximum distance is 9 and minimum distance is 1. 
Thus, N-gram probability and minimum edit distance of 
candidate corrections are calculated, where N-gram 
probability takes context into account and minimum edit 
distance works context-independently. So, the final score 
Sc(wn) of a candidate correction wn considers both the effects 
of context dependence, i.e. N-gram probability P(wn) and 
context independence, i.e. minimum edit distance D(wn) in the 
way shown in (14). 

  ( )  (   ) (  )    (  )           1            (14) 

Algorithm. 1.  Algorithm for calculating minimum edit distance 

 

min_distance(misspelled_word , 

candidate_correction ) 

 

m ← length(misspelled_word) 

n ← length(candidate_correction) 

create distance matrix dis[n+1,m+1] 

for each column i ← 0 to n 

for each row j ← 0 to m 

    dis[i,j]←min(dis[i-1,j]+ins-                   

        cost(candidate_correctionj), 

        distance[i-1,j-1]+ 

        subst-cost(misspelled_word,  

        candidate_correctioni), 

        distance[i,j-1)+ 

        ins-cost(misspelled_wordj)) 

 

return min-distance 
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Fig. 1. The Approach for Detecting and Correcting Misspelled Word. 

After scoring all candidate corrections the system predicts 
the word with the highest score as the correct. Suppose the 
predicted word is  ̆, then the equation for this word can be 
written as 

 ̆= argmaxw  ( )             (15) 

The entire process of detection and correction of error 
word is shown in Fig. 1. 

 
Fig. 2. Underlying Justification Ground for Magnifying Search. 

It is easily palpable from (14) that the value of Sc(w) is 
between 0.0 to 1.0 inclusive since the value of α ranges 
between 0.0 to 1.0 inclusive. The issue arises from (14) is that 
what the optimum value (α*) of α is; that means what the 
value of α is for which the maximum accuracy is obtained. For 
this reason, we develop Algorithm 2. We named this 
Algorithm 2 magnifying search Algorithm. Let us discuss the 
justification of naming as well as working principle of this 
algorithm. Suppose that accuracy obtained is represented by A. 
Hence A = f(α). If we plot these two quantities A andα along x-
axis and y-axis, we will obviously get a curve, namely 
accuracy curve, which will have one or more maximum 
points. For example, we get an accuracy curve as shown in 
Fig. 1. Now, we measure the A-values of some equally distant 
points in order to find the tentative maximum. Of course, we 

use very small distance; the final maximum will be the 
tentative one or a point left or right to this tentative point. This 
is the place where magnifying process comes into play. We 
magnify the curve fragments left and right to the tentative 
maximum in order to find more accurate value. We repeat this 
process until sufficient progress is not made. We can apply the 
same concept if more than tentative points are found. These 
entire scenarios are shown in Fig. 2, where Ai is the tentative 
maximum, Ai-1Ai and AiAi+1 are the two curve fragments to the 
left and right of Ai, respectively. The entire curve fragment Ai-

1Ai+1is magnified here. 

  
After calculating α*and accuracy for each of the six 

language models, i.e. forward bigram, forward trigram, 
backward bigram, backward trigram, combined bigram and 
combined trigram, the language model with the highest 
accuracy is considered as the optimum language model. 

 Calculate the 

minimum edit 

distance D(w) of 

candidate corrections. 

Calculate the final 

score  𝑐( )of 

candidate 

corrections. 

Calculate the N-

gram probability 

P(w) of candidate 

corrections. 

Detect the 

error word. 

Select the 

highest scoring 

word for 

correction. 

Algorithm. 2.  Magnifying search algorithm for finding α*, the optimal 

value of α for each LM. 

α* ← 0.0 

accpre ← Accuracy of LM using α = α* 

accmax ← accpre 

for i ← 0.01 to 1.0 increasing by .01 

  acccur ← Accuracy of LM for α = i 

if acccuraccmax

  accmax←acccur 

  α*=i 

else if acccuraccmax 

  List.add(i) 

End for loop 

 

for each element x is in List 

 t = Magnify(x, accmax, 0.001) 

acct ← Accuracy of LM for α=t 

ifacct>accmax 

accmax=acct 

  α*=t 

End for loop 
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V. EXPERIMENTATION 

A set of training modules were developed to train the six 
candidate language models, namely forward bigram, forward 
trigram, combined bigram, combined trigram, backward 
bigram and backward trigram. All these models are trained 
based on a corpus. In our work, we have used a very large 
Bangla corpus, which was constructed from the popular 
Bangla newspaper the “Daily Prothom Alo.” The corpus 
contains more than 11 million (11,203,790) words and about 1 
million (937,349) sentences, where total number of unique 

word s is 294,371, average w word length (| w ||) is 7 and 

average sentence length is 12. During training, the entire 
corpus is divided into two parts, namely training part and 
testing part. The holdout method [18] is used to split the 
corpus at the proportion of two-third for training and one third 
for testing. Therefore, this work starts with a training corpus 
of size more than six (6) hundred thousand sentences. In order 
to avoid model over-fitting problem (i.e. to have lower 
training error but higher generalization error), a validation 
dataset is used. In accordance with this approach, the original 

training data is divided into two smaller subsets. One of the 
subsets is used for training, while the other one (i.e. the 
validation set) is used for calculating the generalization error. 
Two thirds of the training set are fixed for model building 
while the remaining one-third is used for error estimation. The 
test data size is more than 3 million (3,734,596) words and 
about 300 thousand (312,449) sentences where in every 
sentence there is a misspelled word in different position in the 
sentences. The holdout method is repeated for five times in 
order to find the best model for each candidate models. After 
finding out the best model, the accuracy of the model is 
computed using the test set, through which the optimum value 
(α*) is determined based on magnifying search algorithm as 
given in Algorithm 2 and Algorithm 3.Table 1 shows the 
values of α* and accuracy for the best model for each 
candidate models. The accuracy comparison of all the models 
is presented in Fig. 3, where the optimum value of α of each 
model is marked with α*. 

From Table 1 and Fig. 3, it can be observed that forward 
bigram language model generates highest accuracy rate 
87.578%, where the value of α* is .75. So, we can claim the 
forward bigram to be the optimum model. Other models have 
also shown good accuracy except combined trigram, which 
gives an accuracy of only 39.68%. Backward bigram shows an 
accuracy of 85.964%, which is near to the highest obtained 
accuracy 87.59%. It is also observed from the Table 1 and 
Fig.3 that as the value of α increase, the accuracy also 
increases for all models except for backward trigram. The 
value of α starts increasing just before α equals α* for 
backward trigram. After reaching α*, the accuracy starts 
decreasing slightly and then remains same for all models other 
than for backward trigram, for which accuracy starts 
decreasing. 

TABLE I. OPTIMUM VALUE OF Α (Α*) AND ACCURACY RATE OF ALL 

LANGUAGE MODELS 

Language Model Optimal value of α(α*) Accuracy (%) 

Forward Bigram 0.750 87.59 

Forward Trigram 0.656 78.64 

Combined bigram 0.658 72.75 

Combined trigram 0.90 39.68 

Backward Bigram 0.750 85.96 

Backward Trigram 0.505 60.54 

Algorithm. 3.  Magnify algorithm for magnifying search area for 

accurate value 

Magnify(α*,accmax,δ) 

 accinitial ← accmax 

fori ← α*+δ, j ← α*-δ;i< α*+(δ*10),         

j<α
*
-(δ*10); i=i+δ,j=j-δ 

  acci ← Accuracy of LM for α=i 

  if acciaccmax

accmax←acci 

α* =i 

  accj ← Accuracy of LM for α=j 

if accjaccmax 

accmax←accj 

α* = j 

 
 End for loop 

← |accinitial – accmax| 

 if ≤

α* = α*

return α* 

 else 

  δ← δ/10 

return Magnify(α*,accmax,δ) 
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Fig. 3. All Models' Accuracy Comparison Against the Value of α. 

TABLE II. ALL MODELS‟ ACCURACY ACROSS THE MISSPELLED WORD POSITION IN SENTENCES 

Misspelled word 

position 

Forward 

Bigram 

Forward 

Trigram 

Combined 

bigram 

Combined 

trigram 

Backward  

Bigram 

Backward 

Trigram 

1 20.24% 30.49% 20% 31.46% 57.28% 70.68% 

2 55.36% 52.56% 50.95% 20.0% 53.21% 83.95% 

3 55.56% 54.72% 64.03% 21.44% 78.70% 70.64% 

4 80.54% 63.57% 59.83% 39.87% 82.36% 76.91% 

5 85.634% 75.51% 44.06% 42.13% 87.35% 77.54% 

6 68.53% 83.71% 81.96% 48.18% 86.33% 65.37% 

7 67.46% 68.23% 86.84% 35.66% 77.70% 64.18% 

8 71.85% 65.58% 79.23% 45.29% 79.99% 58.19% 

9 73.77% 56.23% 77.05% 25.74% 69.43% 53.53% 

10 87.52% 47.07% 54.56% 29.10% 91.72% 47.56% 

11 94.66% 85.71% 85.71% 36.29% 45.65% 41.29% 

12 95.33% 83.19% 28.51% 28.51% 25.79% 27.66% 

Total 87.58% 78.64% 72.75% 39.68% 85.96% 60.54% 

In addition, a detailed investigation is conducted, as shown 
in Table 2, in order to assess the rigorousness of performances 
of each best candidate language model by varying the 
misspelled words position in test sentences. The comparison 
of the six language model‟s accuracy against the misspelled 
words position in the test sentences is shown in Fig. 4. From 
the Fig. 4, it is seen that if misspelled word position is towards 
the beginning of the sentence then backward bigram, 

backward trigram and combined trigram show good accuracy 
rate, but if word position is towards the end forward bigram, 
forward trigram and combined bigram show better accuracy 
rate. For middle positions of the sentence all model show good 
accuracy rate. Combined bigram language model shows 
almost same accuracy for all positions in the sentence. It can 
be easily comprehend that if we average the accuracy for all 
positions, misspelled word forward bigram gives highest 
accuracy rate of 87.58%. 
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Fig. 4. All Models‟ Accuracy Comparison Against the Misspelled Words Position. 

TABLE III. THE COMPARATIVE NITTY-GRITTY DETAILS OF ALL WORKS REPORTED 

Work/Article Algorithm Test Data Size Accuracy Type of Errors Handled 

This work 
Context-sensitive technique based on N-

gram and edit distance 

3,734,596 words and  

312,449 sentences 
87.58% Non word error 

[5] Clustering 2450 99.8% 
Phonetic, 

typographical 

[6] 2-edit distance and phonetic encoding 1607 91.67% 
phonetic, typographical, 

OCR generated 

[7] Phonetic encoding *NM More than 80% 
Phonetic, 

Typographical 

[8] 

 

1.Double metaphone 

2. Mapping rule. 
1607 

Edit Distance 0: 

Correct:1473 

Error:134 

Accuracy:91.67% 

Error: 8.33% 

 

Error: 107 for edit distance1 

Error:  27 for edit distance 2 

orthographic rules in Bangla 

[11] String matching algorithm 25,000 words 
high accuracy with 5% false 

positive detection 
Phonetic error 

[12] 
Stemming algorithm and 

Edit distance 
13,000 words 

90.8% for correcting single error 

misspellings and 

67% for correcting multiple error 

misspellings 

complex orthographic rules 

[13] Finite state automaton 291 words 

92% for correcting single 

character misspellings and 

70% for correcting multiple 

character misspellings 

substitution errors, insertion 

errors 

[14] 
Direct dictionary look up method and 

Recursive Simulation algorithm 
NM NM 

typographical errors and 

cognitive phonetic errors 

[15] N-gram Model (character based) 

50,000 correct 

words 

and 

50,000 

incorrect words 

96.17% Non word error 

*NM Not mentioned 

VI. COMPARATIVE ANALYSIS OF RESULTS 

It is a matter of fact that automated spell checking in 
Bangla has been performed in a small number of works. 
Moreover, all of them concentrated automated context-free 

spell checking and correction, but none of them has performed 
context-dependent spell checking and correction in Bangla. 
The size of test data they used is not so big. Some of them 
achieved good results, whereas some achieved results, which 
are not up to the mark. Although different context-free 
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techniques are deployed by them, one thing is common for 
them. It is the absence of a balanced, big and reputable corpus. 
In such situation, it is difficult to compare performances 
obtained by all. In this circumstance, it will not be a callow 
statement that achieving an accuracy of 87.58% by applying a 
context-sensitive technique with a training and test data set of 
big size is quite satisfactory as well as promising. Table 3 
shows the comparative nitty-gritty details of all works 
reported. 

VII. CONCLUSION AND FUTURE WORK 

The aim of the research was to find the optimum language 
model that can assist to overcome Bangla spelling error based 
on the context. For the purpose of the research a rich and large 
Bangla Corpus has been used and by applying machine 
learning techniques on that corpus six language models have 
been trained for finding the optimum language model for 
automatic Bangla spelling correction. Finding this language 
model is the main contribution of the research. Moreover, the 
approach used for finding the optimum solution is quite novel. 
Another notable feature of the research is using a large data 
set for training and testing the model. The accuracy of the 
model is 87.58% which is good as well as promising. There 
remains future work for offering a set of corrections rather 
than offering a single word. Work is in progress to come up 
with this feature. 
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Abstract—In computer science field, one of the basic 

operation is sorting. Many sorting operations use intermediate 

steps. Sorting is the procedure of ordering list of elements in 

ascending or descending with the help of key value in specific 

order. Many sorting algorithms have been designed and are 

being used. This paper presents performance comparisons 

among the two sorting algorithms, one of them merge sort 

another one is quick sort and produces evaluation based on the 

performances relating to time and space complexity. Both 

algorithms are vital and are being focused for long period but the 

query is still, which of them to use and when.  Therefore this 

research study carried out. Each algorithm resolves the problem 

of sorting of data with a unique method. This study offers a 

complete learning that how both of the algorithms perform 

operation and then distinguish them based on various constraints 

to come with outcome. 

Keywords—Performance; analysis of algorithm; merge sort; 

quick sort; complexity; time and space 

I. INTRODUCTION 

An algorithm is any well- defined computational or step by 
step process for resolving a problem. It takes some values as 
input and produces some values as output; it will terminate 
finite number of steps.  In mathematics and computer science, 
an algorithm usually means a logical depiction of the 
commands which must be performed significant activity [1]. 
The main factor of analysis of algorithm is to study about time 
and space and their relationship between the algorithms 
necessities and number of elements or items being executed or 
processed. Generally sorting is the method of reorganizing a 
given set of data and objects within a particular arrangement 
and that's why, to understand the purpose of the most valuable 
sorting algorithms have considered as more significant research 
area nowadays [1, 2] even though, there are many novel sorting 
algorithms being instigated and used. Many software engineers 
in their area of programming they are depending on the 
different sorting algorithms: i-e. Merge, Quick sort etc. sorting 
is universally globally sorting is performed and it is known as 
essential activity. Most important sorting application is used in 
daily life. For example: Phone book faster access to contacts, 
income tax files, contents of tables, libraries access, 
dictionaries, search engine [1-9]. 

A. Computational Complexity 

Sorting algorithms, computational complexities, are based 
on: 

 O (nlogn)  

 O (log2n) 

B. Memory Usage 

Classifications of algorithms on the bases of memory 

1) When data set is small; internal sorting preferred 

primary memory only, [2] [1] 

2) External sorting uses primary and secondary memory. 

II. RESEARCH METHODS AND DISCUSSION 

The Algorithms implemented by using java language and 
discussed the outcomes. 

A. Computational Method of Merge Sort 

Merge sort algorithm is used DAC (Divide and Conquer) 
prototype; for example, it split the list of records into two 
smallest units after that it compare each element with adjacent 
list and sort the two pieces or units of data sets recursively, 
consequently it merges and sorted the all the elements in the 
list. Theoretically, a merge sort  perform operation as trails to 
split the disorder list into n elements sub units or lists, 
comparing every element of a list of single element observed 
sorted. 

MER-SORT (Data_list, k, m) 

1) k < m 
[Check base case value] 

2) Then x = FLOOR [(k + m)/2]  
[  Div  step] 

MergeData (Data_list, k, x)  

[Conquer step ]  

3) Merge Data(Data_list, x + 1, m) 
[Conquer step.]  

4) Merge Data (Data_list, x, k, m)  
[   Conquer step   ]  
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Fig. 1. Execution Output Console. 

 
Fig. 2. Merge Sort Pictorial Presentation. 

The Fig. 1. Shows the execution output console of merge 
sort. 

To investigate the Merge Sort function, the two different 
processes that we need to reflect is to form its implementation. 
Fig.2 shows the list is divided into two parts. The first part of 
list is the length defined by, half log (n) times wherever n 
represents the no: of elements in the list. Another part of list is 
merging of the list. Where every element from the list will be 
computed, and positioned on the output list that is sorted. 
Hence, the merging procedure outcomes in a list require n 
procedures and size n. The analysis gives the outcome, split of 
log n, and each costs n for a whole of n (log n) processes. 

 Best Case Complexity O(nlogn) 

 Average Case Complexity O(nlogn) 

 Worst Case Complexity O(nlogn) 

Advantages: 

 Time complexity O(nlogn). 

 Used both internal and external sorting  

 Stable sort algorithm 

Disadvantages: 

 As a minimum double the memory necessities of the 
further sorts since it is recursive.  

 Required high space complexity 

B. Computational Method of Quick Sort 

Quick sort algorithm is used DAC (Divide and Conquer) 
prototype. Quick sort initial splits a list with in two small sub 
units: one having low item and another having the high items. 
Quick sort perform operation to sort sub lists recursively. The 
implementation activities are: to pick element from the list is 
called a pivot, from the data list. 

Recursively type the sub-list of smaller components and the 
sub-list of larger components. 

Quick sort could be extremely economical algorithmic rule 
and is predicated on dividing of an array of knowledge with in 
smaller arrays. An oversized array is divided into 2 arrays one 
among that hold prices smaller than the desired value, say 
pivot, supported that the divider is created and another array 
holds prices larger than the pivot value. 

Quick type divides an array and so calls itself recursively 
doubly to type the 2 ensuing sub arrays. This algorithmic 
program is sort of economical for large-sized information sets 
as its average and worst case complexness square measure of 
Ο(nlogn), wherever n is that the variety of things. 

In fact, it isn't essential to separate the list accurately; even 
though every pivot devides the weather, 99% one side and 1% 
on another side, the decision depth remains restricted to, 
therefore the total period of time remains O(n log n) [3]. 

Algorithm:  

1. quick_sort(DATA, start, end):  

2. if (start < end)  

 a. set point = partition_list(DATA, start, end)  

 b. quick_sort(DATA, start, point - 1)  

 c. quick_sort (DATA, point + 1, end)  

  [ End if in step 2]  

3. Exit 

Function partition_list(Data_list, start_list, end_list) 

 1. Set pivotIndx = select Pivot(Data_list, start_list, end_list)  

2. Set pivotElement = Data_list[pivotIndx]  

3. Set Exchange Data_list [pivotIndx] and Data_list[end_list]  

4. Set storeArrIndex = start_list 

5. for k = start_list to end_list−1 a)  

 if Data_list[k] <= pivotElement 

 exchange Data_list[k] and Data_list[storeArrIndex] 

storeArrIndex = storeArrIndex + 1  

[End of if statement in step a] 

 [End of for statement in step 5]  

6. Exchange Data_list[storeArrIndex] and DATA[end_list] 

7. return storeArrIndex 

Fig. 3. Shows the output execution console of quick sort. 
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Fig. 3. Execution Output Console. 

 

Fig. 4. Quick Sort Pictorial Presentation. 

It has been analyzed by using a list has n length of 
elements, although the partition elements take place at mid of 
the list shows in fig. 4. More over the complexity will be the 
log(n) partitions carried out. However, to find themid-
pointeach element of the list has been analyzed instead of pivot 
value. The result has been observed log (n). On other hand in 
worse case situation did not occur in the middle. It has been 
observed the mid-point in this case towards the left or right of 
the mid. That’s why it has been observed irregular partition 
within this case list of n elements sorting split with 0 and n-1 
element. After this by using: 

n-1 split into 0 size and n-2 size and consequently. As it has 
been analyzed the recursion requires as O(n2) sort. 

According to above algorithm the base case will be 
O(nlogn), average case  O(nlogn) and worst case  O(n2 ) 

Advantages 

 No extra memory is required 

 Fastest algorithms on average. 

 When we have string and integer type of data 
compassion relatively cheap. 

 The list has been traversed successively, and it has been 
produce very decent locality of location and the 
performance of cache for arrays 

Disadvantages 

 In case of recursive function, the average case space 
complexity is little bit costly, especially when we have 
large set of data  

 Worst case complexity is O(n2) 

 Un stable sort algorithm 

Comparison of merge and quick sort algorithms on bases 
on (Base, average and worst case) as showing in the 
subsequent table 1 [1, 4]. 

TABLE I. COMPLEXITY COMPARISON 

Complexity Merge Quick 

Best Case O(nlogn) O(nlogn) 

Average Case O(nlogn) O(nlogn) 

Worst Case O(nlogn) O(n2) 

III. CONCLUSION 

From the above analysis, it has concluded that both the 
quick and merge sort uses DAC (Divide and Conquer) strategy. 
Both having the average time complexity of O(nlogn). 
However, both algorithms are quite different. The merge sort is 
usually required while sorting a too large set to hold or handle 
in internal memory. It divides the set into a few subsets of one 
element and then repeatedly merges the subsets into 
increasingly larger subsets with the elements sorted correctly 
until one set is left. Usually this method means that the sorting 
ultimately deals with only portions of the complete set. 

In many cases, implementing the quick sort often yields a 
faster sort other than O(nlogn) sorting algorithms but the 
worst-case time is O(n2). The quick Sort operates by selecting a 
single element from the set and labeling it the pivot. The set is 
then reordering to ensure that all elements of lesser value than 
the pivot appear earlier than it and the entire elements of 
greater value come after it. This operation is recursively 
applied to the subsets on both sides of pivot until the entire set 
has been deemed and sorted. 
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Abstract—The research paper proposes an efficient image 

cryptosystem that depends on the utilization of two dimensional 

(2D) chaotic logistic map (CLM) and singular value 

decomposition (SVD). The encryption process starts by a 

confusion stage through applying the 2D-CLM to the input 

plainimage. Then, the resulted logistic transformed image is then 

decomposed using the SVD technique into three ciphered 

components; the horizontal, vertical, and diagonal components. 

The ciphered horizontal, vertical, and diagonal components are 

then transmitted to the destination which applies a reverse 

procedure to reconstruct the original plainimage. A matrix of 

encryption quality tests are performed for investigating the 

proposed 2D-CLM based SVD image cipher. The obtained test 

results confirmed and ensured the efficiency of the proposed 2D-

CLM based SVD image cipher. 

Keywords—Image cipher; 2D-CL; SVD 

I. INTRODUCTION 

Recently, the unexpected growing in digital technology 
field witnessed a lot of attention. And this raises and makes the 
security issues of the data a critical important task especially 
during the transmission of sensitive data like images, audios, 
and videos [1-4]. Images may be utilized in different fields like 
medical, military, and communication fields, the images may 
carry important valuable information and may be shared over 
communication networks, so; it becomes a serious issue to 
maintain them secured as possible against all probable 
potential attacks. Plenty of works have been done in recent 
years and resulted in a many studies on image encryption [5-
10]. 

Several image encoding methods were done and founded in 
literature like ones that depends on classical encryption like 
Advanced Encryption Standard (AES), Data Encryption 
Standard (DES), Double-DES, TDES, and International Data 
Encryption Algorithm (IDEA) [11-15]. Such techniques do not 
provide a satisfactory outcome because of image intrinsic 
characteristics like huge bulky capacity, high correlation, and 
redundancy [16-19]. 

On contrast, many reported methods in literature uses 
different transformations like Fractional Fourier Transform 
(FrFT) for image encoding which may be considered as a 
generalization of FT [20]. Other transformations that are 
actually utilized in image encryption include Discrete Wavelet 
transform (DWT) [21], Fractional Wavelet packet (FWP) [22], 

and 2D-CLM [23-24]. An image cryptosystem that utilizes a 
multi-channel/multi-stage FrFT is given in [25]. In [26], the 
authors presented a proposed an image cipher that performs 
encryption using an iterative FrFT. A color image cipher which 
applies FWP is presented in [22]. In [27], a color image cipher 
is proposed that employed encryption in dual FrFT-WT using 
random phases. In [28], a color image cipher that employed 
FrFT in conjunction with DWT is presented. In [29], a secure 
color image cipher which employed a DWT and SVD is 
proposed. In [30], an image encoding which utilizes SVD and 
AT in FrFT is presented. This method works as follows; the 
plainimage is firstly transformed with FrFT and the 
transformed image is decomposed with SVD into three 
components. The three components are AT transformed with 
different iterations, which resulted in the three ciphered 
images. In decryption procedure, the three ciphered images are 
inverse AT transformed using the iterations number and the 
three components are correctly multiplied. Also, uses the 
inverse FrFT with corrected parameters to achieve the correct 
decrypted image. 

The 2D-CLM can be employed for pixel shuffling for 
several many image encryption methods [23]. The other 
method that may be utilized for improving security is the SVD 
in which the plainimage is decomposed into three components. 
Such components with the multiplication order are required 
during decryption and hence may serve as an additional key. 

The main objective of this study is to present an efficient 
and secure image cipher method for transmitting over 
secure/unsecure communication network. At encoder end, the 
encryption process starts by a confusion stage through applying 
the 2D-CLM to the input plainimage. Then, the resulted 
logistic transformed image is then decomposed using the SVD 
technique into three ciphered components; the horizontal, 
vertical, and diagonal components. At destination, with the 
knowledge of parameters value, it is easy to retrieve the 
plainimage from the three ciphered images. 

The paper reminder is marshaled as follows: Sect. II 
provides necessary background regarding the 2D-CLM and the 
SVD. Sect. III is dedicated for describing in details the 
proposed 2D-CLM based SVD image cipher. Experimental test 
results and the analysis of 2D-CLM based SVD image cipher 
are given in Sect. IV, Sect. V concludes the proposed 2D-CLM 
based SVD image cipher. 

https://www.hindawi.com/journals/complexity/2017/9010251/#B2
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II. BACKGROUND 

This section presents the fundamental tools which the 
proposed image cryptosystem depends on. These tools include 
the 2D-CLM and the SVD. 

A. 2D-CLM 

The chaotic logistic is based on several control parameters 
and this makes it commonly applied in chaos based encryption 
applications. This is because it is sensitive regarding to initial 
conditions. The 2D-CLM is derived from the 1D-CLM. 

The 1D-CLM can be considered as a simple model that 
provides a chaotic manner and it can be represented 
mathematically as [31]: 

)1(1 nnn YrYY                (1) 

Where nY values are in the range [0,1], the r  parameter is 

defined as positive and it allows values in the range [0,4]. Its 
utilized value controls and gives the manner of how logistic 
map can work. 

The 2D-CLM is more complicated than the 1D-CLM since 
it has a complex chaotic manner which makes it efficiently 
sufficient for data encryption. The 2D-CLM can be 
mathematically described as [23-24]: 

1

1

(3 1) (1 )
2D Logistic map :

(3 1) (1 )

i i i i

i i i i

x r y x x

y r x y y





  


              (2) 

Where r defines system control parameter and  (  ,    ) 

represents pair-wise point at iteration       

B. The SVD 

The Singular value decomposition (SVD) is a commonly 
famous method in linear algebra, and it has many mathematical 
applications with respect to matrix inversion. The SVD can be 
considered as a powerful tool in numerical analysis that can be 
utilized in matric analysis. The SVD transformation method 
works by splitting the matrix into three equivalent sized 
matrices like the input matrix. So, any image may be 
considered like an array of positive scalar like a matrix. If Z is 

a square image, defined like Z ∈ R with size of n  n, where R 
defines the domain of real numbers, then SVD of Z can be 
mathematically described as [32]: 

Z = USV
T                    

(3) 

Where U and V define the orthogonal vertical and  
horizontal matrices with condition UT U = I, VT V = I, where I 

defines the identity matrix. S = diagonal(1,…,p), p = 

min(m,n), 12…p represent Z singular values. Diagonal 
entries may be considered as Z matrix singular values. The U 
columns and V columns are the Z left and right singular 
vectors. The SVD of Z is mathematically defined like given 
above in Eq. 3, where S, U and V are the diagonal, orthogonal 
vertical and horizontal matrices. 

III. THE PROPOSED 2D-CLM BASED SVD IMAGE CIPHER 

The proposed 2D-CLM based SVD image cipher is based 
on the utilization of 2D-CLM and SVD. The encryption 
procedure of 2D-CLM based SVD image cipher works through 

applying the 2D-CLM to the input plainimage. The logistic 
transformed image is then decomposed with the SVD into the 
final ciphered diagonal, vertical, and Horizontal orthogonal 
matrixes which then transmitted to the receiving end. The 
decryption procedure follows the inverse procedure of the 
encryption. It starts by applying the inverse SVD 
transformation to the received ciphered  diagonal, vertical, and 
Horizontal orthogonal matrixes then followed by applying the 
inverse 2D-CLM to retrieve the final decrypted image. Figs. 1-
2 show the encryption/decryption procedures of 2D-CLM 
based SVD image cipher, respectively. 

 
Fig. 1. Encryption Procedure of 2D-CLM based SVD Image Cipher. 

 

Fig. 2. Decryption Procedure of 2D-CLM based SVD Image Cipher. 

IV. SECURITY STUDY 

The security investigation of 2D-CLM based SVD image 
cipher is examined with a matrix of encryption measures and 
with the visual inspection. The proposed 2D-CLM based SVD 
image cipher is tested with a group of tests for investigating the 
performance of the proposed 2D-CLM based SVD image 
cipher for ciphering gray scale. These tests have been done 
using a set of different test images; such as Brabra, Boat and 
Pirate images as shown in Fig. 3. 

   
a) Brabra b) Boat Pirate 

Fig. 3. Different Samples of Original Images. 

A. Visual Inspecting Results 

The visual inspecting results of encrypting different test 
images; such as Brabra, Boat and Pirate images using the 
proposed 2D-CLM based SVD image cipher are in Fig. 4. The 
visual inspection results show that the proposed 2D-CLM 
based SVD image cipher can successfully hide all the details of 
the tested plainimages. These visually inspected results have 
verified and proved the efficiency of 2D-CLM based SVD 
image cipher. 

Original 

 Image 

  

Logastic-

2D  

 

U 

S
VD 

S 

V 

Image 1  

Im
age 2 

Image 3 

I
mag

Image 1 

Image 2 

U 

S 

V 

Inverse 
Logastic-2D 

 

Decrypted 

image 

Image 3 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

198 | P a g e  

www.ijacsa.thesai.org 

Imag
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Encrypted image with  2D-CLM and the proposed 
2D-CLM based SVD image cipher 

2D-CLM 
2D-CLM based SVD 

S V D 
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Pirate 

    

Fig. 4. Obtained Encryption Test Results of using the Proposed the Proposed 

2D-CLM based SVD Image Cipher. 

B. Histogram Test 

The histogram results of examined plainimages and their 
corresponding cipherimages using the 2D-CLM and the 
proposed 2D-CLM based SVD image cipher are shown in Fig. 
5. The cipherimages histogram results using the proposed 2D-
CLM based SVD image cipher are completely different from 
their corresponding plainimages histogram results. On the 
other hand, it is noticed that the cipherimages histogram results 
using the 2D-CLM image cipher are equivalent to their 
corresponding plainimages histogram results. This is expected 
since the 2D-CLM just changes the location of pixels. 

Image Origina

l 
Histogr

am 

Histogram results with  2D-CLM and the proposed 2D-

CLM based SVD image cipher 
2D-CLM 2D-CLM based SVD 

S V D 

Brabr
a 

     
Boat 

     
Pirate 

     

Fig. 5. Histogram test Results of Original/Encrypted Images using the 

Proposed 2D-CLM based SVD Image Cipher. 

C. Entropy Metric 

The entropy metric is performed for examining the 
cipherimages produced using the proposed 2D-CLM based 
SVD image cipher. The entropy metric can be defined as 
follows [33]: 

)(log)(
1

ir

n

i
ir xPxPE 




            (4)

 

Where ix  defines the i
th
 point intensity. High entropy 

values indicate a best ciphering. The obtained entropy test 
results using the proposed 2D-CLM based SVD image cipher 
are given in Table I. The entropy test results indicate that 
entropy of encrypted images with 2D-CLM is higher compared 
with their corresponding results using the proposed 2D-CLM 

based SVD image cipher. But this is expected due to the 
decomposition nature of the SVD. 

TABLE I.  ENCRYPTED IMAGES ENTROPY USING THE PROPOSED 2D-CLM 

BASED SVD IMAGE CIPHER 

Image 

Entropy values with  2D-CLM and the proposed 2D-CLM 

based SVD image cipher 

2D-CLM 
2D-CLM based SVD 

S V D 

Brabra 7.43567 3.439830 44.3808*10-3 3.44555 

Boat 7.09441 3.44494 43.71455*10-3 3.43681 

Pirate 7.2966 3.43596 44.76*10-3 3.43 

D. Encryption Quality Tests 

A set of encryption quality tests are performed for 
investigating the quality of encryption for the obtained 
cipherimages using the proposed 2D-CLM based SVD image 
cipher. This set of encryption quality tests may contain 
correlation coefficients test (Cr), irregular deviation test (Id) 
and histogram deviation test (Hd). 

D1. Correlation Coefficients Metric (Cr) 

The correlation coefficients test (Cr) is estimated among 
plainimage/cipherimage as follows [34]: 

,
)()(

),cov(

CDPD

CP
Cr 

              (5) 

Small Cr values shows high encryption quality. 

TABLE II.  CORRELATION COEFFICIENT TEST RESULTS USING THE 

PROPOSED 2D-CLM BASED SVD IMAGE CIPHER 

Image 

Entropy values with  2D-CLM and the proposed 2D-CLM based 

SVD image cipher 

2D-CLM 
2D-CLM 

S V D 

Brabra 4.8728*10-3 -11.786*10-3 4.9116*10-3 -2.93400*10-3 

Boat -1.4715 796.61*10-6 8.443*10-3 -4.85415 

Pirate -919*10-6 -1.95*10-3 -2.73*10-3 979.65*10-6 

The achieved correlation coefficients test results for the 
2D-CLM and the proposed 2D-CLM based SVD image cipher 
are given in Table II. The obtained test results show that Cr 
among plainimage/cipherimage pairs is very small and close to 
the ideal value of zero that demonstrate high encryption 
quality. 

D2. Irregular Deviation Metric (ID) 

The ID metric estimate the encryption quality through 
computing the abnormality resulted by encryption using the 
proposed 2D-CLM based SVD image cipher. The IR Metric 
can be calculated as follows [35]: 
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TABLE III.  IRREGULAR DEVIATION TEST RESULTS USING THE PROPOSED 

2D-CLM BASED SVD IMAGE CIPHER 

Image 

Irregular deviation values with  2D-CLM and the proposed 2D-

CLM based SVD image cipher 

2D-CLM 
2D-CLM 

S V D 

Brabra 232.231*10-3 168.86*10-3 168.800*10-3 168.861*10-3 

Boat 203.3*10-3 220.92*10-3 220.90*10-3 220.924*10-3 

Pirate 234.3*10-3 191.68*10-3 191.67*10-3 191.68*10-3 

Where h(i) is cipherimage histogram at the i intensity 

value, and hM is the ideal encrypted histogram.  Small ID 

values demonstrate a good encryption quality. 

The ID test results of both the 2D-CLM and the proposed 
2D-CLM based SVD image cipher are given in Table III. The 
achieved testing results showed that the ID values using the 
proposed 2D-CLM based SVD image cipher are good when 
compared to their corresponding ID values using the 2D-CLM 
image cipher. This confirmed the efficiency of the proposed 
2D-CLM based SVD compared with the 2D-CLM. 

D3. Histogram Deviation Metric (HD) 

The HD Metric estimate computes the encryption quality 
through measuring the variation increase between plainimage 
(P)/ cipherimage (C) pairs. The HD metric can be estimated as 
follows [36]: 

,
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255
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i

D





             (7)

 

Where )(id defines the difference between 

plainimage/cipherimage pairs at pixel intensity i
th
. M  and N  

represent the image height and width.  Higher ID values 
demonstrate good quality for encryption. The HD test results 
for both the 2D-CLM and the proposed 2D-CLM based SVD 
image cipher are given in Table IV. It is noticed that the 
obtained HD values using the 2D-CLM image cipher is zero. 
This can be interpreted since the 2D-CLM image cipher is just 
shuffle pixels position and does not change the histogram after 
employing the encryption. So, it is expected theoretically that 
the HD values using the 2D-CLM image cipher is zero. Also, 
results demonstrated that the values of HD using the proposed 
2D-CLM based SVD image cipher are high compared with the 
obtained ID values using the 2D-CLM image cipher. This 
again confirmed the efficiency of the proposed 2D-CLM based 
SVD compared with the 2D-CLM. 

TABLE IV.  HISTOGRAM DEVIATION TEST RESULTS USING THE PROPOSED 

2D-CLM BASED SVD IMAGE CIPHER 

Image 

Irregular deviation values with  2D-CLM and the proposed 

2D-CLM based SVD image cipher 

2D-CLM 
2D-CLM 

S V D 

Brabra 0 415.884*10-3 372.537*10-3 416.072*10-3 

Boat 0 396.661*10-3 374.782*10-3 396.657*10-3 

Pirate 0 427.85*10-3 374.78*10-3 428.04*10-3 

E. Differential Metrics 

Differential metrics are employed for testing the effect of 
one pixel modificatio in the input plainimage on the resulted 
cipherimage using 2D-CLM based SVD image cipher. 
Diffential metrics may include both the Unified Average 
Changing Intensity (UACI) and the Number of Pixels Change 
Rate (NPCR) metrics. The NPCR calculates the percentage of 
unequal pixels in two ciphered images E1 and E2.  The NPCR 
can be computed as follows [37-39]: 

%,100
),(

),(
,

21 





NM

yxD
EENPCR

ji ji

            (8) 



 


                      Otherwise0

),(),(1
),(

21 jiji
ji

yxEyxEif
yxD

           (9) 

Where NM , represent both the E1 and E2 height and 

width. 

The UACI evaluates the variance average intensity among 
two encrypted images, CE1 and CE2 The UACI can be 
computed as [37-39]: 
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The results of NPCR and UACI between two cipherimages 
with a modification in one-pixel in their respected plainimages 
using the proposed 2D-CLM based SVD image cipher are 
given in Table V. The NPCR and UACI evaluations prove that 
the proposed 2D-CLM based SVD image cipher is sensitive to 
tiny changes in the tested images which indicate a good 
encryption. 

TABLE V.  NPCR/UACI TEST RESULTS USING THE PROPOSED 2D-CLM 

BASED SVD IMAGE CIPHER 

Image 

Irregular deviation values with  2D-CLM and 

the proposed 2D-CLM based SVD image 

cipher 

2D-CLM 
2D-CLM 

S V D 

Brabra 
NCPR 99.3606 100 100 100 

UACI 0 0 0 0 

Boat 
NCPR 99.0112 100 100 100 

UACI 0 0 0 0 

Pirate 
NCPR 99.2935 100 100 100 

UACI 0 0 0 0 

V. CONCLUSIONS 

The paper presented an efficient and secure 2D-CLM based 
SVD image cipher. The proposed 2D-CLM based SVD image 
cipher is inspected, examined and investigated with a group of 
different encryption quality metrics such as visual inspecting, 
histogram examination, entropy testing, encryption quality 
measures and differential testing. The obtained test outcomes 
proved the superiority and affectivity of 2D-CLM based SVD 
image cipher in terms of different encryption quality metrics. 
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Abstract—With empirical studies suggesting that information 

technology influence wealth distribution in different ways, and 

with economic interactions and information technology adoption 

being two complex phenomena, there is a need for simulation 

approach that addresses the whole complexity of the issue 

without being too costly in terms of computations and without 

ignoring relevant empirical facts in defining the behavior of 

different agents.. While this problem seems to require a bottom-

up approach using agent-based modeling, further complexity 

levels in managing the heterogeneous agents in space and time 

and an appropriate separation in domain areas show its 

limitations in practice. In this paper we illustrate the use of novel 

multi-level agent based concepts on this socio-economic issue, by 

considering our studied phenomenon as an interference of 

multiple simple other phenomena, namely a basic 

producer/consumer economy and a diffusion of information 

model. Such an approach involves writing models following a 

formalism allowing compatibility and exchange of variables, in 

addition to implementing appropriate synchronization 

algorithms. Our simulation used Levelspace, a recent extension 

project of Netlogo simulation tool combined with data 

exploration tools but the patterns described are generic and can 

be implemented in other simulation tools.  Indeed, our case study 

offers a building block for a framework that can investigate 

wealth dynamics and other analogue cases with influence 

between models. Our approach successfully validates against 

empirical macro-trends in the distribution of wealth and other 

social patterns. Thanks to its flexibility in conducting 

experiments, we could reduce the hypotheses that restricted 

previous models from conducting a multi-dimensional analysis 

for the Gini index and enabled solving conflicting research issues. 

Keywords—Agent-based modeling; computational economics, 

multi-level; complex systems; parallel computing 

I. INTRODUCTION  

Economics is considered a complex system where 
interactions and behavior of micro-elements produce macro 
phenomena that cannot be understood by a top-down linear 
decomposition[1]. Agent based modeling is an alternative to 
statistical modeling by trying to understand this micro-macro 
link with bottom-up experiments where simple actions of 
agents are defined with minimal assumptions based on 
empirical facts to study resulting phenomena. In its basic form 
agent-based simulation is still limited to address the 
complexity of economics and other complex phenomena that 
have different levels of representations. [7] 

In fact, a level can be defined as a point of view in a 
system, integrated in a model as a specific abstraction [8]. We 

can note that agents can act on different levels, for instance 
policy makers generally interact with conceptual aggregations 
of agents (companies, sectors) rather than atomic agents. 
Some elements of agent-based simulations can also be 
influenced or constituted by interactions related to another 
phenomena represented by an agent-based approach. [8] 

Many agent-based modelling tools exist to describe 
models and conduct such experiments [2], they differ mainly 
in user experience and software environment. Concurrently, 
research is continuously conducted on different aspects either 
in simulation theory to provide formalisms that can generalize 
and fit different modeling situations and also on improving the 
performance, flexibility, of the tools to be able to reproduce 
real phenomena   

For wealth distribution, we can observe that a small 
change in a population can induce unpredictable change in 
wealth curves in the populations with simplest economic 
interactions [4], which explains the relevance of agent-based 
modelling for this issue as mathematical equations become 
quickly unsolvable if we consider the constraints and 
irregularities: an indicator that such a system falls into the 
complex category. 

The aim of this paper is to show how recent multi-level 
agent based concept can offer effective ways and new 
perspective to study classical complex economic issues of 
interest rather than making the simulation more complicated 
or adding hypotheses that restrict the conduction of artificial 
experiments.  We illustrate our paradigm through a multi-level 
simulation that assesses the impact of information society on 
wealth distribution where the design and performance 
outperform previous works. 

The paper is organized as follows: In section 2, we review 
briefly the related literature, in section 3 we describe the 
methodology adopted and show why it‟s relevant for the 
phenomena addressed in this paper. In section 4, we describe 
the model and its specifications to finally discuss the results 
obtained and the approach in section 5 

II. RELATED LITERATURE 

Bottom-up approaches using agent based modeling and 
experiments on artificial societies to understand economic 
have offered an important alternative to classical economics in 
what is known as agent based computational economics [1] 
where many simulations manage to better understand 
phenomena traditionally explained by top down approach such 
as macroeconomic policies [11] .  

https://www.scopus.com/affil/submit/profile.uri?id=60011371&offset=1&sid=913B53A4993AC1F8FA5BA5F6D9A6DB5A.wsnAw8kcdt7IPYLO0V48gA:540&origin=AffiliationNamesList&zone=AffResultsList
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The limitations of traditional models lie mainly in 
considering the agents as heterogeneous and perfectly rational 
while the empirical facts say otherwise. Those models also 
ignore the fact that a system can present emergent phenomena 
unexplained by summing its different parts.  

Wealth distribution, which also appears in many agent 
based simulations is a particularly complex issue due to its 
interdisciplinary nature [3] where modeling research aims to 
understand how different social and economic factors 
influence wealth inequalities. For instance, the impact of 
technology on wealth distribution from an industrial 
perspective where technological advances affect productivity 
and employment was investigated in one of these models [2]. 
While the model showed how a behavioral paradigm 
outperformed traditional models by being able to define 
heterogeneous agents with a bounded rationality and 
reproducing emergent historical changes ,the structure of the 
model remained specific to the studied case and does not offer 
any design pattern that can be generalized to similar situations. 

Also, with the large diffusion of information technology, 
many agent-based models try to simulate information society 
trends and other connected phenomena such as smart grids 
[15]. However, most research on the influence of modern 
technologies on wealth distribution remains based on 
descriptive statistics [10], mainly due the multi-level nature of 
the problem where the first one belongs to microeconomics 
and the second one belongs to complex network theory. In 
fact, recent literature acknowledges that multi-level agent 
based modeling is relevant to socioeconomic systems with 
different points of view which is exactly the case for our 
problematic. For this purpose, many generic or domain-
specific frameworks using different approaches try to address 
the multi-level issue by considering the levels as either 
aggregations of agents or by connecting models or by defining 
a global system reaction to each agent action [Siebert, 2010]. 
Those concepts have been able to conduct successful 
simulations of multi-level complex phenomena such urban 
growth, cancer modeling, and many other complex 
phenomena [7]. 

However, there are no examples in the literature of 
applications of these recent concepts to simulations of 
socioeconomic phenomena. Limited examples of multi-level 
agent-based simulations can be found but they have in 
common that all the levels are included as agent interaction 
with other agents without a separation of scale or complexity 
thus increasing the computational cost of the simulation 

III. METHODOLOGY 

A. Formalism 

Let M be a model defined by a group of agents interacting 
using specific procedures in an environment E. Let „s assume 
that we manage to isolate in the execution of the model some 
procedures involving only groups of agents without the others. 
The execution of the model would be equivalent to (M1, R1, 
M2, R2,…Mi, Ri) where Mi are the isolated sub models and 
Ci are model subroutines that could not be reified as a sub 
model. Depending on the complexity of these subroutines, 
they could be or not integrated as dynamic variables of the 

environment or approximated using statistical laws. Let‟s take 
for example the case of an agent that increases the price of a 
good periodically where the good is not an agent property, this 
can be easily translated into a variable of the environment 
following an arithmetic sequence. In other cases, we can also 
replace a decision mechanism in these subroutines with 
decisions based on observations of the environment, as in an 
inventory of sales of some category of products the results can 
suggest that some agents are doing financially well. While it is 
not always feasible to be able to view a phenomenon as an 
interference of other phenomenon‟s in case those subroutines 
have considerable complexity, our goal is to reach a situation 
describe by Fig. 1. 

 

Fig. 1. Model Decomposition. 

M’i describes domain specific versions of the sub models 
Mi with respective environments Ei that can interact with the 
dynamic environment. An analogy of this pattern exists in 
signal processing where a noisy signal can be decomposed to 
known simpler signals. In our case the signal is the wealth 
distribution. This distribution results from interactions of 
different agents in the economy (consumers, producers,) as 
specified by other models. We can note however that this 
socioeconomic factor can be influenced by many different 
dynamics of society whether behavioral or economic which 
can be themselves complex and can‟t be simple components 
of a model but require themselves to be modeled. The model 
mentioned in section 2 was constrained to make a simplistic 
formulation of technological progress to be able introduce it in 
the economic model. 

For our study, modeling trends in a more connected 
society and wealth distribution dynamics are separate areas of 
expertise and we suppose a preexistence of model examples. 
We consider the connected society as a separate level that 
changes the environment of economic interactions where 
agents interact, which is reflected in a new kind of 
transactions, associations, goods and other economic 
possibilities due to distant communication and large 
availability of information 

Linking such models however requires both conceptual 
and technical tools for information exchange and 
synchronization. 

B. Tools 

For our simulation we use Netlogo, one of the most used 
agent based platforms in different fields [6] 
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Experiments in Netlogo simply define agent properties and 
procedures then run simulations for different inputs while 
monitoring outputs of interests, which can result in dataset for 
later analysis or simply acknowledge the existence of an 
emergent phenomenon. 

The growing research trends to take multi –level aspects in 
agent based simulations had led the founders of Netlogo 
project to conduct a research project that led to the 
development of Levelspace  [9], an extension that allows users 
to take into consideration the multi-level aspects in different 
ways. This extension can call other simulations launched 
simultaneously to either connect different phenomena or reify 
agents in the simulation as resulting from another simulation. 

A classic example is the wolf sheep predation model, 
where Levelspace can make the grass growth controlled by a 
climate change model that would have made the simulation 
unmanageable if included in the same model. Levelspace with 
other frameworks views the multi-level aspects in a model as a 
society of interacting models [9]. 

For our example, we consider informations society 
changes happening in a different level and we connect it to a 
classical economic interactions model. The “introduceICT” 
button in the first part of Fig. 2 below launches the model in 
the second part of the figure where we can see green nodes 
representing the environment getting connected by red 
segments to diffuse information. 

 

 

Fig. 2. Information Society Model Connected with Economy Model. 

IV. THE MODEL 

A. Agents and Actions 

This model is based on classical agent-based models of 
wealth distribution with individuals having basic economic 
interactions with each other and with the environment. 

We consider however that the skill of an agent can be 
improved by a resource of type information. We list the 
properties of the agents below. 

Resource agent: (represented by the patch) 

 vision : represents how the radius of accessible 
resources 

 sellable: Boolean variable that represents whether the 
resource can be sold or not 

 resource type: either material or information or 
subsistence 

 value: a quantification of the value of the resource  

Individual agent: 

 wealth: variable that represents the global wealth of the 
individual 

 skill: skill of the individual which determines the 
ability to extract a resource 

 material: quantity of material resources  

 subsistence: quantity of subsistence resources 

In this model according to the flow chart in Fig. 3 agents 
harvest the maximum resources that their location allows them 
to, giving priority to subsistence resources. An excess of 
resources allows the individuals to do other operations such as 
employing starving agents to harvest for them or selling and 
transforming resources. We can note that the execution of this 
model after significant steps shows an increase in Gini index 
and a relative stabilization in the long run which is consistent 
with other related models [2] 

 

Fig. 3. Flow Chart of the Economy Model. 
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Parallel to this model is the information society model 
based of diffusion in a network [5]. In this case, it simulates 
how information can be more accessible when resource nodes 
connect to each other. The model has one node agent. In each 
step arbitrary nodes connect with each other and affect the 
vision of other nodes proportionally to numbers of 
continuously connected nodes and proximity of material 
resources. 

Below is an algorithm of the procedure “updateinfo” that 
updates the properties of node in each execution step.  Nodes 
with more than 5 neighbors pointing to material resources 
become sellable and the vision is incremented while traversing 
the connected neighbors that are connected to more than 10 
nodes. We refer in the following algorithm to the resource 
who are considered connected to a parent resource as “link-
neighbors” and to select a resource based on the maximality of 
a criteria by max-one-of. 

 
This algorithm is not based on a graph structure but its 

complexity is not exponential due to the Netlogo graph 
methods implemented in the link agent. 

B. Computational Considerations 

To assess the impact of information technology by 
connecting the environment of the second model on wealth 
distribution of the first model, we assimilate that the 
connections will link resources of the environment, and the 
access to resources will become transitive in a defined radius 
.A diffusion of information will also impact the skills of the 
individuals. In each step, the properties of resources are sent to 
the second model as properties of the nodes, a step of 
connection is executed then the new values of the properties 
affected by this connection are sent back to the economy 
model as shown in Fig. 4, and so on.  

One step of a model can refer to multiple runs depending 
on the time scale proportion of the two models. For instance, 
the exchange and spread of information occurs with more 
frequency than the economic transactions, and we set the 
number of runs of the latter to 3. Assuming the existence of 
appropriate datasets, a proportion factor of communication 
time and volume of transactions normalized by a time 
/information exchange indices would be a more accurate 
estimation of this number of runs. 

 
Fig. 4. Synchronization between Models. 

Below is the synchronization algorithm that transfers the 
properties of resources to nodes in the second model to be 
influenced by connection. 

 
This algorithms loop on indices of the resources to transfer 

them to the other to address a limitation of Netlogo in 
concurrent programming, which does impact this specific 
model. 

However in other cases, a sequential synchronization can 
make the model dysfunctional since the agents react to a state 
in the environment that was modified by another agent while 
they were supposed to react simultaneously to the unmodified 
state. The advantage of our design that is making the 
synchronization process part of the simulation rather than 
external is compatible with the transactional memory 
mechanism that places locks on variables mutually influenced 
by other agents as specified in Hlogo [12]. 

Nonetheless, computational efficiency issues might arise 
when the number of agents of transactions is high. The 
solution is to define “meso” entities in the model as groups of 
agents having the same behavior as in  pedestrian simulation 
models , such a solution is also totally compatible with our 
design since the inter-model communication happens only in 
the environment and is not affected  by a change of agents. 

V. NUMERICAL ANALYSIS 

A. Validation and Calibration 

The values of the inputs of the model to conduct 
experiments were chosen according to different patterns 
suggested by different studies to ensure that the analysis is 
independent from input functions. 

The experiments were conducted according to Table. 1 
scenario: 

TABLE I. EXECUTION SCENARIO 

 
Minimum 
value 

Step 
Maximum 
value 

Law 

Population 100 20 1000 Linear 

wealth 5 None 1000 Normal 

Resource by 

individual ratio 
2 0.5 10 Linear 

Propagation speed 1 node /step  
10 nodes 
/step 

Time 
Linear 

Unemployment 
rate 

4  25 Random 
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Since the goal of the model is to search for macro patterns 
and not reproduce a real case study of a specific country or 
society, we opted for a level 2 validation [13] according to the 
constant following macro-properties in our executions: 

-Existence of different wealth classes in a pyramidal 
structure 

-Existence of economic cycles reflected in the wealth of 
the bottom classes 

-Unemployment rate always above 4% to ensure  

-Subsistence resources remaining the main form of 
resources by a 20% percentage. 

B. Analysis  

We conducted our analysis based on categories 
environment that launches the second model once its 
characteristics were detected by CART trees implemented in 
R statistical language which can communicate with Netlogo 
through the RNetlogo extension [14] . We considered the Gini 
index as the main measure of wealth distribution of a 
population. It is computed as the ratio of the cumulative 
wealth of each percentage of the population and the same 
wealth in a case of equal distribution. 

We list below the categories of the our environments that 
were influenced by the introduction of information technology  

 Non-egalitarian society: characterized by a transfer of 
wealth to the wealthier agents and an increase in the 
looking for survival pool. 

We note in the plots of this case in Fig. 5 that the 
introduction of information technology to the environment 
inverses the tendency of the Gini curve for a short period then 
goes back to its initial shape. The same tendency can be 
observed in resource values where the average value increased 
temporarily then returned to its decreasing shape. 

  

 

Fig. 5. Non-Egalitarian Society Plots. 

 Egalitarian society: characterized by slight variations in 
cycles over an average of the Gini index.” 

In this society the introduction of information technology 
creates an immediate perturbation period shown in Fig. 6 then 
returns to its previous shape and the same thing can be said 
about resource values 

 

Fig. 6. Egalitarian Society Plots. 

 Society with skilled individuals: characterized by a 
high skill average 

The occurred mainly in the wealth pyramid where more 
than 50% of wealth became shared by more individuals. 
However this was not reflected in the Gini curve which 
suggests that the unskilled individuals got poorer. 

 Society with abundance of material resources: 

We noted in this category of society a tendency to more 
wealth repartition in the bottom of the pyramid but not in Gini 
curves which suggests that the richest individuals got even 
richer (Fig. 7). 

 

Fig. 7. Wealth Classes Plots. 
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VI. CONCLUSION 

We can assert from the previous analysis that our 
simulation suggests that information technology has a 
negligible impact on wealth distribution. This is compatible 
with the fact that no conclusion can be drawn from empirical 
evidence where some case studies suggest an increase in 
inequalities while others suggest a decrease [4]. Undoubtedly, 
information society offers new opportunities for the less 
wealthy, but it also offer means to the wealthier for better 
exploitation of resources and a wider access to labor as 
suggested by reporters in our model. The stabilization of Gini 
curve is an emergent phenomena of our model and supports 
the theory that information technology in the long run 
contributes to the stabilization of wealth distribution which is 
still a positive effect. In comparison with models that have one 
level, our model being composed of two simple components 
allows change in any of the models without affecting many 
variables, it also encapsulates the non-relevant variables for 
our experiments and allows us to explore flexibly different 
possibilities of modern technology influence with a significant 
gain in computation costs. 
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Abstract—In computer networks, loss of data packets is 

inevitable, because of the buffer memory overflow of at least one 

of the nodes located on the path from the source to the receiver, 

including the latter. Such losses associated with overflows are 

hereinafter referred to as congestion of network nodes. There are 

many ways to prevent and eliminate overloads; these methods, in 

the majority, are based on the management of data flows. A 

special place is taken by the maintenance of packages, taking into 

account their priorities. The ideas of these solutions are quite 

simple for their implementation in the development of 

appropriate software and hardware for telecommunication 

devices. The article considers a number of original solutions to 

these problems at a level sufficient for the development of new 

generations of telecommunication devices and systems such as 

allowing interrupting transmission of the low-priority packet 

practically at any stage, then to transmit a high-priority packet 

and only then resume the interrupted transfer, moreover 

warning in time the data source about the threat of overloading 

one or several nodes along the route in the propagation of data 

packets. 

Keywords—Data transmission; data stream; input output 

buffers; telecommunication devices; data packets; blocks of 

memory; switching matrix; high priority packets; bitstaffing 

I. INTRODUCTION 

Controlling data flows is one of the functions of the 
network layer, including load management and anti-blocking. 
There are several levels of management. Inter-node 
management is associated with the allocation of buffer memory 
at intermediate nodes (allocation to each direction of a certain 
number of buffers), which reduces to the restriction of the 
channel queues lengths [5]. Control "input-output" is aimed at 
preventing locks. It is realized by indicating the length of the 
message in the first packet, which allows the receiving node to 
predict the memory filling and to prohibit receiving certain 
messages datagrams, if a memory lock is predicted. 

In the general case, the communication network is a 
distributed communication system serving to transmit 
information at a distance. These include television and radio 
broadcasting networks, telephone and cellular communication 
networks, cable television networks, etc. Synonym for 
communication - data transmission. The concept of 
telecommunications network implies a territorially distributed 
data transmission network. 

A separate computer is an example of a centralized 
computer system. Unlike the centralized, the computer network 
is a distributed computing system. This is a combination of 

computer and communication equipment, communication 
channels and special software that manages the process of 
distributed computing between members of a given network. 

Since the role of transferring non-numeric information via 
computer networks has recently increased, the term data 
network is now often used for them. To avoid confusion with 
the communication network, in which data is also transmitted, 
the term computer network is used. a program queue 
management scheme in computer networks, in which the 
scheduler serves queues with a higher priority to the detriment 
of low priority queues [1]. 

The maximum possible number of queues is four: High, 
Medium, Normal, and Low. The scheduler starts the service 
from the higher priority queue High. If there are no more 
waiting packets in its queue, it goes to the next less priority 
queue in which there are waiting packets. After each servicing 
of the Medium, Normal or Low queues, the scheduler returns 
to the High queue, that is, the process repeats. A low-priority 
Low queue is served only when there are no waiting packets in 
the High, Medium, Normal queues [2]. PQ planner has some 
obvious advantages and disadvantages. Packages from the 
high-priority High queue can claim 100% bandwidth with low 
latency and latency, while low-priority traffic is served much 
longer. 

The management of external threads (access) is realized by 
giving priority to the transfer to internal threads before external 
ones, limiting the number of packets in the network (the packet 
is received if the node has the appropriate permission), sending 
warning packets-stubs to the source address, from which the 
packets go to the congested line connection [3]. 

II. RESEARCH METHODS AND RELATED WORKS 

Method 1: Control the flow of data adjusting the length of 
pauses between packets 

In this method, during the data transfer, the receiver notices 
a persistent shortage of arriving packets (for example, by 
tracking their sequence numbers) and sends a control packet 
containing the XOFF command to suspend the data stream to 
the data source A. The address of the data source is known to 
the receiver, since the data packets coming to it contain 
information about the addresses (or directly addresses) of 
devices A and B. Sending requests for retransmission of lost 
packets is also sent the node M2 is overloaded, its input buffer 
memory (in the following, for brevity, the input buffer) is 
completely or almost completely filled with incoming data 
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packets [4]. New packages, at least some of them, are lost due 
to lack of free space in the buffer.  

When the XOFF command is received, the data source 
completely stops sending packets and resumes it, either after 
some time specified in the data exchange protocol [5], or after 
receiving the renewal of transmission from the XON command 
receiver. 

 

Fig. 1. Traditional Way to Control the Flow of Data. 

 

Fig. 2. Improved way to control the flow of data: a - if there is a danger of 
overflow of the buffer memory of the node M2; b - during normal operation. 

The proposed solution (Figure 2) largely eliminates these 
shortcomings due to a smooth and "advanced event" 
adjustment of the data transmission rate by the source. The 
speed is controlled by changing the length of pauses between 
packets: the longer the pause, the lower the data transfer rate, 
and vice versa [3], [6]. Note that the presence of a pause does 
not mean that there is no signal in the communication line - the 
signal is present constantly, but there are no flag codes 
indicating the beginning of the packet, or vice versa - a 
continuous stream of these codes is transmitted. 

 In the Fig. 2, and the pause situations between packets 
transmitted on the route A-B are relatively small, or in other 
words [3], the data rate of the data placed in the packets is 
relatively large, in the sense that the buffer memory level of the 
intermediate node M2 is steadily increasing, which may result 
in buffer overflow [7]. Buffer memory for clarity is shown in 
the figure as a tank with liquid replenished by the input stream 
of packets, while the output stream tends to reduce the level of 
its filling. 

In this case, the node M2 registers the operation of the 
second upper level sensor (the comparator of read and write 
addresses of the buffer memory block) [9]. This means that the 
level of filling is close to critical, therefore, it is necessary to 
reduce the rate of data flow to the buffer. To reduce the speed, 
the node M2 sends to the node A a service packet, a command 
to increase the pauses between packets. 

In response to this command, node A increases the duration 
of pauses between packets (Figure 2, b) [5], [8]. The degree of 
increase can be stipulated in the protocol of data exchange 
between nodes of the network or in the explicit form indicated 
in the service package. After increasing the pauses, the buffer 
memory level of the M2 node starts to decrease, if there is no 
other reason for its increase[8]. Upon reaching the central or 
lower mark, the node M2 sends to the node A the command to 
reduce the duration of the pauses, the level of the buffer filling 
again begins to increase, etc. 

Thus, in an ideal case, the buffer memory of node M2 does 
not overflow and does not emptied, the speed of data output 
from the buffer memory remains constant [10], the rate of data 
arrival adapts to it, making slow fluctuations inherent in 
conventional automatic control systems. 

If there are several data sources, then to prevent overload 
the work of the most active one, but not the most priority, is 
slowed down; if the sources are equally active, then the impact 
on those with low priorities is primarily affected [11]. 

In the development of the described method, it is proposed 
to take into account, not only the level of the buffer 
completion, but also the dynamics of its change when forming 
commands for decreasing or increasing the intensity of the 
flow [12]. This allows eliminating unnecessary flow control 
commands when the buffer fill level is high, but the history of 
the process is such that there is a steady tendency to stop its 
growth and the subsequent decrease (and vice versa) [13]. 
Essentially, along with absolute reference, the rate of change in 
the rate (acceleration) of the motion of the level of buffer 
memory filling is considered. 
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Method 2: Managing the flow of data by notifying the 
packet source of causes of overload 

Let's continue our consideration of the known methods of 
data flow control (Fig. 3) using the same network model as 
before (Figure 1, 2). The data source A transmits a series of 
data packets to the receiver B. In response to each packet or to 
a group of packets, the receiver B sends the ACK or NACK 
response packets to the source A. The ACK response 
acknowledges the successful reception; the NACK response is 
a request to retransmit a single packet or group of packets [10]. 
In principle, even such a simple feedback (using ACK or 
NACK response packets) allows detecting and eliminating 
network congestion on the A TO B path [2]. Indeed, if the data 
source is increasing the packet rate or at some fixed rate starts 
to receive an excessive number of retransmission requests, 
then, most likely, at least one of the nodes of the route entered 
the overload mode. 

 

Fig. 3. Informing the data source A about the upcoming or available 

overload of the input buffer of the M2 node of the network: a - packet 
propagation paths b, c - packet structure D and ACK (NACK). 

In this case, the data source drastically reduces the packet 
transmission rate or (and) increases their length to reduce the 
share of the overhead bits that make up the headers in the data 
stream[15]. In the future, the data source gradually either by 
random trial and error increases the data transmission speed, 
moving to the permissible upper limit, taking into account 
some permitted speed increase margin. Such a method is called 
a "slow start." 

Of course, packet loss is possible, not related to the 
overload of network nodes, for example, due to uncorrectable 
errors caused by interference in the communication line, but in 
this case we are not interested in such losses [16]. The 
considered method of data flow control does not prevent the 
forthcoming loss of packets, but allows reacting only to the 
accomplished fact of overloading of the intermediate node of 
the network or the data receiver [14], [17]. This is its main 
defect. 

The other main idea in this method is to warn in time the 
data source A about the threat of overloading one or several 
nodes along the route A in the propagation of data packets D. 
This warning is the bit Z included in the header of the ACK or 
NACK response packet [18] (Figure 3, c). 

In the example shown in Fig. 3, the processor of node M2 
anticipates overload, observing the steadily increasing level of 
buffer filling, as it was shown on its model, shown in the right 
part of Fig. 2, a; (other events are possible, such as 
predecessors of congestion. 

In packages passing through the node M2, more precisely, 
in the header of each of them, there is information sufficient for 
its routing, for example, in the form of IP addresses of the 
source and the data receiver [19]. Viewing this information 
allows the M2 node to identify the "culprit" of the expected 
overload, from which the most intensive flow of packets 
originates.  

Suppose that the main "culprit" of the impending 
congestion is the data source A. This source, like all others, 
transmitting data packets D, sets the Z bits to zero. With 
normal data transmission on the route A TO B, these bits 
remain in the zero state. 

If the conditions for the upcoming overload are detected 
and knowing that the largest number of packets per unit of time 
originate from the source A, the node M2, when transmitted 
along the route A TO B, marks all packets or a part of them 
with their Z = 1 bits that inserts in the headers, as shown in Fig. 
3, b. The data receiver B returns the received Z = 1 bits to 
source A, including them in the headers of the response packets 
ACK and NACK (Figure 3, c). 

Finally, data source A receives bits Z = 1 and sharply 
reduces the data transfer rate to node M2[21]. Further, the data 
source A gradually restores the original data flow parameters 
[20] or even exceeds the previously reached data transmission 
rate until a new series of bits Z = 1, etc., is detected (here, too, 
the "slow start" mentioned earlier is applied) [22]. Having 
determined the allowable upper speed limit, the data source 
takes a small step down to create some margin, guaranteeing 
the route from overload. 

This way of preventing or eliminating overloads is 
satisfactory, but its disadvantage is that, without knowing the 
reason for the overload of node M2, the source of data A is 
unable to adequately respond to it. So a sudden and sharp 
decrease in the data transfer rate - is unacceptable for many 
applications [23]. But if, for example, the data source A knew 
that the reason for the upcoming overload was that the 
processor of the M2 node could not cope with header stream 
processing, then it could, without reducing the transfer rate of 
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payload data, increase the packet length to reduce the intensity 
of this flow. 

The problem solved by the method 2 discussed below is 
thus not only to prevent the source of data on the impending 
overload, but also to inform him of its cause. Then the source 
could choose the most appropriate "line of behavior" in this 
situation[24]. The problem is solved by extending the single-
digit sign Z to several bits. Let us explain what has been said 
by example, accepting some assumptions. 

Suppose that route A-B (Figure 3) is a virtual telephone 
link between devices A and B, for example, between 
computers or IP telephones. The technology of VoIP (Voice 
over IP) is used [26]. Devices A and B contain codecs such as 
AMR (adaptive multi rate) [25]. The codec generates 
compressed speech fragments every 20 msec and encodes data 
from one of eight speeds in the range from 4.75 to 12.2 kbps. 
Further, as before, one-way data transfer from device A to 
device B is considered. 

After the connection A-B is established, the data source 
generates packets, each of which contains a header and a data 
field. The data field of the packet is filled with fragments of 
speech from the codec output, and then the packet is sent along 
the communication line to node M2 [27]. The codec, if the 
bandwidth of the A-B channel allows, is initially set to the 
maximum coding rate to ensure the highest speech 
intelligibility recovered from the data input to receiver B. The 
Z bits of the sent packets are set to zero. 

In the event of detection of the danger of overload by some 
node located along the A TO B route, this node (in our 
example, the M2 node) inserts some indication Z in the headers 
of packets originating from the most active source (A), as 
described earlier, taking into account that this feature contains 
not one, but at least two bits. This attribute is returned to the 
source; as a result, the processor of node A receives 
information about the reason for the upcoming overload. The 
node M2 may experience overloading for at least one of the 
following reasons. 

1) Narrowing the bandwidth of the channel A TO B due to 

the appearance of a "bottleneck." This can happen, for 

example, because a part of the dedicated link A TO B of the 

linkage between the nodes M2 and M3 (Figure 3) has 

decreased. This decrease may be due to various reasons. Let's 

name two of them. 

 The previously unobtrusive competing data flow along 
the route M4 M2 M3, which uses the same channel M2 
to M3, as the route A TO B, has increased to a 
significant level earlier. As a result, the M2 node 
redistributed the strip of this channel to the detriment of 
the route A TO B  .  

 The M2 node has changed the type of signal modulation 
in the M2 to M3 channel, reducing the transmission rate 
due to the deterioration of the signal-to-noise ratio in 
this channel. 

2)  The M2 node processor for some reason or other has 

stopped coping with the volume of work on analyzing packet 

headers following the route A TO B. 

The first and second reasons above for the approaching 
overload are displayed respectively by the codes Z = 012 and Z 
= 102, the absence of an overload hazard corresponds to the 
code Z = 002, both causes simultaneously generate the code Z 
= 112. The code Z = 112 can Form one node if it 
simultaneously observes both reasons for the upcoming 
overload, or by two or more nodes located along the A to V. 

So, the node M2 can insert the Z = 102 codes into the 
headers of the A B packets that pass along the route, because 
the processor of this node cannot cope with the volume of work 
on the analysis of headers. These packets are transmitted to the 
M3 node, which is supposed to reveal a decrease in the M3 to 
B channel bandwidth allocated to the A to B route. In this case, 
the M3 node replaces the Z = 102 codes in the packets passing 
through it with Z = 112. These codes, as described, reach the 
receiver B and return to the data source A as part of the headers 
of the response packets (Figure 3, c). 

The optimal response of the data source to the identified 
causes (1 or 2) of overloading may be this. 

The narrowing of the channel bandwidth A to B (reason 1) 
should cause a corresponding decrease in the total data rate 
(both useful and service) of the source A. To estimate the rate 
reduction, it would be desirable to use a multi-bit code Z in 
which this degree is reflected. However, in this case there is no 
such possibility, therefore the processor of the data source A 
switches its codec to the mode of the lowest encoding speed 
(out of eight possible - from 4.75 to 12.2 kbps). If the packet 
length is unchanged, and the lowest 

The frequency of their succession decreases due to the 
increase in pauses between them. At the same time, the delay 
in the formation of the packet increases due to the increase in 
the time it is filled with compressed fragments of speech. Thus, 
the data transfer rate (both useful and service data) is reduced 
by source A, and if the narrowing of the band is not too large, 
then there is no danger of overloads. To restore the high quality 
of voice transmission, the coding rate and, correspondingly, the 
packet repetition rate gradually increase to the experimentally 
detected limit, in which there is still no danger of overloading 
the network nodes on the A to B 

Alternative response of the data source to the narrowing of 
the channel band A to B also provides for using the lowest 
encoding rate. When this keeps the packet repetition rate and 
their length decreases. The rate of transfer of useful data 
decreases, the service data flow remains unchanged. 

Finally, the strongest reaction is possible, at which the 
coding rate is set to the minimum, and the length of the packets 
increases to such an extent that their average delay approaches 
the permissible limit (not more than 100 ms) [3], after which, 
during a telephone conversation, begins eavesdropped. Such a 
reaction is the maximum that can be done in this situation. 
After exiting the crisis, the coding rate gradually increases, and 
the length of the packets decreases with this in time (to reduce 
the delay of their transmission along the route A to B). This 
process of two-dimensional optimization of flow parameters is 
completed when the boundary is reached, after which the risk 
of overloading again arises. 
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Overloading the processor of one or more nodes on the A 
to B route (reason 2) is eliminated by reducing the intensity of 
the header stream that it (they) has to process. For this, while 
maintaining a high coding rate, the data source increases the 
length of the transmitted packets to such an extent that their 
average propagation delay along the A to B path does not 
exceed the previously mentioned allowable limit (100 ms). 
Thus, the correct response to the overload warning in many 
situations allows to eliminate the danger of overflow of input 
buffers and, what is essential, to maintain high quality of voice 
transmission. 

Method 3: Control of the flow of data with compensation 
of the inertia of the feedback loop 

One of the simplest ways to control the flow of data 
transmitted between the nodes of the network J1 and J2 (Figure 
4, a) is as follows. 

In steady state, data packets are accumulated in the output 
buffer of node J1 for transmission along a certain route, 
possibly through other network nodes (not shown in the figure) 
to the input buffer of node J2. Both buffers are executed in the 
form of blocks of memory of type FIFO. 

The flow of data packets passing through the system from 
the left to the right has the character of "machine-gun 
queuing", since the series of packets are transmitted by the J1 
node via the communication line only with the permission of 
the receiver, node J2, which "causes fire to the extent 
possible". The instantaneous packet transfer rate inside the 
series is C; the average speed is less than the instantaneous one 
and depends on the average ratio of the pauses between packets 
to the length of the series. The unevenness of the arrival of 
packets in the buffers of the nodes J1 and J2 causes 
fluctuations in the levels of their filling. The challenge is to 
protect these buffers from overflow or emptying. 

Further, this task is solved only with respect to the input 
buffer of the node J2, however, the output buffer of the node J1 
can be protected in a similar way by introducing feedback from 
the source of the packets sent to it (in the figure this source and 
its feedback are not shown). Such a successive chain with 
feedbacks between neighboring elements can be arbitrarily 
long. Each transmitting port thus issues a stream of packets to 
the communication line only if there is a transmission 
permission previously received from the destination of the 
XON command. 

The input buffer of node J2 contains a pointer to the 
threshold level F of its filling. In this example, the input buffer 
of node J2 contains Q packets. At the moment the current level 
Q overcomes the threshold level filling in the F upward side (Q 
> F), the node J2 transfers to J1 the packet with the XOFF 
command of the transmission suspension. Similarly, at the 
moment overcoming the current level Q filling the threshold 
level F downwards (Q<= F), the J2 node sends a packet to the 
J1 node with the XON resumption command. 

 

Fig. 4. Flow control scheme: a - traditional; b - the proposed. 

The problem is that flow control can be very inertial.The 
response time of the system to the XON and XOFF commands 
is determined by the delay T = T1 + T2, where 

T1 - the time from the instant the command is generated by 
the node J2 until the previously stopped process of sending 
packets by the node J1 resumes or the previously activated 
process of issuing packets by the node J1 is suspended; 

T2 - the time of packet transmission from the output buffer 
of node J1 to the input buffer of node J2. 

Thus, if the increasing filling level of the input buffer of the 
node J2 has overcome the threshold value F, then the generated 
XOFF command will stop the flow of packets at the input of 
the node J2 only through the time T. During this time, the input 
buffer of the node J2 continues "by inertia "To replenish. 
Similarly, the first packet after issuing the XON command to 
resume the previously-stopped stream will arrive at the input 
buffer no earlier than the time T. During this time, the level of 
filling the input buffer of the node J2 "by inertia" is reduced 
due to the outflow of data from it. 

If the capacity of the input buffer of node J2 is small, then 
the inertia of the control can lead to overflow or emptying. In 
the worst case, after the moment of exceeding the threshold 
level F (Q > F, the command XOFF is issued) and at the time 
no outflow of data from the input buffer of the node J2 during 
the time T in this buffer "by inertia" will come with C*T 
packets. Similarly, if there was no inflow of data, after the 
moment of crossing the threshold level F in the direction of 
decrease (Q  < = F, the command XON is issued) and with 
continuous data flow from the input buffer of node J2 during 
the time T from this buffer "on inertia "will be selected C*T 
packets. Thus, to protect against overflow and emptying, the 
input buffer of node J2 should be designed to store at least 
2С*Т packets; the threshold F must correspond to its middle. 
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The resulting estimate of the minimum buffer size is 
disappointing. Some switches contain several hundred buffers, 
In high-speed networks, the T value reaches tens and hundreds 
of microseconds. The value of C is of the order of 10 Gbit / s. 

As a result, the buffer size 2С Т = 2 10
10 

10
–4 

is several 
megabits. The goal of the next solution is to reduce the buffer 
size by half thanks to smoother flow control. 

Smoothness of control is achieved by fragmentation of 
series of packets and more intelligent algorithm of forming 
commands XON and XOFF to resume and stop transmission of 
the stream. The circuit shown in Fig. 4, b, [4] contains the same 
components and has the same parameters (T, C, Q), which 
have just been discussed. The volume of the input buffer of the 
node J2 is denoted by B. The new element of this node - the 
history memory of the control - is shown for clarity in the form 
of a shift register RG, although it can be executed 
programmatically using a set of memory cells. 

For definiteness, suppose that the flow of ATM cells is 
transmitted via the communication channel [5]. (The term 
"cell" is equivalent to the term "packet".) This stream is 
continuous - after the last bit of the previous cell, the first bit of 
the next is transmitted. The length of the cell is 53 bytes. The 
cells follow the line of communication with a period of 40 ns. 
This does not mean that the proposed idea is applicable only to 
ATM technology - it is easy in the following description to 
operate with strictly prescribed quanta of time with duration of 
40 ns. 

Suspension of the flow in this case is conditional (a 
continuous stream of cells follows the connection line always) 
and means that the output of the nodes J1 accumulated in the 
output buffer really stops, but instead of them, bypassing this 
buffer, empty cells of the same length are output into the 
communication line, as well as cells with data. Empty cells can 
be inserted once or form more or less lengthy sequences. Blank 
cells are rejected by the J2 node and do not enter its input 
buffer. 

Suppose that the time T = T1 + T2 = 2 μs, that is, 
corresponds to the passage of 50 cells. The rate of issuing 
commands XON or XOFF is equal to the rate of arrival of cells 
(empty and non-empty) at the input of node J2, that is, 
commands are issued every 40 ns. The commands issued by 
the node J2 in response to each incoming cell on the 
communication line affect the input stream after a time of 50 
cells - this is the inertia of the control loop. 

Simultaneously with issuing the XON or XOFF command 
from node J2 to node J1, it is stored as the corresponding bit (0 
or 1) in the right-hand bit of the shift register RG, the 
remaining bits are shifted one position to the left, the leftmost 
bit is pushed out of the register. Thus, in the RG register, the 
history of issuing control commands for the next 50 cycles (the 
periods of succession of the cells) is displayed. Each XON or 
XOFF command when entering J1 is responsible for making a 
decision to issue one (regular) cell either from the output buffer 
of this node (when receiving the XON command) or from a 
source of empty cells to bypass the output buffer (upon receipt 
command XOFF). 

The code in the RG register is analyzed by the J2 node. 
Counting the number of zeroes contained in it, the node 
predicts the number of cells with data that will go to its input 
buffer within the next 50 cycles. The single bits in this register 
correspond to the number of empty cells that will arrive at the 
input of node J2 during this period and will be destroyed by 
them. The formation of XON or XOFF commands is as 
follows. Let NON be the number of zero bits in the RG 
register, B the size of the input buffer of the node J2, Q the 
current size of the queue. Then: 
XOFF command is generated; otherwise, the XON command. 

Indeed, in the worst case, when there is no outflow of data 
from the input buffer of the node J2, the expected level of its 
filling is equal to the current level of Q, increased by the 
number of NON cells that are actually already in transit and 
will surely be received in the next 50 cycles. The expected 
level of buffer filling Q + NON should not exceed its size B. If 
this condition is met, then the thread should not be suspended, 
so the XON command is generated. In the opposite situation, 
when the predicted level of buffer filling exceeds the volume of 
the buffer, stop the flow for at least one clock cycle, that is, 
generate the XOFF command. The commands, of course, will 
have an effect only after 50 clock cycles, but due to the 
"smallness" of their action and the integration of many 
commands in time, the total effect is expressed in that the 
fluctuations in the buffer fill level become smaller, and the 
necessary buffer memory capacity is reduced by two times. 

So, in the steady state, the average level of buffer memory 
of the J2 node is close to V / 2, in the 50-bit RG register the 
average number of zeros and ones is approximately the same. 
Suppose that B = 50, the average level is 25. Then the stocks in 
relation to overflow and emptying the buffer will be 25 cells in 
each direction. This is consistent with the fact that the average 
number of arriving cells expected in the nearest time interval T 
is 50/2 = 25. 

In the prototype (Figure 4, a), in the worst case (in the 
absence of data outflow from the buffer), at the time T, 50 cells 
arrive at the input of the buffer of node J2. Similarly, in the 
opposite situation, in the absence of data flow to the buffer, the 
level of its filling during the time T will decrease by 50 cells. 
Therefore, to create the necessary reserves of 50 cells in each 
direction, a buffer with a volume of 100 cells is needed, which 
is twice as large as when using method 3 (Figure 4, b). 

As expanding the scope of the method 3, the idea of 
reducing the amount of buffer memory of the receiver when 
building a data transfer system between nodes of a computer 
network was considered. However, this idea can find wider 
application. As an example, consider the circuit of the 
commutator (Fig. 5). As usual, to simplify the description, we 
assume that the data streams propagate only in one direction - 
from left to right. In fact, to construct a switch operating with 
flows of both directions, it is necessary to apply the same 
circuit deployed in the opposite direction, superimpose the 
resulting circuit to the original one, and combine the 
corresponding external inputs with the outputs. 

The switch contains three input buffers # 1 - # 3, a 
switching matrix, a processor and three output buffers ## 1 - ## 
3. Comparing Fig. 5 with Fig. 4b, one can note the similarity 
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between the block structures used in both schemes. Some 
designations also coincide, therefore further are not explained. 
The signals GO_1 - GO_3 from the rightmost cell of the 
corresponding input buffer of type FIFO are given a data 
packet, with the queue moving one position to the right. Data 
packets from independent sources, for example, from computer 
network nodes, enter the input buffers of the switch. As a 
result, buffers create queues of packets waiting to be sent to the 
output buffers. The directions of packet transmission are 
detected by the processor based on the analysis of address 
information contained in their headers. 

 

Fig. 5. Structure of the switch, the first option. 

The packets are transferred from the input buffers to the 
output through the switching matrix under the control of the 
processor. Packets of some types are sent simultaneously to all 
output buffers or to some subset of them. The switching matrix 
allows simultaneous transmission of packets in different 
independent directions. For example, simultaneously with the 
transfer of a packet from the buffer # 1 to the buffer ## 3, 
transmissions along the directions # 2 ## 1 and # 3 ## 2 can be 
carried out. 

In the output buffers, queues of packets awaiting delivery 
to the corresponding communication lines are also created. In 
each of these buffers, the previously discussed method of 
preventing overflows and devastations of the queue is applied 
(Fig. 4, b). However, in this case (Figure 5), the output buffer 
"does not know" from which directions and in what order the 
data is expected to arrive, i.e., it does not have information 
about which input buffers and which sequence should be sent 
the results of the queue state forecasting - the XON or XOFF 
commands. Therefore, the output buffers form the XON / 
XOFF flag bits (flag 1-flag 3), irrespective of which input 
buffer will be affected. The flags are polled by the processor 

and used by the processor to control the transmission of data 
through the switching matrix. 

Looking through the outputs of buffers # 1 - # 3, the 
processor monitors a lot of packets, ready to be sent to the 
buffers ## 1 - ## 3. The decision to send each of these packets 
is accepted by the processor only if the flag of the 
corresponding output buffer is set to the enabling state - XON. 
Then the processor creates the required path through the 
switching matrix and initiates the issuance of the packet by the 
command (signal) GO_i (i = 1, 2, 3). The structure of the 
switch (see Figure 5) has a drawback that is not related to the 
application of the proposed method for managing data flows. 

If the packet type provides its transfer to a group of several 
output buffers, the processor does not wait for the entire group 
to receive data at the same time to speed up the process. It 
transmits copies of this package sequentially, as the output 
buffers that make up the group appear. In this case, until the 
complete distribution of the packet across the whole group of 
output buffers, this packet is not removed from the input buffer 
and therefore prevents the progress of the queue in it. 

A similar situation (blocking of the input queue) can be 
observed when sending a normal packet addressed to only one 
output buffer. If the output buffer is not ready for data 
reception for a relatively long time, then the packet remains at 
the output of the input buffer, and the queue in it does not 
advance, but only grows with the arrival of new packets. This 
queue may contain packages that could be serviced, since the 
corresponding output buffers are ready to receive data, but they 
are all prevented by the priority packet waiting for maintenance 
and blocking access to the rest of the packets to the switching 
matrix. 

 

Fig. 6. Switch structure, second option. 
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Blocking of input queues is eliminated in the scheme 
shown in Fig. 6. In comparison with the previously considered 
circuit (Figure 5), the input buffers are replaced by buffer 
groups, the switching matrix is excluded. Each group of input 
buffers accumulates more than one queue for the number of 
input channels of the switch. Each group of input buffers 
transfers data to the corresponding output buffer. 

Packets coming from the input channels Z, X and Y are 
sorted. Packets of channel Z, which should get into the output 
buffer ## 1, are written to the upper buffer of group # 1. 
Packets of the Z channel, intended for sending to the line 
through the buffer ## 2, are written to the upper buffer of group 
# 2. Packets of channel Z, which should be sent to the output 
buffer ## 3, are written to the upper buffer of group # 3. 
Packages from the input channels X and Y are sorted similarly. 

The processor analyzes the flags 1 to 3 and, in the presence 
of the readiness of one or more output buffers, receives one or 
more GO_i signals (i = 1, 2, 3) to receive data. Each of these 
commands is addressed to one group of input buffers. Since in 
this example the group contains three buffers, the command 
contains three bits that indicate from which queue the next data 
packet should be issued via the OR gate. Commands (a, b, c) = 
(0, 0, 1), (a, b, c) = (0, 1, 0) and (a, b, c) = (1, 0, 0) correspond 
to the issuance the data packet from the upper, middle and 
lower case of the selected group. The queue number can be 
transmitted from the processor with binary code with its 
decoding in groups of input buffers, but this possibility is not 
considered to simplify the figure. 

If one of the output buffers is not ready to receive data for a 
relatively long time, this does not affect the transmission of 
packet flows through other output buffers. For example, the 
output buffer ## 1 may not be ready to receive data (flag 1 in 
the XOFF state), then the GO_1 signal remains zero for this 
time (0, 0, 0), preventing the issuance of packets from group 1. 
Other groups remain in normal operating mode, i.e., as far as 
possible under the control of the processor, data is transferred 
to the corresponding output buffers. 

Accelerated transmission of high priority packets 
through the switch. The switch shown in Fig. 7, is an 
improved version of the previously considered structure (Fig. 
6). Comparing Fig. 6 and Fig. 7, one can note that some of the 
previously considered elements in Fig. 7 are not shown, 
although they may be present in the circuit. At the same time, 
new elements have been introduced, the functions of which do 
not violate the work of the previously considered schemes. The 
purpose of introducing new elements is to accelerate the 
transfer of high-priority packets through the switch. 

Just like in the previous scheme, the switch contains three 
groups # 1 - # 3 input buffers of type FIFO. The outputs of 
these buffers in each group are connected through the first 
logical OR and the L1-L3 packet converters with the inputs of 
the output buffers ## 1 - ## 3. In each group of input buffers, 
the second logical OR is added, through which bypass paths 
(without queue) pass high-priority covenants, if they enter 
buffers. Switches SW1 to SW3 translate packets either from 
the corresponding queues located in the buffers ## 1 - ## 3, or 
from the workarounds. In the first case, the key is set to LP 
(low priority), in the second - to HP (high priority). 

Coordination of actions of all components of the multiplexer is 
performed by one or several processors (in Figure 7 processors 
are not shown). 

As in the previous scheme (Figure 6), the packets arriving 
from the input channels Z, X and Y are sorted. Packets of 
channel Z, which are addressed to buffer ## 1, are written to 
the upper buffer of group # 1. Packets of channel Z, addressed 
to buffer ## 2, are written to the upper buffer of group # 2. 
Finally, the Z channel packets addressed to buffer ## 3 are 
written to the upper buffer of group # 3. Packages from the 
input channels X and Y are sorted similarly. Then the packets 
are moved along the corresponding input queues, through the 
first logical OR elements and the lower channels of the 
converters L1 to L3 are transmitted to the output buffers ## 1 - 
## 3 and in the order of their arrival are output from them to 
the output lines Q, R and S via the keys SW1 to SW3, which 
are in the LP state. 

This "natural" sequence of events is violated with the 
arrival of a high-priority packet, for example, in the upper 
buffer of group # 1. All new arrivals in the buffers, packets are 
checked for priority. Suppose first that the number of priority 
levels is two, and the high-priority packet came at a time when 
all other packets on the switch have low priorities. The priority 
level of the package is indicated in its header. 

 

Fig. 7. Switch structure with accelerated maintenance of high-priority 

packets. 
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In the known switch structures, a simple and 
understandable reaction to the entry of a high-priority packet 
was adopted: 

 If the desired output link is not used, then the high 
priority packet immediately, without delay, begins to be 
issued to it; 

 If the communication line is busy transmitting a low-
priority packet, the delivery of a high-priority packet is 
delayed until it is released. 

The latter circumstance leads to delays in switching high-
priority packets, which for some applications is highly 
undesirable or even unacceptable. In the worst case, a high-
priority packet may be a little late at the time of issuing a low 
priority, which may have a significant length, for example, 
1500 bytes. 

The proposed solution allows interrupting transmission of 
the low-priority packet practically at any stage, then to transmit 
a high-priority packet and only then resume the interrupted 
transfer. Nested interrupts are possible if the number of priority 
levels exceeds two. Let us consider this solution in more detail. 

Suppose that in each transmitted packet (Figure 8), in 
addition to the address and other information, its priority P and 
length N are indicated. The codes P and N can be located, for 
example, in two adjacent bytes, with three bits defining one of 
the eight priority- and the remaining 13 bits are the length of 
the packet (in bytes) in the range from some fixed minimum 
length U to the maximum, equal to (U + 213 - 1) bytes. All 
transmitted packets pass through converters L1-L3 (Figure 7), 
where each of them is bit-oriented and is preceded by a unique 
flag. 

 

Fig. 8. Conversion of packets by blocks L1-L3 (Figure 7). 

Recall that bit staffing allows you to exclude from the data 
stream a random copy of the unique code selected as the frame 
start flag F. In this example, F = 01111110. 

In Fig. 9, and the "true" flag F of the beginning of the frame 
(circled in a rectangular frame) is inserted into some sequence 
of bits. The problem is that, most likely, this sequence also 
contains codes 01111110, which can be considered as false 
flags. In order to prevent the transmission of false flags to the 
far side of the communication channel, they are intentionally 

reversibly distorted, for example, according to the algorithm 
proposed in [7]. 

 

Fig. 9. Improved bitstaffing:. 

a - the initial sequence of bits with the "true" flag of the 
beginning of the frame introduced into it; b - the same 
sequence after excluding false flags from it 

This algorithm is as follows. The original sequence of bits 
with the "true" flag inserted into it is viewed through a sliding 
seven-bit window in order to detect in it the code 0111111, 
almost coincident with the flag. If such a code is detected and 
is not a component of the "true" flag, then it is supplemented 
by a single bit of s, regardless of the value of the subsequent bit 
(Figure 9, b). Such a procedure is called bitstaffing. 

Bitstaffing does not apply to "true" flags, so they become 
unique, since all false flags are deliberately distorted by bits of 
s. On the far side of the communication channel, the reverse 
operation is performed - bits s (following the sequences 
0111111, which are not constituent parts of the "true" flags) is 
destroyed. 

In contrast to the classical bitstaffing used in the HDLC 
protocol, the variant proposed in [7] allows us to reduce the 
redundancy introduced into the initial bitstream by half. 
Indeed, for a single random sample, the probability of detecting 
a 7-bit code (0111111) in a random data stream is 1/27 = 
1/128. In the classical version of bitstaffing, the probability of 
detecting a 6-bit code (011111) in a random data stream is 1/26 
= 1/64. In other words, the insertion of redundant bits in the 
classical version of bitstaffing is carried out twice as often as in 
the version proposed in. 

Suppose that in the initial state, a low-priority packet is sent 
to the line from the output buffer ## 1 of the switch (Figure 7). 
The SW1 switch is set to LP. As shown in Fig. 10, a, at some 
time T0, a high priority packet arrives from the upper channel 
of the packet transformer L1, bypassing the output queue. The 
transmission of the low priority packet terminates in the nearest 
bit interval, the SW1 switch goes to the HP state and the first 
flag bit of the high priority packet is placed in place of the not 
transmitted bit. Then all the bits of this packet are transmitted 
(Fig. 10, b). 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

216 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 10. Interruption of low-priority data stream high priority:  a - low-
priority data packet; b - high-priority data packet; c is the total data flow in the 

line. 

At the time T1, the last bit of the high priority packet is 
transmitted. The key SW1 returns to the LP position. 
Following the last bit of the high-priority packet, all the bits of 
the previously suspended low-priority packet are transmitted. 
The total data flow (Fig. 10, c) can be divided on the far side of 
the communication channel into two components 
corresponding to Fig. 10, a and b, due to the uniqueness of the 
flags F and the presence of the P and N fields in the packet 
headers. 

To simplify the analysis of code situations by the receiver, 
one can accept the condition that the low-priority packet flag is 
protected from interrupts, i.e., not crashed when switching to a 
high-priority packet transmission. In other words, if a high-
priority packet has entered the SW1 key during the low priority 
packet transmission, it is delayed and its transmission begins 
only after the low-priority packet flag is fully transmitted. In 
the worst case, the delay is eight bit intervals. With a greater 
number of priority levels, the described process of switching 
data flows acquires the nature of nested interrupts widely used 
in microprocessor technology. As shown in Fig. 11, the 
transmission of packets can repeatedly go from one priority 
level to another and back. 

In the period T0 - T1, the packet Y0 of the zero (lowest) 
priority level is transmitted to the line. At time T1, this 
transmission is interrupted due to the arrival of the Y1 packet 
of the first (higher) priority level. The transmission of the 
packet Y1, in turn, is interrupted at the time T2, after which the 
Y2 packet of the second priority level is fully transmitted. The 
end of the transmission of this packet is marked by a period. 

At time T3, the switch returns to the transmission of the 
packet Y1, but at the time T4 the transmission is again 
interrupted by the higher priority packet Y3, which in turn is 
interrupted by the Y4 packet at the time T5. This packet has the 
highest priority; therefore its transfer cannot be interrupted 
under any circumstances. 

 

Fig. 11. Transmission of data packets Y0 to Y6 using a four-level priority 

system. 

Further, at the moments T6 to T8, in the order of decreasing 
priorities, the transmissions of the packets Y4, Y3, Y1 are 
completed, and the transmission of the packet Y0 resumes. At 
time T9, this transmission is again interrupted by a Y5 packet 
having the highest priority. At time T10, the Y6 packet is ready 
for dispatch, but it is performed only starting from the moment 
T11, when the transmission of the Y5 packet is complete.  

At the moments T12 and T13, the transmission of the 
packets Y6 and Y0 is completed. 

III. CONCLUSION 

As a summary, the article approved a number of original 
technical solutions to improve the quality of control and reduce 
the required amount of buffer memory of network nodes. High-
priority packets are wedged into low-priority packets, without 
waiting for the end of their transmission. This allows reducing 
delays in high-priority packets and with low-priority packets of 
long length. The increase in the intelligence of 
telecommunication devices became possible to apply more 
sophisticated algorithms and original flow control schemes in 
comparison with the known ones. This allows us solving the 
following tasks: 

 reduce the likelihood of overflow and emptying of 
buffer blocks located along the distribution routes of 
packets and, ultimately, improve the quality of 
computer networks; 

 reduce the required amount of buffer memory; reducing 
the amount of buffer memory of the receiver when 
building a data transfer system between nodes of a 
computer network 

 improve the efficiency of servicing high-priority 
packets. 
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Abstract—Cloud Computing offers services over the Internet 

to support business processes, based on deployment models and 

service, meet business requirements in an efficient and cost-

effective. A general context of the types of service models that it, 

as well as the models of deployment, are not known, so the 

following research questions are stated: Q1) How many studies 

refer to service models in Cloud Computing and Models of cloud 

computing deployment?, Q2) How the service models are 

classified in relation to the types of capabilities Application, 

Infrastructure y Platform in a Cloud?, and Q3) What types of 

cloud computing deployment models currently exist?. The 

objective of this paper is to investigate the service and 

deployment models that currently exist in cloud computing, for 

every which a process of systematic review of the literature has 

been used as a research methodology. The results show that 45 

service models and 4 deployment models were found in Cloud 

Computing, this allows us to conclude that the offered models 

give a lot and diverse solutions for the business processes. 

Keywords—Cloud computing services models; IT demand 

management; deployment models; applications; platform; 

infraestructure 

I. INTRODUCTION 

The important development that we are going through in the 
21st century, according to [1] the use of Information 
Technology (IT), Cloud computing and the Internet of Things 
(IoT) have become popular with the exponential usage of smart 
devices in recent years. It is considered one of the key elements 
to achieve the objectives of an organization through the best 
practices of IT Governance [2]. Today, cloud computing is an 
example in technology business processes as resources must be 
available within seconds, or in minutes, compared to the 
traditional physical server acquisition process that could take 
weeks and years. 

Cloud Computing is a business model that is designed to 
deliver services and IT resources through virtualization and 
distributed computing technologies; these are consumed as a 
service on demand and paid for their use. This new paradigm 
has the potential to change the relationships between IT service 
providers and consumers that influence competitiveness in 
various sectors, as well as changing the role of top executives 
and IT professionals in organizations [3]. 

Cloud Computing technologically offers services in an 
organization through the design of its architecture, applications, 
deployment models, and service models generally organized 
into service categories such as Infrastructure-as-a-Service 
(IaaS), Platform-as-a-Service (PaaS), Software-as-a-Service 
(SaaS), and Business Process-as-a-Service (BPaaS). These 
models are fundamental to any service management process in 
Cloud Computing [4], [5]. 

Technological development has allowed creating 
opportunities in the business processes, being this a problem in 
its implementation when new needs arise in aspects that 
influence in Knowledge, Data management, Web learning, 
Information Security, Business Process, Application, Platform, 
and Infrastructure, due to which Cloud Computing has created 
new applications and services for the end user or organization to 
meet that demand. 

According to [6] ISO (the International Organization for 
Standardization) and IEC (the International Electrotechnical 
Commission) form the specialized system for worldwide 
standardization. National bodies that are members of ISO or 
IEC participate in the development of International Standards 
through technical committees established by the respective 
organization to deal with particular fields of technical activity. 
The main task of the joint technical committee is to prepare 
International Standards. 

The objective of this paper is to investigate the service and 
deployment models that currently exist in cloud computing, for 
which a systematic review process of the literature has been 
used as a research methodology. 

The new models of cloud computing services that are 
appearing according to the needs of the 21st century are based 
on SaaS, PaaS, and IaaS [7]. Therefore, to implement a service 
model, it is necessary to decide the type of Cloud deployment 
model as Public, Private, Hybrid, and Community [8]. 

Computer services are currently available on demand, as 
well as any public service available in society, which for the 
different management of services need to be implemented 
through various models of deployment in the cloud. 

It is considered that all business process management is 
based on the observation that each product that a company 
offers to the market is the result of a series of activities 
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performed [9]. These activities can be performed by humans, 
systems or a combination of both. By identifying and 
structuring these activities in workflows, companies get 
information about their business processes. By monitoring and 
reviewing their processes, companies can identify the problems 
within these processes and can achieve improvements in using 
IT. 

This article is structured as follows: the first section, makes 
a reference to the introduction of Cloud Computing, its service 
models and deployment, the second section refers to the 
historical background of Cloud Computing, in the third Section 
the methodology used for the writing of this paper is explained, 
the fourth section shows an analysis of the results found on this 
research and the conclusions are presented in the fifth section. 

II. BACKGROUND 

The concept of Cloud Computing was introduced in the 
1960s by John McCarthy, who suggested that advances in 
information and communications would lead to that “one day, 
computing would be organized as a public service” just like the 
water or electricity businesses [10]. 

In [11] the authors state that the evolution of Cloud 
Computing began in 1980 from the complex and widespread 
roots of IT, and in the 1990s companies began to offer virtual 
private networks. 

Cloud Computing begins to be considered as a business 
model in services from the twentieth century, in a scenario of IT 
platforms supported by new technologies such as Web 2.0 and 
distributed computing. In 2002, Amazon launched the Amazon 
Web Service market and in 2006 introduced the term Elastic 
Compute Cloud (EC2) as a commercial service that allows 
small and medium-sized businesses to rent servers where they 
can run their own applications [10]. 

From then on, in the following years, big companies like 
Google or IBM began to investigate cloud computing and, as a 
result of these investigations, in 2009, OpenNebula and 
Eucalyptus were born, an open source platform that allowed the 
creation of systems in Cloud Compatible with Amazon EC2 
web services, [12]. Google with its own google apps began to 
offer useful and reliable applications for computers, 
smartphones, and tablets that run in Cloud computing. 

According to Aguilar [13], in 2011 Apple launched its 
iCloud service, a cloud storage system - for documents, music, 
videos, photographs, applications, and calendars - that promised 
to change the way we use the computer. 

A definition is provided by Armbrust et al. From the 
University of Berkeley [14], where Cloud Computing refers to 
applications used as a service over the Internet, known for a 
long time as “Software as a Service.” National Institute of 
Standards and Technology (NIST) [15], [16] states that Cloud 
Computing is a technology model that allows ubiquitous, 
adaptive and on-demand network access to a shared set of 
configurable computing resources. 

Therefore cloud computing is defined as a distributed 
consumer-oriented computing system, consisting of a collection 
of virtualized and interconnected computers [8]. Thus, the 

services that are in the network and offer their resources, 
highlight the services of hosting that allow us to save 
information outside our computers, that is to say, in servers that 
are in the cloud and to which we can accede through a 
communications network. 

According to [17], the resources in a self-service demand 
allow access to the ubiquitous network to be scaled up and 
down quickly, [18] where resource use is measured, and service 
models are performed as a business through payment for 
consumer use. The diversity of business models through the use 
of IT, allows users to access a standardized service and respond 
to the needs of individuals and companies. In [9], [19], [20] the 
diverse applications are established, such as models of services 
that adapt to the necessities of computation in storage, speed, 
and availability, considering the most expensive part of the 
systems. 

The IaaS provider in Cloud Computing allows the creation 
of a storage computing infrastructure and offering it for use in 
the business process, according to [21],  [8], it requires an initial 
investment and established hardware maintenance in a service 
model. The utility of computing is based on service models and 
their implementation in Cloud, which are developed about the 
massive transformation of the entire computer industry of the 
twenty-first century. 

At present, the emergence of Cloud Computing has 
drastically altered the perception of all infrastructure 
architectures, software design and development models within 
service management using IT. 

ISO/IEC 17788 was prepared by Joint Technical Committee 
ISO/IEC JTC 1, Information technology, Subcommittee SC 38, 
Distributed application platforms and services (DAPS), in 
collaboration with ITU-T. The identical text is published as 
ITU-T Rec. Y.3500 (08/2014). ISO / IEC 17788: 2014 
mentions service categories and emerging service categories as 
the service models and classifies them according to the types of 
capabilities in the cloud [6]. 

We consider this information as a source of research for its 
updating and expansion of the new models of cloud services 
found. 

III. RESEARCH METHODOLOGY 

The development of this work was done considering the 
guidelines used by [22], which have been adapted, focusing on 
main three processes: Research planning, development of 
information and results found.. 

A. Planning of the Research 

According to the target of this investigation, the following 
research questions were elaborated: Q1: How many studies 
refer to service models in cloud computing and cloud 
computing deployment models?, Q2: How the service models 
are classified by the types of capabilities Application, 
Infrastructure, and Platform in a Cloud?, Q3: What types of 
cloud computing deployment models are currently available?. 

In the construction of the search terms, the suggestions of 
[23] have been considered, such as the following: 

 Keywords related to research questions. 
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 Identification of alternative terms and synonyms of 
keywords as search terms. 

Searching for information by using the AND logical 
operator as a connector. 

In this process, the inclusion and exclusion criteria are 
considered, elements which are very important in defining the 
results of the research. 

The following are considered as necessary inclusion criteria: 
articles available in full text, the search range of the articles 
comprises from 2010 to 2018, articles related to research 
questions, limited search in the disciplines of Computer Science 
and engineering and sources of information from journals and 
congresses. The exclusion criteria considered are the following: 
articles that do not relate to service models in Cloud 
Computing, studies that are not related to research questions 
and articles that are not in the English language. 

To obtain the results of the information needed for our 
research, we used the Internet and data sources in search of 
scientific knowledge that are accessible through a browser, a 
defined search string is applied taking into account the inclusion 
and Exclusion criteria, whose objective is to locate, select and 
obtain the documents that give answers to the questions asked. 

In this paper, the following data sources were used: ACM 
Digital Library, IEEE Xplore Digital Library, Springer Link and 
Science Direct. 

In the search chain, the protocols were defined, the sources 
of information were selected, and the search strategy was 
created. The following keywords were used for such purpose: 
Cloud Computing, Model Service, Model Types of services in 
Cloud Computing, Model service in Cloud Computing, 
Deployment Model in Cloud Computing, Implementation 
Model in Cloud Computing and the logical relationship was 
established using the operator AND, as detailed below: (Model 
Service AND Cloud Computing), (Model Types of services in 
Cloud Computing AND Model services in Cloud Computing), 
(Deployment Model AND Cloud Computing), (Implementation 
Model AND Cloud Computing) 

The search was considered through specific fields (Title, 
Abstract, Key, Document title, Publication title) and delimited 
descriptors, dates, typology, etc. 

B. Development of Information Search 

In order to carry out the information search process shown 
in Figure 1, the criteria established in the previous section were 
considered. The information search process was performed by 
applying the search string to each of the data sources, and as a 
result, a total of 41857 articles were obtained, see Table 1. 

A review and depuration of articles that did not meet the 
established criteria or were duplicated in different sources of 
information were made. Subsequently the abstract of the articles 
found was reviewed and a total of 40724 research work were 
eliminated, obtaining 1133 relevant studies from this process, 
from which the complete content of each of these articles was 
reviewed, obtaining 236 main studies and from the analysis of 
these articles, 45 service models offered by Cloud Computing 
and 4 deployment models were obtained. 

 
Fig. 1. Information Search Process Diagram. 

TABLE I. NUMBER OF STUDIES OBTAINED THROUGH DATA SOURCES 

Source 

Potentially 

elegible 

studies 

Studies 

Relevant 

Studies 

principal 
% 

IEEE Xplore 11993 415 95 40,3% 

Science Direct   7390 130 55 23,3% 

Springer Link 12838 352 49 20,8% 

ACM digital library   9636 236 37 15,7% 

TOTAL 41857 1133 236 100,0% 
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Fig. 2. Results Obtained In Relation to the Service Models and Deployment 

in Cloud Computing According to Data Sources 

C. Results Found 

In this section, the general results classified according to the 
data sources are shown, highlighting the potentially eligible 
studies, relevant studies and the primary studies with their 
respective percentage, as shown in Table 1. 

Figure 2 shows the results obtained from the eligible 
potential studies in each of the data sources. 

The following are the results found on the basis of the 
research questions: 

a) Results that refer to the studies found in relation to 

the service and deployment models in Cloud Computing 

according to the data sources. 

Results that refer to the studies found in relation to the 45 
service models in Cloud Computing are diverse. Figure 3 shows 
the results of the number of studies found that refer to each of 
the cloud computing service models as detailed below: 

The well-known models SaaS, PaaS, IaaS, BPaaS were the 
first service models that appeared for cloud computing. Later, 
from the combination of these 3 models new service models are 
looking, as well as the found in this research: Education 
Learning-as-a-Service (ELaaS), Hardware–as-a-Service (HaaS), 
Data-as-a-Service (DaaS), Application-as-a-Service (AaaS), 
Business Intelligence-as-a-Service (BIaaS), Testing-as- a-
Service (TaaS), Communication–as-a-Service (CaaS), 
Knowledge-as-a–Service (KaaS), Actionable Knowledge–as-a-
Service (AKaaS), Information Technology–as-a-Service 
(ITaaS), Broker–as-a-Service (BaaS), Modelling and 
Simulation-as-a-Service (MSaaS). 

 

Fig. 3. Number of Studies Considered as Reference to Each Cloud Computing Service Model. 
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Fig. 4. Number of Studies Considered as a Reference to Each Cloud. 

Modelling-as-a-Service (MaaS), Database-as-a-Service 
(DBaaS), Resource–as–a–Service (RaaS), Campus-System-as-
a-Service (CSaaS), Security–as-a-Service, (SecaaS), (GoDaaS) 
Government Open Data-as-a-Service, Functions–as-a-Service 
(FaaS), Secure Logging–as-a-Service (SecLaaS), Failure 
Scenario-as-a-Service (FSaaS), High Performance Computing-
as-a-Service (HPCaaS), Programmable virtual network-as-a-
Service (PVNaaS), Prognostic-as-a-Service (PrGaaS), Network-
as-a-Service (NaaS), E-Commerce-as-a-Service, (ECaaS), 
Biometric Authentication-as-a-Service (BioAaaS), Green-as-a-
service (GaaS), Forensics-as-a-Service (FaaS), Cloud-Forensic-
as-a-Service (CFaaS), Energy-as-a-Service (EaaS), 
Crowdsourced-Coverage-as-a-Service (CCaaS), Information-
Flow-Control-as-a-Service (IFCaaS), Laboratory-as-a-Service 
(LaaS), Simulation-as-a-Service (SIMaaS), Workflow-as-a-
Service (WFaaS), Data Security as a Service (DSaaS), Micro 

Learning as a Service (MLaaS), Network-Simulation-as-a-
Service (NSaaS),  Compute as a Service (CompaaS) and 
Traffic-Data-as-Service (TDaaS). 

Figure 4 shows the results of the number of studies 
considered that refer to each of the cloud computing 
deployment models. 

Computing Deployment Model 

b) Results found from the cloud computing service 

models and relation with Cloud capabilities types. 

In this section, we describe the service models found in 
Cloud Computing, and classification is made according to the 
type of capacity (Application, Infrastructure, and Platform), 
taking as reference the initial sorting in the International 
Standard ISO / IEC 17788: 2014 [6]. 

According to the studies conducted, the results found about 
the service models in the Cloud environment are 45, as shown 
in table 2. 

To conclude the results section, Table 2 also shows the 
suppliers of the 45 service models found and the contribution of 
the service models in relation to technological, social and 
environmental aspects. 

c) Results found from the cloud computing deployment 

models. 

Depending on the relationship between the provider and the 
consumer, there are four different cloud computing deployment 
models within organizations as shown in table 3. 

TABLE II. TYPES OF SERVICE MODELS FOUND IN CLOUD COMPUTING AND RELATION WITH CLOUD CAPABILITIES TYPES 

N. 
Services 

Models 

Contribution Cloud Capabilities Types 

Providers 
 Author – 

reference  

Total 

references 

Social 
Environ-

ment 
Technology Application 

Infrastruc-

ture 
Platform 

 

1 SaaS X     X     

AppDirect, Concur, Ingram 

Micro, Net Suite, Parallels, 

Salesforce, GoogleApp, Office 

365 

 [6], [52] , [53],  

[54], [55], [56], 

[57], [58] 

8 

2 PaaS     X     X 

Amazon, Salesforce, long Jump, 

Windows Azure, IBM, OpenShift, 

CloudFoundry, GoogleApp, 

EngineYard 

 [6], [59], [60], 

[61], [62], [63], 

[64], [65]. 

8 

3 IaaS     X   X   
Ospero, Amazon, Microsoft 

Azure, , GoogleApp, Alibaba 

 [6], [66], [67], 

[68], [69], [70], 

[71], [72], [73]. 

9 

4 BPaaS X     X   X BPM, Salesforce, BAM, ESB 
 [74], [75], [76], 

[77]. 
4 

5 ELaaS X     X   X Avanzo, GoogleApp [78], [79]. 2 

6 HaaS X     X X   
Microsoft Azure, Amazon, 

Rackspace 
[17]. 1 

7 DaaS X     X X X 
Oracle, Microsoft Azure, Forbes, 

Amazon 
[6], [80], [81]. 3 

8 AaaS     X X     GoogleApp, Microsoft [82]. 1 

9 BIaaS X     X   X 
SAP, IBM, Oracle, Microsoft, 

Qlik, Tab leau, TeradataCorp. 
[83], [84].  2 

10 TaaS X     X     Oracle,  [85]. 1 
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11 CaaS X     X   X Oracle, IBM, Avoxi [6], [86]. 2 

12 KaaS     X X   X GoogleApp [87]. 1 

13 AKaaS X   x  X   X GoogleApp [88]. 1 

14 ITaaS     X X   X IBM, Microsoft [89]. 1 

15 BaaS X     X   X Amazon, Microsoft [90]. 1 

16 MSaaS X     X   X IBM,  CloudSME, Amazon [91], [92]. 2 

17 MaaS     X X   X GoogleApp, Microsoft, Salesforce [93], [94] 2 

18 DBaaS  X    X X X X Azure SQL Database, DBaaS [6], [95], [96]. 3 

19 RaaS X     X X X IBM, HP, Telcos  [97] 1 

20 CSaaS  X    X X   X Windows [98] 1 

21 SecaaS X   X X X X 
McAfee, Symantec, Trend Micro, 

VeriSign.  
[6], [99], [100]. 3 

22 GoDaaS X   X   X X Microsoft [101]. 1 

23 FaaS     X X     Microsoft Azure, Akamai  [102], [103] 2 

24 SecLaaS X   X X X X 
BackBlaze, Hightail, Akamai, 

SpiderOak  
[104]. 1 

25 FSaaS     X X     
Windows, Amazon Web Services, 

Google App Engine 
[105] 1 

26 HPCaaS   X   X   X IBM, Microsoft, AWS, ORACLE [106] 1 

27 PVNaaS X     X X X Microsoft, IBM, Office 365 [107] 1 

28 PrGaaS X     X 
 

  IBM,  Amazon Web Services  [108] 1 

29 NaaS X     X X X X IBM, Akamai, Salesforce.com [6], [109] 2 

30 ECaaS X     X   X 
Inercia Digital, Microsoft, 

Amazon Web Services  
[6], [110], [16] 3 

31 BioAaaS     X X X X Symantec ES, Microsoft [111] 1 

32 GaaS   X   X   X Amazon Web Services [112] 1 

33 FaaS X     X      Amazon, Google App, [113] 1 

34 CFaaS  X   X  X   X  Google App [114] 1 

35 EaaS     X X X X IBM,  Amazon Web Services aa [115] 1 

36 CCaaS     X X   X  Microsoft, Salesforce.com [116] 1 

37 IFCaaS X     X X     Avoxi  [117] 1 

38 LaaS X     X X X  IBM [118] 1 

39 SIMaaS X     X   X  Microsoft, Office 365 [119], [120] 2 

40 WFaaS  X   X  X       X  Quantum, IBM, SddddAP [119] 1 

41 DSaaS     X X X  X   Akamai, Microsoft, Amazon [121] 1 

42 MLaaS     X X X  X 
 Microsoft, Windows, Google 

App, SAP 
[122] 1 

43 NSaaS   X   X X  X  IBM, Salesforce [123] 1 

44 CompaaS     X   X X  Windows, Oracle [6] 1 

45 TDaaS     X X   X Oracle, Microsoft Azure, IBM [124] 1 

TABLE III. CLOUD COMPUTING DEPLOYMENT MODEL 

Deployment Models Description Author – reference Tot.Ref. 

Public cloud Organization that sells services in the cloud. [24], [25], [26], [27], [28], [29], [30], [31], [32]. 9 

Private cloud Exclusive use for a single organization. [33],  [34], [35], [36], [37], [38], [39], [40], [41] 9 

Community cloud It’s shared by various organizations- [42], [43], [44], [45] 4 

Hybrid cloud 
Composition of two or more clouds (private, 

community or public) 
[46], [47], [11], [48], [49], [50], [51] 7 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=8&ved=0ahUKEwjhhoj3h-fbAhUwja0KHSMWAzsQFghkMAc&url=https%3A%2F%2Fazure.microsoft.com%2Fes-es%2Foverview%2Fchoosing-a-cloud-service-provider%2F&usg=AOvVaw3W4SjUqfkHQKPpvG_iHqjn
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=9&ved=0ahUKEwjhhoj3h-fbAhUwja0KHSMWAzsQFghzMAg&url=https%3A%2F%2Fwww.akamai.com%2Fes%2Fes%2Fresources%2Fcloud-service-providers.jsp&usg=AOvVaw19SqSBNa0fQiVhNlxyhL0y
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=6&ved=0ahUKEwiU-f6-iOfbAhVObK0KHdS3AXwQFgiMATAF&url=https%3A%2F%2Fwww.akamai.com%2Fes%2Fes%2Fresources%2Fcloud-computing-services.jsp&usg=AOvVaw1b15R4EAJiLlTM8aVLdjlj
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IV. ANALYSIS OF RESULTS 

This section describes the report of the results obtained and 
gives an answer to each of the questions posed in section 3.1 
and the analysis of the number of studies obtained through the 
data sources. IEEE Xplore found the largest number of main 
studies, 95 studies accounting for 40.3%, followed by Science 
Direct with 55 studies accounting for 23.3%, Springer Link 
with 49 studies accounting for 20.8% and ACM digital library 
with 37 studies representing 15.7%. of the 1133 relevant 
studies, 236 main studies were considered, of which reference is 
made to 45 service models and the 4 deployment models in 
Cloud Computing described in Table 1. 

Table 2 shows the suppliers of the 45 service models found, 
and it is considered as a result of this analysis that IBM, 
Microsoft, Amazon suppliers are the most accepted in the 
business. The figure 5 shows the evolution of the cloud service 
models found from 2006 to 2018. These service models are 
suggested as proposed trends, from their first three initial 
models (IaaS, SaaS, PaaS). 

A. Analysis of the Studies that Refer to the Models of Services 

and Deployment According to the Data Sources 

This section analyses of the number of studies that refer to 
service and deployment models in Cloud computing. 

Regarding the studies that refer to the Service models in 
Cloud Computing, we found 85 reviews, as can be seen in 
figure 3. SaaS and PaaS are two models of Cloud services 
referenced by authors in 8 articles; the IaaS model is referenced 
in 9 articles. IaaS, PaaS, and SaaS have more authors as a 
reference because they are the main service models in the cloud 

as a base structure for the construction of service models; 
BPaaS referenced by authors in 4 articles. 

The DaaS, DBaaS, SecaaS, ECaaS, models are referenced 
each by three authors, the ELaaS, BIaaS, CaaS, MSaaS, MaaS, 
FaaS, NaaS and SIMaaS models are referenced each by two 
authors and Haas, AaaS, TaaS, Kaas, AKaaS, ITaaS, BaaS, 
RaaS, CSaaS, GoDaaS, SecLaaS, FSaaS, HPCaaS, PVNaaS, 
PrGaaS, BioAaaS, GaAs, FaaS, CFaaS, EaaS, CCaaS, IFCaaS, 
LaaS, WFaaS, DSaaS, MLaaS, NSaaS, CompaaS,  TDaaS 
models are referenced by a single author, in which the services 
applied and used feasibly by different customers are described. 
of the 45 models found and displayed in Table 2, 17 models 
contribute to the social, 3 models contribute to the environment, 
15 to technology, and 10 to the social and technological. It is 
considered that the contribution of these service models in the 
technical aspect refers to the storage of data in the cloud, the 
environmental aspect refers to the environment and social 
aspect is considered the human society. 

In relation to the studies that refer to the models of 
Deployment in Cloud Computing, we found 29 studies, as can 
be seen in figure 4. Reference to Private Cloud and Public 
Cloud as deployment models is referenced by authors in 9 
articles considering that they facilitate business operations in 
Cloud Computing, Hybrid Cloud is referenced by authors in 7 
articles combines deployment models in Cloud and in a flexible, 
Agile and profitable manner and Community Cloud which is 
referenced in 4 articles. 

Responding to Q1, the studies that refer to service models in 
Cloud Computing are 85 seen in Table 2. Also, the studies that 
touch the deployment models in Cloud Computing are 29 as can 
be seen in table 3. 

 
Fig. 5. Service Models Evolution. 
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B. Analysis of the Service Models of Cloud Computing Found 

and Relation with Types of Cloud Capability 

As can be seen in the results found, there are 45 service 
models that appeared from the Infrastructure-as-a-Service, 
Platform-as-a-Service, Software-as-a-Service. Table 2 shows 
the service models found and classified according to their 
relationship with Cloud capability types (Application, 
Infrastructure, and Platform). 

As it can be seen, the cloud computing services can have 
any of the combinations of the types of capacity in the cloud or 
just one class, which is indicated by an "X" and is detailed 
below: 8 have application type, 1 has a platform type, 1 has 
infrastructure type, 1 has application type and infrastructure, 19 
have application type and platform, 2 have infrastructure type 
and platform, 13 have application type, infrastructure, and 
platform. 

Responding to Q2, the service models found and classified 
in relation to the types of Application Capability, Infrastructure 
and Platform in a Cloud environment were 45 service models as 
indicated in table 2. 

C. Analysis of the Cloud Deployment Models Found 

As can be seen in the results found there are 4 models of 
deployment that have not changed since their appearance, as 
indicated in table 3. 

Responding to Q3, the deployment models in Cloud 
Computing found were 4 models. 

V. CONCLUSION 

Considering the International Standard ISO / IEC 17788 as a 
basis, the classification of cloud service models was continued, 
and the search for information was done using search engines, 
obtaining a significant amount of information in IEEE Xplore 
that represents 42.2%. 

The total result of the information search was 30173 articles, 
after performing a depuration of articles that did not meet the 
established criteria or were duplicated, obtaining 1050 relevant 
studies. 

From the review of the relevant studies, we have found 211 
main studies that reference the authors to 39 service models and 
4 deployment models in Cloud Computing found and that help 
different users and organizations through the internet, which 
facilitate the development in businesses, storage, integration, 
scalability, and security, as well as the exchange of knowledge 
between developers of different applications. 

The IaaS, SaaS and PaaS models are the basis for the 
creation of new service models that offer cloud computing and 
the types of models found in Cloud Computing generate 
solutions in strategic services to the business processes for 
companies, organizations, and users. 

The types of capabilities in the cloud Applications, 
Infrastructure and Platform, allow the establishment of specific 
functions of the cloud service models considering aspects that 
influence the Virtualization, Knowledge, Data management, 
Web learning, Information Security and Business Process, 

which will continue to emerge as cloud computing continues to 
grow. 

With the models of services found, suppliers, contribution 
and types of capabilities, it is suggested that ISO / IEC analyze 
and make modifications that cover these trends in their 
regularization. 

It is concluded that each service model is aimed at different 
clients and their adoption is in relation to the time and present 
need, considering that the models of deployment in Cloud 
computing facilitate agile business processes. 

As future work is being considered the analysis of the 
hypothesis related to the level of contribution and usability of 
cloud technologies in the Market. Where is considered the 
scalability of each service model found and its employability in 
business. 
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Abstract—The importance of protein kinases made them a 

target for many drug design studies. They play an essential role 

in cell cycle development and many other biological processes. 

Kinases are divided into different subfamilies according to the 

type and mode of their enzymatic activity. Computational studies 

targeting kinase inhibitors identification is widely considered for 

modelling kinase-inhibitor. This modelling is expected to help in 

solving the selectivity problem arising from the high similarity 

between kinases and their binding profiles. In this study, we 

explore the ability of two machine-learning techniques in 

classifying compounds as inhibitors or non-inhibitors for two 

members of the cyclin-dependent kinases as a subfamily of 

protein kinases. Random forest and genetic programming were 

used to classify CDK5 and CDK2 kinases inhibitors. This 

classification is based on calculated values of chemical 

descriptors. In addition, the response of the classifiers to adding 

prior information about compounds promiscuity was 

investigated. The results from each classifier for the datasets 

were analyzed by calculating different accuracy measures and 

metrics. Confusion matrices, accuracy, ROC curves, AUC values, 

F1 scores, and Matthews correlation, were obtained for the 

outputs. The analysis of these accuracy measures showed a better 

performance for the RF classifier in most of the cases. In 

addition, the results show that promiscuity information improves 

the classification accuracy, but its significant effect was notably 

clear with GP classifiers. 

Keywords—CDK inhibitors; random forest classification; 

genetic programming classification 

I. INTRODUCTION 

Different important biological processes in the human body 
is related to the process of phosphorylation. In which, a 
phosphate group is added to proteins to activate their 
functionality. Protein kinases are enzymes that catalyze this 
process by adding the phosphate group to other proteins. 

Due to the importance of the phosphorylation process in 
cellular processes and metabolism, protein kinases gained their 
importance and they are subject to many studies including drug 
design studies. Protein kinases are related to different diseases 
and cancer types when inappropriately regulated [1]. 

In humans, there are more than 500 kinases. They are 
divided into three types as they catalyze three types of 
phosphorylation [2]. 

Although kinases were targeted by several drug discovery 
studies that led to developing many inhibitors for them, only 
few of these inhibitors were approved. The reason for that is 
the undesired side effects caused by inhibitor reactivity against 
unintended targets. This is caused by the high degree of 
similarity between kinases, as there are few structural 
differences between them especially in their highly conserved 
binding domains. This similarity in binding domains led to the 
selectivity problem in many kinase inhibitors [2]. In most 
cases, this problem is caused by the high conservation is in the 
ATP binding site, which is the target for most of the inhibitors 
developed for kinases [3]. 

Among protein kinases, cyclin-dependent kinases (CDKs) 
are protein kinases, which have essential roles in cell divisions 
and transcription. CDKs are marked by being dependent on a 
protein subunit called cyclin to activate their enzymatic 
function. They belong to the serine/threonine kinase family [4]. 

Blocking the cell cycle by targeting kinases is proposed to 
kill cancer cells as in [5]. CDKs related to cell cycle are 
divided into three subfamilies, Cdk1, Cdk4, and Cdk5. The 
Cdk1 family consists of CDK1, CDK2, and CDK3 kinases. 
Although CDK1 is the most important kinase in this family 
because its major role for cell cycle, CDK2 is also essential as 
it participates in the cycle of cell division. In addition, CDK2 is 
investigated as being related to cancer and is targeted for 
cancer treatment as in [6]. 

CDK5 is an important enzyme that has different functions 
related to cell-cycle, gene expression, and others. CDK5 
belongs to the cdk5 subfamily. In addition to its role in the cell-
cycle progress, it is also known for controlling neuronal 
proteins [4]. CDK5 is also related to neurodegenerative 
diseases if was deregulated [7]. It is also linked to cancer and 
other diseases [8]. 

Computer-based approaches is being utilized in order to 
help profile the activity of different inhibitors against kinases 
and to explore and tackle the selectivity problem. Among these 
techniques is machine learning, which is widely utilized in 
biological and medical related problems. Different machine 
learning techniques were used in interaction modelling studies 
to predict protein-inhibitor interactions. 

In [9] random forest was used to classify kinases variants in 
order to understand the relation with different diseases. The 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

230 | P a g e  

www.ijacsa.thesai.org 

classification was based on protein kinases sequence features. 
The resulting accuracy was 88%. 

In the area of kinase inhibitors, machine learning was used 
in [10] to a study the kinase inhibitory data of [11] in order to 
model the prediction of interactions between kinases and their 
inhibitors. The study aimed for building a computational-
experimental framework by using Kernel-based regression 
methods on molecular descriptors and fingerprints of kinase 
inhibitors. The predicted results were found correlated to 
kinase assays experimental results by 0.77. 

In [12] Machine learning for predicting the binding of 
kinases to inhibitors by modelling different sets of features. 
Features used for kinases are based on sequences, in addition to 
phylogenetic features and amino acid positions in the active 
site. For inhibitors, 2D structural features and chemical features 
were used. Their experiments showed the importance of 
different sets of features based on the decision tree and SVM 
modelling results. The highest prediction accuracy achieved 
was 86.1%. 

Another application of machine learning to predict active or 
inactive confirmations of kinases was done in [13]. The study 
proved that classification based on the activation segment 
orientation is performing better than other methods. 

Genetic Programming (GP) [14] is a machine learning 
technique that simulates biological evolution and is used for 
modelling by regression or classification. It starts by a random 
population, then it continues to produce generations and 
individuals by performing evolutionary operations such as 
mutations, crossover, and selection, aiming to improve a fitness 
function. The individuals of GP is trees representing 
mathematical models to relate the modelled features to a target 
variable [15]. 

Random Forest (RF)[16], is a machine learning technique 
based on a large number of decision trees. A bootstrap sample 
is drawn and a set of variables are selected randomly to decide 
the split of each node. The tree grows and splits using the 
variables at each node until a specified criteria is achieved [17]. 

In this study, we use genetic programming and random 
forest classification techniques for classifying inhibitors and 
non-inhibitors for two of the cyclin-dependent kinases, CDK5 
and CDK2. Both techniques were used for modelling chemical 
descriptors information. In addition to classification, we 
investigated the response of the classifiers to adding 
information about kinase binding promiscuity of compounds. 

The outputs of the classifiers were analyzed using different 
accuracy measures and metrics. Because there is no standard 
single evaluator of classification accuracy, we calculated and 
obtained a group of measures for a wide evaluation of the 
results. These measures are confusion matrices, accuracy, ROC 
curves, AUC values, F1 score, and Matthews correlation 
coefficient. 

Additionally, the analysis shows how could the classifiers 
reflect compound promiscuity information. Compound 
promiscuity against kinases is the ratio of the kinases that could 
be inhibited by that compound at a specific concentration [11]. 

This document is structured as follows: In section 2 we 
describe the dataset we used and illustrate data processing and 
workflow steps. In section 3, different results are presented and 
discussed. In section 3, we present our conclusion on the 
results and expectations for future improvements. 

II. DATA AND METHODS 

We describe in this section the data sources, tools, and the 
methodology we used in order to achieve our objectives in 
building and evaluating the classifiers. 

A. Data Sources 

The dataset we used was extracted from the data of [11]. 
The original dataset contains the measured interaction values 
for more than 3000 compounds against 172 kinases. The values 
represent the pKI values, which are the negative values of base-
10 log of the KI interaction value. We extracted the values for 
the first 1497 compounds against two protein kinases 
belonging to the cyclin-dependent kinases subfamily, CDK2, 
and CDK5. 

The original dataset contains five cyclin-dependent kinases. 
We decided to study the data for CDK2, and CDK5 only as 
they have higher number of measured inhibitor activities with 
868 and 1038 values respectively. 

A threshold pKI value of (value >5.9) was used for 
classifying compounds as inhibitors or not. This threshold was 
determined based on what the original study in [11] mentioned 
about compound activity against kinases. 

We used the molecular descriptor values for the 1497 
compounds. These values were obtained previously using e-
dragon online tool [18]. The number of descriptors extracted 
for each compound is 1666 descriptor values. 

Promiscuity value for each compound is provided in the 
original dataset in [11]. Promiscuity_1uM of a compound 
represents the portion of kinases tested with a potency of 1uM 
achieved by that compound. 

B. Data Preparation 

For each of the two proteins, two files were created with all 
the information needed for modelling. Each file contained the 
descriptor values for the compounds that interacted with one 
protein after removing columns that contained only zeros for 
all compounds. In addition, the interaction values were added 
as the last column as the target value. For each protein, another 
version of the data file was created including the value of 
promiscuity_1uM for each compound as an additional feature. 
So, each of the two proteins had two data files, and building a 
classifier was done twice for each protein. One time with 
descriptor values only, and another time with promiscuity and 
descriptor values. 

The interaction values were classified based on the 
threshold mentioned in [11], considering the value of 5.9 pKI 
as the inhibition threshold. The data file for each protein was 
modified replacing the interaction value with the class number. 
Class 1 represents that the corresponding compound is a 
potential inhibitor (pKI > 5.9) while class 2 represents a non-
inhibitor compound (pKI <= 5.9). Table I shows the counts of 
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compounds as inhibitors or non-inhibitors according to the 
specified threshold in both protein datasets. 

 
Fig. 1. Complete Workflow for Buidling and Eavaluating Classifiers. 

Data separation, processing and cleaning were all done 
using python scripts that we wrote to read, manipulate and 
write csv files with the desired structure. 

C. Methodology 

In this study, we followed a multi-step methodology to 
explore the ability of two machine-learning techniques for 
predicting the inhibition activity of compounds against two 
cyclin dependent kinases. Random forest and genetic 
programming were applied on datasets of CDK5, and CDK2 
kinases. The effect of adding promiscuity to the modelling 

features was also investigated, as it provides information about 
the ability of a compound to inhibit kinases. 

First, we obtained, separated, and preprocessed the data sets 
for CDK5 and CDK2 kinases. After that, we obtained and 
prepared the required tools for testing random forest, and 
genetic programming classifications. Then, we performed 
different experiments, namely four for each protein, and 
collected the outputs. Finally, we evaluated the performance of 
the classifiers with different measures and compared the 
results. We concentrated more on the outputs of the RF 
classifier. The workflow of the complete steps for our work is 
shown in Fig. 1, which shows the steps followed to build both 
classifiers for each protein dataset. 

In all experiments, descriptor values were considered as 
variables or features, and the class number was the target to be 
predicted. Each dataset was divided into a 70% training set, 
and a 30% test set. 

D. Genetic Programming Classification 

To perform GP classification we used a free desktop tool, 
HeuristicLab Optimizer 3.3.15 [19], in the mode (symbolic 
classification). 

The input in each GP experiment was one of the files we 
created previously, in addition to setting GP parameters. We 
used different combination of parameters trying to achieve 
higher accuracy. The set of parameter values used with GP 
experiments are shown in table II. 

TABLE I.  Number of Compounds in ecah class 

 Inhibitors Non-Inhibitors 

CDK5 234 804 

CDK2 251 618 

TABLE II.  GP CLASSIFICATION PARAMETER VALUES 

Population size 1000 

No. of generations 1000 - 5000 

Selection method Tournament Selector 

Crossover rate 0.90 

Mutation rate 0.15 

Objective 
Min (MSE), Or 

Min (Penalty Score) 

Model Depth 10 

Model length 100 

E. Random Forest Classification 

Data files for each protein were loaded into R studio. Each 
dataset was divided by random sampling into a 70% training 
set, and a 30% testing set for validation. 

The R package (randomForest) was used for the modelling. 
We set two basic RF parameters, the number of trees 
constructed (ntree), and the number of randomly preselected 
features, or variables, in each tree (mrty). We tried different 
values for these two parameters until we achieved a relatively 
low error value. Parameter values used for RF experiments are 
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shown for different datasets in table III. The parameter values 
used with the datasets including promiscuity are also shown in 
the table.  The clear difference when using promiscuity in the 
dataset was achieving higher accuracies with lower number of 
trees. 

Finally, results of different experiments were collected and 
different accuracy metrics were calculated for enhanced 
analysis. 

TABLE III.  RF CLASSIFICATION PARAMETER VALUES 

Promiscuity 
Trees 

(ntree) 
Variables 

(mrty) 

C
D

K
5
 

No 600 70 

Yes 450 110 

C
D

K
2
 No 600 85 

Yes 450 65 

III. RESULTS AND DISCUSSION 

Both machine-learning classification techniques, genetic 
programming and random forest, were tested on two datasets 
for two cyclin dependent kinases and their inhibitors. Results 
varied between datasets and techniques. We mention the results 
in this section showing different accuracy measures we used, 
along with a discussion of the variations in these accuracies. 

A. Accuracy 

RF classifier could classify all test data. Table IV shows the 
overall accuracy of the RF classifier in terms of all correctly 
classified items in training and testing sets for both proteins. 
The accuracy is also shown when promiscuity was used in the 
data set. 

B. Confusion Matrix 

A confusion matrix is a table with a specific layout that is 
usually used to describe and visualize the performance of a 
classification algorithm. We show here the confusion matrices 
for each experiment. 

The confusion matrices resulted from RF experiments are 
shown in tables V to VIII. Table V shows the matrix for the RF 
Result Accuracies for both proteins with and without 
promiscuity. 

TABLE IV.  RF RESULT ACCURACIES FOR BOTH PROTEINS WITH AND 

WITHOUT PROMISCUITY 

 

Promiscuity 

Accuracy 

Training Test 

C
D

K
5
 No 83.47 % 83.97 % 

Yes 84.44 % 85.26 % 

C
D

K
2
 No 83.22 % 80.08 % 

Yes 85.53 % 88.51 % 

In all confusion tables, the columns show the number of 
predicted items in each class (Inhibitor, Non-Inhibitor), and the 
rows display the actual items in each class. The results are 
shown for training and testing sets. 

Table V shows results from CDK5 dataset without 
promiscuity, while table VI shows the results for CDK5 dataset 
including promiscuity information. Similarly, for CDK2 
dataset, tables VII shows the results without promiscuity 
information, while table VIII displays the confusion matrix of 
CDK2 dataset that includes promiscuity values. 

It should be noticed that the test sets were selected by 
random sampling, so, number of items in each class will not 
remain the same among different experiments. 

The confusion matrices in all experiments show a high 
ability of the RF classifier to identify non-inhibitors. On the 
other hand, the ability to identify inhibitors is not in the same 
level. The reason for that could be the imbalance in data 
provided for the classifier, as most of the compounds in the 
data sets are already non-inhibitors as shown in table I. 

TABLE V.  RF CLASSIFIER CONFUSION MATRIX FOR CDK5 INHIBITORS 

(DESCRIPTORS ONLY) 

 

Predicted 

Training Testing 

Inhibitor 
Non-

Inhibitor 
Inhibitor 

Non-

Inhibitor 

A
c
tu

a
l 

Inhibitor 52 109 28 45 

Non-

Inhibitor 
11 554 5 234 

TABLE VI.  RF CLASSIFIER CONFUSION MATRIX FOR CDK5 INHIBITORS 

(DESCRIPTORS AND PROMISCUITY) 

 

Predicted 

Training Testing 

Inhibitor 
Non-

Inhibitor 
Inhibitor 

Non-

Inhibitor 

A
c
tu

a
l 

Inhibitor 57 103 30 44 

Non-

Inhibitor 
10 556 2 236 

TABLE VII.  RF CLASSIFIER CONFUSION MATRIX FOR CDK2 INHIBITORS 

(DESCRIPTORS ONLY) 

 

Predicted 

Training Testing 

Inhibitor 
Non-

Inhibitor 
Inhibitor 

Non-

Inhibitor 

A
c
tu

a
l 

Inhibitor 82 87 36 46 

Non-

Inhibitor 
15 424 6 173 
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TABLE VIII.  RF CLASSIFIER CONFUSION MATRIX FOR CDK2 INHIBITORS 

(DESCRIPTORS AND PROMISCUITY) 

 

Predicted 

Training Testing 

Inhibitor 
Non-

Inhibitor 
Inhibitor 

Non-

Inhibitor 

A
c
tu

a
l 

Inhibitor 100 75 49 27 

Non-
Inhibitor 

13 420 3 182 

C. ROC Curves 

The Receiver operating Characteristics curve (ROC Curve) 
was plotted for all outputs to understand the ability of each 
classifier in discriminating between inhibitors and non-
inhibitors. RF ROC curves were plotted using ROCR package 
in R [20], and are shown in Fig. 2, while ROC curves for GP 
experiments were obtained from HeuristicLab, and are shown 
in Fig. 3. 

The curves show a fairly high ability for the RF classifier to 
label and determine the class for test data. For additional better 
understanding of the ROC curves, we show the values of AUC 
(Area Under the ROC Curve) for these ROC curves in table 
IX. 

From the AUC values and the ROC curves, we can see that 
RF outperforms GP with both protein datasets, especially when 
promiscuity information exists. The AUC values also show a 
remarkable improvement when promiscuity information exists 
in the dataset for both proteins and with the two techniques. 
However, the improvement ratio in the case of promiscuity 
information is notably higher with GP classifier. 

D. F1 Score 

F1score is calculated based on the precision and recall 
measures. F1 score measures the accuracy of a classification 
model based on the number of positives identified correctly 
and the total number of positives. Tables X and XI show the F1 
scores for RF and GP classifiers on CDK5 and CDK2 dataset 
respectively. 

For CDK2, F1 scores are almost within a close range to 
each other except for GP classifier without promiscuity. Also 
in this measure, we can see that GP could better reflect the 
promiscuity information by increasing the F1 score value with 
a higher ratio than RF, although RF values were better 
beforehand. Additional note here is that CDK5 dataset without 
promiscuity could not result in high accuracy predictions of 
positives, even after many experiments. 

E. Matthews Correlation Coefficient 

Matthews correlation coefficient (MCC), is a quality 
measure used to evaluate binary classifications. So it is 
applicable in our case. It takes into consideration true positives 
and negatives and hence it is considered as a balanced measure.  
Tables XII and XIII show the MCC values for RF and GP 
classifiers on CDK5 and CDK2 datasets respectively. 

TABLE IX.  AREA UNNDER ROC CURVE FOR RF AND GP CLASSIFIERS 

 

AUC 

CDK5 CDK2 

No Prom. With Prom. No Prom. With Prom. 

RF 0.82 0.94 0.87 0.94 

GP 0.56 0.85 0.62 0.68 

TABLE X.  F1 SCORES FOR CDK5 DATASET RESULTS 

 

F1 Score 

Training Testing 

No Prom. With Prom. No Prom. With Prom. 

RF 0.46 0.50 0.53 0.57 

GP 0.62 0.70 0.23 0.51 

TABLE XI.  F1 SCORES FOR CDK2 DATASET RESULTS 

 

F1 Score 

Training Testing 

No Prom. With Prom. No Prom. With Prom. 

RF 0.62 0.69 0.58 0.77 

GP 0.66 0.88 0.39 0.43 

TABLE XII.  MCC SCORES FOR CDK5 DATASET RESULTS 

 

MCC 

Training Testing 

No Prom. With Prom. No Prom. With Prom. 

RF 0.45 0.49 0.50 0.56 

GP 0.53 0.62 0.11 0.42 

TABLE XIII.  MCC SCORES FOR CDK2 DATASET RESULTS 

 

MCC 

Training Testing 

No Prom. With Prom. No Prom. With Prom. 

RF 0.55 0.63 0.51 0.71 

GP 0.54 0.83 0.18 0.33 

The values of MCC measure in general ranges between -1 
(No prediction), and 1 (Perfect prediction). In this case, the 
values for MCC in both datasets almost near to 0.5 or higher, 
except in the cases where GP classifier predicts the test sets for 
both proteins. As a general note, GP is performing better than 
RF in training data, but it cannot predict test sets accurately. 
On the other hand, RF is more accurate in predicting the test 
sets classes. 

It is also clear from the tables that MCC value increases 
when promiscuity information is included in the datasets. 
Promiscuity information improved the accuracy of GP 
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classifier more than its improvement for RF classifier on the 
training set level. This improvement is clearly noticeable in GP 
results for the test sets, although GP accuracy is still low on 
test sets compared to RF. 

F. Important Vairables 

RF has the ability to rank different available considered 
while training. So, it can produce a list in each experiment with 
the most important variable affecting the prediction results. In 
table XIV we show a portion of  the top important variables in 
the two experiments for each protein. We selected these 
important variables that had high rank in RF ranking for both 
mean decrease accuracy, and mean decrease Gini, and 
appeared with each protein in its corresponding two 
experiments. Variables names represent chemical descriptors 
produced by e-dragon. 

TABLE XIV.  IMPORTANT VARAIBLES AS SELECTED BY RF 

CDK5 CDK2 

MATS7p Mor32m 

MAXDP MATS1v 

Cl-090 MATS1p 

MATS7v Mor18m 

 
(a) CDK2 without Prmiscuity. 

 
(b) CDK2 with Promiscuity. 

 
(c) CDK5 without Promiscuity. 

 
(d) CDK5 with Promiscuity. 

Fig. 2. RF Results ROC Curves for both proteins. 

 
(a) CDK2 without Promiscuity. 

 
(b) CDK2 with Promiscuity. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

235 | P a g e  

www.ijacsa.thesai.org 

 
(c) CDK5 without Promiscuity. 

 
(d) CDK5 with Promiscuity. 

Fig. 3. GP Results ROC Curves for both Proteins. 

IV. CONCLUSION 

Machine learning techniques provides a useful means to 
model and understand kinase-inhibitor interaction data. 
Although the results were not usually of high accuracy for 
different accuracy measures, but still there are many measures 
showing promising values and representing good predictions. 
Machine learning classifiers produced good predictions for the 
class with more data in the dataset, non-inhibitor class. We 
suppose that this could be a result of imbalanced data 
distribution. 

Another important conclusion is the ability of the classifiers 
to response effectively to one feature reflecting its importance. 
Kinase inhibitors are likely to bind to more than one kinase. 
The improvement in predictions when compound promiscuity 
is added to the features means that it was efficiently modeled. 
This suggests that adding more features such as protein binding 
site properties could highly improve the prediction accuracy. 

Compared to previous work using different techniques 
mentioned in section 1, our results achieved promising values 
in terms of overall accuracy. The average overall accuracy 
from RF experiments was about 85%, which is comparable to 
the 88% in [9], and 86% in [12]. Most of previous work tried to 
predict kinase inhibitors for the whole family, while in our 
work here we concentrated on the CDK subfamily to be more 
specific and more responsive to any special binding features of 
CDKs. We expect that extending the data by adding more 
features and considering protein-related properties on different 
levels would improve the classification accuracy. 

Finally, it is not necessarily that a good performing 
technique to be usually the most sensitive one for new features. 
Different approached should be tired with different datasets 

and features with a comprehensive and accurate evaluation of 
the results. 

REFERENCES 

[1] S. Enna and D. Bylund, XPharm: The Comprehensive Pharmacology 
Reference. Amsterdam: Elsevier, 2008. 

[2] H. Park, K. Kim, C. Kim, J. Shin and K. No, "Descriptor-Based Profile 
Analysis of Kinase Inhibitors to Predict Inhibitory Activity and to Grasp 
Kinase Selectivity", Bulletin of the Korean Chemical Society, vol. 34, 
no. 9, pp. 2680-2684, 2013. 

[3] Y. Hu, N. Furtmann and J. Bajorath, "Current Compound Coverage of 
the Kinome", Journal of Medicinal Chemistry, vol. 58, no. 1, pp. 30-40, 
2014. 

[4] M. Malumbres, "Cyclin-dependent kinases", Genome Biology, vol. 15, 
no. 6, p. 122, 2014. 

[5] W. Taylor and A. Grabovich, "Targeting the Cell Cycle to Kill Cancer 
Cells", Pharmacology, pp. 429-453, 2009. 

[6] M. Sayour, I. Basheer, R. Salam, M. Yamany, A. Badr, A. Al-sadek and 
R. El-awady, "Potential mechanistic profiling of an otc analgesic as a 
cytotoxic agent in the treatment of hepatocellular carcinoma", ACTA 
Pharmaceutica Sciencia, vol. 56, no. 1, p. 95, 2018. 

[7] Z. Cheung and N. Ip, "Cdk5: a multifaceted kinase in neurodegenerative 
diseases", Trends in Cell Biology, vol. 22, no. 3, pp. 169-175, 2012. 

[8] A. Arif, "Extraneuronal activities and regulatory mechanisms of the 
atypical cyclin-dependent kinase Cdk5", Biochemical Pharmacology, 
vol. 84, no. 8, pp. 985-993, 2012. 

[9] T. Pons, M. Vazquez, M. Matey-Hernandez, S. Brunak, A. Valencia and 
J. Izarzugaza, "KinMutRF: a random forest classifier of sequence 
variants in the human protein kinase superfamily", BMC Genomics, vol. 
17, no. 2, 2016. 

[10] A. Cichonska, B. Ravikumar, E. Parri, S. Timonen, T. Pahikkala, A. 
Airola, K. Wennerberg, J. Rousu and T. Aittokallio, "Computational-
experimental approach to drug-target interaction mapping: A case study 
on kinase inhibitors", PLOS Computational Biology, vol. 13, no. 8, p. 
e1005678, 2017. 

[11] Metz, E. Johnson, N. Soni, P. Merta, L. Kifle and P. Hajduk, 
"Navigating the kinome", Nature Chemical Biology, vol. 7, no. 4, pp. 
200-202, 2011. 

[12] F. Buchwald, L. Richter and S. Kramer, "Predicting a small molecule-
kinase interaction map: A machine learning approach", Journal of 
Cheminformatics, vol. 3, no. 1, p. 22, 2011. 

[13] D. McSkimming, K. Rasheed and N. Kannan, "Classifying kinase 
conformations using a machine learning approach", BMC 
Bioinformatics, vol. 18, no. 1, 2017. 

[14] Koza, Genetic programming. Cambridge, Mass.: MIT Press, 1994. 

[15] M. Tan, J. Tan, S. Chang, H. Yap, S. Abdul Kareem and R. Zain, "A 
genetic programming approach to oral cancer prognosis", PeerJ, vol. 4, 
p. e2482, 2016. 

[16] L. Breiman, “Machine Learning,” Machine Learning, vol. 45, no. 3, pp. 
261–277, 2001. 

[17] A. Boulesteix, S. Janitza, J. Kruppa and I. König, "Overview of random 
forest methodology and practical guidance with emphasis on 
computational biology and bioinformatics", Wiley Interdisciplinary 
Reviews: Data Mining and Knowledge Discovery, vol. 2, no. 6, pp. 493-
507, 2012.. 

[18] Tetko, J. Gasteiger, R. Todeschini, A. Mauri, D. Livingstone, P. Ertl, V. 
Palyulin, E. Radchenko, N. Zefirov, A. Makarenko, V. Tanchuk and V. 
Prokopenko, "Virtual Computational Chemistry Laboratory – Design 
and Description", Journal of Computer-Aided Molecular Design, vol. 
19, no. 6, pp. 453-463, 2005. 

[19] A. Elyasaf and M. Sipper, "Software review: the HeuristicLab 
framework", Genetic Programming and Evolvable Machines, vol. 15, 
no. 2, pp. 215-218, 2014. 

[20] T. Sing, O. Sander, N. Beerenwinkel and T. Lengauer, "ROCR: 
visualizing classifier performance in R", Bioinformatics, vol. 21, no. 20, 
pp. 3940-3941, 2005. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

 236 | P a g e  

www.ijacsa.thesai.org 

Bound Model of Clustering and Classification 

(BMCC) for Proficient Performance Prediction of 

Didactical Outcomes of Students

Anoopkumar M
1*

 

Research and Development Centre, 

Bharathiar University, 

Coimbatore – 46, Tamilnadu, India 

A. M. J. Md. Zubair Rahman
2
 

Principal, Head of the Institution, 

Al-Ameen Engineering College, 

Erode, Tamilnadu, India

 

 
Abstract—In this era of High-Performance High computing 

systems, Large-scale Data Mining methodologies in the field of 

education have become a convenience to discover and extract 

knowledge from Databased of their respective educational 

archives. Typically, all educational institutions around the world 

maintain student data repositories. Attributes of students such as 

the name of the student, gender of student, age group (date of 

birth), religion, eligibility details, academic assessment details, 

etc. are kept in it. With this knowledge, in this paper, didactical 

data mining (DDM) is used to leverage the performance 

prediction of student and to analyse it proactively. As it is known, 

Classification and Clustering are the liveliest techniques in 

mining the required data. Hence, Bound Model of Clustering and 

Classification (BMCC) have been proposed in this research for 

most proficient educational data mining. Classification is one of 

the distinguished options in Data Mining to assign an object 

under some pre-defined classes according to their attributes, and 

hence it comes under a supervised learning problem. On the 

other side, clustering is considered as a non-supervised learning 

problem that involves in grouping up of objects with respect to 

some similarities. Moreover, this paper uses the dataset collected 

from Kerala Technological University-SNG College of 

Engineering (KTU_SNG) for performing the BMCC. An efficient 

J48 decision tree algorithm is used for classification and the k-

means algorithm is incorporated for clustering here and is 

optimised with Bootstrap Aggregation (Bagging). The 

implementation has been done and analysed with a data mining 

tool called WEKA (Waikato Environment for Knowledge 

Analysis), and the results are compared with some most used 

classifications such as Bayes Classifier (NB), Neural Network 

(Multilayer Perceptron MLP) and J48. It is provable from the 

results that the model, proposed in this provides high Precision 

Rate (PR), accuracy and robustness with less computational time, 

though the sample data set includes some missing values. 

Keywords—Classification; clustering; precision rate; accuracy; 

j48 decision tree; bagging; educational data mining 

I. INTRODUCTION 

In general, data mining is the process of examining the 
large databases for extracting the new or required information. 
It can also be stated that it is the procedure of effective 
classification of folders with respect to the specified data 
patterns that are acquired from the dataset. There are 
enormous algorithms have been developed for retrieving the 

valuable information and knowledge discovery patterns, 
which is functional for decision support. In another word, data 
mining can also be known as KDD, which is Knowledge 
Discovery in Database, handles with the non-trivial retrieval 
of inherent, completely novel and valuable information from 
the databases [4]. The Fig. 1 contains the typical steps 
involved in the data mining process of retrieving valuable 
information. 

In the present decade, there are rising research scopes in 
utilizing data mining techniques for education, henceforth for 
Didactical Data Mining (DDM) a similar one to Educational 
Data Mining (EDM). This newly developing interdisciplinary 
field EDM involves knowledge extraction from the data 
obtained from the educational environments [11]. The main 
intention is to have a good understanding about the students 
learning standards and identifying the procedure in which they 
study to enhance the educational results, to process with the 
obtained outcomes based on the educational phenomena. 
Moreover, the educational information system can store a 
wide range of prospective data that would be collected from 
the historical and multiple sources exist in the databases of 
distinctive educational institutions. The collected data are 
from different sources, formats and also at variant granularity 
levels and that may contain the personal or academic details of 
the students. In another option, the huge data can also be 
collected from the e-learning systems that are already 
provided with a huge amount of data from various institutions. 
For handling those data effectively, there is a need for 
effective implementation of an EDM technique. The following 
Fig 2 depicts the basic attributes that have to be combined 
with the Didactical Data Mining (DDM) or EDM system in 
addition to the typical data mining functions. 

The main goal of the educational institutes is to afford a 
good quality of education and to enhance the power of 
managerial strategies. In order to accomplish the highest level 
of educational domain, analysing the major attributes of 
student‟s performance and discovering knowledge is a 
significant part. This can provide useful and beneficial 
recommendations to the academicians and the management to 
improve their decision-making structure, the performance of 
the students and teaching abilities of the tutors or faculties [7]. 
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Fig. 1. Functions Involved in Typical Data Mining. 

 

Fig. 2. Basic Factors of DDM/ EDM. 

In general, EDM uses many data mining algorithms like 
decision tree algorithm, neural networks, rule induction, naive 
Bayesian and so on. On using these methodologies, the 
powerful knowledge can be retrieved using classification, 
association rules and clustering. In this paper, the main 
objective is about the combination of Classification and 
Clustering, the well-known model for enhancing the precision 
of the results. The framed work Bound Model of Clustering 
and Classification (BMCC), concentrates on the classification 
of yearly-growing data sets using J48 decision tree classifier 
since it is comparably faster and more exact than the other 
classification techniques. And also, a decision tree can be 
transformed into simple and understandable classification 
rules. Furthermore, clustering is the course of grouping up of 
similar objects and that comes under the unsupervised pattern 
classification and K-means algorithm is incorporated for 
clustering. In this paper, an efficient machine learning tool 

called WEKA (Waikato Environment for Knowledge 
Analysis) has been used for the implementation of 
classification and clustering algorithms. The dataset acquired 
here is the KTU_SNG student dataset that contains 232 
samples with 60 attributes for each. The proposed (BMCC) 
model is implemented with this data set in WEKA 
environment for producing précised results to analyse and 
monitor the student‟s performance and take organisational 
decision for the betterment of students. 

The leftovers of this paper are systematized as follows: 
Section 2 describes the problem statement in short. Section 3 
considers the related works based on Educational Data 
Mining. Section 4 presents the operations involved in the 
proposed (BMCC) model. The results and discussions are 
given in section 5 and finally, section 6 concludes the work 
with some key points for future enhancement. 
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II. PROBLEM STATEMENT 

The problem is defined specifically designing a model for 
predicting the performance of KTU Students. The work [21] 
carried out in the field of EDM have identified the use of a 
Tuned J48. There were studied which used clustering [6] 
along with classification to enhance its effectiveness [23]. 
Here in this, it is enquiring the scope of these combinations in 
predicting student performance in KTU by combining the 
Tuned J48 classification algorithm with the K-Means. The 
bound model has been analysed with various factors referred 
in section IV and using the KTU_SNG student dataset 
containing 232 samples of with 60 attributes each (comprises 
both personal information and academic performance). This is 
a research enquiry about how best the model can serve the 
expectation of stakeholders since it is new University 
established in the year 2015 and the status of Datasets are also 
in an infant stage. 

III. RELATED WORKS 

Because of the potentials of data mining to educational 
domains, it has become the most efficient research area. There 
are so many works have been done based on this. In [1] a 
valuable survey work on data mining has been provided. The 
authors have discussed the EDM as a hopeful research [16] 
field and some particular advancement that are not provided 
by other fields. In another work [12], a case study is provided, 
in which educational data mining has been used to examine 
the learning behaviour of students. The main intention of the 
study was to describe the significance of the EDM in 
enhancing student performance in higher secondary education. 
The authors have used the data from the warehouse and the 
gathered data comprises both the personal and academic 
records of the students. Data and records gathered up from e-
learning management systems (e-LMS) have also been 
incorporated. The described the study work on the source of 
applying some classification techniques using decision tree 
algorithms and association rules for obtaining different kinds 
of knowledge. All outliers had been detected for analysis and 
finally, the student‟s records are presented with the knowledge 
discovered to enhance the overall performance of the students. 
A valuable and efficient review work has been done by the 
authors in [16]. The paper has discussed various concepts and 
techniques involved in EDM. Moreover, the comprehensive 
analysis has been made for the methodologies used for faculty 
and the student performance evaluation, which helps the 
institution. 

In [2], it is stated that the classification techniques are 
included to help in enhancing the standard of the educational 
system by analysing the student data to handle the main 
factors that may have great change on the student 
performances in specializations. The classification rules are 
derived on the basis of decision tree making, and then the 
derived rules are examined and evaluated. It permits the 
students to establish the final grade under specializations. 
Another work in [5], also discussed the classification in data 
mining for student‟s performance evaluation. The contribution 
of the work was to extract the information from the database 
that defines the status of the students at the end of all 
semesters. The collected student information includes data 

about class test performances, assignments, seminars and 
attendances. The analysis helps in the identification of 
students who require special care and need some counselling 
from the mentors. Likewise, the concept provided in [3] 
involved in the prediction of student‟s enrolment based on the 
academic data using classification rules. The derived rules are 
evaluated by various methods and permit the university 
management to organize the required resources for the newly 
enrolled students. The process aids in providing the earlier 
information about the category of the students going to be 
admitted and the areas to be concentrated in their 
specializations to maintain them in a better way. WEKA tool 
has been used for the implementation and examination of 
classification techniques such as Rule-based classification, 
Naive Bayes and Decision Tree [17]. The paper involved in 
obtaining efficient results, using classification in required data 
extraction from large databases. The process is limited to 
handle the missing values and incomplete data in the 
collection. 

In [6], the authors explained the J48 decision tree 
classification algorithm clearly. Moreover, the decision tree 
has been used for classifying the diabetes person‟s data. They 
have also discussed the basic steps involved in decision tree 
algorithm and computations. In a variant form, the 
performance of the instructor has been evaluated in [20]. 
Initially, the analysis has been made with four classifying 
techniques such as Support Vector Machine, Decision Tree 
algorithms, Artificial Neural Networks and discriminant 
analysis for developing an efficient classifier. The results have 
been stated that the decision tree algorithm provided more 
précised classification. A Quality model has been developed 
in [18] to process better classification and student performance 
examination. The author has done a great work by 
implementing various data mining technique to develop a 
predictive model for categorizing students based on their study 
rate and personal information. CART (Classification and 
Regression Tree), ID3 algorithm, CHAID (Chi-Squared 
Automatic Interaction Detection), and C4.5 all these four 
decision tree methods have been used for classification and 
the detailed comparative analysis has been made with that. 

In order to categorize the failure patterns of students, the 
authors of [8] used the mining process based on association 
rules. The major contribution of the work was to detect the 
background connection between the failed courses and the 
equivalent course suggestions for improving the performance 
of low-grade students. The association rules derived from the 
algorithm provide some hidden relationships about the failed 
courses which could make a base knowledge for academic 
designers in taking academic choices. This could pave a way 
for modification and re-construction of curriculum for the 
improvement of student‟s study rate and decrease the failure 
rates. K-means clustering algorithm has been utilized by the 
authors in [10], for determining the learning activities of the 
students that may include the class quizzes, internal 
examination results and assignments. There clustered data will 
be provided by their respective tutors prior to the 
commencement of final examination. This may help the tutors 
to decrease the fail ratio of the students by taking corrective 
actions at the right time to help the student‟s progression. 
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In [9], ID3 and C4.5 classification algorithm are used for 
the performance prediction of students. They have also 
discussed the missing data issues in classification. The causes 
for non-availability of data are given as follows: 

 Malfunction of Equipment‟s 

 Deletion due to a discrepancy with other stored 
information 

 No-data enrolment because of some misconception 

 No-data registration 

Moreover, in [13], a valuable case study has been provided 
by analysing the classification based data mining techniques 
for the application-oriented analysis of education sectors. The 
academic data sets are examined with the classification 
algorithms such as Naive Bayes (NB), J48, Multilayer 
Perceptron (MLP), SMO (Sequential Minimal Optimization) 
and REPTree (Reduced Error Pruning Decision Tree) by using 
the WEKA tool. A research work has been discussed about the 
various constraints influenced in student performance 
evaluation and grade computation for alerting the students for 
final examinations [19]. Moreover, the developed 
methodology is mainly used for grade calculation that paves a 
way for developing the coaching techniques to the students. 

In [15], the performances of undergraduate and PG 
students of two different institutions are utilized in decision 
tree classification and Bayesian Network algorithms. This aids 
to identify the students for scholarships and also for special 
care. The comparative results concluded that the decision tree 
algorithm provides results with more precision than the 
Bayesian Network algorithm. In another work [14], a case 
study has been performed with 300 student samples that are 
obtained from the Punjab University. The study results in 
finding a dignified correlation in some factors such as parent‟s 
educational factors, the income of the family and the 
performance of individual students. 

As classification as a prominent of techniques identified in 
[16], in the [21] the work is taken J48 as the prerogative of 
research over educational data and to have an extended 
analysis on Naïve Bayes, Bayes Net, Multilayer Perceptron, 
SVM, REPTree and Random Forest classifications with a 
Tuned J48. And the proposed model has shown overall 
betterments among the other ones over the datasets used. The 
study generates a realisation that a varied and better 
implementation of J48 can make differences in the 
performance prediction in a realistic environment. 

IV. PROPOSED MODEL 

Through the valuable review of previous works and 
discussions on EDM for analysing student‟s performance, a 
number of attributes influenced in the process are being 
identified and defined effectively. Those attributes are 
characterized as input variables. For this concern, the recent 
real-time data called KTU_SNG student dataset is collected 
from the Engineering College. Some manual techniques are 
used for figure out the data and the data is transformed into a 
format that is feasible for processing in WEKA tool. 
Following that, the selection of parameters and features are 
taken into consideration. Moreover, it is to be stated that the 
data set contains 13920 records (i.e. 232 samples with 60 
attributes). Table I shows the sample of the data. 

The Fig 3 portrays the generic data mining methodology 
that comprises data acquisition, data pre-processing, data 
mining and pattern extraction processes. Initially, data pre-
pre-processing has been done with the acquired data from the 
database before providing the data set for the mining process 
(i.e. removing irrelevant attributes). For an instance, some 
factors like caste or category, etc. are not required for 
analysing the intellectual performance of the students, since 
they come under the personal data. Following that, the missing 
values are removed from the data set in order to reduce the 
complexities on mining. The overall motive is to categorize 
Nature_of_Student under the categories such as Outstanding, 
Excellent, Good, Average, low and very low. The following 
Table I presents some sample attributes and their descriptions 
along with the domain values obtained from the source 
database. 

A. Bound Model of Clustering and Classification (BMCC 

Model) 

Classification is described as the process of identifying a 
set of models that determined and differentiate classes and 
concepts of data for using the mining model to detect the 
unknown classes. On the other end, clustering is examined 
with the similarities between the features present in the 
objects. The following Fig 4 depicts the overall framework for 
the combined function of clustering and classification. The 
Bond Model of Clustering and Classification, (BMCC) model 
works effectively even if the dataset has some missing values. 
Furthermore, the block diagram presents the steps involved in 
the evaluation and comparative analysis to identify the 
Nature_of_Student and Performance for enhancing the overall 
academic performance of the institution. 
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Fig. 3. The Flow of Generic Data Mining Methodology. 

TABLE I. SAMPLE ATTRIBUTES OF THE ACQUIRED DATASET WITH DESCRIPTIONS AND DOMAIN VALUES 

ATTRIBUTES DESCRIPTION DOMAIN VALUES 

Gender Student‟s sex {M,F} 

DOB Date of Birth Varying for samples 

Mother Tongue For language fluency {Malayalam, Tamil} 

Economically Backward The financial status of the family {True, False} 

Handicapped Health-Based analysis {True, False} 

Admission Type Type of Admission {Regular, Lateral} 

Branch Department of the student {CS, CE, ME, ECE, EEE, NASB} 

Attendance Regularity Based on the attendance count 

Total Credits Marks obtained Given in percentage 

Result Calculated from marks  {PASS, FAIL} 
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Fig. 4. The Framework of (BMCC) Model. 

A tuned Classification technique [21] applied here is the 
J48 classifier using the WEKA tool. The tuning process may 
opt for a various combination of base J48, as demo choices. 
And, K-Means clustering is used here as a feature 
enhancement tool for natural clustering of classes, with a 
number of clusters equal to the number of classes [23]. 
incorporated here for the integration with classification. In this 
work, the finest classification rules are identified for 
classifying the students under Outstanding, Excellent, Good, 
Average, low and very low using the data mining tool. 

The model is optimised using the Bootstrap Aggregation 
Model (BAM) for reducing the complexity in performance 
prediction. The result is compared with Base BMCC and 
experimental tests are also undertaken. Also, these results are 
referred to compare with j48 algorithms to check the 
efficiency of the proposed model against a base classifier. 
Other well-known base models in this domain, like Naïve 
Bayes and MLP, are also tested against the results 

1) Developing classifiers (J48): Basically, J48 is the 

advancement of the ID3 algorithm as mentioned earlier. There 
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are some additional features in J48 such as accounting missing 

values, pruning, rule derivation, etc. In the WEKA tool, the 

J48 classifier is processed with open source Java 

implementation. In this algorithm, the classification is 

performed constantly till it obtains the pure leaf; hence the 

results obtained must be as appropriate as possible. 

Steps in the Algorithm: 

 If some instances fit into the same class of the leaf in 
tree representation is provided with the label under the 
same Classification. 

 The potential data is evaluated for every attributes 
provided in the sample and then the Gain value is 
calculated. 

 The current selection criterion provides the best 
attribute and that could be selected for effective 
branching. 

a) Gain Calculation 

The gain computation is dependent on the entropy measure 
of the data disorders. The Entropy  ⃗ is calculated as, 

        ( ⃗)  ∑
|  |

| ⃗⃗|

 
      

|  |

| ⃗⃗|
              (1) 

        (  ⃗⁄ )  
|  |
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And the gain value is calculated from the entropy 
computations, 

    ( ⃗  )         ( ⃗)          (  ⃗⁄ )            (3) 

The gain value can be maximized by dividing the entropy 
values by using the split function  ⃗ through the value of b. 

b) Pruning 

This is the significant process in classification. Some 
attributes are there in all data sets which may differ from other 
neighbourhood attribute and may not be well-defined. The 
classification operation has to be performed with these 
instances and the decision tree is to be formed. Here, pruning 
in incorporated to reduce the classification errors, which can 
be occurred due to the categorization in the training set. 
Specifically, pruning is performed for the simplification of the 
tree. 

TABLE II. SAMPLES OF KTU_SNG DATASET UNDER CLASSIFICATION 

Attendance 

Percentage 
Total Credit Result Nature_of_Student 

More than 90%  90 and above Pass Outstanding 

More than 80% Between 80 and 90 Pass Excellent 

More than 75% Between 70 and 80 Pass Good 

More than 75% Between 60 and 70 Pass Average 

More than 70% Between 45  and 60 Pass Low 

More than 70% Below 45 Fail Very low 

Here, J48 involves in developing decision trees from a 
training data set as in ID3 algorithm, based on the information 
entropy theory. The training data set is considered as TS={ts1, 
ts2, ..., tsn} of some earlier classified instances. Each sample 
tsi= a1, a2... is a vector, where a1, a2... denotes the attributes 
of the samples. The significance of the decision tree is to 
project the data with a good precision rate. The algorithm 
chooses an effective feature of the data that presents at each 
tree node, capable of splitting the sample data set into two 
subclasses or sets to be developed with one class or another. 
The samples under classification are provided in Table II, 
based on the classification of the Nature_of_Student under 
classes such as Outstanding, Excellent, Good, Average, Low 
and Very Low. 

2) K-Means clustering: K-means clustering is a traditional 

clustering methodology that combined similar items in large 

data sets into groups. It involves selecting the initial centroids 

and determine the „K‟ number of clusters by conveying the 

given instances to the near most centroids detected. 

Computation of Euclidean distance is the distance measure 

used in k-means clustering for centroids detection. Further, the 

computation is as follows, 

  ∑ ∑ ‖  
( )
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Where „F‟ is the objective function, „K‟ is the number of 
clusters and „n‟ is the samples. The centroid function is 
denoted as „CF‟ and „x‟ be the specific case of the instances. 

B. Parameters and Performance Evaluation 

The two most used parameters such as specificity and 
sensitivity are used to measure the performance of the 
proposed methodology [25]. The specificity can also be 
termed as True Positive Rate (TPR). Hence; the Specificity 
and sensitivity are computed as follows, 
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1) Confusion matrix: The following Fig 5 depicts the 

confusion matrix for three class case. When a set of objects 

are evaluated, the results are effectively counted and the 

confusion matrix has been prepared. It can also be denoted as 

the contingency table. In the figure, the table has shown the 

correct decisions of classifier presents on the major diagonal, 

whereas the errors are at the rest. 

The column denotes the Actual class and the rows denote 
the predictions. An edge is given as TP, whether it is positive 
or negative as same as the predictions respectively. FP denotes 
the results that are not predicted accurately. TN is representing 
the correctly predicted results, whereas, the FN values denote 
the falsely predicted with the preferred network. 
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Fig. 5. Confusion Matrix. 

2) Precision rate (PR): The retrieval of positive 

predictions is called precision. In particular, it is computed as 

the number of appropriate classification samples belong to „A‟ 

divided by a number of samples categorized as under the class 

„A‟. Hence, it is defined as the ratio of the predicted true 

positives out of all actually positive results. The formula is 

given as follows: 

               (  )  
              (  )

                            
           (8) 

3) Accuracy: Accuracy of computation is plainly defined 

as the relationship of a total number of correctly classified 

samples into the total sum of adopted samples. 

Mathematically, it can be defined as, 

         
     

   ((    ) (    ))
*100           (9) 

4) F-Measure: F-measure is a significant parameter for 

evaluating the proficiency of the proposed model. It combines 

the TPR and the Precision Rates (PR) into an instant measure 

of performance. The equation is given as, 

          
        

      
            (10) 

5) T-Test: The final evaluation of this experimental work 

for classifier evaluation is done using Paired T-Test for 

classifiers. Weka workbench experiment options are used to 

test its effectiveness. Weak learning model and strong learning 

model can easily be identified from the outputs. Percent 

Correct is set as the comparison filed all through the test. This 

t-tester assumes the samples are independent. 

V. EXPERIMENTAL RESULTS AND DISCUSSIONS 

In this section of the experimental analysis, the results 
obtained for the proposed (BMCC) model corresponding to 
the parameters given in the (section 4.2) are compared with 
the traditionalistic classification techniques such as Naive 
Bayes, Multilayer Perceptron (MLP) and J48. Moreover, for 
the evaluation, KTU_SNG student dataset which contains 
13920 records (includes 232 samples with 60 attributes) has 
been taken. For implementation, the training data set is 
classified through the WEKA tool with J48 decision-making 
classifier algorithm. The Bound Model of Clustering and 
Classification of data mining has initially employed with the 
K-Means algorithm for clustering as feature addition. It helps 
to remove the class attributes through the unsupervised 
learning process with the implemented training sample, 
following that Tuned J48 classifier has been implemented on 
the instances for classifying the student‟s performance. 

The model use clustering as filter feature addition for the 
subsequent Tuned J48 classifier in this model. The K-Means 
cluster divides the sample into K clusters and the provision to 
specify the number of clusters help it used in classification. It 
is going to be one another strong feature during the 
classification. 

Since similar studies are found in these areas, a famous 
model of clustering and classification have been opted with an 
optimisation to improve its performance. There were feature 
selection and ensemble models [24] of approaches. The 
optimisation is implemented using Bootstrap Aggregation 
Model. During the optimisation of BMCC, there are used 
choices of J48 as the demo options of the combination. How 
improvements have produced in BMCC are analysed and 
presented hereafter. 

The experimental results illustrate that the proposed 
(BMCC) model provides potential results with utmost 
Precision Rate (PR), accuracy and the adaptability among the 
individual utilization of classification and clustering 
techniques in Table III, Table IV. The Fig. 6 illustrates the 
performance of BMCC and Improved BMCC. The Fig. 7 
depicts the distribution of students according to their classes 
provided by the data set. The Precision Rate and accuracy are 
evaluated on the basis of True Positive, True Negative, False 
Positive and False Negative as per the (8) and (9), given in the 
previous sections B.2 and B.3. 

The Table III depicts the comparative analysis based on 
the results of the parameters evaluated. Form the observation, 
it is apparent that the error rate for (BMCC) model is 0.095 
which is comparably low than others. And, the accuracy rate is 
94.83% which is most desirable than other models. It shows 
that the (BMCC) model provides better-précised results than 
others and helpful for efficient student classification and 
improvement of student‟s performance. 

For computation purpose, it is to be considered that, the 
false positive rate or the value of sensitivity would be 0. As 
per the results provided in Table III and Table IV, the 
sensitivity rate obtained for the combined model is the lowest 
(closer to 0), when compared to the other techniques. Another 
assumption is also to be made for Precision Rate as 1. And 
from the results provided in Table III, it is noticeable that the 
proposed model comprises a higher rate of precision than the 
others. 

The experiment is also conducted for identifying 
Nature_of_Student, the Class of students, have also done, 
however, the results were not competing with performance 
prediction of students. And the details are slightly suspended 
from this paper as it focuses on a binary classification 
problem.  The result of the study regarding nature had shown a 
significant rise in FN rate in many experiments, and it is 
assumed to be due to the perceived quality of the internal 
assessments and its recording. Students attitude and their 
sentiments towards activities are not considered to grade 
students in KTU. It may be a work proposed to analyse the 
impact of sentiment analysis in the field of student 
classification problems, and thereby a solution may be devised 
permanently. 
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TABLE III. PARAMETERS BASED PERFORMANCE EVALUATION 

Parameters Naive Bayes MLP J48 BMCC 

TP 161 176 170 177 

FP 5 10 8 5 

TN 43 38 40 43 

FN 23 8 14 7 

Error Rate 0.121 0.078 0.095 0.052 

Accuracy 87.93% 92.24% 90.52% 94.83% 

Precision 0.97 0.947 0.956 0.973 

Recall 0.875 0.957 0.924 0.962 

F1 Measure 0.921 0.952 0.94 0.968 

Sensitivity 0.88 0.96 0.92 0.96 

Specificity 0.90 0.79 0.83 0.90 

 
Fig. 6. Performance Accuracy of BMCC and Improved BMCC with Others. 

 

Fig. 7. Distribution of Students According to their Classes. 

The following Table IV depicts the values obtained for the 
proposed (BMCC) models with overall classification results 
under “PASS”, “FAIL”. It is portrayed from the table that out 
of 232 instances, 220 are classified accurately under the 
suitable class and the rest are not accurately classified as given 
in the Base BMCC. Whereas the improved one has 226 and 6 
as correctly classified and misclassified correspondingly to its 
credits. The optimum estimated results of the evaluation 
parameters are given in Table IV. Further, the Fig.9 shows the 
results obtained with Classification using (BMCC) Model and 
implemented with and without optimisation in the Weka 
Workbench environment. 

TABLE IV. RESULTS FOR EVALUATION PARAMETERS FOR CLASSIFYING 

“PASS” OR “FAIL” 

Total Number of 

Instances= 232 

Values In -  Dataset  

Base BMCC 

Values In -  

Dataset  

Improved BMCC 

Correctly Classified  220 94.80% 226 97.4% 

Incorrectly Classified 12 5.20% 6 2.60% 

TP FP PR RC F-M   CLASS 

0.962 0.962 0.973 0.962 0.967   PASS 

0.896 0.038 0.86 0.896 0.878   FAIL 

Weighted Average:     

0.948 0.09 0.949 0.948 0.949   

       
0.984 0.063 0.984 0.984 0.984   PASS 

0.938 0.016 0.938 0.938 0.938   FAIL 

Weighted Average:     

0.974 0.053 0.974 0.974 0.974   

The decision tree based classification sample and rules are 
given in Fig 8. 

 

Fig. 8. Decision-Tree-based Classification Sample. 

 
Fig. 9. A sample Result of (BMCC) Model Implementation in WEKA Tool. 
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TABLE V. AVERAGE ERROR RATE OF CLASSES COMPARED TO (BMCC) 

CLASSIFICATION MODEL 

Method 
Naive 

Bayes 
MLP J48 

Base 

BMCC 

Improved 

BMCC 

Error Rate 0.108 0.174 0.148 0.09 0.053 

TABLE VI. RESULTS OF RELATED EXPERIMENTS 

Method J48 
Base 

BMCC 

Improved 

BMCC 

Accuracy 90.52% 94.83% 97.41% 

From the outset of this work, it is clear that the utilisation 
of classification techniques is considered. Especially the 
accuracy and precision of each of them considered more. 
From Table V, it is clear that the proposed bound model of 
clustering and classification has produced the most competent 
outputs. A random improvisation is also tried with the BMCC 
and a marginal improvement has shown in it. However, a 
detailed observation may be done later with more option to 
improve the proposed one. 

Whatever being implemented had shown an appealing 
progress in the experiments, even though few variations in 
results based on the filtering used at the pre-processing had 
also shown. It may be considered and experimented with more 
kinds of data from various environments collected. However, 
it is intuitively suggested to try-out for an optimum feature 
extraction and pre-processing for these kinds of researches.  
The results of variations of models used in this and related 
models are depicted in Table VI. 

Based on the experimental analysis given in this paper, it 
is explicit that the Bound Model of Clustering and 
Classification provides better results in classifying instances 
with a better rate of accuracy. 

During the experiment in this paper, subsamples of 
KTU_SNG Data are prepared using different filters such as 
Gain Ratio, Info Gain, Correlation Attribute filtering...etc. 
Also, the actual data along with the data prepared using Weka 
for testing and training are used during the bootstrap 
optimisation of BMCC. It shows an incremental uplifting of 
accuracy during bootstrapping (Bagging-Tuned J48). Similar 
to every bagging its learning curve started from a minimum of 
Base BMCC rate and progressed to achieve a score of 
99.569% accuracy. The score initially felt a little exaggerating 
as the database size and the stability of it is taken into account. 
However, the Max-Rate (99.569%) may be reached at the year 
goes by and the features of database tend to become normal 
form. The comparison of the last few observations of 
optimised BMCC is given in Table VII. 

TABLE VII. OPTIMISED PERFORMANCE OUTCOME OF BMCC 

Model Experiment 1 Experiment 2 
Experiment 

3 

Experiment 

4 

BMCC 94.3966% 97.8448% 99.569% 99.569% 

TABLE VIII. OPTIMISED PERFORMANCE OUTCOME OF BMCC TEST 

Model 
Exp.  

T-Tester1 

Exp. 

T-Tester 2 

Exp. 

T-Tester 3 

Exp. 

T-Tester 4 

BMCC 93.09% 93.44% 95.08% 98.71% 

During the performance test, the same had produced 
comparatively lover figures with the experimental models are 
given in Table VIII. 

The model could Minimise the Cost-Benefit at 75.72 gain 
threshold with 99.569% accuracy as given in Fig 10. 

 

Fig. 10. Minimised Cost-Benefit of (BMCC) at Optimum Gain. 

Interesting properties of Reinforcement Learning [22] in 
the form of a reutilising model, for information extraction, 
might ameliorate BMCC. Hence, non-rationally believed that 
it provides an overriding Educational Data Mining technique 
or DDM technique for the managing performance of the 
students. 

VI. CONCLUSION AND FUTURE ENHANCEMENT 

The proposed (BMCC) model is an effective technique for 
the Proficient Performance Prediction (PPP) of educational 
datasets and mining classification that helps in successfully 
identifying the huge data sets of educational domains. 
Decision tree J48, proposed BMCC and its improved model 
came up with 90.52%, 94.83% and 97.41% accuracy 
respectively in predicting the performance of students in the 
KTU_SNG-Dataset. The evaluation results are evidence for 
the Bound Model of Clustering and Classification technique 
provides results with more precision than the traditional 
classification methodologies such as Naïve Bayes, MLP and 
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base J48, for categorizing the given instances with their 
specific classes and attributes. A substantial increase of 7.0% 
is noted here. As is well known, clustering operations belong 
to the unsupervised learning process; hence, the classes are 
developed on the basis of formed clusters to which the 
samples belong to. And then, the unknown datasets are 
classified on the basis of the decision rules, which are 
acquired by employing a classification technique on these 
clusters. The classification results obtained from this 
combined methodology brings utmost precision rate and 
accuracy with minimal error rate and cost benefit. The 
99.569% accuracy at the experiment and the 98.71% 
accuracy at test obtained by the proposed model serve the best 
result compared to all other. The result shows that the 
Optimised BMCC outperformed all other methods in this 
research experiment. And hence it may be a good choice for 
the future also to enhance the model with optimisation and 
booting methodologies to enhance classification accuracy in 
Educational Data Mining. And, the potential results are 
valuable for the academicians for analysing the student‟s 
performances and making decisions or arrangements 
according to that to enhance their quality along with the 
institution. 

As it is discussed performance improvisation methods and 
its applications to BMCC and a dependable, refined and 
standardised information extraction technique for it are going 
to be a good choice of future work. Also, in future, the 
combined work can be extended and integration can also be 
done with the association or ensemble techniques and the 
results can be analysed with some other efficient models. 
Furthermore, the methodology can be applied and examined 
with some other interesting areas like the sentiment of 
students towards their activities, sports, medicine and so on, 
which have to deal with huge datasets. 
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Abstract—Brain signals or EEG are non-stationary signals 
and are difficult to analyze visually. The brain signal has five 
waves alpha, beta, delta, gamma, and theta. The five waves have 
their frequency to describe the level of attention, alertness, 
character and external stimuli. The five waves can be used to 
analyze stimulation patterns when turning left and right. Giving 
weight to the five brain waves utilizes genetic algorithms to get 
one signal. Genetic algorithms can be used to find the best signal 
for classification. In this paper, the EEG signal will be classified 
to determine the right or left movement pattern. After combining 
the five brain waves with genetic algorithms is then classified 
using the Logistic Regression, Linear Discriminant Analysis, K-
Neighbors Classifier, Decision Tree, Naïve Bayes Gaussian, and 
Support Vector Machine. From the six methods above that have 
the highest accuracy is 56% and SVM is a method that has better 
accuracy than others on this problem. 

Keywords—Brain wave; EEG; genetic algorithm; classification; 
left right movement 

I. INTRODUCTION 
When the body does a job or movement, it basically 

coordinates with the mind. These conditions, focus on one 
object without being affected by other things and focus on 
doing the movement. Knowing someone's focus condition is 
not easy, one way to find out the condition of one's focus is 
through information on brain signals or often called an 
Electroensephalogram (EEG) signal. 

EEG is an instrument used to record static electricity 
activity resulting from stimuli received by the brain. Research 
on the classification of EEG signals has been carried out, 
including classification of fatigue levels, identification of EEG 
signals for sound stimulation, identification of alertness, 
emotional conditions, attention classification, identification of 
epilepsy, and other studies classifying EEG signals against 
imagination of body movements, classification visual 
stimulation, classification of EEG signals with two mental 
conditions with an introduction of up to 83%, identification of 
epilepsy waves, and to recognize movements of artifacts 
[1][2][3]. 

Transforming EEG signals into a model is an effective way 
of analysis to classify EEG signals. An EEG signal in a person 
generally consists of wave components which are differentiated 
based on their frequency region, delta, theta, alpha, beta, and 
gamma [4][5][6]. 

TABLE I. FREQUENCY EEG 

EEG Frequency 
Delta 0 - 4 Hz 
Theta 4 – 8 Hz 
Alpha 8 – 13 Hz 
Beta 13 – 30 Hz 
Gamma 30 – 100 Hz 

In Table 1 it can be seen that Delta waves have a frequency 
of 0-4 Hz. Delta waves appear when someone is sleeping 
soundly. Theta waves have a frequency of 4 - 8 Hz. Theta 
waves appear when a person sleeps lightly and is in a happy 
state. Some recent research links these waves such as rapid eye 
movements during sleep, and hypnosis. Alfa waves have a 
frequency of 8-13 Hz. Alpha waves appear when a person 
relaxes, and eyes are closed. These waves are often used to see 
normal or abnormal brain functions. Beta waves have a 
frequency of 13-30 Hz. Beta waves appear when someone is 
doing activities concerning remembering such conditions as 
thinking. Gamma waves have a frequency of 30-100 Hz. 
Gamma waves are related to brain activity to integrate various 
stimuli [7]–[9]. 

The EEG signal analysis in this paper will be used to 
analyze for control an object for right-left movement. EEG 
analysis uses a genetic algorithm to combine five brain signals. 
the genetic algorithm is one of the heuristic methods which is a 
branch of an evolutionary algorithm, which is a technique for 
solving complex optimization problems by imitating the 
evolutionary process of living things. genetic algorithm proved 
to be suitable to be used to solve multi-objective problems. 
genetic algorithm develops along with the rapid development 
of information technology. This algorithm is widely used in the 
fields of physics, biology, economics, sociology, and others 
who often face optimization problems with complex or even 
difficult mathematical models. by using the genetic algorithm, 
one brain signal from the five brain signals is obtained. one 
signal will be used for classification in the next process. 

II. METHODS 
In this paper, several stages are carried out. These stages 

can be seen in figure 1. 

In Figure 2 it is explained that the method proposed. Where 
each of the five brain waves signals will be weighted by the 
genetic algorithm method. The result a signal that will be used 
for classification. 
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Fig. 1. Process Diagram Flow. 
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Fig. 2. Proposed Method. 

A. Data 
The data is taken using a brain signal reader. The tool is 

MindWave Mobile Brainwave Starter Kit from NeuroSky. The 
device can directly read the five brain waves. The use of this 
tool utilizes Bluetooth technology, and this tool is compatible 
with operating systems such as Windows, Mac, Android or 
Linux. The device can be seen in figure 3. 

Brainwave data is taken from 10 people where each person 
is recorded 10 times. 5 times the brainwave recording for the 
condition of the right moves and 5 times the brainwave 
recording for the condition of the left movement. So the total 
data captured is 100 data. 

 
Fig. 3. Brainwave Reader. 

Recording of brain wave is done when the subject controls 
the right or left of the remote control car toy and recording is 
done for one minute. The data took 15 seconds in the middle 
for the next analysis. Example and visualization of data can be 
seen at table 2 and figure 4. 

TABLE II. EXAMPLE RAW DATA 

ms 1 2 … 15 CLASS 

ALPHA 69987,5 49024,5 … 335993 

LEFT MOVEMENTS 

BETA 6527,5 9185 … 8822 

GAMMA 1409 1220 … 7123 

THETA 1532876 856975 … 716820 

DELTA 2 2 … 2 

 
Fig. 4. Visualization Data. 

B. Preprocessing 
At this stage, the data will be normalized using the min-

max method. This normalization is done to adjust the signal 
magnitude. All waves will be mapped with a range between 0 
and 1. Min-max normalization calculations are carried out 
following equation 1. 

𝑦 = 𝑥−min (𝑥)
max(𝑥)−min(𝑥)

              (1) 

C. Genetic Alghorithm 
A genetic algorithm is a search heuristic that is inspired by 

Charles Darwin’s theory of natural evolution. This algorithm 
reflects the process of natural selection where the fittest 
individuals are selected for reproduction to produce offspring 
of the next generation. 

The process of natural selection starts with the selection of 
fittest individuals from a population. They produce offspring 
which inherit the characteristics of the parents and will be 
added to the next generation. If parents have better fitness, their 
offspring will be better than parents and have a better chance of 
surviving. This process keeps on iterating, and at the end, a 
generation with the fittest individuals will be found[10]. 

This notion can be applied to a search problem. We 
consider a set of solutions for a problem and select the set of 
best ones out of them. Five phases are considered in a genetic 
algorithm is the initial population, fitness function, selection, 
crossover, and mutation. 
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The initial population is processed begins with a set of 
individuals which is called a Population. Each is a solution to 
the problem you want to solve. On this EEG problem at 
equation 2, it is known that y is the new value of combining 
five signals and x is the signal captured by the reader. while w 
is the weight sought for each type of wave where the sum of w 
must be 1 like equation 3. In the process of the genetic 
algorithm we will find the best w weights to be multiplied by 
each of the types of waves that have been taken on average to 
determine that weight[10], [11]. 

𝑦 = 𝑤1.𝑎𝑙𝑝ℎ𝑎(𝑥) + 𝑤2. 𝑏𝑒𝑡𝑎(𝑥) + 𝑤3.𝑑𝑒𝑙𝑡𝑎(𝑥) +
𝑤4.𝑔𝑔𝑎𝑚𝑚𝑎(𝑥) + 𝑤5. 𝑡ℎ𝑒𝑡𝑎(𝑥)              (2) 

𝑤1 + 𝑤2 + 𝑤3 + 𝑤4 + 𝑤5 = 1            (3) 

An individual is characterized by a set of parameters 
(variables) known as Genes. Genes are joined into a string to 
form a Chromosome (solution). In a genetic algorithm, the set 
of genes of an individual is represented using a string, 
regarding an alphabet. Usually, binary values are used (string 
of 1s and 0s). We say that we encode the genes in a 
chromosome [10]. 

The fitness function determines how to fit an individual is 
(the ability of an individual to compete with other individuals). 
It gives a fitness score to each. The probability that an 
individual will be selected for reproduction is based on its 
fitness score [12]. 

The idea of the selection phase is to select the fittest 
individuals and let them pass their genes to the next generation. 
Two pairs of individuals (parents) are selected based on their 
fitness scores. Individuals with high fitness have more chance 
to be selected for reproduction [12]. 

Crossover is the most significant phase in a genetic 
algorithm. For each pair of parents to be mated, a crossover 
point is chosen at random from within the genes. Offspring are 
created by exchanging the genes of parents among themselves 
until the crossover point is reached. The new offspring are 
added to the population [11]. 

In particular new offspring formed, some of their genes can 
be subjected to a mutation with a low random probability. This 
implies that some of the bits in the bit string can be flipped. 
The mutation occurs to maintain diversity within the 
population and prevent premature convergence [10].  

The algorithm terminates if the population has converged 
(does not produce offspring which are significantly different 
from the previous generation). Then it is said that the genetic 
algorithm has provided a set of solutions to our problem [10]. 

D. Classification 
From the process of genetic algorithm each data produces a 

signal that can be classified. In this paper uses six classification 
methods to get the best classification. 

• Logistic Regression (LR) 

In the statistical model with two categories, with response 
variables contain elements of "success" or "failure". This 
binary data is the simplest form of data category. The most 

frequently used model for data two the category is binary 
logistic regression [13]. 

Logistic Regression (LR) is used to measure the functional 
relationship between one dependent variable from a qualitative 
type of dichotomous with independent variables of type 
quantitative and qualitative. It is somewhat similar to multiple 
linear regression. It is usually appropriate for models where 
dependent variables are of the qualitative type of dichotomous. 
Model parameters are estimated using the maximum-likelihood 
method [13]. Form a logistic regression model with variables i 
predictors are as follows equation (4) 

𝜋(𝑥) =  𝑒𝑔(𝑥)

1+𝑒𝑔(𝑥)              (4) 

By using a logit transformation from π (x), then the logit 
function regression model can be defined as following equation 
(5). 

  𝑔𝑔(𝑥) = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 … . + + 𝛽𝑖𝑥𝑖           (5) 

The logit form g(x) is a logit model, a linear function in its 
parameters, and is within the distance between -∞ to + ∞ 
depends on variable X. 

• Linear Discriminant Analysis (LDA) 

LDA performs linear analysis has its representation 
(vectors base) from dimensionless EEG vector space high, 
depending on the statistical point of view. By projecting an 
EEG vector into its base vector, representation will be obtained 
the feature of the wave per unit time [14]. 

Similarity measurements will then be made between EEG 
representations with data testing. Representations in this 
method are considered as a linear transformation from the 
original EEG vector to in a projection space (base vectors)[14]. 

• K-Neighbours Classifier (KNN) 

K-nearest neighbor algorithm is a classification technique a 
very popular one introduced by Fix and Hodges (1951), which 
have been proven to be a good simple algorithm. KNN is one 
method used in classification by using a supervised algorithm 
(Chan et al. 2010). The purpose of this algorithm is to classify 
new objects based on the distance of an object to be classified 
to sample data. Classifier only uses the distance function from 
new data to training data. 

K-Nearest Neighbor is to find the closest distance between 
data will be evaluated with neighbor K closest neighbors in 
training data. Training data is projected into space many 
dimensions, where each dimension represent features of data. 
This space is divided into parts based on the classification of 
training data. A point in this space is marked class c, if class c 
is a classification that is most commonly found in neighboring 
fruit closest to that point [15]. Near or far neighbors are usually 
calculated based on distance Euclidean with the following 
equation (6). 

𝑑𝑖 = �∑ (𝑥2𝑖 − 𝑥1𝑖)2
𝑝
𝑖=1                          (6) 
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When x1 is data sample, x2 is data testing, and i is variable 
data. d is a symbol of distance and p is a symbol of data 
dimension. 

In the learning phase, this algorithm only does vector-
vector storage features and classification of learning data. In 
the classification phase, the features are the same calculated for 
test data (which is the classification not known). The distance 
from the new vector this is against the entire vector of learning 
data counted, and a number of the most fruits close taken. The 
new point is classification predicted included in the 
classification most of these points. The best k value for this 
algorithm depends on the data [16]. 

Generally, the value of k is height will reduce the effect of 
noise on classification, but make boundaries between each 
classification becomes more blurred. Value k good can be 
selected by optimization parameters, for example by using 
cross-validation. Where special cases classification is predicted 
based on data the closest learning (with words another, k = 1) 
is called the nearest neighbor algorithm [16]. 

The accuracy of the KNN algorithm is very influenced by 
the presence or absence of features irrelevant, or if feature 
weight it is not equivalent to its relevance against 
classification. When is the amount of data approaching infinity, 
this algorithm guarantees error rate of no more than twice 
Bayes error rate (minimum level for distribution certain 
data)[15]. 

• Decision Tree Classifier (CART) 

Decision tree is one of the most popular data mining 
classification techniques. The appropriate decision tree is used 
for cases that have the following characteristics [17]: 

1) Data or examples are expressed by pairs of attributes 
and values. 

2) Labels or output data are usually discrete values. 
3) Data has a missing value. 

Entropy theory is adopted to choose the right attribute 
breakdown for the C4.5 algorithm, stating the average number 
information needed to classify samples. 

• Naïve Byaes Gaussian (NB) 

Naïve Bayes is an algorithm in data mining technique that 
applies the Bayes theory in classification. Bayes' decision 
theorem is a fundamental statistical approach within pattern 
recognition (pattern recognition). Naive Bayes based on the 
assumption of simplifying that value attributes conditionally 
free if given output value. In other words, given the output 
value, the probability of observing together is a product of 
individual probabilities. In equation 7 P(c|x) is the posterior 
probability of class (target) given predictor (attribute) and P(c) 
is the prior probability of class. P(x|c) is the likelihood which is 
the probability of predictor given class  and P(x) is the prior 
probability of predictor [18][19]. 

𝑃(𝑐|𝑥) = 𝑃(𝑥|𝑐)𝑃(𝑐)
𝑃(𝑥)

             (7) 

• Support Vector Machine (SVM) 

The support vector machine (SVM) was first introduced by 
Vapnik in 1992 when presented at Annual Workshop on 
Computational Learning Theory.   The basic principle of SVM 
is a linear classifier, namely case classifications that are 
linearly separated [20]. 

Support Vector Machine (SVM) is a method classification 
that works by searching hyperplane with the biggest margin. 
The hyperplane is the inter-class data dividing line. The margin 
is the distance between the hyperplane and the closest data in 
each class. The closest data with a hyperplane in each of these 
classes which are called support vector. SVM is a method used 
for the classification of two classes (binary classification). In 
its development, several a method proposed for SVM to be 
used for multi-class classification by combining some binary 
classifier. Method ever proposed is the One-against-one 
method. As for the One-against-one method, it will be 
constructed by a number of k (k-1) / 2 SVM classification 
models with each model being trained to use data from two 
different classes [21][12]. 

Therefore, for data on classes i and j, SVM completes 
binary classification problems for The decision function for the 
function above is taken through voting, if the result is 𝑠𝑠𝑖𝑖𝑔𝑔𝑛𝑛 
states that data x is in class i, then vote value for class i plus 
one. Furthermore, class predictions from data x are classes with 
values highest vote. Otherwise, the vote value for class j plus 
one. In general, the stages of document classification with 
multi-class SVM this research can describe as the following 
stages. First of all, from the results of the pre-process and the 
decision, then generated k-groups of data terms in the 
representation vector space model. Then each group was 
trained to use the SVM Multi-class with the One-against-one 
method. Therefore the document classification model will be 
obtained on each group [20], [21]. 

E. Testing 
At this stage, testing of the method will be done by dividing 

the data into training and testing. Each type of wave on the 
EEG signal will be classification after weighting of the genetic 
algorithm process done. The testing process is done by 
allocating data testing at 10%, 15%, 20%, 25%, and 30%. 

III. RESULTS 
The implementation of the proposed method is run in the 

Python programming language. Python uses various types of 
libraries, sklearn, matplotlib and pandas. 

The results of implementation and testing can be seen in 
Table 3. From the table it can be seen that the method has the 
highest average accuracy is SVM with a total average of 48%. 
And the method which has the smallest average is KNN 
method which is not at odds with the decision tree method with 
the average accuracy of 38% and 39%. 

In figure 5 it can be seen that the SVM method has an 
average above other methods. of all methods the smaller the 
training data, the accuracy will decrease. 
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TABLE III. TESTING RESULTS 

Data Testing 
Acuration (%) 

LR LDA KNN CART NB SVM 

10% 57 52 30 27 40 40 

15% 50 53 32 35 50 40 

20% 40 45 50 50 45 55 

25% 50 35 45 50 50 55 

30% 35 25 35 35 40 50 

AVERAGE 46 42 38 39 45 48 

 
Fig. 5. Diagram Result. 

IV. CONCLUSION 
The brain signal has five different frequency waves. The 

five signals will be combined using Genetic Algorithm into one 
signal that can be used for classification. The signal 
classification is intended to determine the pattern of right-left 
movement thoughts. The results of the classification with the 
highest accuracy were 56% using the Logistic Regression 
method. However, the highest average accuracy is owned by 
SVM with 48%. This research can be further developed by 
further shortening the time unit in retrieving signals and 
changing the weight values for each type of wave to have 
better accuracy. 
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Abstract—Chronic kidney disease is an important challenge 

for health systems around the world and consuming a huge 

proportion of health care finances. Around 85% of the world 

populations live in developing country, where chronic kidney 

disease prevention programs are undeveloped. Treatment 

options for chronic kidney disease are not readily available for 

most countries in sub-Saharan Africa including Ethiopia. Many 

rural and urban communities in Ethiopia have extremely limited 

access to medical advice where medical experts are not readily 

available. To address such a problem, a medical knowledge-

based system can play a significant role. Therefore, the aim of 

this research was developing a self- learning knowledge based 

system for diagnosis and treatment of on the first three stages of 

kidney disease that can update the knowledge without the 

involvement of knowledge engineer. In the development of this 

system, the following procedures are followed: Knowledge 

Engineering research design was used to developed prototype 

system. Purposive sampling strategies were utilized to choose 

specialists. The information was acquired using both structured 

and unstructured interviews and all knowledge’s are represented 

using production rule. The represented production rule was 

modeled by using decision tree modeling approach. 

Implementation was employed using pro-log tools. Testing and 

evolution was performed through test case and user acceptance 

methods.  Furthermore, we extensively evaluate the prototype 

system through visual interactions and test cases. Finally, the 

results show that our approach is better than the current ones. 

Keywords—Knowledge-based system; kidney diseases; machine 

learning; knowledge engineering; knowledge representation 

I. INTRODUCTION 

Chronic kidney disease is an important challenge for 
health systems around the world and consuming a huge 
proportion of health care finances. It is even more significant 
for developing countries which now face the double burden of 
infectious diseases and growing problems of non- 
communicable diseases such as cardiovascular, diabetes and 
hypertension [1]. Around 85% of the world populations live in 
developing country of the world [2]. Treatment options for 
chronic kidney disease are not readily available for most 
countries in sub-Saharan Africa including Ethiopia. For many 
years the treatment and diagnoses chronic kidney disease in 
Ethiopia has not been studied and there is no national strategy 
for prevention and care of patients with chronic kidney 

disease. Among the people of developing countries like 
Ethiopia, chronic kidney disease are the one the increase 
causes of death, because in Ethiopia there is no well-
established chronic kidney disease prevention programs and a 
shortage of specialists and health facilities are there. 
Therefore, it is difficult to diagnosis and treatment of chronic 
kidney disease in such like conditions. 

Artificial intelligence has emerged after the introduction of 
the first computers. Currently, the concept of the artificial 
intelligence is understood as a branch of computer science, in 
which the computer programs have capability to simulate 
human behaviors. Computer programs are used both for 
experimental and practical purposes, such as formulation of 
medical diagnoses. KBS is one of braches of the AI groups. A 
knowledge-based system is a software system that contains a 
significant amount of knowledge in an explicit, declarative 
form. This has now been replaced by methodological 
approaches that have many similarities with general software 
engineering practice. KBS development is best seen as 
software engineering for a particular class of application 
problems. These applications problems typically require some 
form of reasoning to produce the required results. In current 
business practice there is an increasing need for such systems, 
due to progression of information technology in our daily 
work. Some typical applications are systems for diagnosing 
problems in medical sections [3]. Knowledge based system 
has become as platform to solve real problem in a fashion 
similar to the expert in medical areas. Knowledge based 
system is a computer program which captures the knowledge 
of experts on a given problem to solve problems in a fashion 
similar to the expert. 

The system can assist the expert during problem-solving, 
or act like expert in situations where the expertise is lacking. 
The commonly used knowledge acquisition techniques are 
interviews. Interviews can be classified into structure, semi-
structure and unstructured, observation and document 
analysis. Learning technologies to develop KBS are neural 
networks, intelligent agents, fuzzy logic, and genetic learning 
and self-learning [4]. Just a few research papers are accessible 
that have the capacity of self-learning with KBS. In broad 
aspect, the self-learning field is called as machine learning in 
which the computer programs learn from their own experience 
upon utilization. Self-learning is one of the elements of KBS 
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which tries to imitate the learning capability of human beings. 
It is possible to update the knowledge base of the KBS either 
manually or automatically using machine learning algorithms 
[5, 6]. According to Akerkar, Sajja and Solomon G. [5, 7], 
“Self-learning is a scientific task that enables the knowledge-
based system to learn automatically from the inference 
process”. The aim of this research was to develop a self-
learning Amharic based knowledge-based system to help the 
patients and physicians for diagnosis and treatment through 
Amharic language for kidney diseases. The prototype system 
is provided to the end users via computers. The key 
contributions of this paper are as follows. 

 Acquired Real facts data form physicians and modeling 
all facts to integration with knowledge rules using a 
self-learning approach. 

 Knowledge analysis: the process of making sense of 
the knowledge was performed. 

 Knowledge structuring: The processes of expressing 
the analyzed knowledge in an understandable and 
usable form are presented. 

 Knowledge modeling: the process of connecting the 
decision flow of the acquired knowledge and 
relationship between concepts was presented. 

 Expressing knowledge in a format of rule 
representation techniques. 

 Design and development of a flexible self-learning 
knowledge-based system. 

The rest of this paper is organized as follows. In Section 2, 
we provide an overview of the Statement of the Problem. 
Sections 3 describe the objective of this paper. In section 5 
describe the review of related works. In Section 6, we describe 
the methodology of each of the key components of the 
prototype system in detail and the implementation of the 
prototype system. Section 6 considers a case study and user 
visual interaction approaches to evaluate the proposed system. 
The evaluation results are analyzed and presented for better 
understanding. Section 7, 8 concludes the work with 
implications and possible future research directions. 

II. STATEMENT OF THE PROBLEM 

Chronic kidney disease is an important challenge for 
health systems around the world and, consuming a huge 
proportion of health care finances. It is even more significant 
for developing countries which now face the double burden of 
infectious diseases and growing problems of non- 
communicable diseases such as cardiovascular, diabetes and 
hypertension [8]. Treatment options for chronic kidney disease 
are not readily available for most countries in sub-Saharan 
Africa including Ethiopia. For many years the treatment and 
diagnoses chronic kidney disease in Ethiopia has not been 
studied and there is no national strategy for prevention and 
care of patients with chronic kidney disease. Among the 
people of developing countries like Ethiopia, chronic kidney 
disease is the one the increase causes of death, because in 
Ethiopia there is no well-established chronic kidney disease 
prevention program. Unfortunately, the nature of chronic 

kidney disease is can progress to end stage, which is renal 
disease.  In our country, there are no sufficient numbers of 
specialists and medical doctors [9]. Thus, all patients do not 
get enough diagnoses and treatment on time. In addition, a lot 
of people in Ethiopia were only known that they had this 
kidney disease when their kidney become chronic and affected 
their life. They think that all symptoms that they have were 
just normal fever and can be fine when they take some pills. 
That is a bad attitude and there are some factors that 
encourage to this bad attitude such as the traveling distance to 
the clinic or hospital, takes a lot of time in waiting especially 
in governmental hospital. Usually, most of the medical data 
Collected from patients are just saved in files or kept in 
folders, but those huge amounts of messy medical records 
have not meaning for users. Using learning KBS technique 
will solves the existing problem by analyzing and reusing a 
previous knowledge to turn that knowledge into useful 
knowledge base system for the diagnosis of kidney disease. 
Therefore, this system could help physicians, health 
professionals and patient to determine the diagnosis and 
treatment of the patient using their own language, which is 
Amharic language. The significance of conducting this study 
is to support physicians and patients in the diagnosis and 
treatment of kidney patients, particularly in our county where 
more than 85% of the Ethiopian population lives in rural areas 
[10]. Therefore, as stressed in the problem statement, the 
general issue that needs to be addressed is the possibility of 
integrating “a self- learning approach” with “rule-based 
approach” to develop a self-learning KBS for diagnosis and 
treatment of CKD. At the end, this study will answer the 
following research questions: 

 What type of knowledge is required to design a self-
learning knowledge-based system? 

 What are the suitable approaches to acquired 
knowledge from experts? 

 What are the suitable models, representation techniques 
and implementing tools for a self- learning Amharic 
based knowledge-based system? 

 How to model and represent the acquired knowledge to 
developing a self- learning Amharic based knowledge-
based system? 

 How to design and implement learning knowledge-
based system techniques that are automatically updates 
its knowledge from experience? 

 How to measure the performance of the prototype 
system. 

III. OBJECTIVE 

A. General Objectives: 

The general objective of this study is to design and 
develop a self-learning Amharic based knowledge based 
system that can provide advice through Amharic user interface 
for physicians and patients in order to facilitate the diagnosis 
and treatment of kidney disease. 
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B. Specific Objectives: 

To achieve the general objective of this study, the general 
objective should be described as the following sub specific 
tasks: 

 To review literatures on the concept of knowledge 
based system. 

 To acquire knowledge in this area. 

 To identify a set of learning processes. 

 To model and represent acquired knowledge. 

 To develop learning knowledge-based system for 
diagnosis and treatment of kidney diseases. 

 To evaluate and validate the performance of the 
prototype system. 

 To draw conclusions based on the findings and forward 
appropriate recommendations as future research 
directions. 

IV. SIGNIFICANCE 

This research is significant in several sides. In user side, 
the beneficiaries of the system are physicians and patients. 
The prototype system is very important as a training tool in 
the areas where shortages of skilled experts are available. It is 
also advantageous for a rural area that has a computer system 
and scarcity of medical professionals and medication facilities. 
In system developer side, the result of this study will be used 
as an input for the development of a full knowledge based 
system and it could be one approach for knowledge 
acquisition techniques to develop case-based reasoning 
applications. 

V. REVIEW OF RELATED WORKS 

Chronic kidney disease (CKD) is a condition in which the 
kidneys are damaged and cannot filter blood as well as 
possible. This damage can cause wastes to build up in the 
body and lead to other health problems, including 
cardiovascular disease (CVD), anemia, and bone disease. 
People with early CKD tend not to feel any symptoms [11]. 
The only ways to detect CKD are through a blood test to 
estimate kidney function, and a urine test to assess kidney 
damage. CKD is usually an irreversible and progressive 
disease and can lead to kidney failure, also called End Stage 
Renal Disease (ESRD), over time if it is not treated The stages 
of chronic kidney disease are determined by the glomerular 
filtration rate. Glomerular filtration is the process by which the 
kidneys filter the blood, removing excess wastes and fluids. 
Glomerular filtration rate (GFR) is a calculation that 
determines how well the blood is filtered by the kidneys. It is 
one way to measure kidney function. Glomerular filtration rate 
is usually calculated using a formula that includes a person's 
age, gender, race, and serum creatinine levels. A knowledge-
based system (KBS) is a software system that contains a 
significant amount of knowledge in an explicit, declarative 
form. The area of KBS development has matured over the past 
two decades. It started with first-generation expert systems 
with a single flat knowledge base and a general reasoning 

engine, typically built in a rapid-prototyping fashion. This has 
now been replaced by methodological approaches that have 
many similarities with general software engineering practice. 
KBS development is best seen as software engineering for a 
particular class of application problems. These applications 
problems typically require some form of reasoning to produce 
the required results. In current business practice there is an 
increasing need for such systems, due to progression of 
information technology in our daily work. Some typical 
applications are systems for assessing loans in a bank, for job-
shop scheduling in a factory, for configuring an elevator, and 
for diagnosing problems in a production line [12]. 

Moreover, the related works conducted by local and global 
researchers in the medical domain have been reviewed, such 
as  E.K.juuso and k.Leiviskä [13] proposed an “Adaptive 
Expert Systems for Metallurgical Processes” to integrate rule-
based system with fuzzy models for adaptive system,  
prototype KBS in antiretroviral therapy [14], designing a KBS 
for blood transfusion [15], prototype KBS for anxiety mental 
disorder diagnosis [16], the potential for applying KBS for 
diagnosis of acute respiratory tract infections [17], human 
disease diagnosis using a fuzzy expert system [18] and 
development of online children skin diseases diagnosis system 
[19] in Ethiopia. Furthermore, to the knowledge of the 
researchers there is no a self-learning KBS for diagnosis and 
treatment of CKD diseases. Therefore, the objective of the 
study is to develop a self-learning KBS for diagnosis and 
treatment of CKD. 

A. Learning Technologies 

Learning system may incorporate neural networks, fuzzy 
logic, genetic learning, self-learning KBS, or a combination of 
any or all of these technologies. Four state-of-the-art learning 
technologies are discussed as follows. These are neural 
networks, fuzzy logic, genetic learning, and self-learning 
knowledge-based system. 

VI. METHODOLOGY 

The details of the research methodology appeared in the 
following sections, but an outline is being provided in this 
section. Methodological steps followed for this research are: 

 Formulation of the problem and its justifications. 

 Knowledge was acquired: Using structural, 
unstructured interviews with experts and from existing 
document. 

 Develop a conceptual design for concept formation 
using decision tree and productive rule for rule 
representations techniques. 

 Implement a self-learning prototype system: 
Architecture for prototype system and implementation 
part of the system was developed based on the 
conceptual design. 

 Testing and evaluations of the prototype system 
through visual interactions and test case were carried 
out. 

https://www.sciencedirect.com/science/article/pii/B9780080417042500273?via%3Dihub#!
https://www.sciencedirect.com/science/article/pii/B9780080417042500273?via%3Dihub#!
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 Refinement: Refine the prototype system based on the 
outcomes of the testing and evaluation result and repeat 
all steps if necessary. 

A. Study Area, Population and Sampling Technique 

The study area for this research is Gondar University 
specialization hospital. Gondar University hospital is located 
in Amhara regional state from Ethiopia, in Gondar town at 
Gondar University medical campus. The size population is six. 
We used purposive sampling technique to select domain 
experts for knowledge acquisitions. The reasons to select six 
domain experts are to share their expertise and experience. 

B. Source of Data 

We used primary and secondary data as source of data. 
The primary data was collected by using interviews with 
domain experts and the secondary data was collected from 
published, public or private documents, books, journals 
articles, different past researches, reports, manuals and online 
materials. 

C. Data Collection Methods and Implantation Tool 

In this study, the necessary knowledge was acquired and 
elicited using interviews with the medical experts, particularly 
the physicians in the area of kidney disease in which six 
domain experts were selected from Gondar hospital based 
their professions, educational qualification level, and years of 
experience on kidney diseases. The interview with experts 
covered issues like, how the expert interacts with patient, what 
are the basic symptoms are, what techniques used to identify 
the patient stages, the procedures of diagnosing and what are 
the possible treatments recommended to the patient. A 
secondary data from documents such as medical books, 
training manuals, public or private documents, reports, online 
materials and journal medical articles was also assessed. 
Furthermore, demonstration and direct observation were 
considered to acquire the necessary knowledge. 

Prolog language is chosen as implementation tool because 
it is suitable for rule based programming, backward chaining 
execution and pattern matching. 

 

Fig. 1. Decision Trees for Diagnosis and Treatment of Kidney Diseases.
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D. Model 

Knowledge is to be modeled at a conceptual level. 
Typically, a knowledge model provides formats for writing 
down both static domain knowledge (rules, classes, relations) 
and reasoning strategies [20]. According to Richard et al. [21], 
one of the most extensively applied methods for conceptual 
modeling is decision tree. Decision tree commonly acts a key 
role in a knowledge modeling process. Figure I, show the 
decision tree structure that has the flow of knowledge in the 
diagnosis and treatment of CKD. 

E. Knowledge Representation 

In the Previous section knowledge has been acquired and 
modeled; the next step is knowledge representation by using 
appropriate format that is understandable by inference engine. 
Knowledge representation is a means of encoding the human 
expert knowledge in an appropriate way.  We used rule-based 
knowledge representation techniques to represent the acquired 
knowledge. All rules that are used in this study are developed 
based on the concepts of knowledge modeling approaches.  To 
setup all rules, production rule Knowledge representation 
techniques are used in which knowledge is represented in the 
form of condition-action pairs: In the same way, the rules that 
contain the stages of kidney diseases, major symptoms of 
kidney diseases, GFR laboratory values, family history of 
kidney, diabetes, and cardiovascular, and high blood pressure 
diseases are formulated in the following ways: 

Rule 1: 

IF  

      Symptoms of kidney disease = “Non-related symptoms of 

kidney disease”,  

THEN  

       Kidney Stage = “Kidney Stage Disease Free”. 

Rule 2:  

IF  

      Symptoms of kidney disease = “Related symptoms of 

kidney disease”  

      AND Lab test result using GFR = “≥90 mL/min/1.73 m²”, 

THEN  

       Kidney Stage = “Kidney Stage 1”. 

Rule 3:  

IF   

      Symptoms of kidney disease = “Related symptoms of 

kidney disease”  

      AND Lab test result using GFR = “60-89 mL/min/1.73 

m²”,  

THEN  

       Kidney Stage = “Kidney Stage 2” 

Rule 4:  

IF  

       Symptoms of kidney disease = “Related symptoms of 

kidney disease”  

       AND Lab test result using GFR = 30-59 mL/min/1.73 

m²”,  

THEN  
        Kidney Stage = “Kidney Stage 3” 

Rule 5: 

 IF  

      Symptoms of kidney disease = “Related symptoms of 

kidney disease”  

      AND Lab test result using GFR = “30-59 mL/min/1.73 

m²”, 

      AND Age = “≥60 years”, 

THEN  

        Kidney Stage = “Kidney Stage 3” 

Rule 6: 

IF  

        Symptoms of kidney disease = “Related symptoms of 

kidney disease”  

        AND Lab test result using GFR = “30-59 mL/min/1.73 

m²”  

        AND Age = “>10 and <=60 years”  

        AND Family history of kidney disease = “Exists”, 

THEN  

          Kidney Stage = “Kidney Stage 3” 

Rule 7:  

IF  

      Symptoms of kidney diseases = “Related symptoms of 

kidney diseases”  

      AND Lab test result using GFR = “30-59 mL/min/1.73 

m²”, 

      AND Age = “≥10 and <=60 years”,  

      AND Family history of kidney disease = “Doesn’t exist”, 

      AND Hypertension = “Exists”,  

THEN 

        Kidney Stage = “Kidney Stage 3” 

Rule 8: 

 IF   

    Symptoms of kidney disease = “related symptoms of kidney 

disease”  

    AND Lab test result using GFR = “30-59 mL/min/1.73 

m²”, 

    AND Age = “≥10 and <=60 years”, 

    AND Family history of kidney disease = “Doesn’t exist”  

    AND Hypertension = “Doesn’t exist”  

    AND Cardiovascular (heart) diseases = “Exists”, 

THEN  

        Kidney Stage = “Kidney Stage 3” 

Rule 9:  

IF  

    Symptoms of kidney disease = “Related symptoms of kidney 

disease”  

    AND Lab test result using GFR = “30-59 mL/min/1.73 

m²”, 

    AND Age = “>10 AND ≤60 years”  

    AND Family history of kidney disease = “Doesn’t exist”  

    AND Hypertension = “Doesn’t exist”  

    AND Cardiovascular (heart) diseases = “Doesn’t exist”, 

THEN   

     Kidney Stage = “other Kidney Stage” 

F.  Implementation and Experimentations 

In this section we presented the implementation of the 
prototype system. Knowledge was acquired using both 
structured and unstructured interviews with domain experts 
and a relevant document was assessed by using documents 
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analysis method to get concepts and facts about kidney 
diseases. Then, those extracted facts and concepts were 
modeled by using decision tree approach and the model has 
been converted into productive rules and coded by using SWI-
Prolog tool to form the self-learning knowledge-based system. 

G. Architecture of the Prototype System 

System architecture is a conceptual model that defines the 
structure and guidelines of the system. The overall 
architecture of our system is shown in Figure II. 

Figure II, represents the structure of the prototype 
knowledge-based system with its main components. The 
architecture of such a self-learning knowledge-based system 
consists of some major components that are common for all 
knowledge-based system such us: human expert, knowledge-
base, knowledge engineer, users, but in our system, two 
important component are added to enhance the knowledge 
based system such as, Self-learning with dynamic module and 
explanation facility components. 

H. Self-Learning Components of the System 

The prototype system has a capability of adding new 
facts/rules, signs and symptoms, patient history at run time 
and automatically update the old facts by replacing the new 
one without knowledge engineer involvements. Subsequently, 
self-learning module provides dynamic knowledge acquisition 
techniques to hold fact like, Stages of kidney disease, new 
symptoms, and the history of patient (name, age, address). 
Figure III show how to learn patient history and remember all 
facts after diagnosis and treatments. 

The above sample window dialogue has ability to learn 
new sign, symptoms, and patient history and remember all 
facts after diagnosis and treatments process. To do this, we 
developed a dynamic database in order to store patient name, 
his/her kidney stage disease, age, adders, new sign and 
symptoms. 

 

Fig. 2. The Prototype System Architecture.
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Fig. 3. Illustrates How to Learn Patient History and Remember all Facts 

after Diagnosis and Treatments. 

I. The User Interface 

The user interface of the prototype system is allows a non-
expert and physicians users to query (question) the KBS, and 
to see delivery of advices. In this prototype, users can interact 

with the system through “yes” አዎ”, “no” “አይ_የለብኝም”, 

“what” “ምን”, “why” “ለምን” and “how” “እንዴት” 
responses. Based on the user response, the system draws a 
conclusion and displayed in the user interface window. The 
picture in figure IV displays the home window that has 
different options for users to interact with the system. 

 
Fig. 4. Welcoming Window for Prototype System. 

VII. TESTING AND EVALUATIONS 

Developing a knowledge-based system is an incremental 
process. Therefore, in developing the prototype system, the 
knowledge engineer at finishing step should test the 
performance of the system. In this section, we discussed the 
testing and evaluation of the prototype system. In our 
research, we used test cases and visual interactions 
approaches. The results of this evaluation and test show where 
the system is weak. Also, the correct and incorrect outcomes 
are identified by comparing decisions made by domain experts 
with decisions made by the prototype system. 

A. Test Cases 

The test cases are used to measure the accuracy of the 
system. To measure the accuracy of the system, the researcher 
was selected 60 test cases as a representative of the domain. 
We categorized those cases into three stages based on the GFR 

laboratory result values and their symptoms. Naturally, 
evaluation of the knowledge-based system using test case 
needs experts as evaluators. 

The knowledge-based system testing procedure carried out 
by system evaluator to classify the test cases into correct or 
incorrect classes. The evaluation was done by comparing the 
system test result with the physician answers (as the human 
expert did). Therefore, System evaluators and knowledge 
engineer made decisions by comparing the system test result 
with the physician answers. The result of the comparison 
shows that our approach has made a close decision as the 
human expert did. The following table I shows the amount of 
test case and their exact class classifier. 

Table I shows that from total of 60 test cases, in the first 
row show that, out of 20 diagnosed patients test cases in 
Stage-1, 20 test cases are classified as correct and 0 as 
incorrect. On the second row shows that, the total 20 
diagnosed patients’ test cases, 16 diagnosed patients taste 
cases are classified as correct and 4 test cases as incorrect. 
Also, the third rows show, that of the total 20 diagnosed 
patients’ test cases, 19 diagnosed patients’ test cases are 
classified as correctly classified and 1 as incorrectly classified. 
In general, from 60 diagnosed patients test cases 55 diagnosed 
patients’ test cases are classified correctly and 5 diagnosed 
patients cases are classified incorrectly. The test case result 
that provided by system evaluators showed that the prototype 
system are about 91 % correct and 9% incorrect. 

TABLE  I. TOTAL TASTE CASE WITH ACCURACY VALUES 

No. 
Selected 

Cases 

Total 

number 

of cases 

Correctly 

classified 

Incorrectly 

classified 

Accuracy 

in % 

1 Stage-1 20 20 0 100% 

2 Stage-2 20 16 4 80% 

3 Stage-3 20 19 1 95% 

B. User Acceptance Evaluation 

The goal of user acceptance testing is to assess if the 
system can support day-to-day business, user scenarios and to 
ensure the system is sufficient and correct for business usage 
[22]. Visual interaction evaluation method are used when the 
domain expert to directly interact with the system. The 
evaluators assess the accuracy of the prototype system by 
using the following standards, these are: 

 Simplicity of use and interact with the prototype 
system, 

 Attractiveness of the prototype system, 

 efficiency in time, the accuracy of the prototype system 
in reaching a decision to identify the stage of kidney 
diseases, 

 The ability of the prototype system in making the right 
conclusions and  recommendations, the ability of the 
prototype system to remember the patient history, and  

 The importance of the prototype system in the domain 
area. 
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TABLE  II. ILLUSTRATE THE PERFORMANCE EVALUATION RATING THROUGH VISUAL INTERACTION 
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1. Is the prototype is easy to use and interact with it? 0 0 0 2 3 4.6 92 

2. How do you think the attractiveness of the prototype system? 1 0 0 2 2 3.8 76 

3. Is the system is more efficient in time? 0 0 1 0 4 4.6 92 

4. 
How accuracy of the prototype system in reaching a decision to identify the sages of 

kidney disease? 
0 0 1 2 2 4.2 84 

5. Does the system incorporate sufficient and practical knowledge? 0 0 0 3 2 4.4 88 

6. Does the system making right conclusions and treatments? 0 0 0 2 3 4.6 92 

7. How do you rate the significance of the system in the domain area? 0 0 0 1 4 4.8 96 

8. 
How do you rate the ability of a self-learning prototype system to remember the 

patient’s history?  
0 0 0 2 3 4.6 92 

 Total average 4.45 89 

We organized both closed-ended and open-ended 
questionnaires concerning on acceptance, attractiveness, time 
efficiency, accuracy of the prototype system, opinions, 
suggestions and feedback of experts. After evaluation the 
system the evaluators just put (ticked) their respond based on 
the researcher assigned values in numbers for each scale as 
excellent=5, very good=4, good=3, fair=2, and poor =1 for 
each closed-ended questions. We used the following formulas 
to get the average values of the first close-ended user 
acceptance testing questions. 

 

As can be seen in table II, for the simplicity and 
understandability of the information provided by the system, 
40% of the respondents evaluated as a Very Good and 60% of 
them evaluated as an excellent system. For the attractiveness 
of the prototype system, 20% of them rated the system as 
poor, 40% of them ticked as the system very good and the 
remaining 40% rated as excellent. In the same way, for 
question “efficient in time” of the prototype system, 20% of 
them rated the system as good and 80% of them rated as 
excellent. Similarly, for question “accuracy of the prototype 
system” of the prototype system, 20% of them rated the 
system as good, 40% of them ticked as the system very good 
and the remaining 40% rated as excellent. In the same sheet, 
the evaluators marked 60% as a very good system for 
“incorporate sufficient and practical knowledge”, and 40% 
ticked as the system excellent. In the same way for criteria of 
the prototype system provide “making the right conclusions 
and treatments”40% of them marked as very good and 60% of 
them marked as the system excellent. Similarly, for questions 

“rate the significance of the system in the domain area”, 20% 
of the evaluator rated as very good and the remaining 80% of 
the evaluated marked as very good. Finally, for the question 
“rate the ability of a self-learning prototype system to 
remember the patient’s history”, 40% of them marked as very 
good and 60% of them evaluated as excellent. 

VIII. DISCUSSIONS AND RECOMMENDATION 

The accuracy of the prototype system using test cases are 
calculated as 91% and the user acceptance testing using close-
ended and open-ended questions average evaluation result is 
89%, respectively. Therefore, the overall accuracy 
performance of the prototype system is 90%, because the 
system has Amharic language and self-learning features. 

As stressed in the review of related work, some of the 
related works are conducted by Belay [23], Anteneh [24], 
Redeit [25], Solomon [26], Seblewongel [27], Zewditu [28], 
Guesh [12], and Solomon [17] in the area of medical in 
Ethiopia. Those local researchers recommend localizations 
concepts in terms of language and self-learning approaches. 
Therefore, conferring to their finding and suggestions this 
study has advancement, because the prototype system has 
Amharic language and self-learning ability to learn from 
experience which is enhance usability of the system.  The 
recommendation section provides some clues to the interested 
researcher to investigate further approaches that are not 
covered in this research. Most of the time, a knowledge 
engineers have got some challenges when acquiring 
knowledge from experts, to solve that challenges the 
researcher suggested that for those who are interested to do 
research on the area knowledge acquisitions as future study, it 
is better using a self-learning KBS technology as knowledge 
acquisition approaches, because a self-learning KBS has the 
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ability to hold all patient history. Correspondingly, this could 
be one approach for knowledge acquisition techniques to 
develop case-based reasoning applications. The prototype 
knowledge-based system has important modules for adding 
new rules, symptoms and learns from patient history but, rules 
that are found in knowledge base should be updated at run 
time without knowledge engineer involvement. Therefore, 
additional research needs to update the rules of the system 
automatically at knowledge base. The scope of this knowledge 
based system should be comprehensive to integrate others 
stages of kidney diseases, such as Stage-4 and Stage-5 in order 
to be converted into a complete system. Furthermore, extract 
the necessary knowledge from experts was difficult for the 
researcher due to the personal nature of tacit knowledge. 
Therefore, it is important to apply data mining techniques to 
extract the hidden knowledge. 

IX. CONCLUSION 

The knowledge engineer to develop a self-learning 
Amharic based KBS for diagnosis and treatments of kidney 
disease performed basic tasks: first the knowledge engineer 
assessed the problem area and the problem is considered 
feasible, then a statement of requirements is created and the 
development process continued as follows, knowledge was 
acquired using both structured and unstructured interviews 
with domain experts and from relevant documents by using 
documents analysis method to get concepts and facts of 
kidney diseases. 

The acquired knowledge focuses on concepts and facts of 
kidney diseases. Then, those extracted facts and concepts were 
modeled by using decision tree approach and the model has 
been converted into productive rules and coded by using SWI-
Prolog tool to form the knowledge-based system. Finally, the 
evaluating and testing result shows that, the overall 
performance of the prototype system registered 91% accurate 
result. 
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Abstract—Noble method for data hiding using steganography 

Discrete Wavelet Transformation: DWT and cryptography triple 

Data Encryption Standard: DES is proposed. In the current era, 

information technology has become inseparable from human life, 

especially regarding the processing and dissemination of 

information. In line with advances in information technology, 

there are also parties who want to abuse such information by 

changing information or even damage it. To avoid that 

happening, then the data needs to be secured first into other 

media using the DWT method. The choosing of this method is 

because the image of the data insertion almost resembles the 

original image. Triple DES methods are also required to encode 

data and provide additional security so that hidden data will be 

difficult to solve. The choosing of this method is because it is 

resistant against brute force, chosen plaintext, and known 

plaintext attack. Based on the test, image insertion results in 

100% immune to the image manipulation of brightness and 

contrast, but not so resistant to cropped, resized, and rotated 

image manipulation. Other tests also indicate that the data which 

is in the picture can be extracted again and will not undergo any 

changes. 

Keywords—Data hiding; steganography; DWT; cryptography; 

3DES 

I. INTRODUCTION 

As the development of the era, the development of 
technology is also overgrowing, especially information 
technology. Information technology has become inseparable 
from human life and helps people in many ways, such as 
processing and disseminating information. In line with 
advances in information technology, there are also parties who 
want to abuse such information by changing information or 
even damage it. 

Data in 2016 showed 1061 reports of cyber-attacks with 
cybercrime category of 77.4% and 950 reports in 2017 with 
cybercrime category of 72.1% [1]. By looking at the data, we 
can know that cybercrime is a serious problem that we must 
handle and every year the number of cases of cybercrime will 
remain substantial. It indeed can be a nightmare for companies 
or even government agencies who want to send data containing 
confidential information to clients or other companies. The 
data needs to be secured first using cryptographic and 
steganographic methods before being sent to avoid that 
happening. 

Data Hiding Based on Wavelet Multi-resolution Analysis is 
proposed[2] together with Data Hiding Based on 
Multiresolution Analysis Utilizing Information Content 
Concentrations using Eigen Value decomposition[3]. Other 
than these, Information Hiding Method Based on Coordinate 
Conversion is proposed [4]. Meanwhile, Data hiding based on 
Multi-Resolution Analysis: MRA taking into account scanning 
of the embedded image for improvement of invisibility is 
proposed[5]. 

Furthermore, Improvement of secret image invisibility in 
circulation image with Dyadic wavelet-based data hiding with 
run-length coding is also suggested [6] together with Method 
for data hiding based on Legal 5/2 (Cohen-
DaubechiesFeauveau: CDF 5/3) wavelet with data compression 
and random scanning of secret imagery data [7] Moreover, 
Data Hiding Method Replacing LSB of Hidden Portion for 
Secrete Image with Run-Length Coded Image is proposed[8]. 

Steganography is a technique to hide messages or 
information into other media. Therefore, besides the intended 
person, they will not be aware of any messages or data in that 
other media and prevent the occurrence of suspicion. 

One of the methods in steganography is the DWT method. 
DWT has advantages over other steganographic methods that 
is steganographic images almost resemble the original 
picture[9]. The message needs to be encoded in advance into 
another form that cannot be understood using a technique 
called cryptography to provide additional security for the 
method. 

Cryptography is a technique to avoid information being 
known by unwanted parties and to convert it into an 
incomprehensible form. The primary purpose of cryptography 
is to protect data from unauthorized people[10].  

In cryptography, there are many methods, and one of them 
is the Triple DES method (it is referred to 3DES hereafter)1 
operates on 64-bit blocks and uses three keys, each of which is 
56-bit in size [10]. Those keys are the strengths of the 3DES 
method. This method has a reasonably fast processing time and 
has resistance to attacks such as brute force, chosen-plaintext, 
and known plaintext[11]. 

In this research, data security application is made using 
DWT of steganography method and 3DES cryptography 
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method to secure data by inserting data into an image before 
sending the data. 

In the next section, the proposed method is described 
followed by some experiments. Then, the conclusion is 
described together with some discussions and future works. 

II. PROPOSED DATA HIDING METHOD 

The proposed data hiding method is based on DWT based 
steganography and 3DES based cryptography. 

A. 3DES 

The DES algorithm has proved that highly competent 
algorithms can be considered uncomfortable and unreliable. 
Therefore, there is a search for a method for using it again by 
making it stronger and more secure than creating a new 
algorithm starting from the scratch. Two significant 
improvements result in double DES and triple DES algorithms 
(3DES). Double DES repeats the DES process twice using two 
keys. If the experiment to crack a key in a DES is 256, then the 
research to break into two different keys of n-bit is 22n. 
However, all of this is not entirely true since the introduction of 
the concept of a meet-in-the-middle attack [12]. 

Given the idea that double DES may not be strong enough 
to prevent meet-in-the-middle attacks has led to the 
development of 3DES algorithms developed by IBM in 1999 
by a team headed by Walter Tuchman [13]. This kind of attack 
is one of the main reasons why double DES is replaced by 
3DES that DES operation which is repeated three times using 
three different keys. It's important to avoid using the same key 
for encryption, as it will only result in a DES process with 
slower processing time. 3DES has two shapes, the first form 
uses three completely different keys and the second one uses 
two completely different keys [12]. 

According to [14], 3DES has advantages that are fast 
processing time and a reasonably reliable level of security. 
Also, 3DES has resistance to several attacks such as brute 
force, chosen-plaintext, and known plaintext. This method 
requires three keys that have a 56-bit length per core. The time 
needed to check all possible keys using 50 million keys per 
second for each 3DES key is 400 days [15]. 

The steps in the 3DES process according to [15] shown in 
Fig. 1 are as follows: 

 

Fig. 1. Encryption and Decryption Process of 3DES. 

 Encrypt a message block (plaintext) using a single DES 
with a K1 key. 

 Decrypt the results obtained from step 1 using the K2 
key. 

 Encrypt the output from step 2 using the K3 key so that 
it produces ciphertext. 

 The decryption process of ciphertext is the opposite of 
the 3DES Encryption process, which is decryption 
using K3 keys, encryption using K2 keys, and 
decryption using K1 keys. 

By looking at the advantages of the 3DES algorithm and 
considering its weakness as well, in this paper, 3DES method 
is used by using different keys to provide stronger security on 
the document. 

B. DWT 

DWT is a method that can divide information from an 
image into the approach and signal detail. LL bands include 
low pass coefficients and procedures to a copy as well as more 
information  of other sub-signals indicating vertical, horizontal, 
or diagonal information or changes in an image [16]. The 
general equation for DWT can be seen in the equation below 
[17]. 

   { * +}    (    )    (   ) 

where,. 

  (    )  
 

√ 
∑  , -     , -
   
    

  (   )  
 

√ 
∑  , -    , -         
   
    

In the DWT method, there are several techniques for 
representing images to approach and signal details, one of them 
is wavelet Haar. Wavelet Haar can be used to describe a 
picture with a wavelet counting process. The equation of 
wavelet Haar transform is in the equation shown below [18]: 
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The DWT method can represent images into approach and 
signal details. This method also has advantages compared to 
other steganography methods, namely the model of 
steganography results almost resemble the original image [19]. 
Therefore, in this paper, the DWT method is used to hide the 
message into the approach and details of the signal, so that the 
changes that occur in the image will not be too visible in the 
human vision system. 

 

Fig. 2. Horizontal Operation on the First Row. 
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Haar-DWT is one of the most basic and straightforward 
transformations in the DWT family. This method reduces the 
calculation work. Haar-DWT decomposes each signal into two 
components. The first component is called the average and the 
second component is called the difference [10]. This process is 
used to reduce memory requirements and the amount of 
inefficient Haar coefficient movements. Disadvantages in the 
sum and subtraction operations can be balanced by decreasing 
the number of division operations; especially when used at low 
bit rates, it introduces compression artifacts [19]. A detailed 
procedure of Haar-DWT 2 dimensions according to [14] 
described as follows: 

Step 1: First, scan the pixels from left to right with the 
horizontal direction. Then, perform addition and subtraction 
operations on neighboring pixels. Save the amount on the left 
and the difference on the right as illustrated in Figure 2. Repeat 
this operation until the end of the rows. The total pixel 
represents the low-frequency part (denoted by the symbol L) 
while the pixel difference represents the high-frequency 
portion of the original image (indicated by the symbol H). 

Step 2: scan the pixels from top to bottom in a vertical 
direction. Perform the addition and subtraction operations on 
the neighboring pixels and then store the sums at the top and 
the difference at the bottom as illustrated in Figure 3. Repeat 
this operation until the end of the columns. Finally, we will get 
four sub-bands each denoted as LL, LH, HL, and HH. Sub-
band LL is a low-frequency part, so it looks very similar to the 
original image. 

 

Fig. 3. Vertical Operation. 

Haar-DWT is a technique that can be readily applied to get 
four sub-bands LL, LH, HL, and HH. The processes in Haar 
DWT are not too complicated to do, but still, represent the 
frequency of the image. Therefore, in this paper, the Haar-
DWT technique is used as an application of the DWT method 
to get sub-bands of the image and insert the document into the 
subband. 

C. Process Flow of the Proposed Method 

The flow of the embedding data and extraction process 
using the DWT and 3DES methods is explained as follows, 
Fig. 4: 

 Embedding Algorithm 

In the insertion process requires a cover image, document 
(.docx, .xlsx, .pdf, or .txt), and keys (K1, K2, and K3). The 
following are the steps in the insertion process :  

1) Encrypt the document using 3DES with the key, so that 

it will obtain the ciphertext. 

2) Separate ciphertext into three parts that is ciphertext 1, 

ciphertext 2, and ciphertext 3. 

3) Transform the cover image using DWT to get four 

subbands on the R, G, and B layers. 

4) Insert each ciphertext into the HH sub-band at each 

layer R, G, and B. 

5) Image reconstruction uses the IDWT process, resulting 

in a stego image. 

 
Fig. 4. Embedding Algorithm. 

 Embedding Algorithm 

In the extraction process requires a stego image and key 
(K1, K2, and K3). The following are the steps in the extraction 
process, Fig. 5: 

 

Fig. 5. Extraction Algorithm. 
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1) Transform the stego image using DWT to get four sub-

bands on the R, G, and B layers. 

2) Extract information in the HH sub-band on each sheet.  

3) Combine the information that has been extracted to get 

a complete ciphertext. 

4) Decrypt ciphertext using 3DES with the key to 

obtaining the document back. 

III. EXPERIMENTS 

In this research, the embedding process uses a few cover 
images shown in Fig. 6. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

 

 
(j) 

 

Fig. 6. (a) Airplane.png (b) Arctichare.png (c) Baboon.png (d) Boat.png (e) 

Boy.bmp (f) Cat.png (g) Fruits.png (h) Frymire.png (i) Lena.png (j) 
Peppers.png [20]. 

Those images are the images that will be inserted by the 
document. The types of support materials and cover images 
shown in Table 1. Before embedding the document into 
images, the calculation needs to be done to know the maximum 
integrated document size. The equation to calculate it shown in 
the equation below. 

𝑑 = (  ∗ 𝑦 ∗ 3 44000 ⁄ ) 

TABLE I.  TYPES OF SUPPORTED DOCUMENTS 

No Dokumen Cover Image 

1 Docx Png 

2 Xlsx Bmp 

3 Pdf Jpeg 

4 Txt Tiff 

where, 

d = document size (KB), x = image width, y = image height 

The first test is the insertion test of the document. Any 
documents with different extensions shown in Table I will be 
inserted in each image to compare the time of insertion of each 
material in each image. The type of paper used in this test is a 
12 KB docx, xlsx with a size of 9.67 KB, a pdf with a volume 
of 22.3 KB, and a txt with a capacity of 161 bytes. The results 
of this test shown in Fig. 7. Furthermore, the test results of 
document extraction from the image which contains the 
document in Fig. 8. 

 

Fig. 7. Graph of Document Insertion in Image. 

 

Fig. 8. Graph of Document Extraction. 

The next test is testing the image quality on each image of 
the insertion shown in Table II. 
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TABLE II.  RESULTS OF IMAGE QUALITY TESTING 

Images Image Assesment 
Document Types 

docx xlsx pdf txt 

Airplane 
512x512 

MSE 18 15 - 2 

PSNR 23 25 - 43 

Arctichare 

512x512 

MSE 18 14 - 2 

PSNR 23 25 - 44 

Baboon 

512x512 

MSE 18 16 - 2 

PSNR 23 24 - 42 

Boat 
512x512 

MSE 18 15 - 2 

PSNR 23 25 - 43 

Boy 

768x512 

MSE 14 11 22 1 

PSNR 26 27 21 46 

Cat 

490x733 

MSE 14 12 23 2 

PSNR 25 27 21 45 

Fruits 
512x512 

MSE 17 15 - 2 

PSNR 24 25 - 43 

Frymire 

1118x1106 

MSE 5 5 7 1 

PSNR 34 35 31 52 

Lena 

512x512 

MSE 17 15 - 2 

PSNR 23 25 - 43 

Peppers 
512x512 

MSE 17 15 - 2 

PSNR 23 25 - 43 

After testing the image quality has been done, then the next 
step is insertion testing on the different frequencies shown in 
Table III. 

TABLE III.  INSERTION TESTING ON DIFFERENT FREQUENCY 

Original Image 

Insertion 

Frequenc

y 

Encryption 

Result 

Decryptio

n Result 

MS

E 

PSN

R 

 

LL 

 

Blank 

Document 
11% 27 db 

 

LH 

 

Original 

Document 
2% 42 db 

 

HL 

 

Original 

Document 
2% 43 db 

 

HH 

 

Original 

Document 
2% 43 db 

The next test is insertion testing using different insertion 
values as shown in Table IV. 

After that the test of the stego image endurance against 
some image manipulation attacks shown in Table V. 

TABLE IV.  INSERTION TESTING ON DIFFERENT INSERTION VALUE 

Original Image Insertion Frequency Insertion Value Encryption Result Decryption Result MSE PSNR 

Airplane.png HH 10 airplane.enkripsi.nilai.10.png Error 1% 52 db 

Airplane.png HH 20 airplane.enkripsi.nilai.20.png Error 1% 49 db 

Airplane.png HH 30 airplane.enkripsi.nilai.30.png Error 1% 47 db 

Airplane.png HH 40 airplane.enkripsi.nilai.40.png Error 2% 45 db 

Airplane.png HH 50 airplane.enkripsi.nilai.50.png Original Document 2% 43 db 

Airplane.png HH 60 airplane.enkripsi.nilai.60.png Original Document 2% 41 db 

Airplane.png HH 70 airplane.enkripsi.nilai.70.png Original Document 3% 40 db 

Airplane.png HH 80 airplane.enkripsi.nilai.80.png Original Document 3% 39 db 

Airplane.png HH 90 airplane.enkripsi.nilai.90.png Original Document 3% 38 db 

Airplane.png HH 100 airplane.enkripsi.nilai.100.png Original Document 4% 37 db 

Airplane.png HH 150 airplane.enkripsi.nilai.150.png Original Document 5% 34 db 

Airplane.png HH 200 airplane.enkripsi.nilai.200.png Original Document 6% 32 db 

Airplane.png HH 255 airplane.enkripsi.nilai.255.png Original Document 7% 31 db 

TABLE V.  TESTING OF STEGO IMAGE RESISTANCE 

Original Image Manipulation Degree / Area Encryption Result Decryption Result 

Airplane.txt.png Brightness 10% Brightness.10%.png Original Document 

Airplane.txt.png Brightness 20% Brightness.20%.png Original Document 

Airplane.txt.png Brightness 30% Brightness.30%.png Original Document 

Airplane.txt.png Brightness 50% Brightness.50%.png Original Document 

Airplane.txt.png Brightness 100% Brightness.100%.png Original Document 

Airplane.txt.png Brightness 150% Brightness.150%.png Original Document 

Airplane.txt.png Brightness -150% Brightness.minus150%.png Original Document 

Airplane.txt.png Contrast 100% Contrast.100%.png Original Document 

Airplane.txt.png Contrast -50% Contrast.minus50%.png Original Document 

Airplane.txt.png Crop Up UpCrop.png Original Document 

Airplane.txt.png Crop Down Down Crop.png Blank Document 

Airplane.txt.png Crop Right Right Crop.png “Can’t be Extracted” 

Airplane.txt.png Crop Left Left Crop.png 
"The Key That You 

Entered Is Incorrect" 

Airplane.txt.png Resize 400x400 Resize.400x400.png “Can’t be Extracted” 

Airplane.txt.png Resize 500x500 Resize.500x500.png “Can’t be Extracted” 

Airplane.txt.png Resize 510x510 Resize.510x510.png “Can’t be Extracted” 

Airplane.txt.png Resize 514x514 Resize.514x514.png “Can’t be Extracted” 

Airplane.txt.png Rotate 90o CW CW rotation.png Blank Document 

Airplane.txt.png Rotate 90o CCW CCW rotation.png “Can’t be Extracted” 

Airplane.txt.png Rotate 180o Full rotation.png “Can’t be Extracted” 
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IV. CONCLUSIONS 

Based on the results of the previous tests, can be drawn 
some conclusions that are : 

 Encryption and decryption process using pdf documents 
takes longer than using other materials because it has a 
bigger size. 

 Extraction documents are documents that match 
precisely the original content. 

 The larger the images or, the smaller the document size, 
the better the quality. 

 The insertion of materials in the HL and HH sub-bands 
produces images of better quality than in the other 
subbands because they have larger MSE and PSNR 
values. 

 The best insertion value is 50 because it shows minimal 
MSE values and large PSNR values, as well as 
documents,  can still be extracted. 

 The stego image is resistant to brightness and contrast 
manipulation attacks. As for crop manipulation attacks, 
stego images cannot always survive. Meanwhile, the 
stego image cannot withstand the manipulation of 
resizing and rotate attacks. 

Further experimental approaches are required for validation 
of the proposed data hiding method. 
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Abstract—In recent years, small computing devices like 

embedded devices, wireless sensors, RFID tags (Radio Frequency 

Identification), Internet of Things (IoT) devices are increasing 

rapidly. They are expected to generate massive amount of 

sensitive data for controlling and monitoring purposes. But their 

resources and capabilities are limited. Those also work with 

valuable private data thus making security of those devices of 

paramount importance. Therefore, a secure encryption 

algorithm should be there to protect those vulnerable devices. 

Conventional encryption ciphers like RSA or AES are 

computationally expensive; require large memory but hinder 

performances of those devices. Simple encryption techniques, on 

the other hand are easy to crack, compromising security. In this 

paper a secure and efficient lightweight cryptographic algorithm 

for small computing devices has been proposed. It is a symmetric 

key block cipher, employing custom substitution-permutation 

(SP) network and a modified Feistel architecture. Two basic 

concepts from Genetic algorithm are used. A Linux based 

benchmark tool, FELICS is used for the measurement and 

MATLAB for the purpose of encryption quality testing. An 

improvement over the existing algorithm, the proposed algorithm 

reduces the use of processing cycles but at the same time provides 

sufficient security. 

Keywords—Lightweight cryptography; IoT; RFID tags; genetic 

algorithm; feistel architecture; SP network; FELICS; MATLAB 

I. INTRODUCTION 

Lightweight cryptography [1] is a sub-category in the field 
of cryptography that intends to provide security solutions for 
resource-constrained devices. Cryptography means “secret 
writing” [2]. In computer communication all want to encrypt 
information so that no unwanted entity but the expected one 
can decipher the information. At the core of lightweight 
cryptography there is a trade-off between security and 
lightweightness: that is how anyone can achieve a good level 
of security in small computing devices? Recently, academic 
communities have been doing a significant amount of work 
related to lightweight cryptography; to implement 
conventional cryptography standards efficiently, to design and 
analyze new lightweight algorithms and protocol. The 
widespread utilization of small computing devices such as 
sensors nodes, Radio-Frequency Identification (RFID) tags, 
industrial controllers and smart cards indicates there have been 
massive changes in people’s lives. New security and privacy 
considerations arise as one shift from desktop computer to 
small devices. It is challenging to implement heavyweight 

cryptographic standards to small devices [3]. Many 
conventional cryptographic algorithms, was optimized for 
desktop and server environments. Optimization in terms of 
security, performance and resource requirements makes those 
algorithms difficult or impossible to implement in resource-
constrained devices. Even if they can be implemented, they 
hinder the performance on the small devices. Lightweight 
cryptography aims at wide variety of hardware and software 
spectrum in which an algorithm can be implemented. On the 
device spectrum in Figure 1 for example, servers and desktop 
computers occupy at the high end [1]. Tablets and 
smartphones are the next. 

Servers and Desktops 
Conventional cryptography 

Tablets and Smartphones 

Embedded Systems 
Lightweight cryptography 

RFID and Sensor Networks 

Fig. 1. Device Spectrum. 

Conventional cryptographic algorithms inherently perform 
well in these devices. Embedded systems, RFID devices and 
sensors networks can be found at the end in the spectrum. 
Highly resource-constrained devices are at the very end of the 
spectrum that has very limited processing capabilities and 
memory. Lightweight cryptography is principally motivated 
for those. 

Microcontrollers of wide array of performance traits are 
available. 8-bit, 16-bit and 32-bit microcontrollers are more 
common but use of 4-bit microcontrollers for certain ultra-low 
cost applications are noticeable. There exist some instruction 
sets which only contain a small number of simple instructions. 
When executing common cryptographic algorithm, they take 
excess number of cycles. The intended application can get 
slower and energy-consuming. The amount of random-access 
memory (RAM) and read-only memory (ROM) of certain 
microcontroller can be very limited; ranging from 64 bytes to 
as little as 16 bytes. RFID and sensors are often used in 
applications which require very strict timing and power 
requirements [3]. They are for only dedicated purpose and 
their constraints are stringent. The algorithm they need must 
also fulfill their requirements. 

It is important to understand that lightweight cryptography 
is not necessarily only for the lower end devices of the 
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spectrum. Many resource-constrained devices work with 
server which is powerful. The server must support lightweight 
algorithm so that it can interoperate with the devices.  

A. Motivation 

Cryptography itself a challenging and interesting subject to 
study and especially to research on. It is impossible to think 
secure data communication without cryptography. In history, 
people won wars using cryptography as a weapon. It involves 
mathematics, algorithm, programming, understanding in data 
communication, etc. With the widespread use of small low 
powered devices, lightweight cryptography will play a vital 
role in future. A survey by HP states that more than 70% of 
resource-constrained devices are vulnerable [4]. It is necessary 
to make a balance between the security and performance. 

B. Security Challenges in Resource-Constrained Devices 

Resource-constrained devices have many application 
areas: automotive systems, smart parking, sensor networks, 
disaster/weather forecast, healthcare, distributive control 
systems, Internet of Things (IoT), cyber-physical systems, 
smart cities, smart grid, etc. Building the confidence among 
the user is necessary for the adoption of technology with small 
computing devices, especially about its privacy and security 
[5]. Resources constrained devices are intrinsically 
defenseless to many types of security threats. 

Devices in IoT are extremely open to assaults [6]. As they 
remain unsupervised for long time there is a chance of 
physical attack on its components. Also eavesdropping is 
simple because of wireless communication medium. The 
constituents bear low competency in terms of energy and 
computational capability. If conventional security algorithms 
are used which require computations, their performance will 
be wasted [7]. IoT, used for monitoring purposes generates 
substantial amount of data, so their integrity and 
authentication are a matters of concerns. 

The confidentiality of the data is retained in secure 
systems. It is important that data should retain its originality 
and no intentional or inadvertent changes are undetected by 
the system [8]. For example IoT is composed of many small 
devices such as RFIDs which remain unattended for a long 
time [9]; it is easier for any malicious entity to steal the data 
stored in the memory. 

II. LITERATURE REVIEW 

In [10], authors enhance the security of Ceaser cipher 
including sharing secret key using modified Diffie-Hellman 
technique. Shared key are made in the following way: Let A 
has a public key 10 and private key 14. A sends 140 (public 
key multiplied by private key) to B over unsecure channel. B 
also has a private key 16, so B sends 160 to A. A generate the 
value of shared secret key as 140 multiplied with 16 result is 
2240. Similarly B generates the key value 160 multiplied with 

14 which is same to 2240. They use the mod operation with 26 
to get the value less than or equal to 26. For any character in 
the 'x' position the secret key is simply first multiplied with 'x' 
and then mod is done to get the cipher character. So 2nd 
character of the message is multiplied with 2, third character 
with 3 and so on. Then some light calculation to perform 
cipher. 

Authors in paper [11] analyze  the performance and 
security of different type of lightweight encryption algorithm, 
which are used in especially resource-constrained 
applications. Four lightweight algorithms TEA, HIGHT, 
KATAN and KLEIN are implemented on AVR Atmel 
ATtiny45 microcontroller to evaluate performance analysis on 
their memory efficiency and energy consumption and also 
evaluated degree of confusion and diffusion for security 
analysis. 

In paper [12], the authors propose an encryption technique 
using simple mathematical operations and trivial 
authentication using unique id. The algorithm applies 
encryption on ASCII values. Each receiver has unique id and 
sender possesses a database of all receivers. A set of three 
keys are used. First a palindrome number is generated from 
receiver’s alphanumeric id and four random numbers. From 
the palindrome number an encoding matrix is generated. Data 
is encrypted using the encoding matrix and ASCII values of 
data. The decryption process is done using the inverse of the 
encoding matrix called the decoding matrix. But the entire 
process is questionable to security analysis. Here the 
encrypted data, keys and random number seed are sent to the 
receiver. It is possible for any intruder to perform a middle-
man attack thus making the entire process vulnerable. 

In [13], the Authors propose an algorithm based on 
combined concept of Genetic Algorithm (GA) and 
pseudorandom number sequence generation. Only two 
operators (Crossover and Mutation) of GA are used as a part 
of this algorithm. They used Blum Blum Shub to generate the 
pseudorandom sequences in order to select the crossover 
operators among three (single point, two points,  and uniform 
crossover). Also, five keys are used for performing the 
encryption and decryption process. First key is a number that 
indicates a size of block to divide the plain text into blocks. 
Second and third keys are used to generate the random 
sequences. Fourth key indicates the modulating factor and 
Fifth key is used for mutation oparation. This algorithm 
ensures higher performance and security through the concept 
of GA and pseudorandom sequence generation. 

In [14] The authors proposes a symmetric key block cipher 
that uses 64 bit key over 64 bit data. Block ciphers such as 
AES uses substitution-permutation (SP) network in order to 
integrate Shannon’s confusion and diffusion properties. Other 
ciphers such as Blowfish and DES use Feistel architecture 
using the advantage of having almost the same encryption and 
decryption operation.  
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Fig. 2. F-Function of SIT algorithm. 

Their proposal is a combination of both Feistel and SP 
networks (here F-function as SP network as in figure 2), using 
properties of the both to provide substantial security but 
keeping the computation complexities as minimum as 
possible. The algorithm has two parts: key expansion and 
encryption. A 64 bit key is input by user, divided into 4 
blocks, supplied into F-functions, arranged in 4X4 matrices 
and new five unique keys are generated using some linear and 
non-linear transformations.  

 
Fig. 3. 4x4 matrices formation during key scheduling. 

Input from the f-function forms a matrix and a non-linear 
transformation occurs as show in figure 3. It can be observed 
that it is too time consuming and with a little tweak the 
operation can be minimized using in-place bit shuffling and 
introducing random number. 

The encryption process consists of logical operations, 
shifting, and substitutions. Although other cipher uses 10 to 20 
rounds but it uses Feistel network of 5 rounds that use the five 
unique generated keys but provides enough confusion and 
diffusion. 

III. PROPOSED ALGORITHM 

The proposed algorithm is a symmetric key block cipher. It 
constitutes 64-bit key. In any symmetric key algorithm the 
encryption process is made up of several encryption rounds. 
Some mathematical functions define each round to create 
confusion and diffusion. Increasing number of rounds will 
ensure better security but will increase the consumption of the 
device. A typical cryptographic algorithm usually consists of 
on average 10 to 20 rounds so that the encryption process is 

strong enough. But the proposed algorithm restricted to only 
five rounds. The algorithm utilizes the Feistel network. It 
creates sufficient confusion and diffusion of data so that 
attacks can be confronted. 

The algorithm consists of two parts: 

a) Key Scheduling 

b) Encryption Process 

Key is the most fundamental component in the process of 
encryption and decryption. The entire security of the data is 
dependent on the key. The secrecy of the data will be lost if an 
attacker happens to know the key. Therefore, the revelation of 
the key should be as difficult as possible. The Feistel network 
used here consists of five rounds each requiring five unique 
keys for the encryption/decryption purpose. On figure 4 the 
key scheduling block is illustrated. 

The proposed algorithm requires a 64-bit key. A 64-bit of 
data can be encrypted or decrypted using that key. In order to 
guard against exhaustive search attack, the length of the first 
key must be large enough so that it becomes difficult for the 
enemy to perform key searching attacks. A cipher key is taken 
as an input which is 64-bit. The cipher key is input to the key 
expansion architecture. The block creates five unique keys 
after going through much confusion and diffusion. The 
modification that is made from the existing algorithm is 
shown in the dashed border. Inside the border there are four 
blocks called non-linear bit shuffling replacing conventional 
matrix operation. The non-linear bit-shuffling is efficient in 
creating more confusion and diffusion than the other non-
linear operation. 

 
Fig. 4. Key Scheduling 

The non-linear bit-shuffling block replaces matrix 
operation in existing method. A 16-bit input from F-function 
enters into the block. Taking that 16-bit data as a seed a 
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pseudo random number is generated using linear feedback 
shift register. Then the two is XORed. The result is transferred 
to the bit shuffling block that performs a operation as shown 
in figure 6. The bit shuffling blocks perform an in-place 
conventional permutation. Figure 5 illustrates how these 
operations are performed. 

 
Fig. 5. Process of non-linear bit shuffling block. 

Again the output enters into the perfect shuffling block. 
Figure 7 illustrates how a perfect shuffle is performed. 

 
Fig. 6. Bit shuffling. 

 
Fig. 7. Perfect shuffle 

First four keys, K1, K2, K3, K4 are generated after non-
linear bit shuffling. The fifth key K5 is computed by the XOR 
of the keys K1-K4. 

The encryption process encrypts a 64-bit block of data in 
five rounds using five unique keys generated in the key 
expansion block. To create considerable confusion and 
diffusion this process is composed of some shifting, swapping, 
substitution, XOR, XNOR operations. 

 
Fig. 8. One of the rounds encryption process. 

For the first round an array (figure 8) of 64 bit plain text is 
first divided into four segments of 16 bits       ,        , 
       , and        . As the bits progresses in each round 
the swapping operation is applied so as to diminish the data 
originality by altering the order of bits, essentially increasing 
confusion in cipher text. Bitwise XNOR operation is 
performed between the respective round key    obtained 
earlier from key expansion process. The output of XNOR 
operation is fed to the modified G-function. The rounds are 
repeated using the following equations. 

      {

                                

                                  

                                  

                         

The results of the final round are concatenated to obtain 
Cipher Text (Ct).  

The encryption process consists of five rounds and uses 
Feistel architecture. The data block is of 64-bit. The 64-bit 
data is divided into four 16-bit data. Each round utilizes one 
key; first round uses first key, second round uses second key 
and so on. Each key is used twice. In each round the innovated 
G-function is also used twice. This considerably reduces 
processing cycles. Figure 9 shows how five rounds of 
encryption looks like. Please note, after each round data 
blocks are exchanged except the last round. The decryption 
process is the opposite of the encryption process. This time 
last key is used first.  

A. G-Function 

Two fundamental concepts from genetic algorithm called 
crossover and mutation are used in the function. That is why 
the function is named as G-function. Figure 10 illustrates the 
process of a G-function. The block takes a 16-bit input. The 
input is divided into two 8-bit blocks. Middle four bits are 
substituted using a substitution box which is precomputed 
inside the program. Then a two-point crossover is performed 
over the two 8-bit blocks. Then a simple mutation is 
performed. It uses coin flip operation. In coin flip mutation 
only the first bit is flipped, that is 1 flipped to 0 and 0 is 
flipped to 1. 
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Fig. 9. Five rounds of the encryption process. 

 
Fig. 10. Process of the G-function. 

IV. EXPERIMENTAL SETUP 

The proposed algorithm is implemented in C programming 
language. C is an excellent choice for low-level operation as 
cryptographic algorithms require bit level operations. The 
algorithm is coded using Visual C++ Express 2010, although 
CodeBlocks is an excellent choice. The coding was 
independent of any machine specification. In order to measure 
execution cycles, memory usage a fantastic benchmark tool 
called FELICS (Fair Evaluation of Lightweight Cryptographic 
Systems) [15] is used. This tool incorporates already other 
standard and popular lightweight cryptographic algorithms 
like AES, PRESENT, HIGHT, SIMON, SPECK, among 
others. Many of these are implemented in different version 
optimized for different consideration in mind. FELICS 
provides interface to facilitate implementation of any new 
algorithm and comparing with standard ones. The tool is 
available to be downloaded. It runs on Linux Ubuntu.  A 
virtual machine file incorporates both Linux Ubuntu and 
FELICS that saves the user from installing all prerequisites. In 
the experiment, the virtual machine file is used and that works 
excellently. The proposed algorithm is also implemented in 
MATLAB in order to analyze security strength by encrypting 
images. 

The security strength of proposed algorithm is tested to 
evaluate the basis of following criterion: Key sensitivity, 
change of cipher entropy, histogram and correlation of the 
image. Main considerations for observation are the memory 
utilization and execution cycles for key generation, encryption 
and decryption of this algorithm. 

A. Key Sensitivity 

Key sensitivity ensures that the cipher must not decipher to 
original data if the key has even a bit difference from the 
actual key. The amount of change occurred in the ciphertext 
by the change of one bit of the key is evaluated by Avalanche 
test. According to Strict Avalanche Criterion, the test is to be 
perfect if 50% of the bits are changed effect of one bit change 
[16]. To practically observe this effect, an image is decrypted 
with a key which has only one bit difference from the actual 
key. 

B. Execution Cycle 

Most fundamental parameter for the evaluation of 
algorithm performance is the amount of cycle to perform 
encoding and decoding a particular data. The proposed 
algorithm developed for resource-constraint devices in mind 
must consume minimal cycle and should offer desired 
security. Execution cycle and power consumption can be 
correlated, in which case minimizing the cycle also tends to 
reduce the power consumption.  

C. Memory Utilization 

Limitation of memory is one of the major challenges for 
resource-constraint devices. Memory can be measured the 
number of registers and the number of bytes of RAM and 
ROM that are used. ROM is used to store the program code 
and fixed data such as S-boxes and hardcore round keys, while 
RAM is used to store the computational values. The proposed 
algorithm uses small amount of rounds that suitable and 
favorable for its deployments in resource-constraint devices. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

272 | P a g e  

www.ijacsa.thesai.org 

D. Histogram  

The image histogram is a powerful technique to observe 
the strength of security for a particular cryptographic 
algorithm. It is also a basic tool for quality control. However, 
a histogram can measure the randomness while encrypting an 
image. A cryptographic algorithm refers to enough secure if 
the calculated histogram after encryption is uniform. 

E. Image Entropy 

Image entropy is a quantity which is used to describe the 
amount of data that must be coded by an encryption algorithm. 
Higher entropy of an image after encryption refers to the 
higher security of encryption algorithm. An 8 bits gray scale 
image can have maximum entropy of 8 bits. Image entropy 
can be calculated using following equation as below. 

                 ∑              

  

   

 

……………………..(2) 

Where       is the probability that the difference between 
2 adjacent pixels is equal to i. 

F. Correlation  

The Correlation is an effective way to measure the strength 
of a cryptography algorithm. However, the correlation 
between two values refers to the dependency. The cipher text 
of corresponding plaintext has no dependency on its original 
data or plaintext for an ideal block cipher. Hence, no 
information can be uncovered from the cipher text only [17]. 
Correlation coefficients for original and encrypted messages 
are calculated using the following equation. 
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Where           ,      and      are covariance and 
variances of variable x and y respectively. Also,      and 
          can be calculated as follows, 
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Where     and      are the expected values of variable x 

and y .Also      can be evaluated using the following 

equation. 
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Where N is the total number of pixels of the image,    is a 
vector of length N and    is the ith intensity values of the 
original image. 

FELICES provides an command line interface like gcc 
(GNU Complier Collection) to test and build any lightweight 
cryptographic code. They have already provided standard and 
popular lightweight cipher. In order to test any other cipher 
the algorithm should be coded in specific format. They’ve 
provided documentation to facilitate the implementation. 
Anyone can compile his implementation and tests whether the 
algorithm is runnable in FELICS or not. It provides three 
scenarios against which one can test his code. It is a very 
convenient and highly advisable tool. Figure 11 illustrates an 
example of a run. 

 
Fig. 11. Testing the implementation of the proposed algorithm on FELICS. 

TABLE I. DATA TABLE FOR DIFFERENT CIPHERS IMPLEMENTED ON 

AVR ARCHITECTURE. 

CIPHER DEVICE 
Block 

Size 

Key 

Size 

Code 

Size 
RAM 

Cycles 

(key 

generation) 

Cycles 

(encryption) 

Cycles 

(decryption) 

AES AVR 128 128 23090 720 3274 5423 5388 

HIGHT AVR 64 128 13476 288 1412 3376 3401 

LEA AVR 128 128 3700 432 4290 3723 3784 

PRESENT AVR 64 80 1738 274 2570 7447 7422 

RC5 AVR 64 128 20044 360 26793 4616 4652 

Simon AVR 64 96 1370 188 2991 1980 1925 

Speck AVR 64 96 2552 124 1509 1179 1411 

SIT AVR 64 64 826 22 2130 876 851 

PROPOSED AVR 64 64 1228 34 1630 792 789 

The simulation of the algorithm is performed by popular 
open source benchmark tool for lightweight cryptography 
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FELICS (Fair Evaluation of Lightweight Cryptographic 
Systems). It uses different platforms (such as AVR, MSP, 
ARM and PC) for performance evaluation and usually in 
different conditions. It can also evaluate execution cycles, 
RAM footprint and binary code size. It can easily compare 
new cipher with previous one. 

Results comparison of different Lightweight Algorithm for 
Hardware Implementation are shown in TABLE I 

In the bar chart in figure 12, comparisons are illustrated 
among different lightweight algorithm along with the 
proposed algorithm. The comparisons are made based on 
number of cycles taken by key scheduling, encryption and 
decryption individually. The chart shows that the proposed 
algorithm executes in fewer number of cycles, significantly 
improving over the others. 

 
Fig. 12. Execution Cycle Comparison for Hardware Implementation. 

Two plots in figure 13 and figure 14 demonstrates 
encryption and decryption cycles of data size between 64 bits 
and 1024 bits. The proposed algorithm can be seen as a green 
line taking fewer cycles. 

 
Fig. 13. Execution cycle curve for different cipher in different data sizes for 

encryption. 

 
Fig. 14. Execution cycle curve for different cipher in different data sizes for 

decryption 

For a visual observation of encryption-decryption 
demonstrate the code in MATLAB® which decrypted data 
using correct key. 

The avalanche test of the algorithm, as in figure 15, 
implies that a single bit change in key, the plaintext brings 
around 49% changes in cipher bits. The decryption is non-
recognizable if even one bit changed in original keys. 

Original 

Image 

Encrypted 

Image 

Decrypted with 

the correct key 

Decrypted 

with wrong 

key (1 bit 

difference) 

 

 

 
Fig. 15. Analysis of Key Sensitivity 

In figures 16, 17, 18, the vertical lines indicate the number 
of pixels and the horizontal lines indicate the intensity value 
for each histogram. After encryption, uniform distribution of 
intensities indicates desired security. 

 
Fig. 16. Bridge histogram 

AES
HIGH

T
LEA

PRES
ENT

Simo
n

Speck SIT
Prop
osed

Key Scheduling 3274 1412 4290 2570 2991 1509 2130 1630

Encryption 5423 3376 3723 7447 1980 1179 876 792

Decryption 5388 3401 3784 7422 1925 1411 851 789

0

1000

2000

3000

4000

5000

6000

7000

8000

Ex
e

cu
ti

o
n

 C
yc

le
s 

Key Scheduling

Encryption

Decryption



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

274 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 17. Child histogram 

 
Fig. 18. Flower histogram 

The correlation graphs in figures 19, 20, 21 demonstrate 
the comparison between the original images and the encrypted 
images. The original image demonstrates highly correlated 
value whereas the encrypted image seems to have negligible 
correlated value. Less correlation gives better security for the 
intended purpose. 

 

Fig. 19. Bridge correlations for encrypted and decrypted image. 

 

Fig. 20. Child correlations for encrypted and decrypted image. 

 
Fig. 21. Flower correlations for encrypted and decrypted image. 

The performance of lightweight algorithms in term of 
memory efficiency is analyzed based on the size of the SRAM 
and In-System Programmable Flash. Figure 22 compares the 
memory usages with the existing algorithm. The size of 
SRAM and In-System Programmable Flash for Atmel 
ATmega128 microcontroller is 4KB and 128k bytes 
respectively. The program memory usage bases on the size of 
Assembly code for each algorithm. 

 
Fig. 22. The comparison of data and memory usage of ciphers. 

If the CPU cycle is known, then the energy consumption 
of the algorithm can be measured. The equation [18] as 
follows: 

                (7) 
Here, VCC is the supply voltage of the system and I is the 

average current in amperes in which is consumed of T 
seconds.   is the clock period and N is the number of clock 

cycle. So clock period is    
  ⁄             

Atmel Atmega128 generally uses operating voltage in 
range of 2.7~5.5, current 40mA on average, and also operates 
at 16 MHz. The figure 23 shows comparison of power 
consumption among existing ciphers with the proposed cipher. 

 

Fig. 23. Energy consumption comparison of ciphers. 

V. CONCLUSION AND FUTURE WORK 

In the near future resource-constraint devices will be 
essential element of everybody’s daily lives with the blessing 
of modern electronics and internet. Those devices will be 
communicating with each other incessantly, so security of the 
data must be considered. For this purpose an effective 
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lightweight cryptography algorithm proposed in this paper, 
with a reduced 16.73% power consumption than the 
existing cipher. The implementation shows promising 
performance making the algorithm a suitable candidate for 
resource-constraint devices. For future an indomitable 
challenge is taken to reduce computation cycle for 
sophisticated resource-constrained devices In-shah-Allah. 
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Abstract—Until now, several approaches such as evolutionary 

computing and heuristic methods have been presented to 

optimize the traveling thief problem (TTP). However, most of 

these approaches consider the TTP components independently, 

usually considering the traveling salesman problem (TSP) and 

then tackling the knapsack problem (KP), despite their 

interdependent nature. In this paper, we investigate the use of a 

hybrid genetic algorithm (GA) and tabu search (TS) for the TTP. 

Therefore, a novel hybrid genetic approach called GATS is 

proposed and compared with the state-of-the-art approaches. 

The key aspect of GATS is that TTP solutions are considered by 

firmly taking into account the interdependent nature of the TTP 

subcomponents, where all its operators are simultaneously 

implemented on TSP and KP solutions. A comprehensive set of 

TTP benchmark datasets was adopted to investigate the 

effectiveness of GATS. We selected 540 instances for our 

investigation, which comprised five different groups of cities (51, 

52, 76, 100 and 150 cities) and different groupings of items, from 

50 to 745 items. All types of knapsack (uncorrelated, 

uncorrelated with similar weights and bonded strongly 

correlated) with all different knapsack capacities were also taken 

into consideration. Different initialization methods were 

empirically investigated as well. The results of the computational 

experiments demonstrated that GATS is capable of surpassing 

the state-of-the-art results for various instances. 

Keywords—Combinatorial; hybrid approaches; genetic 

algorithm; optimization; tabu search; TTP  

I. INTRODUCTION  

The traveling thief problem (TTP) is a benchmark problem 
recently introduced by [1]. It is an abstraction of real-world 
problems that consist of multiple components, such as vehicle 
routing problems and supply chain management. TTP has 
recently drawn researchers’ attention, as its definition 
represents various aspects of real-world complexities. TTP 
combines two well-known problems, the traveling salesman 
problem (TSP) and the knapsack problem (KP). The 
underlying definition of the problem is that a thief has to visit a 
set of cities and pick some items from these cities and pack 
them in a knapsack, where each item has its own weight and 
value [1]. The challenging aspect of the problem is that the 
knapsack has a certain capacity, and the total weights of the 
picked items must not exceed this capacity; the thief also must 
pay rent for using the knapsack, the rent depending primarily 
on the total traveling time. Because the two problems (TSP and 

KP) are interdependent, the speed of the thief decreases when 
the knapsack gets heavier, which results in an increased total 
travel time and requires the paying of a higher rent. Therefore, 
the main objective of TTP is to maximize the total profit of the 
thief, comprising the total value of the picked items minus the 
rent of the knapsack. 

Despite the TTP only recently being introduced, it has been 
rigorously considered. Various approaches have been 
introduced into the literature, adopting different types of 
techniques and algorithms. For instance, heuristics strategies 
are among the widely adopted methods for solving TTP, as 
seen in [2-6]. Searching for the best solutions in such 
approaches typically involves using classical greedy routines 
where an initial solution is generated and is iteratively 
improved. However, adopting heuristics to solve TTP can be 
computationally complex, especially with a large number of 
instances [7]. Evolutionary approaches such as genetic 
algorithms (GAs) and genetic programming have also been 
adopted for roughly solving the TTP, as in [6, 8-14]. The 
majority of these approaches try to improve TTP solutions by 
considering each subproblem (i.e., TSP and KP) independently, 
despite the interdependence between the subcomponents. 
Evolutionary operators such as crossover and mutation are 
normally implemented on tours, and then one of the known 
packing heuristics is implemented to obtain the best packing 
plan for the best tours. However, the shortest tours do not 
necessarily guarantee that the optimal TTP solution will be 
achieved, due to the nonlinear relationship in the solution’s 
objective function [15]. Other approaches that have 
occasionally been adopted in the literature to solve TTP 
include swarm intelligence approaches, such as the ant colony 
or the artificial bees colony [16, 17]. 

It has not yet been proven which type of approach is most 
applicable for solving TTP. Several local search algorithms 
such as those presented in [18, 19] have been introduced. Most 
importantly, Packing Routine and PACKITERATIVE, 
presented by [20], have become key strategies in the literature. 
The former starts by sorting items according to their weight 
and then picks the most profitable items. The latter approach is 
considered an enhanced version of the former, working in the 
same way but in an iterative manner with some exponent 
values. Bitflip and Insertion are two local search operators that 
are also regularly adopted for solutions generated by the 
previous two methods, to achieve optimal solutions.  
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TABLE I. MATHEMATICAL REPRESENTATION OF TTP 

Equation No Description 

               (1) 
The speed (velocity) of the thief, where C is a constant value calculated using Equation 2, and     is the weight 

of the knapsack at the current city 

  
(         )

 
 (2)      is the maximum velocity ,      minimum velocity, W is the total wieght of the knapsack  

 ( )  ∑  
 

     (3) 

The total value of the collected items, where    is the profit of the item and    is a binary value indicating 

whether the item is available at a particular city (0 denotes that the item is unpicked. while 1 indicates that it is 

picked) 

 (   )  ∑        

   

   

        (4) The total travel time from city    to      

 (   )   ( )     (   ) (5) The objective value (i.e., the total profit gained by the thief) 

 
          

        
   

 
 

(6) The travel time between two cities, where          is the distance between city    and       

In this paper, we introduce a hybrid GA [21, 22], called 
GATS, using one of the well-known local search methods, tabu 
search (TS) [23-25]. GA has been proven powerful in 
optimizing various types of problems in different domains, 
such as machine learning [26], network traffic control [27] and 
industry [28]. Similarly, TS has also been successfully adopted, 
both alone and hybridized with other approaches, for solving 
different problems in various fields, as in [29-31]. In fact, to 
our knowledge, TS has been hybridized with GA for solving 
various optimization problems, but the hybridization has not 
been adopted for TTP. 

The contribution of this article to the literature is therefore 
twofold. First, it introduces a novel hybrid approach developed 
specifically for TTP. The key aspect of this approach is that 
TTP solutions are considered by firmly taking into account the 
interdependent nature of the TTP subcomponents. The adopted 
operators of the proposed approach are simultaneously 
implemented on tours and packing plans in the process of 
solution generation; specifically, GA operators, such as 
crossover and mutation, are implemented to modify tours, 
while TS is devoted to seeking the best corresponding packing 
plan. Second, the paper also presents a wide-ranging study 
taking into account different aspects of TTP, where the 
performance of the proposed approach was investigated on 540 
datasets. These datasets differed in aspects such as size, 
knapsack capacity and type of knapsack. For instance, the 
number of cities in these datasets ranged from 51 to 150 cities, 
and the number of items ranged from 50 to 745 items. All types 
and capacities of knapsack were tested in this study, and the 
results were compared with the state-of-the-art approaches. 

The rest of the paper is organized as follows. Section II 
briefly presents the definition of the TTP. In section III, a 
detailed description of the proposed approach is presented. The 
experimental design is discussed in section IV, and the 
proposed approach is tested on various instances and the 
experimental results are discussed in section VI . The paper 
concludes in section VII and directions for future work are 
outlined. 

II. THE TRAVELING THIEF PROBLEM 

The definition of TTP and its mathematical representation 
have been well introduced in the literature, for example in [1, 
5, 20, 32]. Table 1 shows the mathematical representation of 
TTP, and we briefly summarize its underlying concept as 
follows: 

 A thief has to travel among a set of cities  , visiting 
each city only once. 

 The tour   of the thief must start and end at the same 
city. 

 The tour has a length that can be calculated from the 
distance   *   + between cities. 

 Each city contains some items   where each item has 
weight    and value    . 

 The thief holds a knapsack that has a specific capacity 
  and a rent  . 

 The thief is required to pick the most profitable items 
from cities during his tour, where the total weight of 
the picked items must not exceed the knapsack 
capacity. 

 The knapsack rent   is based on the time unit. 

 The speed of the thief depends on the knapsack weight, 
where the thief gets slower when the knapsack 
becomes heavier. 

 The total profit gained by the thief is the total value of 
the picked items minus the rent. 

 The ultimate objective is finding a tour   and a 
packing plan   that maximize the total profit gained by 
the thief 

III. DEVELOPMENT OF THE PROPOSED APPROACH 

The aim of this paper is to empirically investigate the use of 
the GA to solve the TTP. Specifically, the hybridization of the 
GA with one of the well-known metaheuristic search 
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algorithms, TS, is investigated. Therefore, a hybrid GA with a 
TS approach, called GATS, is proposed. Figure 1 shows the 
flow chart of this proposed approach. Its key modules are 
described in detail in the following sections. For instance, 

Section A shows the adoption of GA and its operators, while 
Tabu Search C shows how TS was employed in the proposed 
approach to the TTP. 

 
Fig. 1. GATS Flow Chart. 

A. Genetic Algorithm for TTP  

1) Coding 
Tours are encoded directly, with integer numbers indicating 

city indices in sorted enumeration, starting from a city and 
ending with the same city. Figure 2 shows an example of a tour 
consisting of five cities, starting from city 4, traveling to cities 
1, 3, 5 and 2 and then returning to the starting city. 

                    

4 1 3 5 2 4 

Fig. 2. Tour Representation. 

Similarly, a packing plan is encoded with an integer 
enumeration, where the length of the chromosome indicates the 
number of items, and the integer value in each position 
represents the number of the city from which the item was 
picked. Unpicked items are denoted by zero. Figure 3 shows a 
knapsack solution with 10 items (2 items per city), consisting 
of three picked items, 2, 3 and 9, at cities 1, 3 and 5, 
respectively. 

                               
0 1 3 0 0 0 0 0 5 0 

Fig. 3. Packing Plan Representation. 

   9 2 3 8 4 5 6 1 7 9 

   4 5 2 1 8 7 6 9 3 4 

Step 1 

    0 0 0 1 8 7 6 0 0 0 

    0 0 0 8 4 5 6 0 0 0 

Step 2 

   {9,2,3,4,5}    

    9 2 3 1 8 7 6 4 5 0 

   {2, 1,7,9,3}    

    2 1 7 8 4 5 6 9 3 0 

Steps 3 and 4 

    9 2 3 1 8 7 6 4 5 9 

    2 1 7 8 4 5 6 9 3 2 

Step 5 

Fig. 4. An Example of Crossover. 

2) Initialization 
GA starts with sets of routes and their corresponding 

packing plans, which are considered to be the initial candidate 
solutions (i.e., population). Various strategies of initialization 
were adopted and tested for this paper. Tours were either 
randomly or using the Chained Lin-Kernighan heuristic (CLK) 
[33]. The impact of each method was tested, and the results 
will be discussed in Section VI. The knapsack plan, on the 
other hand, was initialized using of one the well-known 
heuristics of TTP, which is PACKITERATIVE [20]. 

3) Crossover  
An order crossover (OX) operator [34] was applied on 

tours to generate new solutions throughout the algorithm 
iterations. OX is one of the operators successfully used in 
combinatorial optimization problems, especially with TSP. In 
OX, a part of one parent is copied to the child. In GATS, two 
candidate solutions (tours) are selected using the well-known 
roulette wheel selection [35] method, which depends mainly on 
fitness values. Then OX is implemented as follows: 

1) Two random positions in each tour are selected that 

would be considered the starting and end of the part that will 

be copied to the new offspring.  

2) The selected part in the first tour    is copied to the 

second offspring    , while the sub-tour in    is copied to 

the first offspring    . 
3) Cities in    that do not exist in     are recorded in 

the same order in which they occur in   . 
4) Blank positions in     are filled, in order, with the 

cities recorded from   . 
5) The last city of     is updated to be the same as the 

first one. 

6) Steps 3–5 are repeated for    . 

Figure 4 shows an example of new offspring generation 
using the OX crossover. Positions 4 and 7 are selected. 
Accordingly, then, the sub-tour {8, 4, 5, 6} from    is copied 
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to the second offspring    , while     contains the sub-tour 
{1, 8, 7,6} from   . Blank positions in     are filled with 
cities {9, 2, 3, 4, 5}, in that order, because they occur in that 
order in   . Finally, the last city in     is updated to be the 
same as the starting city of the tour. Similarly, blank positions 
in     are filled with cities {2, 1, 7, 9, 3}, in that order, as they 
occur in  

 
Fig. 5. OX Crossover Pseudocode. 

  , and then the last city is updated to be the same as the 
starting city of the tour. Figure 5 shows the pseudocode of the 
implemented OX. 

4) Mutation 
Opt-Mutation or insertion [34] was applied on the tours in 

GATS. Here, a predefined mutation probability determines the 
number of candidate solutions (tours) that will undergo the 
mutation process. Let us say, for example, that the mutation 
probability was set at 0.1, and the population (number of 
candidate solutions) is 100. Then insertion will only be 
performed on 10 tours, selected randomly. A randomly 
selected city is inserted into a randomly selected position in the 
tour. Figure 7 shows an example of insertion mutation on   . 
Notice that city 8 (   ) was selected to be moved to be the 
third city (    ), and subsequent cities are shifted. 
Consequently,    is obtained. Figure 6 shows the insertion 
pseudocode. 

B. Item Packing 

In each iteration, after the crossover and mutation operators 
have performed on tours, the well-known PACKITERATIVE 
routine [20] is performed on each tour to generate its 
corresponding packing plan. PACKITERATIVE is well 

documented in [20], demonstrating good performance results. 
The main idea behind it is to pack the most profitable items 
into the pack by sorting them based on a score calculated based 
on the items’ weights. Items are sorted based on their scores, 
and the algorithm sequentially checks whether adding an item 
increases the total profit obtained by the thief. After the 
generation of packing plans for all tours, the proposed GA 
calculates the objective value of each candidate solution using 
equation 5. 

 
Fig. 6. Insertion Pseudocode. 

   4 5 2 1 8 7 6 9 3 4 

   4 5 8 2 1 7 6 9 3 4 

Fig. 7. An Example of Insertion. 

C. Tabu Search  

Tabu search is one of the known metaheuristic algorithms 
that has been efficiently employed in solving various 
optimization problems, especially combinatorial ones. For 
instance, it has been extensively used to solve classical job-
shop scheduling, as in [36] [37], as well as various 
environmental problems, such as power system planning [38] 
and transportation [39]. It has also been adopted in optimizing 
different aspects of recent technology trends such as big data 
[40]. The main idea of TS is to generate new solutions from the 
neighborhood of a current solution. Similar to other 
metaheuristic algorithms, a certain number of iterations are 
performed to generate new solutions. However, TS selects the 
best of these. The most important feature of TS is the tabu list, 
which is used to store subsets of solutions that are not allowed 
to be visited again, as they would bring the search to areas that 
have already been visited. This feature helps the algorithm to 
avoid cycling and getting trapped by local optima. In our 
proposed GA, TS was adopted on packing plans for each tour 
to ensure that the best items were picked for the tour. In each 
iteration of the GA, after performing the crossover and 
mutation operators, the TS method is called for each tour. The 
current tour and the initial packing plan are passed to this 
method. The length of the tabu list is randomly initialized 
based on the number of items, and the method terminates when 
it reaches the maximum number of iterations value where the 
best packing plan (i.e., with highest objective value) is 
returned. The Bitflip routine introduced by [20] was adopted in 
the proposed algorithm as a method for searching the 
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neighborhood (new packing plans). However, it was modified 
to adapt to the proposed algorithm, where all items in the pack 
are checked in order, and the status of each item is flipped 
where picked items become unpicked and vice versa. After 
flipping each item, the resulting packing plan is returned to the 
TS, and the objective value is calculated. Figure 8 shows the 
algorithm of TS. 

 
Fig. 8. TS Pseudocode. 

TABLE II. INSTANCE CHARACTERISTICS 

Parameters Description 

Number of cities Ranged from 51 to 85900 

Type of knapsack problem 

- Uncorrelated (U) 

- Uncorrelated with similar weights (USW) 

- Bounded strongly correlated (BSC) 

Items per city (F) 1, 3, 5 and 10 

Knapsack Capacity ( C) Ranged from 1 to 10 

TABLE III. BEST OBJECTIVE VALUES OBTAINED USING THE RANDOM AND 

CLK INITIALIZATIONS 

 U USW BSW 

C Random CLK Random CLK Random CLK 

1 4195 2251 -2770 1323 25033 3714 

2 7718 1342 -3674 3410 22479 4639 

3 5432 9111 -7162 3587 13055 6999 

4 7143 1052 -5433 2260 10199 8866 

5 19972 3892 -21274 884 -2714 5448 

6 -19612 3737 -3674 1409 -28883 7678 

7 -21893 4764 -3674 1478 -27672 9147 

8 -19245 6019 -7162 2105 -33525 8607 

9 -19611 6922 -21274 3609 -38895 8336 

10 -21833.6 3965 -23798 5451 -35153 12386 

IV. EXPERIMENTAL DESIGN 

In order to perform an investigation on a TTP, the set of 
instances defined by [4] should be considered for performance 
evaluation. These instances were developed in such a way that 

the two sub-problems (i.e., TSP and KP) were considered. The 
total number of instances in this set is 9720, and the instances  

have different characteristics based on different parameters, 
for example, the numbers of cities and items. Most of these 
characteristics are derived from the TSP library dataset [41]. 
Table 2 highlights the characteristics of the TTP instances. 
Because of the complexity of performing an experiment on the 
entire set of instances, a collection of 540 instances was 
selected for our investigation. These instances consisted of five 
different groups of cities, 51, 52, 76, 100 and 150 in number, as 
well as three different numbers of items per city (F), 1, 3, and 
5. The selected instances also consisted of the three types of 
KPs (uncorrelated [U], uncorrelated with similar weights 
[USW] and bounded strongly correlated [BSC]) and all 
varieties of knapsack capacity (C). Our implementation was 
conducted using MATLAB R2014a, and all computations were 
performed on machines using an Intel Core i7-4790S 3.20 GHz 
processor and 12 GB RAM, running Windows 8.  

Before performing the experiment, several parameters were 
determined. For instance, the maximum running time for an 
instance was 10 minutes. In addition, due to the randomization 
of evolutionary approaches, each instance would be tested 10 
independent times. The results obtained from our experiment 
were compared with the best objective values obtained in the 
literature. At the beginning of the experiment, several 
variations on the proposed approach were empirically tested; 
for example, we tested the effect of the random initialization of 
tours and investigated the performance of GA with CLK 
initialization. The aim of these investigations was to adopt the 
best obtained methods in our approach. Then the proposed 
approach was tested, and the results were compared with some 
of the state-of-the-art approaches.  

V. INITIALIZATION METHOD 

In order to investigate the effect of the tour initialization 
method on the quality of the obtained solutions, two methods 
were tested, the basic random tour initialization and the CLK 
heuristic. These methods were implemented within a classic 
GA for solving TTP. The performance of the two methods was 
compared on 30 instances with relatively small numbers of 
cities and items. Surprisingly, the basic random method 
obtained higher objective values in some instances when 
compared with CLK, especially with a small knapsack capacity 
ranging from 1 to 3 and particularly with U and BSC 
knapsacks (see Table 3). In order to obtain an accurate result, a 
normalized objective value was calculated for each method in 
all instances, taking into consideration the values obtained 
from each run. This normalized value was calculated by taking 
the ratio between the best objective value for an instance and 
the average of the objective values for all runs for this instance. 
Figure 9 shows the results of the comparisons for the three 
types of knapsack (U, USW and BSC). It is clear that the CLK 
used for tour initialization is significantly better than the basic 
random method. Figure 10 also shows an example of a tour 
generated for an optimal solution obtained by each method; the 
obtained tour using CLK was significantly (more than 50%) 
shorter than that obtained by random means.  
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(a)                                                          ( b)                                                                        (c) 

Fig. 9. Normalized objective values for random and CLK initializations in a) U, b) USW and c) BSW. 

 
(a)                                                                                (b) 

Fig. 10. Tours of an optimal TTP solution obtained by a) random and b) CLK initializations. 

TABLE IV. BEST OBTAINED OBJECTIVE VALUES FOR U KNAPSACK AND F=1 

Instance   m 
C 

 1 2 3 4 5 6 7 8 9 10 

eil51 51 50 

GATS 2251 13420 9111 1596 3892 3737 3965 4764 6019 6922 

EA 1720 3983 4162 1444 2997 3313 3201 3929 5297 6130 

RLS 1533 3983 4162 1444 2963 3313 3201 3929 5297 6130 

berlin52 52 51 

GATS 1354 2261 4335 3934 4265 5582 6280 6944 7752 7545 

EA 2330 3220 4748 3963 4141 5372 6541 7532 8060 7979 

RLS 2003 3220 4748 3963 4141 5356 6541 7532 8060 7979 

eil76 76 75 

GATS 4528 6101 4467 4663 6355 7425 7161 7134 9013 9457 

EA 3727 5173 4176 3958 5292 6175 5968 6078 7768 8825 

RLS 3412 5012 4114 3958 5292 6150 5968 6061 7768 8825 

kroA100 100 99 

GATS 2790 6180 6246 10318 11362 12001 12508 14712 15662 16725 

EA 1410 4437 5359 8104 8255 9069 9560 12084 13072 14141 

RLS 1193 4409 5357 8104 8255 9069 9560 12084 13072 14141 

pr124 124 123 

GATS 1953 7410 11031 14092 13299 16996 16329 17096 18470 19378 

EA 2180 7214 11406 15324 14092 16766 15436 16316 17659 18544 

RLS 2180 7175 11406 15315 14092 16766 15406 16316 17659 18546 

ch150 150 149 

GATS 3007 8645 11335 10207 12107 14304 15926 17621 18860 20595 

EA 5033 10805 12964 10972 12402 14767 16182 17475 18271 20171 

RLS 4982 10805 12890 10972 12393 14767 16182 17475 18271 20171 
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TABLE V. BEST OBTAINED OBJECTIVE VALUES FOR USW KNAPSACK AND F=1 

Instance   m 
C 

 1 2 3 4 5 6 7 8 9 10 

eil51 51 50 

GATS 1323 3490 3864 2354 1281 1726 2183 3060 4114 5909 

EA 1238 3318 3890 2531 1373 1933 2133 2977 3894 5420 

RLS 473 2035 3182 2486 1373 1933 2097 2977 3894 5404 

berlin52 52 51 

GATS 1356 2605 3502 2890 3647 3623 4345 5927 5785 6676 

EA 1350 2516 3254 2763 3975 3847 4817 6716 6678 7231 

RLS 754 1503 1831 2663 3965 3796 4817 6716 6674 7226 

eil76 76 75 

GATS 1344 1574 2212 2481 3556 1468 3960 5496 7687 8166 

EA 1227 1717 1847 2449 3560 1601 3722 5276 7360 7807 

RLS -27.9 1470 1847 2284 3545 1601 3722 5282 7360 7807 

kroA100 100 99 

GATS 2247 5784 7538 8276 7821 10097 11778 12903 14490 15607 

EA 1642 5066 6994 7855 7904 9925 11187 11675 13146 1642 

RLS 482 4510 6994 7775 7893 9915 11187 11675 13146 482 

pr124 124 123 

GATS 4151 6669 6594 8507 10743 12619 14325 16519 16814 17950 

EA 3833 6474 6224 8725 10622 12852 14533 16566 17010 17942 

RLS 2717 6174 6152 8661 10593 12845 14533 16566 17002 17942 

ch150 150 149 

GATS 3187 3893 4680 6380 10005 11523 12555 16806 17504 19475 

EA 2786 4033 5110 6973 10034 12104 12919 16638 17048 18445 

RLS 696 4033 4914 6954 10019 12112 12919 16638 17048 18445 

TABLE VI. BEST OBTAINED OBJECTIVE VALUES FOR BSC KNAPSACK AND F=1 

Instance   m 
C 

 1 2 3 4 5 6 7 8 9 10 

eil51 51 50 

GATS 7046 5705 6210 5633 5763 7752 9209 8619 8431 12604 

EA 3669 5076 4918 5528 3920 5701 7120 5980 5576 9613 

RLS 2077 3922 4383 5037 3918 5497 7103 5978 5576 9574 

berlin52 52 51 

GATS 3257 4063 4206 6421 8785 6834 8944 11481 13777 10591 

EA 3927 5634 5393 7419 9884 7900 9706 9048 11131 7875 

RLS 3104 5319 4978 7014 9524 7524 9325 9035 11131 7868 

eil76 76 75 

GATS 2505 5591 9698 8990 6082 10586 9868 12179 9773 12999 

EA 3353 6220 9750 8517 5469 9961 9779 11001 9238 10033 

RLS 2965 4891 9216 7855 5410 9678 9757 10973 9009 9920 

kroA100 100 99 

GATS 3519 8510 12545 16345 21823 24768 27075 27222 27545 27733 

EA 2936 7607 8463 10024 13983 14752 15548 14710 14665 14740 

RLS 3185 7233 7632 9824 13636 14728 15285 14456 14631 14762 

pr124 124 123 

GATS 5279 9868 15891 22874 26369 27065 31564 31509 31748 28895 

EA 4918 5977 8981 12518 15501 16410 21540 22435 23838 21770 

RLS 4610 5584 8744 11769 14618 16237 21517 22434 23838 21748 

ch150 150 149 

GATS 6003 9361 14416 19712 21516 21474 26198 30004 28441 21983 

EA 7060 9930 13363 17123 18267 17915 22443 25924 23967 17133 

RLS 5540 7890 13138 16969 18205 17915 22446 25736 23898 17139 
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TABLE VII. BEST OBTAINED OBJECTIVE VALUES FOR U KNAPSACK AND F=3 

Instance 
  C 

      1 2 3 4 5 6 7 8 9 10 

eil51 51 150 

GATS 12757 6862 10408 11631 10125 11404 12407 14898 18978 20940 

EA 5866 8190 9496 6704 7405 9110 10039 12848 15883 18783 

RLS 5644 8224 9548 6706 7367 9110 10039 12848 15883 18783 

berlin52 52 153 

GATS 5653 6243 11573 13346 14434 12841 14244 15958 16055 18265 

EA 9550 9446 14467 15717 15453 13783 16367 18420 18479 20755 

RLS 9550 9446 14467 15717 15453 13783 16367 18420 18479 20755 

eil76 76 225 

GATS 9885 10755 9793 12910 15712 18468 20719 21363 26461 26235 

EA 11215 11577 10285 13518 14881 18011 19134 21004 25645 25696 

RLS 11153 11567 10285 13518 14881 18011 19135 21004 25645 25696 

kroA100 100 297 

GATS 5958 15285 22481 25766 29504 31782 34282 40355 40065 45303 

EA 10305 19318 25500 26306 26622 28964 32229 38375 37576 41997 

RLS 10294 19318 25500 26306 26622 28959 32229 38375 37576 41997 

pr124 124 369 

GATS 9438 15284 25219 30209 36136 39723 42801 47099 51937 57657 

EA 16303 23105 29438 37560 42888 42589 43700 49025 52550 56691 

RLS 16303 23068 29462 37572 42899 42589 43700 49029 52550 56691 

ch150 150 477 

GATS 5086 17325 26264 28929 31472 37347 40510 46622 51966 55714 

EA 16721 28115 35162 34578 37215 41684 44664 49488 54138 57236 

RLS 16721 28136 35162 34572 37217 41684 44683 49488 54138 57236 

TABLE VIII. BEST OBTAINED OBJECTIVE VALUES FOR USW KNAPSACK AND F=3 

Instance      
C 

 1 2 3 4 5 6 7 8 9 10 

eil51 51 150 

GATS 4116 6622 8109 5967 6789 8302 9943 12327 13402 16159 

EA 3798 7325 9966 6807 7657 8472 10397 11070 12804 14844 

RLS 2545 7208 9879 6774 7653 8452 10397 11070 12804 14841 

berlin52 52 153 

GATS 3708 4905 3089 2231 5447 7705 10469 14224 15148 19844 

EA 5122 8317 8492 7680 11501 12556 15218 18025 20323 23209 

RLS 3002 5232 8505 7680 11501 12556 15211 18025 20323 23209 

eil76 76 225 

GATS 4860 3644 4897 6716 10454 8483 13552 16530 21883 24085 

EA 5411 4969 6958 8684 10717 8819 14067 16440 20802 23165 

RLS 5112 4898 6971 8653 10717 8814 14067 16440 20802 23165 

kroA100 100 297 

GATS 8155 11858 14149 15844 18600 22103 25725 31424 39119 42713 

EA 7145 13163 15424 17418 20282 23721 27051 31370 38089 39463 

RLS 6886 13020 15387 17421 20282 23721 27051 31370 38089 39463 

pr124 124 369 

GATS 11919 15691 20015 22816 27333 32262 36064 43836 47830 55714 

EA 13643 20347 25838 27580 32387 37483 40047 43151 47270 52732 

RLS 12388 20190 25787 27575 32387 37480 40047 43150 47272 52732 

ch150 150 477 

GATS 6144 8269 10327 13749 19747 23968 27928 35052 41202 47371 

EA 9117 14249 17855 23513 30111 34003 35413 41297 45660 49657 

RLS 5998 14221 17838 23497 30094 34003 35413 41301 45660 49657 
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TABLE IX. BEST OBTAINED OBJECTIVE VALUES FOR BSC KNAPSACK AND F=3 

Instance     
C 

 1 2 3 4 5 6 7 8 9 10 

eil51 51 150 

GATS 14794 10763 15472 21741 22798 20715 21456 21686 25276 27136 

EA 6664 12796 15786 21558 22913 21012 21188 20677 23414 24114 

RLS 4487 11673 15037 21337 22366 20957 21154 20647 23382 24124 

berlin52 52 153 

GATS 5590 10577 12932 21148 20540 26319 25721 39668 35159 31443 

EA 9652 16485 19684 28125 26488 31150 30211 34029 30659 31700 

RLS 6600 14304 18337 27379 26344 31352 29934 34021 30509 31784 

eil76 76 225 

GATS 6393 14296 24487 26867 31103 38152 40316 43023 39945 45623 

EA 7644 14692 22538 22502 25785 31633 32611 35101 30232 34183 

RLS 6806 14687 22561 22468 25669 31571 32584 35138 30226 34190 

kroA100 100 297 

GATS 12447 29433 42359 52054 62991 69103 72403 68952 63789 67504 

EA 13725 25080 32678 37156 43668 46954 48207 42549 36035 39067 

RLS 12600 24664 32720 37043 43618 46969 48211 42544 36017 39076 

pr124 124 369 

GATS 13088 35206 52693 74355 83716 97891 102660 101580 90070 98197 

EA 16217 29193 41810 57901 64792 79009 84810 82360 71276 78945 

RLS 15539 28777 40657 57477 64361 78972 84866 82291 71265 78899 

ch150 150 477 

GATS 16124 35081 53125 60824 68400 75684 76558 71987 75781 69198 

EA 19600 37596 52111 53592 57974 62374 61093 54987 55871 49642 

RLS 16039 36403 52106 53533 57939 62419 61021 54922 55891 49642 

TABLE X. BEST OBTAINED OBJECTIVE VALUES FOR U KNAPSACK AND F=5 

Instance n m 
C 

 1 2 3 4 5 6 7 8 9 10 

eil51 51 250 

GATS 6256 13322 13482 15624 18430 20628 19378 22934 26390 31520 

EA 10683 16345 13885 16367 16375 19057 17871 21961 25208 29508 

RLS 10688 16380 13887 16366 16375 19057 17871 21963 25208 29508 

berlin52 52 255 

GATS 9805 13413 19636 22637 26302 27357 31294 30881 29606 35997 

EA 18049 21247 26153 29547 31348 32109 36819 35942 36584 39386 

RLS 18029 21222 26153 29547 31354 32109 36819 35942 36584 39386 

eil76 76 375 

GATS 7268 13883 16258 18624 24665 27517 31973 35890 42916 46714 

EA 13023 18070 19554 22349 26986 28412 32510 36327 43008 44770 

RLS 13023 18080 19554 22349 26986 28424 32510 36327 43008 44770 

kroA100 100 495 

GATS 4084 18049 31563 41507 50054 52219 55082 64904 69106 78315 

EA 13670 27789 38737 45781 51076 51588 53633 62457 66117 73998 

RLS 13674 27789 38726 45764 51086 51592 53633 62457 66115 73999 

pr124 124 615 

GATS 21880 32241 40368 45632 56115 65422 69301 76267 91335 101453 

EA 28416 40811 45873 58503 66018 70346 76155 78626 84805 91399 

RLS 28422 40811 45873 58503 66029 70351 76155 78626 84805 91399 

ch150 150 745 

GATS 22475 34033 37762 39908 57564 58785 63270 56226 85023 92916 

EA 33047 50046 55532 58683 58739 59979 64561 72084 79610 87000 

RLS 33052 50049 55532 58688 58739 59985 64561 72085 79610 87000 
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TABLE XI. BEST OBTAINED OBJECTIVE VALUES FOR USW KNAPSACK AND F=5 

Instance n m 
C 

 1 2 3 4 5 6 7 8 9 10 

eil51 51 250 

GATS 4835 7312 8816 9449 10831 14091 17749 17645 21245 28107 

EA 5285 9121 11140 10455 12878 15574 18683 18184 21343 26483 

RLS 3811 9206 11093 10445 12878 15574 18683 18184 21343 26483 

berlin52 52 255 

GATS 6097 6775 5847 6338 9443 15392 18098 22447 28650 33515 

EA 9178 13505 15700 17132 20587 22873 26359 31739 36054 40537 

RLS 6079 11347 15714 17085 20590 22873 26363 31741 36054 40537 

eil76 76 375 

GATS 8245 5761 10534 12509 14123 14392 20804 24840 30082 38073 

EA 9883 10290 13293 18532 19944 18801 24721 27858 32213 36553 

RLS 9867 10368 13329 18508 19957 18806 24721 27858 32213 36553 

kroA100 100 495 

GATS 7875 13426 18677 23964 29733 36743 43030 48959 63755 70255 

EA 10530 21104 27042 33303 38855 45102 49565 52726 63657 66751 

RLS 10401 21145 26978 33303 38846 45105 49565 52726 63657 66751 

pr124 124 615 

GATS 13735 18155 23084 29777 34953 52432 47900 58064 65419 94974 

EA 19906 26311 33455 37740 44301 52962 60710 65982 74340 85794 

RLS 16085 26311 33444 37740 44299 52961 60710 65982 74340 85795 

ch150 150 745 

GATS 7397 10199 13604 29700 36421 44233 62350 63635 65498 95766 

EA 15609 24436 29324 33000 40922 47562 55701 64278 74430 83275 

RLS 10107 24427 29341 33004 40919 47560 55701 64278 74430 83275 

TABLE XII. BEST OBTAINED OBJECTIVE VALUES FOR BSC KNAPSACK AND F=5 

Instance n m 
C 

 1 2 3 4 5 6 7 8 9 10 

eil51 51 250 

GATS 8215 17551 29452 33230 33350 40293 40203 44120 45228 43007 

EA 10397 19722 30181 32102 30482 35749 34191 37373 37247 33697 

RLS 9173 18991 29998 31560 30497 35752 34230 37058 37209 33697 

berlin52 52 255 

GATS 8107 20247 32764 35018 41165 53501 56404 74836 63133 50526 

EA 14528 28835 44516 48130 52655 63329 65358 67873 65713 55935 

RLS 11398 24981 40838 48127 52559 63221 65362 67882 65713 55952 

eil76 76 375 

GATS 12387 28397 43974 53637 63576 64705 72170 74670 73161 72539 

EA 14684 29705 41728 45733 53648 52825 59137 60762 58755 57441 

RLS 14522 29765 41568 45454 53625 52853 59172 60658 58752 57435 

kroA100 100 495 

GATS 17871 42303 62852 78784 97322 109370 122500 111540 103920 108070 

EA 20171 37407 52409 60664 71889 80653 91242 77821 69296 73190 

RLS 19592 37101 52544 60497 71853 80656 91106 77849 69300 73190 

pr124 124 615 

GATS 24295 57282 90776 113290 129060 142430 157270 143380 143720 132110 

EA 52341 79028 93081 106169 115370 133307 118764 119662 107580 52341 

RLS 52492 78851 92919 106100 115370 133342 118773 119662 107549 52492 

ch150 150 745 

GATS 26247 61770 88715 107560 121410 132560 132380 121960 129690 126520 

EA 34374 69088 91584 99919 108119 114990 111872 98960 104834 100531 

RLS 31445 68036 91362 99873 108125 114974 111876 98962 104836 100525 

VI. GATS RESULTS 

The best obtained objective values for GATS were 
recorded and compared with the best obtained by two state-of-
the-art approaches, EA and RLS. Tables 4–6 show the results 
for instances with one item per city and a knapsack capacity 
ranging from 1 to 10. Table 4 shows that GATS obtained 

higher objective values than EA and RLS for all knapsack 
capacities for the instances consisting of 51, 76 and 100 cities 
with uncorrelated (U) item weights. However, the results 
showed that GATS was not able to record higher objective 
values in instances consisting of 52 cities; it achieved better 
values in only two instances, with medium knapsack capacity 
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(           ). Nevertheless, the differences between the 
highest objective values obtained by the three approaches were 
not substantial in these instances; for example, EA and RLS 
achieved objective values, for the knapsack with    , that 
were only 1% higher than GATS. GATS also outperformed 
RLS and EA in instances with a large number of cities (i.e., 
124 and 150) and knapsacks with a high capacity (8, 9 and 10). 
With USW, Table 5 shows that GATS was able to achieve 
better objective values than EA and RLS, with the majority of 
instances having a small knapsack capacity (ranging from 1 to 
3). Similarly, it outperformed them for most of the large-
capacity instances, ranging from 8 to 10, except instances with 
52 cities (i.e., berlin52). On the other hand, EA and RLS 
outperformed GATS with a medium KP, ranging from 4 to 7 in 
most instances, although the differences between the objective 
values obtained by the three approaches were not significant. 
For example, the best value reached by GATS with the 
instance consisting of 76 cities (i.e., eil76) and a knapsack 
capacity of 5 was 3556, whereas it was 3560 in RLS. In BSC, 
GATS surpassed RLS and EA in almost all instances, with 
medium- and large-capacity knapsacks ranging from 4 to 10, 
except in the instances with 52 cities (i.e., berlin52), where EA 
and RLS were able to achieve better objective values in the 
majority of the instances (see Table 6). GATS was also able to 
obtain better objective values with a small-capacity knapsack 
in various instances, particularly the ones for 51, 100, 124 and 
150 cities, while the best objective values were achieved by EA 
in the rest of the instances for 52 and 76 cities. Tables 7–9 
show the best objective values obtained from instances 
consisting of three items per city. Table 7 shows that GATS 
achieved better objective values in several uncorrelated 
instances with different knapsack capacities. For instance, it 
outperformed EA and RLS in all knapsack capacities in 
instances consisting of 51 cities (i.e., eil51). In contrast, lower 
objective values were achieved by GATS in all instances 
consisting of 52, 124 and 150 cities. Although the values 
obtained by GATS fluctuated among instances, it performed 
better with medium- and large-capacity knapsacks ranging 
from 5 to 10 instances containing 76 and 100 cities. The best 
objective values were achieved interchangeably with USW by 
the three approaches. However, GATS was able to surpass EA 
and RLS with large-capacity knapsacks, specifically when 
             , in instances containing 51, 76, 100 and 124 
cities. But EA and RLS achieved better values in the other two 
instances with the same knapsack capacities (see Table 8). 
Table 9 shows that GATS also obtained better objective values 
with BSC items, especially with large knapsack capacities 
(              ). 

 As observed in Table 10, with uncorrelated items, GATS 
was unable to exceed the objective values obtained by EA and 
RLS when increasing the number of items to five per city. This 
became apparent with small and medium knapsacks (  
      ). However, GATS revealed the highest objective values 
with large-capacity knapsacks in various instances. For 
instance, GATS outperformed RLS and EA in all instances 
consisting of large knapsacks, ranging from 6 to 10, for 51 and 
100 cities (eil51 and kroA100). It also reached the highest 
objective value in most uncorrelated item instances with a 
knapsack capacity equal to 10, except for those that contained 
52 cities (berlin52). But GATS was not able to outperform the 

two state-of-the-art approaches in all instances with USW, 
except instances with the largest knapsack capacity (    ). 
In fact, it recorded significantly higher objective values in four 
sets of various instances, particularly those composed of 51, 
100, 124 and 150 cities (see Table 11). The performance of 
GATS for a BSC knapsack was notably better than that of the 
two state-of-the-art approaches in the majority of instances (see 
Table 12). However, this improvement became most evident 
with medium- and large-capacity knapsacks ranging from 4 to 
10. 

Based on the obtained results, the following findings were 
observed: 

 The method used for tour initialization significantly 
affects the obtained solutions. 

 Our proposed approach (GATS) performed better, in 
terms of objective values achieved, than two of the 
well-known state-of-the-art approaches (RLS and EA) 
in the majority of instances. 

 GATS performed better, especially with instances of a 
large-capacity knapsack.  

 GATS’ performance significantly decreased when 
increasing the number of items and cities, particularly 
with a small-capacity knapsack.  

 GATS had some issues with one set of instances, for 
berlin52, where it struggled to achieve better objective 
values in almost all instances.  

VII. CONCLUSION 

This paper investigates one of the recent NP-hard problems 
called the traveling thief problem, a multicomponent problem 
consisting of the two well-known problems TSP and KP. The 
optimization of TTP is challenging because of the 
interdependence between its components, where finding an 
optimal solution for one problem independently does not 
guarantee obtaining an optimal TTP solution. The aim of this 
paper was to investigate the use of hybrid GAs for the TTP. 
Therefore, we proposed a hybrid genetic approach with TS, a 
combination called GATS. The key aspect of GATS is that 
TTP solutions are considered by taking into account the 
interdependent nature of the TTP subcomponents. The 
performance of GATS was analyzed and compared with that of 
two state-of-the-art approaches, EA and RLS. A 
comprehensive set of TTP benchmark datasets was adopted in 
this experimental work, and 540 instances were selected for 
our investigation. These instances consisted of five different 
groups of cities, 51, 52, 76, 100 and 150 in number, as well as 
groups of items ranging in number from 50 to 745. The 
selected instances also consisted of the three types of KPs (U, 
USW and BSC) and all varieties of knapsack capacity (C). The 
obtained results were analyzed based on several factors, such 
as the type of knapsack, knapsack capacity and number of 
items per city. 

The obtained results revealed that GATS was able to 
outperform EA and RLS in terms of objective values for 
several instances. This became more apparent with a large-
capacity knapsack. However, some limitations of GATS were 
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observed, for example, that its performance significantly 
decreased when the number of items and cities increased, 
particularly with a small-capacity knapsack. It was also noted 
that GATS had some issues with one set of the datasets, 
berlin52, where it struggled to achieve better objective values 
in almost all instances. Therefore, in the future, further 
experiments should be conducted to tackle such issues. Larger 
numbers of instances should also be investigated. 
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Abstract—Gene expressions are controlled by a series of 

processes known as Gene Regulation, and their abstract mapping 

is represented by Gene Regulatory Network (GRN) which is a 

descriptive model of gene interactions. Reverse engineering 

GRNs can reveal the complexity of gene interactions whose 

comprehension can lead to several other details. RNA-seq data 

provides better measurement of gene expressions; however it is 

difficult to infer GRNs using it because of its discreteness. 

Multiple other methods have already been proposed to infer 

GRN using RNA-seq data, but these methodologies are difficult 

to grasp. In this paper, a simple model is presented to infer 

GRNs, using RNA-seq based coexpression map provided by 

GeneFriends database, and a graph-based database tool is used 

to create regulatory network. The obtained results show that it is 

convenient to use graph database tools to work with regulatory 

networks instead of developing a new model from scratch. 

Keywords—Graph theory; graph database; gene regulatory 

networks; RNA-seq; Genes Co-Expression; Neo4j 

I. INTRODUCTION 

The required information to make proteins and other 
molecules is stored in DNA. The functional circuitry of all 
living organisms is formed by genes [1]and synergistic actions 
between inter related genes is the reason of all biological 
reactions inside a cell. Gene regulation is a mechanism of 
increasing or decreasing production of gene products. In this 
process, genes are regulated by regulators to produce proteins 
or RNA, which produces a complex network of regulatory 
relationships. To understand the cellular process, it is critical to 
understand the regulatory relationships between genes. These 
relationships are expressed by gene regulatory network and are 
used to understand functions of genes. A gene regulatory 
network consists of nodes which represent genes, and edges 
between nodes represent relationships between genes. GRNs 
play important role in cell transduction, metabolism, cell 
differentiation, cell cycle and every other biological 
mechanism. In-depth and comprehensive understanding of 
complex biological processes can be provided by gene 
regulatory networks. The study of gene regulatory networks 
not only unveils the dynamics of organisms but also reveals 
their behavior in different scenarios and shows how their fate is 
controlled. The interaction of genes can be understood by 
reconstructing gene regulatory networks. The representation of 
genetic data, reverse engineering of GRNs and performing 
analytics on regulatory networks to retrieve information is 
challenging tasks. It can not only help to diagnose diseases but 
can also shed light on those changes which became reason for a 
disease and what changes have occurred because of that 

disease. Different people can be on different stages of a 
diseases, have different medical history which can lead to 
different response to the treatment from others; GRNs can be 
helpful in individualized treatment [2]. Determining or 
knowing drug sensitivity on target is an important aspect of the 
process of individualized treatment and is a research area in 
which GRNs can be used to detect drug sensitivity easily. 
Using GRNs we can answer the question that if a gene is 
mutated can its function be restored or not? The main genes 
responsible for a differentiation of cell into an organ or 
responsible for a disease can be identified using GRNs. In the 
process of regulating wide range of activities which include 
cellular, physiological and behavioral, circadian rhythm plays 
fundamental role. The researchers know a small number of 
genes which play a key role in circadian rhythm, however by 
using these genes, the existence of other key genes and how 
they work can be unveiled through GRNs. There are two main 
types of data which are used to infer GRN: microarray and 
RNA-seq. Continuous probe intensities are measured by 
microarrays, but discrete digital sequencing read counts which 
are aligned to sequence and are quantified by RNA-seq. Genes 
differential expression is measured more accurately with 
transcriptome sequencing (RNA-seq) than with microarrays. 
Different splice variants and non-coding RNA (ncRNA) can 
play important role in regulation of gene expression. The 
measurement of levels of transcripts provided by RNA-seq is 
far more precise than other methods [3]. In a single experiment 
RNA-seq can identify novel isoforms, novel transcripts allele 
specific expression, alternative splice sites and rare transcripts 
beyond gene expression analysis. It provides abilities to 
perform such types of experiments which traditional 
microarray-based methods cannot provide. Huge size of RNA-
seq data increases challenges to interpret results, due to which 
processing mechanism and interpretation of results from RNA-
seq experiments was often impeded. There was no database 
available for bioscience community which could provide RNA-
seq data in a form through which any useful information could 
be extracted without going through time consuming processes 
of analyzing raw RNA-seq data before GeneFriends [4]. It 
allows researchers to identify those genes which are poorly 
annotated and associated with genes under study. Genes that 
are responsible for lung cancer is used in this research work to 
infer regulatory network. In this research work, GeneFriends 
database is used to obtain the genes co-expression network and 
an existing graph database tool is used to infer GRN. 
Deployment method shows that it is much simpler than other 
existing methods. 
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II. METHODOLOGY 

A. Data Set Selection 

Genes which are involved in commonly identified 
genomic/genetic alterations of lungs including chromosomal 
fusion rearrangements, nonsense or missense mutations, 
alternative splicing and small deletions or insertions are EGFR, 
KRAS, MET, LKB1, BRAF, PIK3CA, ALK, RET, and ROS1 or 
in other words these genes are the most relevant to lung cancer 
[5]. These genes are selected in this research work to infer 
regulatory network. 

B. Data Extraction and Transformation 

Genomic databases are produced by a project named 
Ensembl for vertebrates. It is used to extract Ensembl transcript 
IDs of selected lung cancer genes Table I. 

TABLE I.  LUNG CANCER GENES AND THEIR CORRESPONDING ENSEMBLE 

ID 

Gene Ensemble ID 

EGFR ENSG00000146648 

KRAS ENSG00000133703 

MET ENSG00000105976 

LKB1 ENSG00000118046 

BRAF ENSG00000157764 

PIK3CA ENSG00000121879 

ALK ENSG00000171094 

RET ENSG00000165731 

ROS1 ENSG00000047936 

These IDs are used in GeneFriends database to generate co-
expression network of all the genes. Connection strength of 
direct partners within the seed list is 1, the genes having 0.75 
connection strength are strongly co-expressed, 0.5 is 
connection strength of other direct partner and indirect partners 
have strength of 0.25. More than 1700 gene entries were 
generated as co-expression network in CSV format. 

C. Tool 

In our research scenario, graph databases are appropriate 
tools to infer network. These are database engines which model 
nodes and edges as first-class entities. Complex interactions 
between nodes can be represented in natural form. There are 
multiple graph databases available to work with and 
ArangoDB, Neo4j, Oracle Spatial and Graph, IBM System G 
Native Store and OrientDB are a few of them. Neo4j [6] graph 
database is used in this research work because it protects data 
integrity while providing fast reads and writes, and it is easy to 
learn. 

D. GRN Construction 

Cypher query language is used to query dataset. The 
network data available in CSV form was loaded into network. 
This data file contains genes and their connection strengths. 
The first gene was treated as source node, second one was 
treated as destination node and connection strength between 
two genes was used to create an edge between them, Figure 1. 
While creating nodes MERGE function was used instead of 

CREATE as values in data file are repeating multiple times and 
if a value is repeating, CREATE function always creates a new 
node having same label and property value which is not 
required in this research work. We could not afford repetition 
because multiple nodes with same properties will add extra 
work to get information about a single gene and it will also 
need more computing resources. On the other hand, only one 
node is created by MERGE against all the repeating values. 
But it does not happen in every case as if unbounded elements 
of an existing graph are being used to MERGE with a pattern it 
will start repeating nodes so always use bounded elements if an 
existing graph is being used. As in this research work there was 
no existing graph available, this issue was not considered. A 
value from data file was required to create a relationship, the 
default mechanism provided by neo4j could not be used as it 
does not provide this functionality. There is another function 
APOC.CREATE.RELATIONSHIP provided by apoc plugin, 
which was used for this purpose.  

 

Fig. 1. Gene Regulatory Network Inference Model. 

III. RESULTS AND DISCUSSION 

Using neo4j, a network of more than 1700 genes was 
created in which nodes indicate genes; relationships among 
nodes indicate connection strength between genes, and 
Ensemble IDs were assigned as property values of nodes. In 
this network, first value is treated as source node and is 
indicated by blue nodes, second value is treated as relationship 
type, third value is treated as destination node and is indicated 
by green nodes. The whole network is shown in Figure 2. 
There are 322 source nodes and 852 destination nodes having 
1791 relationships, out of which three source nodes are 
connected to three destination nodes with connection strength 
1. There are 65 source nodes connected to only 8 destination 
nodes with connection strength of 0.75. On the other hand, 9 
source nodes are connected to 313 destination nodes with 0.5 
connection strength and 0.25 is the connection strength of 1599 
relationships among 1068 nodes out of which 322 are source 
nodes and 746 are destination nodes. 
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Fig. 2. Lung Cancer Regulatory Network Having 1791 Relationships, 322 

Source Nodes and 852 Destination Nodes. 

There is a node in the entire network which has the most 
relationships with other nodes among all. It means that, the 
gene named ALK associated with this node ID is the most 
important gene in the entire network. 

 
Fig. 3. ALK and RET Gene are connected with 0.75 and 1 Connection 

Strengths. 

 
Fig. 4. ALK Gene is Connected to 32 Genes as Destination Node. 

A gene named RET is a direct partner to ALK within seed 
list Figure 3. The production of protein involved in signaling 
within cells receives instructions from RET gene. Several kinds 
of nerve cells are developed by this protein. Mutation in this 
gene is the reason for Hirschsprung disease, 
pheochromocytoma, and most importantly lung cancer. 

There are 32 genes associated with ALK with 0.75 
connection strength, Figure 4. These 32 genes act as sources 
for ALK, which means it is co-expressed with these 32 genes. 
On the other hand, 39 genes are connected as destination nodes 
with ALK having 0.5 connection strength, Figure 5, which 
means it is direct partner with these 39 genes. It has 8 
relationships of strength 0.25 as source node with 4 destination 
nodes, Figure 6. 

Since it is present in every type of connection strength, it 
the most important node in the entire Network. There are 
strong evidences available to prove that it is the driving force 
of different types of cancers, including Non-Small Cell Lung 
Cancer and neuroblastoma [7] and inferred network in this 
research confirms this as well. 

 
Fig. 5. ALK Gene is Source Node for 39 Genes Having 0.5 Connection 

Strength. 

 
Fig. 6. ALK Has 12 Relationships of 0.25 Connection Strength with Four 

Other Genes. 
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TABLE II.  GENES WHICH ARE COMMON IN BOTH 0.75 AND 0.5 

CONNECTION STRENGTHS 

Sr. No. 0.75 0.5 

1 TPBGL  TPBGL 

2 HR HR 

3 MRPL33 MRPL33 

4 YPEL5P2 YPEL5P2 

5 GPN1 GPN1 

6 MAB21L1 MAB21L1 

7 CHRNA3 CHRNA3 

8 ARL6 ARL6 

9 SHISA3 SHISA3 

10 LCLAT1 LCLAT1 

11 STRA6 STRA6 

12 PHOX2A PHOX2A 

13 PIRT PIRT 

14 TLX2 TLX2 

15 SSTR2 SSTR2 

16 GAL GAL 

17 ZNF512 ZNF512 

18 SHD SHD 

19 UNC5B UNC5B 

20 HAND2 HAND2 

21 MYCNOS MYCNOS 

22 NTRK1 NTRK1 

23 MYCN MYCN 

24 SLC10A4 SLC10A4 

25 VGF VGF 

26 PRPH PRPH 

27 KIF26A KIF26A 

28 ASS1P14 ASS1P14 

29 SUPT7L SUPT7L 

30 MARCH11 MARCH11 

31 LCLAT1 LCLAT1 

A list of 31 genes is given in Table II, these are common 
genes connected to ALK gene with both connection strengths 
0.75 as well as 0.5. But when these genes have 0.75 strength 
they are being source genes of ALK and when they have 0.5 
strength they are being destination genes of ALK. It means that 
if ALK is being directly co-expressed with these gene then it is 
also their direct partner at the same time. These genes are not 
only connected with mentioned genes but there are multiple 
other genes interacting with them at the same time in the entire 
network. We have discussed multiple techniques already 
available to infer regulatory network. There is one thing 
common in above mentioned methods and even most of the 
other methods proposed in last two decades to infer GRN, that 
is, they need a highly expert person in graph theory or 
mathematics in general to implement these methods and infer 
GRNs; however, the method and already existing tool 

presented in this research work does not need a researcher to be 
highly expert in such areas. Even though graph theory is 
working at backend of the tool, but researchers don’t need to 
know how it is working and how it is inferring networks. So 
instead of spending time on comprehending those methods and 
then implementing them, researchers can easily infer GRN and 
spend their most of the time on analysis on inferred regulatory 
network which is the actual process of unveiling underlying 
mechanisms of genes interactions. 

IV. RELATED WORK 

For the integration of graph database with the analytical 
process of transcriptome data, a platform is presented in [8] 
through which data coming from Affymetrix platforms on 
rhesus, rat, mice and humans can be analyzed. An algorithm 
bLARS which is based on regression is used to construct 
GRNs using steady state gene expression data [4], which 
allows different genes to have different regulatory 
mechanisms. It uses bootstrapping for scoring purpose. Based 
on FA, PSO, BA-PSO which are swarm intelligence 
techniques, RNN formalism is used to investigate reverse 
engineering of GRNs from time series microarray datasets [1]. 
For refinement of classical network thresholding, a GRN post 
processing tool is represented in [9], linking nodes that belong 
to the same cluster with nodes that have higher weight, get 
favor by this method. It uses random walker to compute an 
optimal gene and select an optimal edge jointly. GRN 
inference is improved when clustering process is introduced in 
edge selection process. A novel technique for discovery of 
gene regulatory network is proposed [10] in which discovery 
process is integrated into heuristic information. To construct 
large scale gene regulatory networks a dynamic multi-agent 
genetic algorithm is represented [11], which is based on FCM. 
The method proposed in [12] uses low rank property to 
construct a common GRN structure from other inferred GRNs, 
drug effect is also inferred and estimated by this method. 
Through anti-diabetic drug, Metformin, the benefits to target 
tumor cell metabolism are investigated using simulations [13]. 
The use of S-System modelling formulation is proposed in 
[14], by combining standard system identification procedures 
with this modelling formalism, the type of regulation between 
each gene is established and then a model which is suitable for 
designing a synthetic genetic feedback controller is derived. To 
predict transcription factors and gene interactions, a method 
which uses iterative SVM and clustering is implemented in 
[15]. To discover relationships between genes this method [16] 
combines PCA-CMI and GA algorithms. For a target gene to 
obtain the best predictor, GA was performed and PCA-CMI 
method was used to create initial population to reduce search 
space. For encoding dynamics of multi-valued network, use of 
an extension of ASP named FASP as the language in 
continuous domain is proposed [17]. A methodology [18] in 
which observed count data is modelled as being negative 
binomially distributed is proposed to infer gene regulatory 
networks using RNA-seq time series data. To identify 
multivariate gene interaction in RNA-seq data, an application 
of BEE and OBC is demonstrated [19] to differentiate 
biological phenotypes. To infer gene regulatory network 
Legendre neural network (LNN) is proposed [20] and to 
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optimize the parameters of Legendre neural network, Firefly 
algorithm is used. 

V. CONCLUSION 

Complex biological mechanisms are widely elucidated by 
gene expression information, which is expressed by interacting 
along with one or multiple other genes and this interaction with 
other genes formulates a regulatory network. Reverse 
engineering of this regulatory network is an important task to 
get the insight of biological mechanisms. To study cell 
trascriptome at system level, RNA sequencing is a 
revolutionary technique. In this research work, a graph 
database neo4j is used as a tool to construct GRN and RNA-
seq data of lung cancer genes and is used as dataset provided 
by GeneFriends database. Many techniques are available to 
infer a GRN but most of them implement complex 
mathematical models during the process. In this research work, 
we have used an already existing tool, even though graph 
theory is working behind the scene to infer network in this tool 
as well, but researchers don’t have to pay any attention on 
background process instead they can focus on network analysis 
part so that, the complex underlying mechanism can be 
understood. 
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Abstract—Enormous increase in data in the current world 

presents a major threat to the organization. Most of the 

organization maintains some sort of data that is sensitive and 

must be protected against the loss and leakage. In the IT field, 

the large amount of data will be exchanged between the multiple 

points at every moment. During this allocation of the data from 

the organization to the third party, there are enormous 

probabilities of data loss, leakages or alteration. Mostly an email 

is being utilized for correspondence in the working environment 

and from web-based like logins to ledgers; thereby an email is 

turning into a standard business application. An email can be 

abused to leave organization's elusive information open to trade 

off. Along these lines, it might be of little surprise that muggings 

on messages are normal and these issues need to be addressed. 

This paper completely focuses on the concept of data leakage, the 

technique to detect the data leakage and prevention. 

Keywords—Data leakage; sensitive information; data leakage 

detection; bivariate normal distribution; probability density 

function 

I. INTRODUCTION 

In the current digital era, the usage of internet has increased 
rapidly, and every office and organizations were connected to 
the internet to simplify the works like saving files and sharing 
information from one to another in order to execute works very 
fast. In this process, of exchange of data due to the large 
storage systems, huge data collection is accumulated which is 
being stored in the server for getting access to a user and reuse 
the data. But in the large organizations, the data will be 
handled by the third party members, and sometimes it leads 
towards certain issues pertaining to data modification, either by 
technical men within the organization or unknowingly by the 
users and at times intentionally done by the few. So, in the 
current scenario, if the data is shared by an unauthorized user, 
it may create threat/ problem to the organization especially if it 
is a sensitive data and thereby incurs a huge loss to the 

organization. To overcome this type of issues, we need to 
identify the cause of sharing information, whether it was done 
purposefully or unintentionally, and also we need to provide 
security to data. If the data is already shared, then we have to 
protect the data which is already leaked. Protection of data is 
the very essential thing for any enterprise related to digital 
data, several methods are adapted to protect the data, based on 
the priority of information on the demand. 

Among the recent challenges, network information 
expulsion is a vital concern for the business organizations. 
Unauthorized communication could have serious consequences 
for a corporation. To discontinue from the unwanted dealings 
of an organization, it is required to regulate the information 
flow within and outdoors of the organization and this process 
helps to secure the data.  Recent news and reports indicate fifty 
percent of organizational data‟s are leaked within the sector 
either part or absolutely [1]. This can be terribly troublesome to 
spot the precise details of leaked information and therefore the 
informant. However, the information discharge has several 
channels to leak. Thus observing each channel is a challenging 
possible task, and also creates several serious problems. 
However, the principles will be profaned from completely 
different accessible channels like email, instant electronic 
communication, and via alternative social media attachments. 

Threats to an e-Mail are that employees put organization's 
sensitive information and resources in danger in spite of 
arrangements that characterize adjust methodology. The 
accompanying illustrations indicate how representatives 
deliberately and unexpectedly spill delicate information. The 
some of the points referred to are (1) Usage of Unauthorized 
applications: In organizations, utilization of individual 
messages can put delicate information and individual data in 
danger. As indicated by a study report, 63 percent of workers 
concede that they utilize work PC for individual utilization. 
These applications don't take after corporate security gauges. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

294 | P a g e  

www.ijacsa.thesai.org 

Thus, information spillage by a representative is high [14]. (2) 
Misuse of Corporate Computers: Employees purposefully 
utilize organization's PCs in numerous ways that undermine IT 
security arrangements which incorporates sharing of work 
gadgets and delicate data with non-workers. These practices 
can bring about spilling out the IP of an organization, which 
presents genuine dangers to an organization's security and 
productivity. (3) Misuse of Passwords and Login/Logout 
Procedures: When a worker leaves a framework logged in and 
with a secret phrase joined to it that welcomes an attacker to 
take the delicate information at their relaxation. On the off 
chance that worker utilized that PC for individual utilize which 
implies data is presently eagerly accessible to the attacker [15]. 
In this article, a model is presented to identify the 
appropriateness of the user and an error is generated as an 
unauthorized user if he/she is not authenticated. 

The rest of the paper is organized as follows; section 2 of 
the paper deals with the current scenarios, Data Leakages and 
Guilt Agents identification. Section 3 of the paper highlights 
about bivariate normal distribution, KL- Divergence and the 
proposed algorithm deals with the methodology developed in 
section 3. Results derived are presented in section 4. In section 
5 the conclusions are summarized. 

II. RELATED WORK 

Data Leakage is one of the necessary assets to several 
organizations having information, and for that matter, the 
protection of this information should take the primary priority 
[11]. Although several organizations have placed unavoidable 
security mechanisms and technical systems significantly 
firewalls, virtual personal networks (VPNs), and intrusion 
detection systems/intrusion bar systems (IDSs/IPSs; still 
information expulsion will occur [2]. Say again that if the 
information leak happens and once sensitive data is 
unconcealed to unauthorized users or parties either purposely 
or not. The information leakage will cause serious 
consequences or several threats to an organization. Let‟s say, 
the loss of the confidential or sensitive information will have 
an unembellished or confrontational impact on a company‟s 
name and quality, customers, worker confidence, competitive 
advantage, and in some cases, this will result in the closure of 
the organization. In additionally, information leak is a key 
concern for the business organizations during this 
progressively networked world today and for that matter, any 
unauthorized speech act of sensitive or confidential knowledge 
might have serious consequences for a corporation in each long 
and short-term [3]. 

In addition, consistent with the problem of information, a 
leak could be a growing concern among organizations and 
agents. Alneyadi et al [4] indicated that a lot of leakages 
occurred within the business sectors that they were within the 
government sector. Consistent with a report in 2014, the 
statistics stand at 500th within the sector and 200th within the 
government sector. They have declared that though in some 
cases the information leaks weren't harmful to organizations, 
however, others have caused many lots of dollars‟ value harm. 
More so, the quality of many businesses or organizations area 
unit comprised one such sensitive information as trade secrets, 
project documents, and client profiles area unit leaked to their 

competitors. Take it more than government sensitive 
information values political selections, enforcement, and 
national security data may also be leaked. A typical example of 
presidency sensitive information that was leaked was the 
United States diplomatic cables by Wiki Leaks. “The leak 
consisted of concerning 250,000 United States diplomatic 
cables and 400,000 military reports observed as „war logs‟. 
This revelation was administered by an enclosed entity 
exploitation an external disk drive and regarding 100,000 
diplomatic cables were labeled confidential and 15,000 cables 
were classified as secret”, this incident received high public 
criticisms from among civil rights organizations everywhere 
the global. In another development, hackers scarf 160 million 
credit and open-end credit numbers that targeted 800,000 bank 
accounts in the United States, that were thought of joined of the 
most important hacking incident that has occurred [5]. 

The need to deal with such serious problems culminated 
with the implementation of bound security management 
mechanisms similar to firewalls, VPNs, IDS, and IPSs by 
many organizations [6]. Consistent with these systems work 
satisfactorily once the information is well outlined, structured 
and constant. Alneyadi et al [7] Any such explicit attack; that 
once information is either changed, tag otherwise or 
compressed, these systems become naive and confidential 
information will still be leaked. As an example, a firewall will 
have rules to dam access to confidential information; however, 
constant information may be accessed through many means 
that compared to an email attachment and instant electronic 
messaging (IM). This suggests that the normal security 
mechanisms (firewall, VPNs, IDSs / IPSs) is incapacitated and 
lack the understanding of information linguistics [8]. To beat 
this deficiency in protecting sensitive information, a brand new 
paradigm shift known as information leak interference systems 
are introduced. Security and privacy problems have enhanced 
by the rate, volume, and style of bachelor's degree, comparable 
to large-scale cloud infrastructures, diversity of information 
sources and formats, streaming nature of information 
acquisition, and large amount information inter-cloud 
migration [9]. Maybe sensitive or non-sensitive, and 
irrespective of a leak of information may be expensive for any 
businesses or users. Parenthetically, a client MasterCard record 
that is leaked may be expensive to reach the bank and therefore 
the client. [10] Typically, information leak happens because of 
data sharing with users internally or outwardly to the 
organization, exchanging emails that contain sensitive data, 
publically cathartic information on the web or cloud, data that 
is taken with illicit motives or inadvertently. The guilt can be 
identified by using the MCA-IP address [12] bound to the 
particular log file and the timestamps allotted by the records 
and the leaked data is encrypted [13]. Information sensitivity 
varies comparable to banking data, MasterCard data, criminal 
and justice information, financial data, health records, etc., to 
feature to the current; the appearance of sensitive data has 
caused various information security challenges that need 
completely different mechanisms in managing things. Also, 
because of the voluminous of information that is generated and 
used recently by organizations, there should be subtle 
technologies and methodologies that may handle the 
voluminous of information firmly and with efficiency and to 
stop data leak. Finally, many DLP ways are designed, however, 
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there is very little done stop information leak in Sensitive data 
exploitation; the preventive approach which might facilitate 
organizations prevent the leak before they happen. 

III. METHODOLOGY 

Data leakages are considered to be one of the most 
targeting problems for each and every organization. With the 
latest technology evolution, most of the industries are 
migrating towards the development of a framework that suits 
their organization. This professional difference towards the 
latest technology changes has given to fold both job seeker and 
job provider. The number of technical jobs in this area research 
has been increased enormously and thereby creating a lot of 
ventures to the software industry and also given a scope for the 
budding entrepreneurs to start their own entrepreneurs by mean 
of establishing start-up companies. On the other hand, due to 
professional opportunities available, a lot of challenges also 
arose because of the security constraints. The security issues 
may be either with respect to the attacks on the organization 
with the only purpose of hacking the valid information is to 
surplus the information available at an organization with the 
objective of professional rivalry. These attacks are turned as 
outside attacks were apart from hacking and attacking the 
information other means of attacks such as spreading malicious 
virus, worms etc., with the purpose of destroying the 
meaningful information other types of attacks are also victims 
in the current day challenges and these types of attacks are 
called as the internal attacks were the objective is to leak the 
content from the source organization working with and supply 
the information to the third party for financial and other sort of 
benefits. Many articles are being proposed and developed in 
the literature to identify the guilt agent. However, this issue 
remains to be a still in challenge state and leads directions to 
make the work progress. Hence we propose a Bivariate 
Gaussian distribution model and KL divergence which helps to 
identify the leakage more appropriate. 

A. Bivariate Normal Density 

The bivariate normal distribution can be defined as 
the probability density functions (pdf) of two variables X and 
Y that is linear functions of the same independent normal 
random variables of the function is 
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Suppose that two random variables X  and Y has the 
bivariate normal distribution (1). The following properties are 
to find out the bivariate normal distribution. 

1) Their marginal distributions 
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Thus, X  and Y  are normally distributed with respective 

parameters 
2( , )x x   and

2( , )y y  . 

2) If 0  , then the quadratic form (2) becomes and 

consequently, we have ( , ) ( ) ( )X Yf x y f x f y . 

Thus, X  and Y  are independent when the 0  . 
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3) If X and Y are not independent (that is,  ρ ≠0), we can 

compute the conditional density 

function | ( | )Y Xf y x  given X x  as 
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Which is the normal density function with a parameter
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B. Covariance 

Let ( , )X Y  be a bivariate normal random variables with a 

parameters 2 2( , , , )x y x y     . The covariance is given by 
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The correlation coefficient of X  and Y  is defined by  

( , )

( ) ( )

Cov X Y

Var X Var Y
                (11) 

It implies that the parameter  of the bivariate normal 

distribution represents the correlation coefficient of X  andY . 

C. KL-Divergence 

Kullback - Leibler Divergence (KL Divergence) is 
considered to identify the divergence between two probability 
density functions and the formula for computing the same is 
given by 
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Fig. 1. Data Flow Diagram. 

D. General Architecture 

In this paper, we have considered a Bivariate Gaussian 
model, with the assumption that as it considers two attributes 
into consideration, the identification of the guilt agent becomes 
easier.  In this method, we have considered the unique id of an 
employee within the organization, together with the MAC 
address of the system being used and the corresponding 
probability density function are mapped which is shown in fig 
1. Every data that is transmitted from the source are identified 
as the super user or administrator and against each of the 
probability density function, the corresponding MAC id and 
system IP are notified. During the transmission process 
whenever a data is transferred from source to destination, three 
parameters are considered and checked against the e-mail ids. 
Every employee performing for an organization is entitled to 
transmit data are receiving data from a set of valid users. Every 
e-mail i.e. received or transmitted is cross-checked against the 
validity of the e-mails to which they are sent or receive in order 
to identify the guilt agent. 

E. Proposed Algorithm 

Algorithm: Checking Codebook Algorithm  

Input: T1, T2 (codebook), Dept, and Mail id 

//T2: Original codebook data 

//Dept: department of an organization  

Output: L, display miss match data of T1 and T2 

1. begin 

2. L = 0; 

3. If match (Mail. To, organization) AND match 

(Mail. Dept) then 

4. Return L; 

5. end if 

6. If match ((Mail. To, organization) AND not match 

(Mail, Dept)) OR not match (Mail. To, 

organization emp id) then 

7. If match (receive, mail) AND match (send, mail) 

then  

8. Return L; 

9. end if 

10. end if 

11. If not match (receive, mail) not AND match 

(send, mail) then  

12. for all t1   Mail do 

13. for all t2  T2do 

14. If match (t1, t2) then 

15. L = L compare (t1 ↔ t2); 

16. end if 

17. end for 

18. If L ≠ 0 then  

19. Apply Action (); 

20. end if 

21. Return L; 

22. end for 

23. end if 

24. end 
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IV. EXPERIMENTAL RESULTS 

To evaluate the performance of the proposed model that 
considers the sensitive data leakage problem. We implemented 
the proposed framework by using Python environment. In our 
experimental the developed model is presented in two phases, 
in the first phase we have considered a model that is developed 
by considering the MAC and along with employ id and output 
derived are given as the input to the model based on Bivariate 
Gaussian mixer model in the second phase instead of MAC 
address we assumed that IP is static and linked to the employ 
id to get a unique value based on the consider model. The two 
scenarios have experimented with different typed of employ 
ids and their MAC addresses, IP addresses. 

For this implementation we use the data set which has 
unique employ ids, for each employ id we have created a 
codebook which contains emails ids list for that particular 
employee has to receive and sent, this experiment was done 
with 150 emails ids which are unique, from those values we 
generated mean, variance, standard deviation, correlation and 
to calculate Bivariate values all those sample values are given 
in below from table I to table III. 

TABLE I.  MEAN, VARIANCE AND STANDARD DEVIATION FOR THE 

DATASET 

 EMP ID MAC IP 

Count 150 150 150 

Mean 75.5 649.2267 849.88 

Variance 1887.5 1578.499 1483.999 

Standard Deviation 43.44537 39.73032 38.52271 

TABLE II.  CORRELATION AND COVARIANCE FOR EMP, MAC AND IP 

 EMP, MAC EMP, IP MAC, IP 

Correlation 0.565266 0.571449 0.3615 

Covariance 975.7047 956.396 553.2824 

TABLE III.  BIVARIATE GAUSSIAN MODEL VALUES FOR EMP AND MAC, 
EMP AND IP 

EMP IDs 
Bivariate Gaussian 

model  for EMP and MAC 

Bivariate Gaussian 

model for EMP and IP 

5 0.000299749 0.000501601 

10 0.000511379 0.000194190 

19 0.000628811 0.000644221 

27 0.000729978 0.000177475 

From the fig 2 Bivariate Gaussian model values which are 
one employ id, for that, we generated values for the taken data 
set to substitute in the equation 1. Here we consider x and y 
values are for the first phase employ id is x and MAC is y, in 
the same way in the second phase we consider employ id is x 
and IP is y. After getting two phases pdf values are stored in 
the codebook which is on the server side to compare with the 
test data. 

We performed our experiments in 2 cases; based on IP and 
EMP id, MAC and EMP id categories. The results in Table IV 
show that the accuracy of MAC and EMP id category is the 
best case when compared to the other. 

 

 
Fig. 2. Bivariate Gaussian Model Values. 

In order to evaluate the procedure, we have considered the 
evaluation metrics based on Precision and Recall and based on 
these values the accuracy measure is evaluated, and the 
formula for estimating the accuracy is given by  

Accuracy = (TP + TN)/N             (13) 

Precision = TP/(TP+FP)            (14) 

Recall = TP/(TP+FN)              (15) 

TABLE IV.  PRECISION , RECALL AND ACCURACY 

 
MAC and EMP ID IP and EMP ID 

TP 120 110 

TN 245 255 

FP 30 40 

FN 10 15 

Precision 0.80 0.73 

Recall 0.92 0.88 

Accuracy 0.90 0.87 
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where N = TP + FP + TN + FN, and where TP is True 
positive, FP False positive, TN True negative, FN False 
negative. 

In order to identify the output, KL Divergence is 
considered, KL Divergence is used to find relevance in 
between two generated probability density function values. 
Here the KL Divergence is to compare and relevance of the 
training set and test data, if the divergent between the test and 
train is more than this, says there is a diversion in the data and 
they may be a possible scope for data leakage. 

 

 
Fig. 3. Total Samples that we are taken for P, Q and Estimated PDF‟s for P 

and Q. 

 

 

Fig. 4. PSamples that we are taken for test with mean 649.00 and Estimated 

PDF‟s for P and Q. 

 

 

Fig. 5. PSamples that we are taken for test with mean 849.00 and Estimated 

PDF‟s for P and Q. 
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Fig. 6. KL Divergence graphs for the P, Q and Estimated PDF‟s for P and Q. 

The above fig -3 to fig - 6 the pdf values of the two data 
sets, viz trained data pdf values that stored in server side and 
the original values of the acquired are considered for each 
employ id separately and then another figure denotes the test 
data pdf values which we have collected after the employ 
communicated with mail id. Then the KL Divergence is used to 
find relevance in between two generated probability density 
functions values and find out odd one out in the organization. 

V. CONCLUSION 

Data leakage is a current drawback within the field of IT 
mostly in the data security. There are various researches from 
numerous domains who are endlessly working towards 
developing and safeguarding the sensitive information from the 
data leak detection and finding ways to reduce this drawback. 
Protective confidential and sensitive data is a lot of vital 
importance. The aim was to develop the model with a known 
the scope of leakage and apply a technique to detect the data 
leakage and to identify the guilty agent(s) in a particular 
organization. We can't predict an organization that does not 
utilize an email for correspondence and similarly it is hard to 
consider an organization that would not get any advantage 
from an email security. So, we proposed a Bivariate Gaussian 

distribution model that helps to identify the guilty agent and 
leakage more appropriately. Thus, it provides the necessary 
security to the sensitive information and finding the guilt agent 
also, which is very helpful in various areas that hold sensitive 
data, especially where data is shared through emails. The 
proposed system can disconnect inbound or outbound emails. 
Future endeavors can be made in actualizing this technique that 
can handle the present reality situation thereby helping to 
identify the guilt agents and also protect the leaked data with 
more accuracy. 
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Abstract—The improvement of load forecasting accuracy is 

an important issue in the scientific optimization of power 

systems. The availability of accurate statistical data and a 

suitable scientific method are necessary for a perfect prediction 

of future occurrences. This research deals with the use of a 

regression forecast model (Support Vector Machine, SVM) for 

the prediction of the vector data for electrical power loading and 

temperature in Baghdad city. The Firefly algorithm was used to 

optimize the parameters of the SVM to improve its prediction 

accuracy. The quantitative statistical performance evaluation 

measures (absolute proportional error (MAPE)) were used to 

evaluate the performance of the optimization methods. The 

results proved that the modification method was more accurate 

compared to the basic method and PSO-SVM. 

Keywords—SVM; FA; Load forecasting; PSO 

I. INTRODUCTION 

In the context of increasing power demand and 
development of the power market, load forecasting is a major 
challenge in terms of power system planning and operation [1-
3]. The advantage of a precise load forecasting is to help the 
operators make decisions for the commitment unit, reduce the 
reserve capacity, and make a proper schedule for maintenance 
planning [4]. Apart from holiday forecasting, the power system 
experts have divided forecasting into long, medium, and short-
term forecasting based on the duration of the term. 

The intelligent methods of power system forecasting have 
been increased significantly over the last decades to reduce the 
error in the expected power system changes [5-9]. The 
Autoregressive Moving Average (ARMA) with the Artificial 
Neural Network (ANN) is accurate in predicting small power 
and depends only on the data [10]. Jie Shi has applied a hybrid 
forecasting model based on grey relational analysis and wind 
speed distribution features [3]. Many solutions have been 
introduced in electrical problems since 2008 when the Firefly 
algorithm (FA) was proposed by Xin-She Yang [11]. Bayesian 
Neural Networks, Deep neural networks, and Deep neural 
networks have been assumed as a feasible method for 
presaging the power in this year [7-9]. 

From the other hand, the SVM is a regression technique 
which was feigned by Vladimir Vapnik in 1995 [11]. Since its 
development, its usage in forecasting has increased gradually 
[11]. Xing et al suggested many hybrid prediction methods 
based on SVM, and one of the methods depend on the use of 
least squares support vector machine [12]. The PSO-SVM was 

developed by many researchers such as: Nadtoka I for short 
forecasting [13, 14]. 

However, in addition to the non-suitable parameters for 
SVM method, there is no powerful method yet in the area of 
short-term prediction [15]. This problem is because the SVM 
accuracy depends on the suitable values of two parameters – 

the Lagrange multipliers ( ) and the regularization parameter            

(С )[16]. 

In this paper, a new method which depends on two methods 
(Firefly optimization and SVM (FA-SVM)) was used to predict 
the power load of Bagdad city. Firefly optimization was used 

to optimize   and С  parameters to ensure an optimal load 
forecasting. This forecasting was performed using one-year 
real data (power and weather) of Baghdad and the performance 
of the proposed method on the forecasting accuracy was 
compared to that of two forecasting methods. For each iteration 
of SVM, many iterations were performed to select the values of 

  and С . A comparison of the absolute proportional error 
between SVM, PSO-SVM, and the proposed methods was 
performed, and the results showed that the proposed method 
was more efficient in prediction compared to the other methods 
in terms of forecasting the system within a short duration. 

II. THEORETICAL BACKGROUND 

A. SVM 

Basically, any learning method depends on a driven data 
which is based on the multi-disciplinary ideas that combine 
with the facility of a computer to perform an expected action 
on other datasets [16]. Fig. 1 provides a schematic flowchart of 
any simple learning model [17]. 

 
Fig. 1. Machine Learning basic Model. 
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Vladimir proposed one of the most famous artificial 
intelligent learning machines and named it as Support Vector 
Machines (SVM) [18]. Basically, the SVM optimization 
equations can be expressed as [13]: 

 (1) 

 

Where:- ie
 is the initial error, 

1 lRe  is the vector error, 

С  is the regularization parameter,   are the Lagrange 

multipliers,
1 lR . Also, the nonlinear forecasting model 

can be expressed as [13]: 

bxxKP
m

i

iii 




1

1 ),(                                                    (2) 

Where:- mi ,,1 ; ix  is the input vector,  ( )  = 

power,  ( )= temperature, and  ( ) = natural illumination; x  

= coordinates of the center of the scattering vector; bi ,  = 

linear coefficients; m = dimension of the input vector; 

),( xxK i  = Kernel function which performs a nonlinear 

mapping of the input data space. 

B. Firefly Algorithm 

The flashing behavior of fireflies inspired Xin-She Yang to 
develop a novel swarm-intelligence-based method of 
optimization in 2008 [19]. The light signal from a firefly serves 
as a signal that attracts the other fireflies towards itself. 
Mathematically, all the fireflies in the FA are assumed to be 
unisex and can be attracted to each order based on the intensity 
of the emitted light from each firefly [20]. The objective 
function is the leader of any combination of the two brightest 
fireflies in one population on every algorithmic iteration [21]. 

As a firefly’s attractiveness is proportional to the light 
intensity which is noticed by adjacent fireflies, the variation of 
attractiveness with the distance r can be described in terms of 
the attractiveness       by [22]: 

     
                                       (3) 

The change in the position of firefly i which is attracted to 
firefly j is calculated by [22]: 

  
      

      
      

 

(  
    

 )    
                   (4) 

 
Fig. 2. Firefly Algorithm. 

Where:-    
  is a vector of random numbers on time t, which 

depends on Gaussian and The third term is randomization with 
  . The firefly algorithm is as shown in Fig 2 [18]. 

III. THE PROPOSED METHOD 

One of the main challenges in Baghdad load forecasting is 
the low accuracy of prediction due to the high complexity of 
the power system and the climate data. Also, the accuracy of 
SVM forecasting depends on two parameters which are the 
regularization parameter and the Lagrange multipliers. These 
parameters represent the degree of correlation on the SV 
learning specimen input spaces. Therefore, a new hybrid 
approach based on SVM and FA is introduced in this study to 
deal with these two issues. The employment and selection of 
the optimal values of the two parameters of SVM ( , C) were 

based on the FA algorithm. Normally, any evolutionary 
algorithm requires a fitness function which will serve as the 
optimization objective [15]. In the area of forecasting, there are 
many criteria-based methods to gauge the accuracy of a 
system, such as the relative percentage error, the mean absolute 
percentage error, the root mean square error, and the absolute 
proportional error which is selected to gauge the proposed 
method. The proposed method is shown in the following 
algorithm: 

 

The flow chart of the FA-SVM for the mid-season is shown 
in Fig. 3. 

The selected limits of the initial values of C and  are 

[0.1，250] and [0．1，15], respectively, m = 25. The main 

FA parameters are set to the optimal settings β0 = 0.25, γ = 1.0, 
α = 0.3, and the number of Fireflies = 25, number of iterations 
= 80. For the PSO, the bird step = 25, ω = 0.7; acceleration 
constants c1 and  c2 = 1.8 as earlier recommended by [13].  

The real data of Bagdad city was taken for the period of 1
st

 

March 2017 – 31
st
 December 2017 and used for the calculation 

of daily forecasts using the three compared methods. The 
power data was obtained from the Iraqi national dispatch 
center, while the climate data were obtained from the Iraqi 
meteorological organization and seismology. the comparison 
between the methods depended on the prediction errors (mean 
absolute error percentage mape) calculated as follows: 

     
 

    
 ∑ ∑

|    
       

     
      |

    
            

   
  
                 (5) 





l

i

iii

T

i

l

i

i yebxeСJ
11

22
))((

2

1

2

1
min 

http://en.wikipedia.org/wiki/Vladimir_N._Vapnik


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

302 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 3. FA-SVM Flowchart. 

IV. SIMULATION RESULTS 

The aim of the work is to examine the capability of the 
proposed FA-SVM in reducing the mean absolute error 
percentage (MAPE) in high complex prediction problems. The 
simulation was conducted in a MATLAB platform for the three 
algorithms during the forecast of the power load of Baghdad 
city. The SVM was first used before using the hybrid technique 
(PSO-SVM) to select SVM parameters. Finally, the FA was 
used to optimize the selected SVM parameters. The prediction 
results were compared with the real data based on the mean 
absolute error percentage. Figs. 4-7 showed the real data and 
forecasted load for a single day in spring, summer, autumn, and 
winter seasons. From these Figs, it was evident that the 
proposed method achieved results that closely matched the real 
data. 

 

Fig. 4. Daily Forecasting Load Curve of Mid-Spring. 

 
Fig. 5. Daily Forecasting Load Curve of Mid-Autumn. 

 
Fig. 6. Daily Forecasting Load Curve of Mid-Summer. 
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Fig. 7. Daily Forecasting Load Curve of Mid-Winter. 

TABLE I.  MAPE FOR SVM 

SVM 

date 21-3 2017 21-9 2017 21-6-2017 21-12 2017 

C 30 30 30 30 

  2 2 2 2 

MAPE% 4.55 0.8 3.65 1.76 

Overall (MAPE)  2.69 % 

TABLE II.  MAPE FOR PSO-SVM 

PSO-SVM 

date 21-3 2017 
21-9 
2017 

21-6 2017 21-12 2017 

C 2.7 180 14 205 

  7.011 2.54 2.64 10.12 

MAPE% 4.5 0.8 3.51 1.39 

Overall (MAPE)  2.55 % 

TABLE III.  MAPE FOR FA-SVM 

FA-SVM 

date 21-3 2017 21-9 2017 21-6 2017 21-12-2017 

C 2.0601 150.0000 2.9746 149.9249 

  6.4242 2.7100 0.1000 0.7775 

MAPE% 3.61 0.75 1.27 0.62 

Overall (MAPE)  1.5875 % 

Tables I, II, and III show the results of percentage error be 
for different days and methods. Form this tables, it can be 
concluded that FA-SVR has more ability to reach the load 
characteristics than SVM and PSO-SVM. Also, the tables are 
explaining the selected values of VSM parameters for each 
method. 

V. CONCLUSION 

An SVM-FA hybrid algorithm was proposed in this study 
for the forecast of the daily load power of Baghdad city for the 
period of 1

st
 March 2017 – 31

st
 December 2017. This data 

covered the four available seasons of the year in Iraqi. In this 
proposed method, the FA was employed to adjust the values of 
the SVM model parameters in order to achieve more promising 
data. The results obtained from the proposed SVM-FA method 
showed an acceptable percentage error margin with the real 
data. The accuracy of the methods was verified and compared 
using the absolute proportional error as a criterion. 
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Abstract—This research work aim at addressing issues in 

detecting student, who are at risk of failing to complete their 

course. The conceptual design presents a solution for efficient 

learning in non-existence of data from previous courses, which 

are generally used for training state-of-art machine learning 

(ML) based model. The expected scenario usually occurs in 

scenario when university introduces new courses for academics. 

For addressing this work, build a novel learning model that 

builds a ML from data constructed from present course. The 

proposed model uses data about already submitted task, which 

further induces the issues of imbalanced data for both training 

and testing the classification model. The contribution of the 

proposed model are: the design of training the learning model for 

detecting risk student utilizing information from present courses, 

tackling challenges of imbalanced data which is present in both 

training and testing data, defining the issues as a classification 

task, and lastly, developing a novel non-linear support vector 

machine (NL-SVM) classification model. Experiment outcome 

shows proposed model attain significant outcome when 

compared with state-of-art model. 

Keywords—Classification; imbalanced data; machine learning; 

virtual learning environment 

I. INTRODUCTION 

Student dropout is an important problem across various 
levels such primary school, higher secondary, graduation level 
and the scenario is much worse in Massive Open Online 
Courses (MOOCs). As per the research conducted in [1], [2], 
the number of student not completing graduation in USA is 
20% and in Europe it is around 20% to 50% fail to finish their 
studies on time [3]. For online or distance education, these 
statistics are even worse with 78% of students not completing 
the graduation [4]. Further, it gets even worse for student who 
gets registered with MOOCs, the percentage of student who 
enrolled and successfully finished the course is only 5% as 
reported in [5] or 15% as reported in [6]. The issues of 
identifying student that re expected to fail the course has been 
extensively analyzed across various research community in 
recent times [7], [8], [9]. It was also a major subject of the 
KDD'CUP 2015 competition that mainly aimed on forecasting 
student withdrawing from online courses. 

Establishing student, who are at chance or risk of 
withdrawing or failing from their respective course, is the 
initial step towards provisioning them with remedial (material) 
support. Generally, supportive measures are carried out by 
instructor/professor, who obtains the information/outcome of 
forecasting [7], [8]. In other way, the forecasting model may 

build email messages that communicate directly to the student 
[10]. The preliminary objective is to enhance the student 
learning, to keep student engaged in course, and aid them 
completing the research or study programs. 

In distance or online courses, most material are delivered 
through Virtual Learning Environment (VLE). In VLE each 
and action are recorder and stored. Along with, student 
information such as assessment, task results, and demographic 
information etc, are also kept. These data are cleansed and ML 
is applied to build a forecasting/predictive model. These model 
are then used to offers online course provider to forecast 
student at-risk of completing it on time. A generic way of 
building a predictive model is to train the models using legacy 
data from a history or previous task submitted information of 
the course [8]. Further, it is applied to the present presentation. 
However, adopting these methods will not be efficient when 
applied to new type of courses that has no history. For such 
case, it is important to find new solution. 

From extensive survey carried out by MOOCs [11] and 
Higher Education (HE) courses [8] shows that the highest 
amount of dropout occurs during first year’s courses, and many 
student dropouts even with a month, first few weeks of the 
course presentation. The cause may be also due to fee payment 
toward courses. Therefore, the objectives are to establish or 
find student who are at-risk of dropping out or failing to 
complete on time as early as possible. It must also be noted that 
the same behavior or pattern may not be same across different 
university/education institution or course design, rapid student 
dropping out of course may also arise in late stage of course 
[9]. 

For overcoming research challenges this work, this work 
aimed at designing a forecasting model that identify student at-
risk of failing or completing on time by presenting a novel  
non-linear support vector machine (NLSVM) classification 
model. 

The contribution of work is as follows 

 Presenting a non-linear enhanced support vector 
machine classification model for identifying student 
risk of failure. The NLSVM can be used as both binary 
classifier as well as multi-level classifier. 

 Our model attain good accuracy performance when 
compared with state-of-art model. 

 Experiment outcome shows good performance in terms 
of ROC, F-measure, and precision and recall. 
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The paper is organized as follows: In section II, extensive 
survey is presented. Experimental study are discussed in 
section III. Finally section IV the paper is concluded and future 
work of research is described. 

II. LITTERATURE SURVEY 

Machine learning technique is composed of supervised, 
semi-supervised and non-supervised is widely applied and used 
across various state-of-art models [11], [12], [13], [14], [15], 
[16], [17], [18], [20], and [21] for identifying risk of student 
failing to complete course on time.  The basic conception is to 
utilize legacy data to learn the forecasting models and to utilize 
these approaches to perform forecasting on current courses. 
The data can aid the course provider who is aiming to address 
or build policies to enhance the student performance (student 
retention rate) and student dropping out of courses or failing to 
finish on time. In [12], the approaches for finding failure or 
success of student were trained using data of their prior study 
result. it can be seen that forecasting failure for the first term of 
courses is very important, since the dropout rate is generally 
higher but with suitable policies or strategies (help) many 
student can be saved [19]. 

Behavior of students [20], [21] in the VLE can be used to 
construct forecasting models for online courses. These could be 
just simple summary statistics [15]. When neither the students 
virtual learning environment activities nor the student prior 
study results are available, demographic information can be 
used as the major foundation of information [16]. 

The proposed learning model is constructed using state-of-
art models at the OU [13], [17], [18], [19]. Initially, using 
decision tree that is trained using data labeling student behavior 
in the virtual learning environment complemented by the 
scores of the past assessments/tasks [17]. Further, [18] used 
demographic features for enriching the input data for training 
model. The significant discovery in [19] was the prominence of 
the early establishment or finding of students at risk, even prior 
to the first task/assessment in the course. The students who do 
not submit or fail to complete the assessment are very likely to 
fail or withdraw the entire course. Further, number of 
approached [7], [22], and [23] for solving problem of 
classification with presence of imbalanced data in forecasting 
or identifying student at-risk of failing. However, they 
neglected student who haven’t shown any interest in 
performing tasks and only focused on active students. For 
overcoming research challenges this work present a novel non-
linear based supervised classification model. 

III. PROPOSED NON LINEAR SUPPORT VECTOR MACHINE 

BASED STUDENT RISK IDENTIFICATION LEARNING MODEL 

This manuscript present a novel learning design that use 
data from running presentation for training forecasting model. 
The fundamental objectives is to use the information of 
students who have already completed and submitted the future 
task and analyze the behavior pattern of find the students who 
are at risk of failing to submit the assignment. It is assumed 
that the behavior pattern of student who are about to submit are 
expected to follow identical behavior pattern as those who 
already completed the completed and submitted the task 
similarly, the behavior pattern will different for student who 

don’t complete or submit their task. Number of machine 
learning based classification model is available to utilize and 
attain efficient learning model. However, in this work, we 
present a classification model as a binary classification 
problem. However, it can work even for solving multi-label 
classification problem. That is, for a given day (present), which 
is   days before deadline data, the objective of this work is to 
build a binary classification algorithm that forecast whether the 
student will submit the assignment or not on/before time (i.e., 
within the future   days). If    , forecasting are done on the 
deadline day. Only students that are enrolled in course and 
haven’t finished the task yet are considered for the forecasting. 

A. System Model 

Let’s consider the deadline data and the date when the 
forecasting is done, which is  days prior to the deadline day, as 
forecasting date. For able to construct a forecasting model for 
period [forecasting date; deadline date] such that   deadline 
date is equal to forecasting date. The   forecasting date and   
deadline day can be established as a template forecasting and 
deadline days, respectively. 

Here, the deadline is within three days from the present day 
and we want to forecast if set of student submit their 
assessment or task either today or within next 5 days. The 
information for the present day are inaccessible, so the training 
data will come from the days [presentation initilaizaed+5] = 10 
with the labels of submission in [present+4; present + 1] = [9; 
6]. 

It shows the virtual view of the days for training and testing 
data, day = 0 depicts the present day, negatives keys shows to 
known information and positive keys to new/unknown data. 
This aids, that we have more days vacant when applying the 
forecasting model, some previous/older days cannot be utilized 
as they were not present in training stage. 

B. Long-Term vs Short Term Labelling Window Tradeoff 

Modelling 

Based on system model described, using long-term history 
means the window sampling for labels is growing. The more 
days prior to the deadline date, the more days is required for 
training labels. The condition for the present day being 0 to 5 
days prior to the deadline date. For   days prior to the deadline, 
the size of the window for both training and testing labels will 
be    . 

C. Feature Selection for Learning 

The data available for efficiently learning is composed of 
information such as activities and demographics in the virtual 
learning environment. For extensive analysis this work carried 
out it can be seen the demographic data is static in nature, it is 
important to carryout transformation of these information, such 
as standardization for numerical data and vectorization of 
categorical data. Similarly, the virtual learning environment 
data are generally are composed of very rich information such 
as daily click events clustered by precise action, i.e., student   
has viewed    times a particular document or presentation 
research material. All the events/actions are clustered into 
actions types such as video, resources, blogs, etc. For a given 
day (present) when the algorithm (model) is learned, the virtual 
learning environment features are aligned in reverse with 
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respect to time on a particular days, i.e., day 0 is the present 
day, day 1 is depicted as yesterday and so on. The oldest day 
utilized for training is the day that the course is initialized. In 
addition to virtual learning environment daily counts, it’s likely 
to obtain various statistical information of student behavior 
pattern in the virtual leaning environment, such as the how 
long (days) a student is active in the virtual learning 
environment (i.e., when a person (student) has last accessed or 
has logged in). 

D. Addressing Imbalanced Data Problem in Classification 

The ML algorithm are generally modelled to learn 
objective parameter from data when the classes in the training 
information are balanced. However, considering real-world 
environment, the data are generally imbalanced (i.e., some 
classes data will have significantly less data than other classes). 
As a result, the state-of-art algorithm [24], [25], [26], [27], and 
[28] performs very poor in identify probability of risk of failure 
of student that has been modelled so far [10]. For addressing 
the problem of imbalanced data the following two stages must 
be considered such as: Algorithm stage: - on-class or linear 
classification models, cost-sensitive learning, and various kind 
of ensemble algorithm model are some of the design are 
generally used. Data stage:-by applying sampling window for 
modifying the class label distribution in such way the training 
data becomes more balanced. The key functionality of cost-
sensitive based learning model is to penalize the cost parameter 
error on marginal class variable during training stage, which is 
done by using a cost matrix. However, for attaining fine-
grained binary classification model it is better to fix the weight 
parameter for minority classes (i.e., by considering weight of 
majority class will be 1). Further, number of approached [7], 
[22], and [23] for solving problem of classification with 
presence of imbalanced data in forecasting or identifying 
student at-risk of failing. However, they neglected student who 
haven’t shown any interest in performing tasks and only 
focused on active students. 

E. Forecasting Model using Machine Learning Model 

For training the learning algorithms and for evaluation of 
our model, this work conducted survey of various exiting 
machine learning based classification models such as logistic 
regression, Naïve Bayes, support vector machine, Tree 
Boosting XGBoost [29] and so on. Further, number of 
approach used XGBoost for forecasting student’s dropout as 
described in KDD-CUP15. However, these model are not 
efficient when the data is linearly non-separable. As a result, 
incur degradation in accuracy of classification performance.  
Further, very few algorithm provision probabilistic forecasting. 
As this aids in ordering students based on their likeliness to 
fail, and then use the resources constraint. 

For overcoming research challenges, this work present non-
linear support vector machine (NLSVM) classification model. 
The NLSVM first extract features of student behavior 
considering different assessment which are labeled 
(Completed: 0, and Failed: 1). If the task or assessment is 
successfully completed by student the class is labelled as 0 or if 
fails to submit on time then it is labeled as 1. The NLSVM then 
trains itself using labelled parameter and obtains support vector 
among parameters that maximize the distance among varied 

classes. Lastly, the NLSVM constructs a decision boundary 
(DB) from the support vectors. If the computed outcome from 
the DB is different from its known label, the decision is 
considered as training error. For such cases, this work 
considers soft-margin support vector machine which can fix 
boundary even when the datasets are mixed and cannot be 
disjointed. This work introduced slack parameters to 
maximizing the margin and reduce training error. For 
computing support vector using proposed NLSVM model is 
obtained as follows 

    ∑    
 

 

 
   〈     〉               (1) 

Such that   (〈     〉    )       for            , 

and      

Where   is the number of vectors,    is regulation 

variable,    is the weight vector,    is the slack parameter and 

      is the inner product function. The    is the     target 

parameter,    is the bias, and    is the     input parameter. The 

SVM decision boundary   is expressed as follows 

   〈  
   〉    

                (2) 

Where   
  represent bias and   

  represent weight vector, 

and   is the input feature. By transpiring the    and   term to 

   (  ) and   ( ), the non-linear support vector machine 
can be transformed to linear based support vector machine as 
follows 

  (〈   (  )〉    )                (3) 

Further, to perform classification using non-linear support 
vector machine, a kernel function   (   ), which is a dot-
product in the transpired feature vector space as follows 

  (      )  〈(  ) (   )〉             (4) 

where           . 

Further, the proposed NLSVM model is evaluated 
considering various ICT data which is composed of different 
behavior of different student data considering various task or 
assessment. Our model accurately classify these imbalanced 
data compared to state-of-art model which is experimentally 
shown in next section below. 

IV. EXPERIMETAL RESULT AND ANALYSIS 

This section evaluates performance evaluation of proposed 
student risk identification leaning model over state-of-art 
models. For experiment analysis various experiment are 
considered and date used for experiments are publically 
available. The experiment is conducted using windows 10 
operating system, Intel I-5 class 64 bit processor, 16 GB RAM, 
4GB Nvidia CUDA enabled GPU. For experiment analysis this 
work used publicly available dataset obtained from OULAD 
[30], [31] which composed of different courses with student 
enrollment around 1200 to 2500. The objective of this work is 
to forecast the submission of first assessment of a particular 
course within deadline time around 20 to 30 days. The course 
is composed of wide variety of fields such math’s, history, 
engineering and so on. For completing the course, the student 
has to attain some minimum scores for a given task or 
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assessment and then pass the final exam. The proposed student 
risk learning model for forecasting dropout has been aimed at 
attaining following objectives, Firstly, carryout analysis daily 
using ML algorithm to evaluate classification model. Secondly, 
analyses and identify the effects and problems of imbalanced 
data. Then, compare our proposed model over state-of-art 
model trained using legacy data. Fourthly, experiment is 
conducted for different   and courses and evaluate 
performance attained by proposed model over existing model 
in terms of precision, recall, F-measure, and ROC. The Table I, 
shows performance outcome attained by proposed model over 
existing model in terms of precision, and recall. Further, fig. 1 
shows F-measure attained by both proposed and existing 
model. The overall result attained shows proposed learning 
model improves F-measure score by 24.45%, 26.65%, and 
18.96% over existing learning model. An average improvement 
of 23.35% is attained by proposed learning model over existing 
model. Further, experiment are conducted to evaluate ROC 
performance attained by proposed NL-SVM over exiting SVM 
and XGBoost as shown in Fig. 2. The outcome shows NL-
SVM attain an ROC performance improvement of 35.33%, 
25.56% over SVM and XGBoost, respectively. 

TABLE I. PERFORMANCE EVALUATION OF PROPOSED MODEL OVER 

EXISTING CLASSIFICATION MODEL 

Top K Precision 

SVM 

Precision 

NL-SVM 

Recall 

SVM 

Recall 

NL-SVM 

5 0.5751 0.88 0.8093 0.9 

10 0.5044 0.89 0.8848 0.9 

25 0.6698 0.88 0.8847 0.89 

 

Fig. 1. F-Measure Performance for Different Top K. 

 
Fig. 2. ROC Performance for Number of Days. 

V. CONCLUSION 

This manuscript introduced a novel design for early finding 
of student who are at risk of failing or completing the course on 
time without using legacy data. The proposed model uses the 
significance factor of fist task being important factor in the 
progress of course work. The best way is to extract the student 
behaviour who already submitted their task and learn its 
pattern. This work defines the problem as a binary 
classification task with objective to learn and forecast daily 
using forecasting window. The proposed model is evaluated 
using publicly available OULAD dataset. The outcome shows 
the proposed model can predicts accurately even for early day 
(i.e. for 0 and 1 days), also predicts efficiently for later days of 
course completion, and attain better outcome that training 
using legacy data. From overall experiment analysis, it can be 
seen feature selection VLE is important for forecasting student 
at risk of failing. The proposed NL-SVM based classification 
model attains good recall, precision, and F-measure 
performance. An average F-measure improvement of 23.35% 
is attained by proposed learning model over existing model. 
Further, NL-SVM attains an ROC performance improvement 
of 35.33%, 25.56% over SVM and XGBoost, respectively. The 
future work we would consider experiment analysis 
considering different dataset and also considering building a 
hybrid model for enhancing forecasting model. 
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Abstract—It is really tough to manually examine the raw 

data. The Datamining strategies are used to detect the applicable 

information from uncooked data. The data mining algorithms 

are efficient for retrieving a specific pattern. In Datamining 

techniques decision trees are the most commonly used methods 

for predicting the outcome or behavior of a pattern because 

they can successfully and efficiently visualize the facts. Presently 

several decision tree algorithms are advanced for predictive 

analysis. Right here we gathered a dataset for rubberized 

mattress, from coir board CCRI, and applied the several decision 

tree algorithms on the data set and as compared every one. Every 

set of rules gives a completely unique choice tree from the input 

statistics. This paper focuses in particular on the Fuzzy c4.5 set of 

rules and compares one-of-a-kind choice tree algorithms for 

predictive analysis. Here by using predictive analytics, a decision 

can be made for each rubberized firms. 

Keywords—Predictive analytics; coir fiber; fuzzy-C4.5; 

crowdsourcing 

I. INTRODUCTION 

Agriculture is a department of technology within the 
exercise of farming, soil cultivation for growing of vegetation 
and breeding of animals to afford our primary necessities such 
as food, medicines, clothes, shelter and the other products. 
The Indian coir enterprise accomplishes an essential role in 
the economy of the foremost coconut growing states such as 
Kerala and Tamil Nadu. Coconut husk is the basic raw 
material for coir products. At least 50 per cent of the available 
coir husk is used to produce coir products and the rest is used 
as fuel in rural areas. Subsequently, coir industry can be 
grown up [1]. Numerous development programs are also 
undertaken by the Government authorities for the 
improvement in quality and production of coir industry. These 
efforts widen the export markets for coir and coir products. 
Practically, it's far not possible to accumulate all of the husks 
for coir production and to achieve most utilization. However, 
evaluation has been done on the availability of husk for 
manufacturing, coir manufacturing capacity, actual 
manufacturing of coir and the capacity utilization globally. 
Here the goal is to advise a predictive evaluation system with 
the assist of crowdsourcing [2]  

Crowdsourcing is an online tool or model used for solving 
a problem with the aid of, shared intelligence of interacted 
communities for precise purposes. The predictive analysis can 
predict the trends in future and behavior, can understand the 
outcomes and thereby improving the performance in the 
industry. It can also help to drive the strategic decision 
making. The analysis suggests that management authorities 

can analyzes the husk availability, utilization of husk, coir 
production, percentage share of the states to coir production 
and the production potential in India. A comparative analysis 
of India‘s coir production with the other countries can also be 
done with the help of this predictive analysis. Here by using a 
crowd sourcing algorithm it is possible to predict the 
international business of coir in South India with the other 
parts of the country and outside India. This can analyze the 
expectation of the clients in the areas regarding Ayurveda, 
Textiles and Agriculture with coir industry[3]. Thus the main 
objective is to make a better policy development, better 
decision-making, and thus lead to a sustainable growth in the 
coir industry for better future. 

Indian coir production also has now not unfolded along all 
the states because of diverse motives together with loss of 
natural retting facilities, skilled labor and low cost technology. 
a preceding analysis on the husk availability, utilization of 
husk, coir production are accomplished and  it  exhibits that 
only a small percentage  of the coconut husk produced in India 
is being utilized for coir manufacturing and the remaining 
major part  unutilized. Efforts are being made by means of the 
coir board to improve the utilization of husks; however they 
do not be successful due to the absence of natural retting 
facilities in lots of locations. 

The production of value added and innovative products 
helps to satisfy the global demand and by growing the boom 
of Kerala‘s traditional industry products in coir industry [4]. 
Therefore the success and future development of coir industry 
in South India particularly relies upon at the ability and the 
efficiency of the industry to discover the export markets of the 
coir products. Coconut husk is the primary raw material for 
the coir industry and the coir manufacturing concentrate 
mainly in the areas where it is more available. Even though 
India has a long coastline growing coconut palms; coir 
industry is concentrated in Kerala. Kerala is the traditional 
home of Indian coir industry and ranked as the first in coconut 
production and in coir production and in coir manufacturing 
and the increase may be in our arms. 

II. INTERNATIONAL TRADE OF COIR 

Global trade is the trade of capital, items, and services 
throughout international borders or territories. In maximum 
international locations, such alternate represents a substantial 
share of gross domestic product(Amarnath & Brindha, n.d.). 

Development and automation of advanced technologies in 
this superior era, inclusive of transportation, globalization, 
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multinational organizations, and outsourcing are all having a 
primary impact on the international trade system. Increasing 
worldwide alternate is vital to the continuance of 
globalization.  

India and Sri Lanka are the two top manufacturers of 
coconut fiber within the international wide. They account for 
approximately ninety % of global manufacturing of coir fiber. 
Sri Lanka was the most important exporter of various fibers 
inside the international while India exports value added coir 
fiber merchandise including yarn, mats and rugs. Now a days 
the request for coir fiber products and the Medicinal, 
Ayurveda, fabric and Agricultural properties of coconut and 
coir are growing within the world wide especially in China, 
Malaysia and Germany[5].However there are such a lot of 
challenges for the coir industry to expand the markets and get 
into sustainable. 

Small scale industries play a dynamic role in exploiting the 
resources and giving employability. Indian coir industry is one 
among that and each unit requires upto 15 works per day and 
having cost about Rs 5 lakhs in average. At present coconut 
fiber and ropes are plentiful in India and it has a significant 
request in the global market. We can establish the coir 
industry by considering the choice of the market in assist with 
a decision support system. The coir fiber can be utilized in 
many forms such as coir yarn, mats, mattress, floor coverings, 
coir pith and geo textiles.   

A. The Challenges Include 

 The  fiber value is unreliable and  the productivity is 
very low  at the refine level, because of  the dearth of a 
worth based pricing system for coir fiber  

 Most of the industry participants do no longer diagnose 
the necessities at the technical level and distribution 
systems of current and rising markets for natural fiber 
merchandise due to the lack of information, and also 
they do no longer have the competitive opportunities 
for coir products in domestic markets. 

 Now a day‘s markets for coir fiber are declined, due to 
the competition from different artificial substances and 
foreign suppliers. 

 Local coir mills process only a fraction of the available 
husks. 

 Working conditions and productivity are generally 
reduced. 

So we ought to improve the reliability of product, expand   
progressive products together with the assist of customers in 
importing countries. 

B. Global Market Context 

 The technical advantage of coir when compared to 
other natural fibers is due to the high lignin content and 
its related stiffness.  

 Mild degradation and better flexibility are the 
properties of coir fibers as compared to other different 
natural fibers which are used for upholstery works , 
erosion control products and other applications 

Value-added products such as Tawashi brushes, floor 
coverings and high end twine can have increase or hold the 
global marketplace volume of coir products. One of the coir 
product rubberized mattress is discussed here for making coir 
industry a good challenge. The coir mattress is made by 
combining the high density of rubberized coir with the core. It 
is shielded by the jacquard fabric to give a perfect look and 
feel to the mattress. The rubberized coir mattress is made by 
using natural fibers such as coconut fiber and unprocessed 
rubber. It makes the reticulated layers circulate the air 
properly inside the mattress and maintains an ideal 
temperature for sleeping [6]. This type of mattress is highly 
hygroscopic in nature. It has the ability to hold water 
molecules from the surrounding surface if water or any other 
liquid splits over it. A mattress has the ability to preserve the 
moisture and maintain a refreshing impression on the body. 
Rubberized Coir mattresses are a combination of natural 
materials like coconut fiber and natural rubber. The 
combination creates a sheet that provides natural comfort, firm 
support, allows for air circulation and is non-absorbent[7]. The 
best quality of coir mattress comes with features such as it has 
sufficient layers of coir sheets which help it to maintain the 
firmness and give accurate support to the body. It offers the 
exact firmness with little cushioning to make it durable. It 
should be reliable for a long time. 

The crowd sourcing based predictive analysis helps to 
analyses [8]  

 Factors limiting market growth and how to improve the 
growth 

 Current market trends and structure 

 Expectation of clients 

 Up-to-date view of technological improvements 

 In depth analysis of business developments 

 A precise growth in the technology  

 Helps to predict what type of coir product can be 
developed from a coir samples 

III. TRADE ANALYSIS IN PRODUCTION AND DEVELOPMENT 

A. Coir 

Coir is mined from the outer shell of coconuts surrounding 
the seed of the coconut palm called Cocos nucifera, and it is 
the thickest among the commercial natural fibers and more 
resistive in nature. It is a coarse short fiber. It has a very low 
decomposition rate and this nature is the added advantage of 
coir in geotextiles. The average length of coir fiber is 35 cm 
and having diameter of 12 to 25 microns units. Usually a 
coconut is harvested once in 45 days and an average of 10 kg 
of coir can be extracted from 1000 coconuts. The lignin 
component found in the coir makes this one resilient. But it is 
less flexible than cotton and so unsuitable for dyeing. The 
tensile strength of coir is less when compared to other natural 
fibers, but its good resistive nature to micro bial actions keeps 
it more suitable for agricultural purposes [5]. There is no need 
of chemical treatment. Mainly two types of coir are widely 
used such as brown fiber and white fiber. The brown fiber is 
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extracted from matured coconuts and the white fiber is 
extracted from the immature green coconuts. Mature coir fiber 
contains more lignin content and less cellulose.  

B. Environmental Benefits  

Erosion is the main problem in the environment which 
affects our health also. Coir can be used to overcome erosion 
problems.  Coir geotextiles has the capability to preserve 
moisture naturally and it protects from the sun radiation 
.Unlike other geo-synthetic material, the coir fiber provides 
better soil support up to 4 years 

C. Uses of Coir 

Traditionally coir is extracted from the coconut after the 
retting process of several months, but now days it is 
mechanized. There is an increased use of coconut husk de 
fibering machines. White coir is mainly used in the 
manufacturing of fishing nets. Brown coir is stronger than 
white coir and is used for the applications of sacking, 
doormats, insulation panels, mattresses. 

D. Applications of Coconut Coir 

Upholstery mattresses:  Coir is a lot of broadly 
familiarized in upholstery industry and it is an acceptable 
interim for synthetic rubber. It can as well be get used to as an 
aggregate with natural rubber and is used for cushioning and 
other mattresses [9]  

There are several reasons for using coir mattresses. But go 
head on trying coir mattresses based on your usages and 
expectations 

 Hygroscopic quality: Coir mattresses have the ability 
to provide refreshing sleeps and it is very comfortable.  
It can easily absorb moisture.  

 Perfect ventilation: They provide maximum air flow 
in and out the mattresses and that keeps it cool. Thus 
can enjoy sleep better. 

  Added support: The coir mattresses are made with 
natural fiber only and they are very springy in nature 
and provide support for the whole body. This can 
minimize  back pain also and aligns the spinal code 
accordingly 

 They are recommended for people with 
allergies: They do not have any dust and so very much 
useful for allergic  

 Cooling sensation: Its moisturizing absorbed nature 
allows continuous air flow and thus maintains a smooth 
temperature to sleep. 

 Friendly to the environment: They are 100 percent 
natural and do not contain any chemicals and so 
suitable for our health and environment also. 

 Great affordability: A good coir mattress can buy 
with an affordable price ranges in 600 to 1000 dollars 
.It is ideal for children ,adults and elder people 

 They are slightly durable: They can be used for a 
long period of time and also durable in nature. 

 Require no maintenance: No maintenance can be 
required for coir mattresses unlike other spring or foam 
mattresses. 

 At present the coir industry is highly industrialized in 
India and Sri Lanka only. However it is highly economic in 
Brazil, Indonesia, and Philippines etc. It is a small scale 
industry in India and people use local mills for extracting the 
fiber. Annually around 650000 tons of coir is producing 
globally, mainly in India and Sri Lanka. They are the main 
exporters in the coir industry. About 80 percent of the coir 
produced is carry across as raw fiber and remaining are in the 
form of yarn, rugs and mats. 

India has made a wonderful effort to promote the coir 
industry including the national and international coir festivals 
and exhibitions. This effort supports our markets in the coir 
industry and we can meet the demand. Research and 
development efforts are also contributed to this area 
particularly in geo textiles and other new applications. Thus 
we can promise our prospects in the coir industry. Coconut 
grown in more than 90 countries in the world and that‘s why 
we can grow internationally through coir business [10].  

The main production is done by the small holders and so 
the production of fiber is scattered at small volumes. 
Integrated farm level processing is a solution this problem and 
can facilitate greater availability of technology for the 
dehusking and fiber extraction. Many of the coconut growing 
countries are not utilizing the husk for making value added 
products. So India can grow by more concentrating into it and 
thus provide better employment. Thus we can increase the 
income of coconut farmers and thereby reducing the poverty 
also. Improved production with increased qualities and 
quantities in coir industry must be one of our ultimate aims to 
grow India faster. 

E. Actions taken for improving global markets 

 An international based forum can promote the 
development section of the coir products, marketing 
section. It can improve the quality. It can direct the 
correct way of production and will help to prevent 
unhealthy competitions. Thus we can improve the 
business intelligence through this forum  

 Innovation can be promoted by getting close to the 
customers 

 Assess Prospects and Needs in Selected Markets 

 Concentrate on more Erosion Control Products 
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Fig. 1. Work flow of Predictive Analytics 

IV. DECISION SUPPORT SYSTEM (DSS) 

Decision support system is used for making decisions in 
ambiguous and uncertain conditions. Even though many 
techniques are available for predictive analysis, decision tree 
is the commonly used system for making decisions in a 
predicted manner. Decision Support System uses a machine 
learning algorithm for making decisions [11]. It provides a 
solution for non-structured problems. Several decision making 
algorithms are there such as ID3, CART, and C4.5. Here C4.5 
algorithm is used for the decision making to establish the coir 
industry .Here the prediction is performed based on the 
classification label. In decision tree based method, the training 
data is categorized into different groups according to the 
classification label. Here the prediction is performed by using 
a top down approach known as fuzzy C4.5 algorithm. 
Statistical classification algorithm is used in this hybrid 
approach. 

A decision support system (DSS) is an automated 
computerized statistics system used to aid in making decisions 
in a commercial enterprise or in business. A DSS lets users to 
examine big piles of data and assemble records that may be 
used to remedy issues and make better decisions. 

The advantages of decision assist structures encompass 
greater informed choice making, well timed problem-fixing 
and advanced efficiency for coping with troubles with 
unexpectedly changing variables. 

Decision making process is mostly based on the interactive 
decision support system with hierarchical structures. It can be 
categorized into two such as document driven DSS and 
Knowledge driven DSS. The document driven DSS manages 
retrieves and manipulate the unstructured information in a 
variety of electronic formats whereas the knowledge driven 
system provides specific problem solving expertise stored as 
facts, rules and procedures. The basic building blocks of DSS 
consist of the following units such as data bases, query, model 
creation and execution and statistics and forecasting. Here we 
combine the two decision support system such as machine 
learning approach and data mining approach. 

Fig.1 indicates the working flow of the proposed 
predictive analytics.  A database system acts as a bank for the 
decision support system. It fills the information in to the bank 
and stores the large amount of information that is relevant to 
the class for the Decision Support System. It provides a 
logical data structure that   has been outlined rather than 
physical data structures and the user can interact with. The 
database should be capable of providing information to the 
user regarding the type of the available data and how to access 
the data. 

We were provided with a training dataset consisting of 
information about rubberized coir mattress. This data was in 
the form of a CSV or spreadsheet and had details such as 
density, IHI, VariAging,flexing,compset aged, compset 
unaged,pH value, chloride content and sulphate content. For 
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simplicity of performing data mining tasks, the information 
was filled into a MySQL database. 

V. DATA PREPROCESSING AND QUALITY ISSUES 

Formerly we consumed details; we then segmented the 
training dataset further, considering numerous viable splitting 
attributes, i.e. the attributes which could have a better impact 
at the performance. Over a time of 4 many years the 
commercial enterprise recorded an extensive alternate in best 
viewpoints. 

Rubberized Coir is an organic product. Coconut fiber is the 
important and basic raw material that going into the 
manufacturing process of rubberized coir. In that capacity, this 
item is bio-degradable as well as ecofriendly. This is the 
primary factor to support its, particularly when contrasted with 
its competitors such as PVC and U Foam and other synthetic 
products. In the present day when condition and 
environmental conditions are the top most in each perceiving 
individual's mind. This fact increases its production and 
propagates it everywhere. 

1) The raw material of rubberized mattress is a bye-

product from coconut husk. It is discarded as a waste and also 

can be used as a material for door mats and floor coverings. 

Thus the use of rubberized coir is actually boosted as a utility 

product by which our body can rest and recline. In view of this 

the price for the raw fiber is increased substantially and an 

innovative technology has started the production of the 

rubberized coir products. This will become a benefit to the 

poor farmers.  

2) There are a lot of troubles like excessive cost of the 

transportation of the raw substances and the coir merchandise 

throughout the international locations and nation. Additionally 

the enterprise face several issues within the maintenance of 

the in- house power plant because if the production as soon as 

commenced it cannot be stopped in among as the industry 

prospers moderately well 

3) Our present efforts in the Microbiological and chemical 

Research & development area need to be focused to 

accomplish it lighter and adaptable  to accomplish it complete 

absorptive or insulating, and to accomplish fire resistant. All R 

& D efforts desire abundant monetary inputs and the industry 

looks advanced and quickly to Coir Board for their assistance 

and guidance[12]. 

VI. PROBLEM STATEMENT 

Generally, to establish an industry in a village, generally 
we need to consider several parameters such as the availability 
of raw material, power consumed by the industry, the water 
required for the processing. Out of these the availability and 
the quality of the raw material is the very important factor.  
There are several choices for identifying these requirements. 
One is the entrepreneur has to gather all the details about these 
parameters and has to visit all the villages. But it is time 
consuming and cost effective. He has to take few opinions 
from the domain experts and it may lead to confusion for 
making a decision or lead to a false decision.  

VII. PROPOSED SYSTEM 

The existing system can be made better by replacing the 
domain experts. The total time taken can also be reduced by 
the industrialist by gathering and analyzing the records. It 
replaces the expert by means of decision support system. The 
decision support system deal with the selection of the raw 
material  in view of the numerous attributes(Jayasekara & 
Amarasinghe, 2010). Additionally it makes which sort of the 
raw material is suitable for which kind of product. This 
decision is primarily based on C4.5 algorithm. The C4.5 
algorithm can build a knowledge level from the industry facts 
bases and might proceed for the decision making. In fuzzy 
C4.5 algorithm15], at each node of the decision tree, one of 
the attribute which is the most effective one of the data set  is 
chosen  for splitting it into samples S. These samples are 
classified into one class or another based on the splitting 
condition. The splitting condition is based on the information 
gain of the attribute. This attribute has the highest information 
gain and that is considered as the criteria for making decisions 
[13]. Thus we can standardize the data. This process continues 
up to get the final class choice. 

The data base contains information about the parameters of 
the raw material such as density, IHI, VariAging, flexing, 
compset aged, compset unaged, pH value, chloride content 
and sulphate content. By using FuzzyC4.5 algorithm we can 
predict which type of the raw material is suitable for which 
type of the rubberized mattress. This decision support system 
is a classification and prediction technique and has been 
applied to the training data set to build a suitable and accurate 
knowledge base.  

While the industrialist needs a selection, at first he need to 
fill the input form, that is provided by the system. The 
Decision Support System tests the input data based on 
knowledge base and generates class label for that entry. 
Primarily based on that class label, it offers the output to 
industrialist as suitable or no longer appropriate 

A. C4.5 Algorithm 

C4.5 algorithm is used for prediction and the main 
working is based on the decision tree approach. Branch nodes 
and leaf nodes are the main concern in a decision tree 
approach. The branches in the tree represent the attribute 
choice and the class label is the leaf node and it makes a 
decision. The action can be start from the root node and the 
algorithm is applied recursively on each node for constructing 
the decision tree. By analyzing each branch we will get the 
idea of the scenario and the output. This is the basic idea of 
the C4.5 algorithm. It is a top down and greedy approach and 
can done a search through the given set of data and can make 
a classification. For classifying and predicting the class labels 
a statistical property called information gain is used here[14].  

Decision trees are supervised learning method and the aim 
is to divide the data set into homogeneous groups in terms of 
the class label and the splitting attributes. The decision is done 
from root to the leaf.  

B. Basic Terms 

The C4.5 algorithm defines the amount of information 
provided and is known as information gain. For calculating the 
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gain first we have to find out the entropy. The entropy and the 
information gain can be calculated as[15] 

           ∑         (  )                                        
   (1) 

                ( )     ∑        (  ) 
           (2) 

Where Pi is the set of all possible values for the Attribute 
A. This information gain is used for ranking the attributes in 
the given data set and has to build the decision tree based on 
this ranking. 

VIII. RESULTS AND DISCUSSION 

A. Fuzzy C4.5 Algorithm 

In Fuzzy C4.5 algorithm, it selects the attribute to be tested 
based on the information gain which is designed by the 
likelihood of membership values for statistics in a node. The 
basic steps to generate a fuzzy decision tree are described 
here: 

1) Make a node which represents the root of the tree and 

is having the fuzzy membership value as 1 for all training 

data.  

2) The leaf node has to be created iteratively if the 

element which represents data in the fuzzy set fulfills any of 

the subsequent conditions: 

a) Set a given threshold value and the data set having 

the number of is less than a given threshold. 

b) The percentage of objects which represents the data 

set having a value greater than or equal to the given threshold. 

c) If there are no other attributes are presented for 

classification. 

3) The leaf node have to be assigned a name either the 

name which represents the class  or the class names with value 

of the membership. 

4) If the node does not satisfy any of the above conditions 

then do the following: 

a) For all attributes, calculate the information gain; 

select the attribute that has greatest information gain as the test 

attribute. 

b) Divide the fuzzy data set at the node into fuzzy 

subsets using the test attribute selected in a, with the 

membership value of an object in a subset set to the product of 

the membership value in parent node dataset and the value of 

the selected attribute fuzzy term in the parent node dataset. 

c) For each of the subsets, generate new node with the 

branch labeled with the fuzzy term of the selected attribute. 

5) Recursively repeats the steps from 2 for newly 

generated node.  

The flowchart of the fuzzy-c4.5 algorithm is shown in 
fig.2 

 
Fig. 2. Flow chart for the FuzzyC4.5 
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B. Comparison with Several Algorithms 

Accuracy: ―By the term ‗accuracy‘, we mean the degree of 
compliance with the standard measurement, i.e. to which 
extent the actual measurement is close to the standard one‖. 
Here the Table 1 shows the overview of the decision tree 
algorithms ID3,C4.5 and Fuzzy-C4.5. The Table 2 presents a 
performance comparison of Fuzzy-C4.5 and Other algorithms 
in terms of accuracy with the data set. 

TABLE I. OVERVIEW OF DECISION TREE ALGORITHMS 

Algor
ithm 

Splittin
g Criteria 

Attrib
ute Type 

Pr
uning 
method 

Mi
ssing 
Values 

Outlie
r detection 

ID3 
Informa

tion Gain 

Handl
es 
categorical 
value only 

No 
pruning 

Do 
not 
handle 
missing 
Values 

Susce
ptible 

C4.5 
Gain 

Ratio 

Handl
es 
categorical 
value and 
numerical 
value 

Err
or 
based 
pruning 

ha
ndle 
missing 
Values 

Can 
handle 

Fuzz
yC45 

Membe
rship value 

Handl
es 
categorical 
value and 
numerical 
value 

Co
st 
based 
pruning 

ha
ndle 
missing 
Values 

Can 
handle 

TABLE II. PERFORMANCE COMPARISON 

Algorithm 
Time taken 

to build the 
model 

Accuracy 

FuzzyC4.5 0.02s 96.7224 

C4.5 0.02 s 94.6667 

ID3 0.02 s 93.9128 

REPtree(CART) 0.03 s 92.7083 

Linear NN search 0.01 s 58.3333 

Multilayer Perceptron 0.27 s 79.1667 

NaiveBayes 0.28 s 80.2083 

In Fuzzy C4.5 Algorithm the classification of the output is 
we can predict  "which type of firm ―based on the attributes 
density, IHI, VariAging, flexing, compset aged, compset 
unaged, pH value, chloride content and sulphate content. Here 
only a sample set of values is shown in the Table 3. The 
original data set contains 1000 values. The C4.5 algorithm 
differs in several respects from other prediction algorithms 

The primary advantages of FuzzyC4.5 algorithm can be 
stated as  

ID3 algorithm selects the best attribute based on the 
concept of entropy and information gain for developing the 
tree. FuzzyC4.5 algorithm acts similar to ID3 but improves a 
few of ID3 behaviors: 

 It can deal with the training dataset with missing values 
of the attributes  

 It could cope with the opposing cost attributes 

 It prunes the selection tree virtually after its creation  

 It could cope with the attributes with discrete and 
continuous value sets 

 speed of the C4.5 algorithm is considerably quicker as 
compared with the alternative algorithms. 

 The FuzzyC4.5 set of rules offers greatly improved 
scalability of each decision trees and the rule sets.  The 
scalability is more suitable by means of using multi-
threading and efficient pruning.  

 The FuzzyC4.5 algorithm outfits the classifiers for 
prediction and thereby advances the accuracy. 

IX. IMPLEMENTATION RESULT 

The original dataset used for the testing and 
implementation result is from the Central Coir Research 
Institute, Alappuzha. Hence the data set is highly confidential 
here only a sample data set is provided. The dataset is tested 
with java platform and got the decision tree as shown in figure 
3. 

 

Fig. 3. Decision tree created using Fuzzy C4.5 

X. CONCLUSION 

At present, decision trees are extensively used in many 
applications inclusive of medical field, business analysis, 
diagnosis, cognitive technology, artificial intelligence, 
engineering and information mining. The class accuracy of 
selection trees has been a subject of numerous researches. In 
this paper, we advocate an efficient Fuzzy C4.5 algorithm for 
data mining. This method provides the performance and the 
comprehensibility that are crucial to data mining. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

317 | P a g e  

www.ijacsa.thesai.org 

TABLE III. SAMPLE DATASET VALUES 

S
I 
NO: 

De
nsity 

IH
I 

Var 
aging% 

flexin
g% 

compset%(a
ged) 

com
pset 
unaged% 

P
H 
value 

chlor
ide 
content% 

sulphate 
content% 

Grade 

1 
78.

65 
10.

55 
-

4.36 
-2.75 14.44 5.56 6.4 0.08 0.04 Firm 

2 
84.

76 
12.

58 
-

7.72 
-4.69 15.84 7.14 6.4 0.07 0.09 extra firm 

3 
71.

71 
10.

63 
-

9.54 
-6.22 16.67 12.6 

6.4
5 

0.02 0.02 Firm 

4 
64.

81 
7.4

5 
-

16.43 
15 17.87 12.5 6.5 0.08 0.04 med firm 

5 
68.

23 
7.9

9 
-

6.09 
-8.7 8.18 4.55 6.5 0.02 0.02 med firm 

6 
77.

71 
11.

8 
-

6.15 
-6.33 13.57 5.5 6.5 0.01 0.01 Firm 

7 
94.

75 
14.

73 
-

5.52 
-4.44 7.73 5.84 

6.4
5 

0.08 0.04 extra firm 

8 
68.

53 
8.9 1.12 1.68 7.72 2.85 6.5 0.08 0.04 med firm 

9 
66.

94 
7.2

2 
-

14.9 
-15.27 14.36 10.91 6.5 0.1 Nil med firm 

1
0 

68.
52 

8.7 
-

15.49 
16.36 16.47 13.52 6.5 0.1 Nil med firm 

1
1 

76.
9 

10.
65 

-
3.56 

19.44 18.52 10.28 
6.4

5 
0.08 0.01 Firm 

1
2 

88.
57 

12.
8 

-
4.51 

13.06 19.9 9.81 6.5 0.04 0.02 extra firm 

1
3 

68.
39 

8.6
5 

-
15.88 

11.58 19.81 14.15 
6.5

3 
0.18 0.08 med firm 

1
4 

68.
07 

8.6
3 

-
9.64 

-1.12 19.52 10.9 6.4 0.16 0.095 med firm 

1
5 

68.
49 

8.7 15.7 -1.69 12.14 9.43 6.2 0.22 0.1 med firm 

1
6 

48.
75 

3.9
7 

-
18.69 

-15.96 15.73 13.37 5.9 0.25 0.08 Soft 

Here we used a data set from the CCRI for the 
classification and prediction purpose and got 96% accuracy in 
the results. In particular, the method permits us to correctly 
classify patterns of decision boundaries well, that is difficult to 
do the use of attribute based classification strategies. The 
rubberized mattresses are classified here based on the attribute 
values. The experiment outcomes show that our technique is 
greater efficient in overall performance and clarity of rules in 
comparison with other techniques which include C4.5. Our 
initial experiments have proven that the algorithm is strong for 
many real world applications. Future work is to expand a 
fuzzy decision tree pruning algorithm to generate greater 
compact deep learning methods. We also plan for improving 
the algorithm a good way to manage a large volume of data 
efficiently, which is often an important requirement to data 
mining. 

REFERENCES 

[1] Dasanayaka, S. W. S. B., & Sardana, G. D. (2010). Development of 
SMEs through clusters: a comparative study of India, Pakistan and Sri 

Lanka. World Review of Entrepreneurship, Management and 
Sustainable Development, 6(1–2), 50–70 

[2] Allahbakhsh, M., Benatallah, B., Ignjatovic, A., Motahari-Nezhad, H. 
R., Bertino, E., & Dustdar, S. (2013). Quality control in crowdsourcing 
systems: Issues and directions. IEEE Internet Computing, 17(2), 76–81. 

[3] Turban, E., Sharda, R., & Delen, D. (2011). Decision support and 
business intelligence systems. Pearson Education India 

[4] Thomas, S., Woh, Y., Wang, R., & Lim, K. (2017). ScienceDirect 
ScienceDirect Probing the hydrophilicity of coir fibres : analysis of the 
mechanical properties of single coir fibres. Procedia Engineering, 200, 
206–212. https://doi.org/10.1016/j.proeng.2017.07.030 

[5] Amarnath, J. S., & Brindha, M. (n.d.). An Investment and Export 
Analysis of Coir Enterprise in Tamil Nadu, India. 

[6] Dasanayaka, S., Sardana, D. G., & others. (2015). Development of 
Small and Medium Enterprises through Clusters and Networking: A 
Comparative Study of India, Pakistan and Sri Lanka. International 
Journal of Economics and Business Administration, 3(2), 84–108. 

[7] Fernandez, C. (2003). STRATEGIC ALLIANCE FOR THE 
DEVELOPMENT OF COIR INDUSTRY IN THE APCC COUNTRIES 
AND DEMAND PROSPECTS FOR COIR PRODUCTS IN 
ECOFRIENDLY APPLICATIONS. 

[8] Abu-halaweh, N. M., & Harrison, R. W. (2009). Practical Fuzzy 
Decision Trees 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

318 | P a g e  

www.ijacsa.thesai.org 

[9] Waller, M. A., & Fawcett, S. E. (2013). Data science, predictive 
analytics, and big data: A revolution that will transform supply chain 
design and management. Journal of Business Logistics, 34(2), 77–84. 
https://doi.org/10.1111/jbl.12010 

[10] Wilson, C. (2007). Flow resistance models for flexible submerged 
vegetation. Journal of Hydrology, 342(3–4), 213–222 

[11] Sierra-Pérez, J., Boschmonart-Rives, J., & Gabarrell, X. (2015). 
Production and trade analysis in the Iberian cork sector: Economic 
characterization of a forest industry. Resources, Conservation and 
Recycling, 98, 55–66. https://doi.org/10.1016/j.resconrec.2015.02.011 

[12] Turban, E., Sharda, R., & Delen, D. (2011). Decision support and 
business intelligence systems. Pearson Education India 

[13] Prasad, M. (1996). Physical, chemical and biological properties of coir 
dust. In International Symposium Growing Media and Plant Nutrition in 
Horticulture 450 (pp. 21–30) 

[14] Jayasekara, C., & Amarasinghe, N. (2010). Coir--Coconut Cultivation, 
Extraction and Processing of Coir. Industrial Applications of Natural 
Fibres: Structure, Properties and Technical Applications, 197–217. 

[15] Kim, M. W., Lee, J. G., & Min, C. (1999). Efficient Fuzzy Rule 
Generation Based on Fuzzy Decision Tree for Data Mining 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

319 | P a g e  

www.ijacsa.thesai.org 

Multivariate Copula Modeling with Application in 

Software Project Management and Information 

Systems

Syed Muhammad Aqil Burney1 

Dept. of Actuarial Science Risk 

Management 

Institute of Business Management, 

Karachi, Pakistan 

Osama Ajaz2 

Dept. of Sciences 

FAST-National University, 

Karachi, Pakistan 

Shamaila Burney3 

Dept. of Mgmt. Science 

Hamdard University, 

Karachi, Pakistan

 

 
Abstract—This paper discusses application of copulas in 

software project management and information systems. 

Successful software projects depend on accurate estimation of 

software development schedule.  In this research, three major 

risk factors and their impact on software development schedule 

are considered. Software development schedule is calculated by 

COCOMO-II model. Two models are simulated 100000 times, 

model-I considered dependence among risk factors by T-copula 

and model-II considered risk factors independent. The 

comparison of the two risk models revealed that model-II always 

underestimate the software development schedule while model-I 

evaluated the software schedule risk accurately. Therefore it is 

necessary for software development experts to consider 

dependence among various risk factors. R-package copula is 

employed to implement the algorithm for multivariate T-copula. 

Multiplier goodness-of-fit test shows that T-copula is good choice 

for characterization of dependence among three risk factors. 

KeyWords—T-Copula; COCOMO – II; software development 

schedule; risk analysis 

I. INTRODUCTION 

Software project management and information system 
consists of multiple activities under the umbrella of software 
engineering [1]. It involves planning, scheduling, budgeting 
and managing entire software development process. Each 
activity in a project management consumes time i.e. software 
project schedule. Further, entire software development life 
cycle depends on accurate estimation of software project 
schedule. Beside estimation of project schedule, it is the 
responsibility of a project manager to identify risk factors that 
results in project delays or failure. Therefore it is necessary to 
assess software project schedule accurately. Plethora of 
literatures is available on risk factors that results in schedule 
overrun or project failure. For further detail, see [2] [3] [4]. 

Generally software project manager just estimate project 
schedule and completely or partially ignore the impact of risks 
on estimated project schedule, even if project manager 
consider some risk factors; it is assumed to be independent. 
Positive and negative dependence may affect software risk 
severely. For example, it is possible that project manager 
inaccurately estimate the software schedule to 20 months and 
project ends in 26 months. This is also possible that one risk 

may cause another risk to happen i.e. increase in customer 
requirements during software development duration strongly 
cause schedule overrun and in turn may lead to loss of key 
employee.  Further, project delays have negative impact on 
customer satisfaction which results in bad reputation of an 
organization. This research paper analyzes software project 
schedule and consider dependence among risk factors by 
means of copula. 

The reason to consider copulas in this research is that most 
of literatures available on theory of copulas discuss 
application in Econometrics, Finance and in Insurance [5]. 
Further, very few articles available that discuses copulas in 
software project management or in information systems. See 
[6] [7] [8] as examples and the references therein. 

The remaining paper is organize as follows: Section 2 
gives an overview to the theory of copulas.  Section 3 
discusses software schedule and associated risks. Section 4 
discusses application of copula model for software houses 
based in Karachi and finally this research end up with Section 
5 that discusses overall conclusion. 

II. THEORY OF COPULAS 

The discovery of copula is associated to the seminal 
research work of Sklar [9]. He derived the word “copula” for 
multivariate joint distribution that links to its marginal 
distribution.  In this section, we present brief overview to the 
basic theory of copulas for higher dimensions. For further 
details and proofs about copulas and its historical 
development, please see [10] [11] [12] [13] and the references 
therein. 

A. Multidimensional Copulas 

A d-dimensional copula or d-copula is a function “C” from 
Id to I where I ϵ [0, 1], if and only if it satisfies the following 
conditions: 

(i) For every m in Id, C (m1, m2… md) = 0 if at least one 
of m is equal to zero.  

(ii) If all m’s are set to one then for every k ϵ {1, 2… d}, C 
(m) = mk.  
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(iii) C is d-increasing, for all (a1, a2, …, ad), (b1, b2, …, bd) 
in Id such that ai ≤ bi,  

Vc ([a, b]) ≥ 0 

∑ ∑  ∑(  )          ) (    
     

       
)   

 

    

 

    

 

    

 

All above properties of d-copula are multivariate version 
of bivariate copula. Property (i) defines grounded condition, 
property (ii) defines copula margin if (d – 1) variables are 
known, and property (iii) defines C volume of rectangle [a x 
b] for any d-dimension. Further, it is easy to show that, any 
 convex linear combination of copulas is a copula i.e. 
∑      
 
   for all αi > 0 and Σαi=1 [13]. Nelsen and Joe 

discusses some other important properties of copulas that we 
state as following theorems 1, 2, and 3 below [11] [13]. 

Theorem 1 

For every d-copula, the Frechet-Hoeffding bound 
inequality is given by: 

  
   (          )     

  

 
Fig. 1. Figure 1: Graphs of Frechet – Hoeffding Lower Bound Copula. 

 
Fig. 2. Graph of Frechet-Hoeffding Upper Bound Copula. 

Where   
  and   

  represents Frechet – Hoeffding lower 

and upper bounds, these bounds define as;     (∑    
 
   

       ) and    (           ) respectively. Notice that, 

for d > 2, the lower bound   
  is not a copula. For further 

details see theorem 3.6 in [13]. For d = 2, the graphs of   
  and 

  
  are given in figure 1 and figure 2 below respectively. 

Theorem 2 

For all m in I, the copula is independent if and only if, 

Cd (m) = m1. m2. … md                

For all d ≥ 2, the continuous random variables X1, X2… Xd 

are independent if and only if their d-copula is Cd (m). For d = 
2, the graph of independent copula is given as figure 3: 

 
Fig. 3. Graph of Independent Copula. 

Theorem 3 

For all m, n in Id, the d-copula satisfies Lipchitz condition, 

   ( ) –   ( )      ∑    –     
 
                                           

Thus d-copula is a continuous function from Id to I. 

Example 1 

As an illustration, consider the following extended FGM 
copula for d = 3, 

C3 (m1, m2, m3) = m1m2m3 [1 + α12 (1 – m1) (1 – m2) + α13 (1 – 

m1) (1 – m3)  

+ α23 (1 – m2) (1 – m3) + α123 (1 – m1) (1 – m2) (1 – m3)]       

It is easy to show that, the above three dimensional FGM 
copula satisfies the basic requirements of d-copula. 

Hence (4) is a copula, theorem 2 hold for d = 3 if 
dependence parameters αij equals to zero. For further details 
about d-dimensional extended FGM copula, see Drouet and 
Kotz [14]. 

B. Sklar’s Theorem 

Copulas are important because of Sklar’s theorem [9]. 
According to this theorem, any multivariate joint distribution 
can be represented by its marginal distribution. Consider X1, 
X2… Xd be continuous random variables with their joint 
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distribution function J and univariate marginal distribution Fi 
(Xi) = P (Xi ≤ xi), i ϵ {1, 2… d}. Then, there exists a d-copula 
Cd such that,  

J (x1, x2… xd) = Cd (F1(x1), F2(x2)… Fd(xd))                                      

For all x ϵ Rd, the function Cd is uniquely determined, if Fi 
(Xi) are continuous. Otherwise Cd is uniquely determined on 
(range of F1(x1)) x (range of F2(x2)) x … x (range of Fd (xd)). 

Let J, Cd and  Fi(Xi) be as in above (5), let F1
(-1), F2

(-1), …, 
Fd

(-1) are quasi-inverses of Fi(Xi) where i ϵ {1, 2, …, d}, 
respectively. Then, 

C (m1, m2… md) = J (F1
 (-1) (m1), F2

 (-1) (m2)… Fd
(-1)(md))       

for all m ϵ Id.  

For the sake of simplicity, let F1, F2… Fd be continuous 
and differentiable distribution functions.  Then the 

corresponding density function to  is  

 ( )   (  (  )   (  )     (  )) ∏   (  )
 
                             

Where jd (xd) is the marginal density of Fi (Xi), i ϵ {1, 2… 
d}, and  

 (  (  )   (  )     (  ))  
  (  (  )   (  )     (  ))

   (  )    (  )      (  ))
                                

According to , the copula function Cd is uniquely 
determined and can also be represented as, 

 (          )  

       ∫ ∫   ∫   (          )
  

 

  

 

  

 
                      (9) 

Where mi = Fi (xi) and corresponding density is c, then we 

have joint density function . 

III. SOFTWARE DEVELOPMENT SCHEDULE & ASSOCIATED 

RISK FACTORS 

A. Project Scheduling Risk 

Risk is related to future happenings and it has two 
characteristics one is Uncertainty and other is Losses [1] [15]. 
If the risk is certain to occur then it has positive or negative 
impact on projects’ objectives. In all, risk has two dimensions: 
probability of occurrence of event and its impact. If risk 
associated to software project schedule is certain to occur then 
estimated schedule exceeds deadline which results in financial 
losses and bad reputation of an organization. This research 
explores the relationship between risk and its impact on 
software project schedule. Scheduling risk is the probability of 
one or more events, if they occur has positive or negative 
impact on software development duration [16]. 

There are many uncertain risk factors that affect project 
schedule severely. However, for this research, three major risk 
factors are considered that every project manager must face 
[4]. These three major risks are defined below as: 

a) Imprecise measurement of software effort: 

Software effort is defined as number of working hours 
spend on the project. In this research, software effort is 
expressed as: 

                 |
                              

                
|                            

Incorrect measurement of software effort results in project 
delays. Incorrect estimation of effort is consequences of lack 
of experienced manager or inadequate knowledge about 
estimation tools. 

b) Loss of Employees during project: 

It is the usual turnover rate of employees during projects. 
It express simply in percentages. It includes resignations, 
death, medical leave, retirement or transfer of employees 
during project. 

c) Change of Customer requirements: 

Change of customer requirements includes Increment or 
decrement of customer requirements during software 
development duration and expressed as percentages. 

B. Risk Assessment Model 

Many risk assessment techniques exists. I will assess 
software development risk by risk assessment model.  For this 
research, the following schedule risk model is considered: 

Schedule Risk = (Project duration) x R1 x R2 x R3                                       

Where R1 indicates impact of imprecise estimation of software 

effort, R2 indicates impact of risk of Loss of Employees 

during project and R3 indicates impact of Change of customer 

requirements during software development period on project 

schedule. As can be seen, the model is multiplicative in 

nature. For further details about this model, see [16] [17]. The 

probability distributions for these three risk factors are derived 

by using expert data from various software houses based in 

Karachi. Project cost and schedule is estimated by COCOMO-

II model [18]. 

C. COCOMO – II 

Boehm et al. [18] proposed a COCOMO-II model and it 
requires three stages to estimate software project cost, effort 
and schedule. For early stages of software project 
development, application composite model is used. When 
information packages, software architecture and infrastructure 
is finalized, early design model is used. Finally, post 
architecture model is used during software development 
duration. 

We have calculated new software project schedule for 
400000 SLOC using COCOMO – II. By setting variables to 
desire level, the COCOMO-II model estimated new software 
development schedule from 17 months to 40 months. 
Therefore, the new software development project can be 
completed at least in 17 months and at most 40 months while 
the actual schedule for this project was 30 months. This 
minimum and maximum duration represents best and worst 
case. The levels of COCOMO-II model for new software 
development schedule is set by consulting software 
development experts. 

D. T – Copula Method to Model Dependence 

Let n-dimensional random vector Y = (Y1, Y2, … , Yd)
T 

has d-variate t-distribution with ʋ degrees of freedom, µ mean 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

322 | P a g e  

www.ijacsa.thesai.org 

vector and correlation matrix R and its joint probability 
density function (PDF) is defined by: 

 ( )   ∫ ∫  ∫
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The multivariate t-copula is then defined as: 
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Where   
  (  ) is the inverse of the univariate distribution 

functions of t-distribution with ʋ degrees of freedom. The 
corresponding canonical representation of multivariate T-
copula density is given by: 
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Where       
  (  )  

Lot of studies has shown that T-copula is superior to any 
other copula such as Gaussian copula [19] [20]. It is 
symmetric but has tail dependence. We have modeled 
dependence among three risk factors by T-copula. Inference 
function for margins (IFM) method is used to estimate the 
parameters of T-copula. In the figure 4 below, contour plot for 
multivariate T-copula in two dimensions is given. 

 
Fig. 4. Contour Plot for Multivariate T-Copula Density. 

The contour plot shows moderate dependencies between 
variables. This is the beauty of copula that even if the 
correlation is zero nevertheless marginal distributions are 
related to joint distribution [9]. 

IV. APPLICATION OF COPULAS IN SOFTWARE PROJECT 

MANAGEMENT 

In this research, two risk models are considered for new 
software project schedule. Model-I considered dependence 
among risk factors and Model-II assumes that risks are 
independent. For model –I, we have used multivariate T- 
Copula to model dependence among risk factors. Monte Carlo 
method is employed to simulate the two models. Simulations 
for both model executed 100000 times. 

A. Distributions of Three Risk Factors 

The results of copulas are useful if and only if we have 
fitted best distributions to marginal distributions. These 
marginal distributions are for Software Effort, Loss of 
employees and change of customer requirements during 
project. The marginal distributions for the three risks are 
derived using data of several software houses based in 
Karachi. Several statistical hypothesis testing tools and graphs 
are employed to assess goodness of fit for three marginal 
distributions.  The results for goodness-of-fit tests for sample 
size 200 are provided in the table 1, 2 and 3. 

TABLE I. PROBABILITY DISTRIBUTION FOR SOFTWARE EFFORT (R1), HO: 
R1 CONFORMS TO NORMAL DISTRIBUTION 

Test Test Statistic p-value 

Chi-Square test 0.52 0.9144 

K-S test 0.053495 0.6162 

Anderson & Darling Test 0.50791 0.7386 

Cramer-Von  Mises Test 0.06606 0.7765 

All goodness-of-fit tests listed in above table 1 provide 
high p-values at 1% level of significance. Therefore, the risk 
distribution for imprecise measurement of software effort 
conforms to normal with parameters (40.49525%, 20.79036%) 

TABLE II. PROBABILITY DISTRIBUTION FOR LOSS OF EMPLOYEES (R2), 
HO: R2 CONFORMS TO WEIBULL DISTRIBUTION 

Test Test Statistic p-value 

Chi-Square test 11.41 0.1795323 

K-S test 0.08365265 0.1217015 

Anderson & Darling Test 1.6798 0.1389 

Cramer-Von Mises Test 0.2426781 0.1980663 

All goodness-of-fit tests listed in the above table provide 
high p-values at 1% level of significance. Therefore, risk 
distribution for loss of employees during project conforms to 
Weibull with parameters (1.478794%, 27.747935%). 
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TABLE III. PROBABILITY DISTRIBUTION FOR CHANGE OF REQUIREMENTS 

(R3), HO: R3 CONFORMS TO WEIBULL DISTRIBUTION 

Test Test Statistics p-value 

Chi-Square 2.8 0.5918327 

K-S Test 0.06114199 0.4432991 

Anderson & Darling Test 0.65045 0.6014 

Cramer-Von Mises Test 0.08189777 0.6810586 

All goodness-of-fit tests listed in the above table3 provide 
high p-values at 1% level of significance. Therefore, risk 
distribution for change of customer requirements conforms to 
Weibull distribution with parameters (1.56949%, 27.27296%). 

B. Simulation Results of the Two Models 

As described above, two risks models are considered. 
Model – I considered dependence among three risk factors by 
T-copula and model – II considered risk factors are 
independent. Both the models are simulated 100000 times and 
their histograms are presented in the fig. 5 and fig. 6 
respectively. 

 
Fig. 5. Simulation Histogram for Model – I. 

In the figure 5 above, the left y-axis represents probability 
density function and right y-axis represents cumulative density 
function for the simulated model-I. According to the above 
simulated histogram, the new software project schedule can 
vary from 29 months to 31 months. There is 100% chance 
that, the new software project can be completed in almost 30 
months while there is approximately 38% chance that the new 
project can be completed in almost 29 months. 

Multiplier goodness of fit test [21] is applied to the chosen 

T-copula. The goodness of fit provide test statistics   
  = 

0.036957 with p-value 0.1004. Since p-value is high enough at 
1% level of significance. Therefore the chosen T-copula 
model is appropriate for characterization dependence among 
three risk factors. Simulation histogram for model – II is 
shown below in the figure 6. 

 
Fig. 6. Simulation Histogram for Model – II. 

The simulated model-II shows that the new project 
schedule can vary from 27 months to 29 months.  There is 
100% chance that the new project can be completed in 28 
months and less than 5% chance that the new project can be 
completed in 27 months. 

The comparison of the two simulated risk model revealed 
that the new software schedule is underestimated without 
considering dependence among three risk factors. Further 
comparison of the simulated result revealed that, there is 
almost 100% chance for new project to be completed in 30 
months in risk model-I and 100% chance to be completed in 
28 months in risk model-II. There is almost 40% chance for 
the new software project to be completed in 29 months in risk 
model-I and almost 5% in risk model-II. The original duration 
for new project is 30 months. Its mean that the model-I which 
considered dependence among risk factors by T-copula 
evaluated software project duration accurately. 

V. CONCLUSIONS 

Project delays or failures are practicing routine in many 
software houses across Pakistan. In this research, we have 
considered three major risk factors that can negatively impact 
the estimated project schedule. The risk factors are evaluated 
by two models. Model-I assumed dependence among risk 
factors by multivariate T-copula and model-II assumed 
independence among risk factors. Both models implemented 
for some software houses based in Karachi and the analysis 
revealed that model – I which considered dependence among 
risk factors by T-copula, evaluated project schedule 
accurately. Multiplier goodness-of-fit test showed that, the 
chosen T-copula is appropriate for characterization of 
dependence among three risk factors.  It is concluded that if a 
software manager do not consider dependence among risk 
factors then he may underestimate the software project 
schedule. Schedule overruns result in high budgeting cost, 
dissatisfaction of customers and sometimes failure of software 
project. Therefore copulas are important for characterization 
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of dependence among several variables and software houses in 
Pakistan can utilize theory of copulas for better outcomes of 
project management.  Further, theory of copulas can be 
implemented to other risk factors defined by software project 
manager. 
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Abstract—Biometric system can be defined as the automated 

method of identifying or authenticating the identity of a living 

person based on physiological or behavioral traits. Palmprint 

biometric-based authentication has gained considerable attention 

in recent years. Globally, enterprises have been exploring 

biometric authorization for some time, for the purpose of 

security, payment processing, law enforcement CCTV systems, 

and even access to offices, buildings, and gyms via the entry 

doors. Palmprint biometric system can be divided into unimodal 

and multimodal. This paper will investigate the biometric system 

and provide a detailed overview of the palmprint technology with 

existing recognition approaches. Finally, we introduce a review of 

previous works based on a unimodal palmprint system using 

different databases. 

Keywords—Biometric system; palmprint; palmprint features; 

unimodal 

I. INTRODUCTION 

A biometric system is a technological system that uses 
information about a person (or another biological organism) to 
identify that person. Biometric systems rely on specific data 
about unique biological traits in order to work effectively [1]. 
Biometric systems can be applied to various applications such 
as criminal identification, car theft, laptop, and desktop 
authentication security systems, building access, locker 
protection, national security, military field, immigration, 
citizen identification, network access, attendance monitoring, 
and transaction processing system [2]. There are different types 
of biometric systems that have been employed by researchers. 
Examples of these types include biometric systems based on 
voice [3], DNA [4], keystroke [5], face [6], iris [7], hand 
geometry [8], fingerprint [9], gait [10] signature [11]. The 
development of palmprint recognition has helped humans 
perform tasks that were previously difficult or had to be carried 
out manually. Indirectly, these developments have helped 
humans by providing faster, more efficient and productive 
performance of tasks. Many researchers utilized the palmprint 
authentication system due to its reliable and confidential 
features [12], [13], [14]. 

The currently available literature shows that there have 
been a number of valuable reviews on the palmprint 
recognition system. However, finding a comprehensive study 
that is inclusive of various aspects of the palmprint recognition 
system is scarce. Therefore, this paper aims to investigate the 

biometric system and provide a review of the unimodal 
palmprint recognition system. 

The paper is organized in the following sections. In Section 
2, the biometric system will be introduced. Section 3 comprises 
an overview of the palmprint technology. Section 4 will review 
previous works based on the unimodal palmprint system with 
using different databases. Finally, the paper is concluded in 
Section 5. 

II. BIOMETRIC SYSTEM 

Biometrics can be divided into physiological features and 
behavioral features. The physiological features include 
fingerprints, hand geometry, and palmprint. Fig. 1 shows the 
examples of physiological biometrics. The behavioral features 
comprise signatures, handwriting, and movements as illustrated 
in Fig. 2. These are unique features that exist in each individual 
and remain unchanged during a person's lifetime, hence 
providing a hopeful solution to the community. 

Every trait has its metrics and limitations. For instance, the 
voice is less accurate, a keystroke needs a long observation 
time, and the face is affected by different poses, illumination, 
and aging factors. In addition, the iris sensor is very expensive, 
the hand geometry changes as children grow, the wearing of 
rings as well as rapid development of pregnant women in a 
short time, and the DNA is not user-friendly. Other limitations 
include the faint fingerprints of elderly persons and those 
involved in manual labors and even missing gait can be 
influenced by medical conditions, clothing, surface, footwear, 
and signature which are easy to forge [14, 15]. 

 

Fig. 1. Examples of Physiological Characteristics: a. Fingerprint, b. 

Palmprint, c. Iris, d. Face, e. DNA, g. Vein of hand, h. Ear and i. ECG. 
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Fig. 2. Examples of Behavioral Characteristics: a. Voice, b. Gait, c. 

Signature and d. Keystroke. 

A. The Components of the Biometric System 

The main recognition components which are currently 
being used by the biometric system can be divided into five 
units [15-17]: 

 Acquisitions unit: This unit depends on the biometric 
trait used. The sensor will be used to capture the trait 
which belongs to the user. The sensor captures an 
image, a voice signal or a frame sequence. The trait 
captured is called “sample.” 

 Segmentation unit: The sample region that contains the 
biometric information is isolated to produce the region 
of interest which will be used in the next unit.  

 Features extraction unit: The features of the segmented 
sample are extracted, and a feature vector of the 
biometric trait is calculated. This vector is so suitable 
for the storage and analysis of databases through an 
information processing system. The vectors can be 
strings of bits or images or coordinates of specific 
points in the image signals or algebraic functions. 

 Matching unit: The vector is compared to one or more 
of the prior-vectors which are stored in the database. 
The result of the matching unit is the "degree of 
matching," and the "similarity between the two 
comparators." 

 Decision unit: The degree of matching is used to 
produce the final decision output of the biometric 
system. A threshold for the degree of matching value is 
used to convert the degree of matching to a logical 
decision, whether the comparison vectors belong to the 
same individual or not. 

B. Characteristics of the Biometric Traits 

The main characteristics of the biometric trait that must be 
taken into account [15, 18] are as follows: 

 Universality: Everyone should possess the biometric 
trait.  

 Distinctiveness: The individuals should be distinguished 
by the biometric trait. 

 Permanence: Over time, the biometric trait should not 
change. 

 Collectability: How easy it is to obtain biometrics. 

 Performance: The speed and accuracy that can be 
acquired by using the biometric trait. 

 Acceptance: The willingness of people to supply their 
biometric attributes for the process of recognition. 

 Circumvention: The difficulty of piracy in the biometric 
system to avoid unauthorized access. 

Table 1 illustrates a comparison of the characteristics of 
different biometric technologies [18]. 

TABLE I. DIFFERENT BIOMETRIC TECHNOLOGIES CHARACTERISTICS 
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Facial 

thermogram 
H H L H M H L 

Hand vein M M M M M M L 

Gait M L L H L H M 

Keystroke L L L M L M M 

Order  H H H L L M L 

Ear  M M H M M H M 

Hand geometry  M M M H M M M 

Finger  M H H M H M M 

Face H L M H L H H 

Retina  H H M L H L L 

Iris  H H H M H L L 

Palmprint M H H M H M M 

Voice  M L L M L H H 

Signature  L L L H L H H 

DNA H H H L H L L 

(H:  high, M:  medium, L: low) 

Based on this comparison, we can see that the 
distinctiveness, permanence and performance characteristics 
for the palmprints are high. These are the main characteristics 
that make the palmprint a promising technology for 
authentication purposes. 

III. PALMPRINT TECHNOLOGY OVERVIEW 

The usefulness of palmprints has been progressively 
verified in the last fifteen years. A palmprint is defined as a 
small area on the surface of the palm which contains more 
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information that can be very useful for a person's 
authentication system. 

The images of palmprint contain unique characteristics of a 
reliable human identification making them a highly 
competitive feature in the palmprint recognition [19]. The 
studies of palmprint should utilize either the high resolution or 
low-resolution images. High-resolution images will be 500 dpi 
or less, and these images are appropriate for forensic 
applications such as criminal detection. In most of the previous 
researches on palmprint, the main focus of recognition is on 
low-resolution images below 150 (dpi s), and these images are 
more appropriately used for civil and commercial applications 
such as access control [20, 21] [22] [23]. 

Furthermore, the palmprint image has a unique feature as it 
will be unchanged for a long period of time [24, 25]. Palmprint 
offers many distinctive features that can be used for precise 
recognition.  The features of palmprint will be discussed in 
detail in the subsection below. 

A. Palmprint Image Features 

In general, the features of an image can be divided into two 
categories, global features, and local features. Global features 
remain a topic of interest in the past decade. Global means 
extracting the initial features of the whole image. Each pixel is 
taken into consideration [26]. The advantages of global 
features are they compress the size of representation and 
increase the speed of computation. However, the disadvantages 
are the variance of geometric distortion. Therefore, using 
global features alone is not efficient. Local features are 
considered the efficient representation of the image especially 
in the field of pattern recognition and computer vision. The 
local features are invariant to scale, translation and rotation 
[27]. Global features describe the visual content of the entire 
image using the vector. They represent texture, color, and 
shape information. Meanwhile, the local features aim to detect 
the interest points (IPs) in an image and describe them by a set 
of vectors [28]. Some examples of global palmprint descriptors 
are invariant moments (Hu and Zernike)  [29, 30] and 
histogram oriented gradients (HOC)  [31]. For local palmprint 
descriptors, some of the examples are  SIFT [32], SURF [33], 
LBP [34], BRISK [35] and MSER [36] . Fig. 3 represents the 
palmprint ink region while Fig. 4 represents the palmprint 
without ink region [37]. Meanwhile, the features of palmprint 
are shown in Table 2. 

B. Importance of Palmprint Technology 

Many researchers have highlighted the importance of 
palmprint system in their studies showing that palmprint has 
more distinctive features and availability of rich information 
such as lines, wrinkles, hills, dots, points, and texture. These 
unique characteristics offer different possibilities to represent 
the features of the palmprint and pattern recognition  [19]. The 
sensors that are used to capture palmprint are low-cost with 
very low images of 75 dots per inch (dpi)  [24]. The nature of 
palmprint which is anti-spoofing has made palmprint a reliable 
biometric feature. [24]. Among the various biometric features 
include the face, DNA, fingerprint, hand, iris, hand vein retina, 
sound and signature, palmprint has good potential as a personal 
identification method because it is fast and generally 
acceptable. In comparison to face recognition, palmprint is not 

affected by age and accessories. If compared to the recognition 
of a fingerprint, palm contains rich information and it only 
needs low-resolution image device capture that reduces the 
cost of the system.  If compared to the recognition of the iris, 
images of the palmprint can be captured without intrusions as 
people may fear the side effects on their eyes. 

 
Fig. 3. Palmprint Features with ink. 

 
Fig. 4. Palmprint Features without ink. 

TABLE II. MAIN FEATURES EXTRACTED FROM PALMPRINT 

Name of Feature   Explanation 

Geometry  
Depending on the shape of the hand; such as 

height, width, and surface area 

Principle lines Includes the position and location  

Datum points 

Extracting the two endpoints of the principal lines 

provides a balance when recording the image. 

Moreover, by defining Euclidean distance, 

palmprint size will be obtained. 

Wrinkles  Small and shallower  

Minutiae  
Small and shallow points with various 

measurements.  

Delta points  
Small regions which the center of the entire area. 

They are similar to the shape of a delta. 
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C. Palmprint System Authentication 

Authentication can be defined as giving the authorized 
persons the proper authority and access in proper time. 
Authentication is divided into identification and verification. 
These two different ways the biometric systems can be used 
according to the needs of the application. The identification 
phase can be performed once to several times by comparing the 
biometric data with each modal of the system database to 
detect the non-personal identity of the specified partition. The 
identification phase is very complicated and costs time, but it is 
very useful for negative recognition of critical issues such as in 
the context of forensic and criminal issues. However, in the 
phase of verification, the system confirms the identity of the 
individual already known by comparing the biometric data 
with the modal stored over in the database with that identity 
[38]. 

Verification needs less time since it is necessary to reduce 
the number of comparisons. Applications such as the security 
system for laptops or telephones, the presence system, security 
of access in electronic banking and offices are examples of the 
verification procedure [14]. Fig. 5 illustrates a typical 
palmprint authentication system. 

 
Fig. 5. A Typical Palmprint Authentication System. 

As a result, palmprint authentication has the potential to 
achieve high accuracy for both identification and verification 
of humans [39]. The authentication of the palmprint of the 
hand is of great benefit to both civil and forensic applications 
since approximately 30% of the palmprint latent are raised 
from scenes of crime (i.e., wheels, steering, blades, etc.). For 
example, law implementation officials successfully use 
palmprint recognition to track down killers [38]. 

IV. REVIEW OF RECOGNITION APPROACHES OF PALMPRINT 

The approaches of palmprint matching and feature 
extraction are divided into three categories called holistic, local 
and hybrid. All of these approaches are explained in detail 
below. 

A. Holistic based Approaches 

Here, the original image will be used as the input of a 
holistic extractor or matcher. Table 3 summarizes the holistic 
approaches. 

B. Local based Approaches 

Local features refer to a pattern or distinct structure found 
in an image such as a point, edge, or small image patch. They 

are usually associated with an image patch that differs from its 
immediate surroundings by texture, color, or intensity. Some 
examples of local features are blobs, corners, and edge pixels. 
There are two groups of local features for palmprint 
recognition; ridges and creases points which can be extracted 
from high-resolution and low-resolution images. 

Table 4 shows a summary of these approaches for local 
features. SIFT algorithm is one of the accurate methods used to 
extract local features. SIFT extractor is used for both low-
resolution palmprint images and high-resolution images [23]. 

C. Hybrid- Approach 

Hybrid approaches combine two or more of the recognition 
approaches to get high accuracy. For example, it could be a 
hybrid of two or three palmprint representations; Gabor line 
and subspace features LBP + 2DLPP  [13] or a combination of 
the local features with holistic features [40]. 

V. REVIEW OF PREVIOUS WORKS BASED UNIMODAL 

PALMPRINT SYSTEM 

The first system is called automated finger identification 
system (AFIS), built to support palmprint recognition in late 
1990 by a Hungarian company. This is the first palmprint 
benchmark. Presently, a large number of researchers are 
investigating the palmprint technology by using different 
systems and various algorithms to improve this technology. 
The first system is unimodal which is then developed 
according to a multimodal with different criteria. The unimodal 
biometric system can be defined as using single trait for 
recognition.  In the case of unimodal palmprint, it uses either 
the left or right palmprint. We will investigate the unimodal 
based on the following sections: a unimodal with various 
studies based contact based, contactless and high-resolution 
palmprint images. 

TABLE III. HOLISTIC BASED APPROACHES 

The approaches 

Work representation   

Subspace method  

Unsupervised linear 

method 
PCA applications [13], ICA [41].  

Supervised linear 

method 
PCA + LDA [42] 

Kernel method 
 Kernel PCA  and kernel Fisher discriminant 

applications [43, 44]  

Tensor method  
2DPCA [13] 

2D LPP [25] 

Transform the 

domain 
Subspace methods in the transform domains[42] 

Invariant moments:  
Zernike moments [45] and Hu Invariant moments 

[46] 

Spectral 

representation: 
Global statistical signatures in the wavelet domain  

[47] 
Wavelet signature  

Correlation filter Advanced correlation filter [48] 
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TABLE IV. LOCAL BASED APPROACHES 

The approaches  Work representation  

Line based  

i. Gaussian derivatives  
First and second class derivatives 

Gaussian derivatives [49]  

ii. Wide line detector  
Extract the location and width  from 

palmprint line [50] 

iii. Hausdorff  Distance  
Line segments Hausdorff  Distance 

application [51] 

Codec- Based 2D-Gabor code phase filter 

responses [23] 
iii. Code-Palm  

iv. Code- Fusion  

2D-Gabor code phase filter 

responses with the maximum 

magnitude [52]  

v.  Code- Orientation  
Orientation information coding of 

palm lines [53]  RLOC [54] 

Texture – descriptor   
Applications of  LBP  [55],   DCT 

Coefficients coding  [56]. 

Scale-invariant feature Application of SIFT [57] 

A. Review based Contact based Palmprint Database 

The popular poly U database and Jiaotong Beijing 
University optical scanner are examples of contact based 
palmprint images.  Fig. 6 illustrates the Poly U database image. 
There are two main approaches to extract features from the 
contact based images namely the line feature-based and 
orientation code based   [23].  To extract the line feature either 
line or edge detectors such as   DOG   [58], Gabor filter [59],  
and radon filter [60] can be used. The DOG is sensitive to 
noise, illumination and it is difficult to distinguish the principal 
lines from wrinkles. On the other hand, to detect a line, we can 
detect radon transform (RT) which detects the intensity along 
potential lines that exist in the small local area. By developing 
RT and using a modified finite radon transform (MFRAT) 
[54], the summation of the image pixels over the lines is 
calculated. In general, the line based image does not achieve a 
very good result. Fig. 7 shows an example of the DOG line 
features and MFRAT line features. 

Meanwhile, the orientation code based includes palm code 
[61], competitive code [62], fusion code [63], robust line 
orientation code (RLOC) [54], double orientation code (DOC)  
[64] and binary orientation co-occurrence vector (BOCV)  
[63]. Based on these approaches, a local orientation descriptor 
is used to represent palmprint images. In general, the 
orientation based method uses one or multiple orientations. 
Fig. 8 shows the examples of competitive code. 

Furthermore, many algorithms for recognition are being 
developed over the years. Shang et al. [41] employed the 
artificial neural network in the palmprint classifier using the 
radial basis probabilistic neural network (RBPNN) and 
achieved a good result. Meanwhile, Raut and Humbe [65] 
suggested the extraction lines from palmprint biometric system 

by processing the morphological processes. This study 
discusses the importance of the exact location where the 
palmprint and shape of the hand images were extracted from a 
one-hand image acquired by a sensor. 

 

Fig. 6. Poly U Database: a. Contact based Image, b. ROI. 

 
Fig. 7. Line Feature Detector a. ROI, b. DOG Line Features c. MFRAT Line 

Features. 

 
Fig. 8. Examples of Competition: a. Sub-Image, b. The Intensity of Image, 

c. Gabor Filter with a Small Orientation. 
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TABLE V. PREVIOUS WORKS BASED CONTACT BASED DATABASE 

Refrence Recognition Approach  Parameter  Database  

[41] Fixed ICA + RBPNN ACC= 96.76% PolyU palmprint/ database 214 images 

[70] 

Traditional SIFT 
ACC= 97.9%, FAR=2.1 

FRR=2.1 
PolyU-online-palm print 

600 images 

SIFT + weighted sub region. 
99% FAR=2.1 

FRR=2.1 

[66] 

PCA + NN ACC= 82.23% 

PolyU-online-palm print 

600 images 

PCA + CS ACC=87.33% 

Gabor + NN ACC=94.33% 

Gabor + CS ACC=96.67% 

DR + NN ACC=95.67% 

DRs + CS ACC=97%% 

[65] morphological image processing 
ACC= 100% FAR=0 

FRR=0 
PolyU palmprint_2D/ small size 

[24] (B-BSIF) with SRC based on ICA. 

ERR= 4.06 PolyU Palmprint contact less/ 356 images 

ERR= 0 multispectral  PolyU  / 500 images 

[12] DBN ACC=85.13% Beijing Jiaotong University  

[13] 

PCA ACC= 95.6% 

Jiaotong Beijing University optical scanner 

/500 image 
2D 2PCA ACC= 96.4% 

B (2D) 2PCA ACC= 97.2% 

[56] DCT and AR signal ACC=99.79% Poly U-online-palmprint different size. 

[67]  CNN EER=8.94 The Poly U/193 user 

[53] half-Gabor” filters EER=   0.0204 The Poly U 

[69] WACSLBP and  WSRC ACC=99.14% PolyU  

In a study conducted by Li et al.[66], they found that the 
solution to the problem of the illumination and noise of the 
image of palmprint recognition can be solved by proposing an 
approach to palmprint recognition through directional 
representations in low-quality conditions. In addition, they 
claimed that the Gabor algorithms are not robust for image 
recognition under uneven illumination and noise. Xin et al. 
[12] introduced deep learning into palmprint recognition 
involving three steps. First, a deep belief net (DBN) is built by 
top-to-down - unsupervised training. Second, the optimum 
parameters are chosen to build a robust performance. Finally, 
the testing sample is labeled using the DBN learning models. 

They proposed that deep learning should be considered as a 
robust method of palmprint recognition. Raghavendra and 
Busch [24] proposed a sparse representation of the features 
scheme for the recognition of palmprint obtained from the 
Bank of Binary Features of the Statistics Images or B-BSIF.  
Meanwhile, Zhai et al. [13] proposed that the fusion between 
the block-wise bi-directional two-dimensional principal 
components analysis and the classification of grouping spares 
classification is effective.  Ergen  [56] introduced a method that 
integrates discrete cosine transformation (DCT) and an auto-
regressive (AR) modeling for biometric identification.  In a 
study by Kumar and Wang[67], a convolutional neural network 
(CNN) was presented as a matcher left palmprint with right 
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palmprint images of the same hand. They improved the 
similarity between the left palm and right palm of the same 
person.  Fei et al. [68] performed a Gabor half-filter bank for 
the extraction of the double half of the palm recognition. In 
addition, they evaluated this work by comparing this method 
with a single dominant orientation. It was found that the double 
half-orientations could characterize the global orientation 
feature of a palmprint with greater precision. Zhang et al. [69] 
conducted a hybrid approach by combining the weighted 
adaptive center-symmetric local binary pattern (WACSLBP) 
with the weighted sparse representation (WSRC) to improve 
the classification. This approach consisted of coarse and fine 
steps. In the coarse step, the similarity between the test sample 
and one sample of each training class are being used. A small 
number of candidate classes of the test sample is reserved, and 
most of the training classes could be excluded. Whereas, in the 
fine step, the rotation invariant weighted histogram feature 
vector was extracted from each candidate’s sample.  Moreover, 
using WACS-LBP for the testing sample, the weighted sparse 
representation optimal problem was constructed using the 
similarity between the test sample and each candidate training 
sample. Table 5 summarizes previous works founded on the 
contact based database images. 

B. Review based Contactless Palmprint Database 

IITD and CASIA databases are examples of contactless 
images, which are collected by using a commercial camera 
under free environment using a non-user peg. Fig. 9  illustrates 
a contactless image. So the problems in this database are 
variants to translation, scaling, rotation, illumination, and 
noise. The contactless images are under low-resolution. 
Therefore, the line and texture are the most important features. 
A number of researchers use subspace learning approaches  
[68] and collaborative approach  [71].  Robust features such as 
SIFT [72], LBP [73] LLDP [74], and OLOF [75] show 
excellent robustness to rotation and scaling, illumination and 
translation changes. These descriptors have achieved a good 
accuracy in contactless images. Fig. 10 and Fig. 11 illustrate 
SIFT and LBP features respectively. However, many 
algorithms for contactless recognition have been developed 
over the years. Kumar and Zhang [76]  introduced the user's 
identity characterization through the simultaneous use of three 
main representations (hybrid approach) of the palmprint, 
namely Gabor features, line features, and principal component. 
Chu et al. [52] proposed a famous Gabor magnitude features. 
Kumar and Kumar [77] investigated the possibility of using the 
palmprint as a cryptic vault to develop a reliable and easy-to-
use encryption scheme that suggests the use of symmetric and 
asymmetric encryption approaches. Palanikumar et al. [78] 
introduced the contrast enhancement scheme called adaptive 
Increasing Value Histograms equalization (AIVHE) which can 
be used to adaptively match the Histograms equalization (HE) 
based on the palmprint lines, textures and hand geometry 
properties.  Zhao et al.[79] used SIFT features and I-RANSAC 
algorithm for palmprint verification for the contactless dataset.  

Kanchana and Balakrishnan [80]  proposed a method of Rabin-
Karp Palm-Print Pattern Matching (RPPM) to improve the 
matching accuracy of the palmprint features by using the 
double hash in RPPM. Ali et al. [25]  used a hybrid approach 
for palmprint identification, by using various algorithms such 
as local binary pattern (LBP), two-dimensional localized 
preserving projection (2DLPP) and the fusion of LBP + 
2DLPP. Table 6 summarizes previous works based on the 
contactless database. 

 
Fig. 9. Contactless Image a. IITD Images b. CASIA Images. 

 
Fig. 10. Extract SIFT Features a. ROI b. SIFT Features. 

 

Fig. 11. Examples of LBP. 
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TABLE VII. PREVIOUS WORKS BASED CONTACTLESS DATABASE 

Reference Recognition Approach  Parameter  Database  

[76] 

 

Gabor features 
FAR=0.82 FRR=7.20 

ERR=4.89 

Unknown database of 100 users/. 1000 image, 

acquired by a digital camera using peg-free setup 

 line Features  

FAR=2.95 

FRR= 7.60 

ERR= 6.19 

PCA features 

FAR=2.74 

FRR= 7.20 

ERR= 5.83 

[52] 

 
Gabor + LDA 

ERR= 0.35 UST  database  / 5560images 

ERR= 0.17 CASIA / 4796 images 

[77] 

 
DCT FAR=0.35, ERR=0.3 

Unknown database captured by a digital camera 

without pinout in indoor environments / 85images 

[78]. 

 
AIVHE  

Unknown database captured by Nokia 2700 with 

1200 × 1700 resolution /100 images  

[79]. 

 

SIFT + I-RANSAC. 

 

ERR=0.5134 left palm 

ERR= 0.5524Right palm 
IIT Delhi's version 1.0 

[80] RPPM ACC=73.88% CASIA/35 user 

  [53] half-Gabor” filters EER= 0.0633 IITD database  

[25] 

LBP       

ACC=95.7% FAR=0.043

 FRR=0.043         

ERR=0.043 

CASIA / 1200 image 
2DLPP 

  ACC=97.33%   FAR=0.030

 FRR=0.023

 ERR=0.0265 

LBP + 2DLPP 

 ACC=98.55% FAR=0.0221

 FRR=0.0145

 ERR=0.0183 

[69] WACSLBP and  WSRC ACC=99.14% CASIA  

C. Review based High-Resolution Palmprint Images 

The high-resolution images are usually greater than 500dp  
[81]. These images include ridge and creaser features whereby 
the ridges are divided into local ridge direction (LRD) and 
minutia, while the creaser includes principle lines. Fig. 12 
shows the features of high-resolution images from 
THUPALMLAB. 

LRD is the angle between the ridge across the small area 
and the horizontal axis. (LRD) represents (Өij, rij), where Өij 
is the ridge direction at (i, j) pixel and the (rij) represents the 
crosses ponding direction. [82]. 

To extract the LRD features, three methods have are widely 
used; gradient based, discrete Fourier transform and Gabor 
filter. In these methods, (rij) is calculated by deriving the 
direction vector in the local window. In a gradient based 
method, the orthogonal direction which represents the 
maximum changes in the intensity is calculated as the LRD 
[83]. 

In the DFT using the sine wave to represent the ridges in 
the palmprint image, DFT is considered as the most effective 
tool to extract the LRD feature  [81]. Though, in the Gabor 
filter based, the LRD area is calculated by choosing the 
direction of the Gabor filter which performs the max-filtering 
response after applying multiple frequency spectrum in the 
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local area [83]. However, the Gabor filter is considered as a 
complicated method that requires more time to execute. 

Minutiae points are considered the most significant feature 
in high-resolution images [82]. Minutiae points are represented 
by a vector (x, y, Ө) where x, y are the coordinates of a point 
and Ө is the LRD direction. To extract the minutia features, the 
following  three steps are involved [23]: 

1) Finding Ө of LRD by using Gabor filter; 

2) Obtaining the Skelton ridge image by binarized and 

thinned palmprint image; 

3) Calculating the center of the ridge of each pixel to 

detect minutiae points. 

Principle lines feature can be seen in both low resolution 
and high-resolution images [84]. The principles line involves 
three long creases. The MFART and Hough transform is 
applied to detect these lines [84]. Fig. 13 shows these three 
features. 

 
Fig. 12. High-Resolution Feature from THUPALMLAB Database. 

 

Fig. 13. Line Features: a. LRD Map b. Local Ridge Density Image, c. 

Minutiae Point Map, D. Principal Line Image. 

On the other hand, Carreira et al. [85] used SIFT algorithm 
with the RGB-mapping algorithm. Dai and Zhou [84] used a 
multi feature-based matching technique that took 5s to achieve 
a single match. Jain and Feng [81] used a minutiae code while 
Wang et al. [86] and Wang et al. [87] used the minutiae based 
method which performed local matching before global 
similarity. Cappelli et al. [88] extended the fingerprint 
encoding for palmprint images. These studies had achieved 
excellent results but have suffered from high computational 
complexity for a large number of minutiae points to be 
compared during matching. To solve this problem, Tariq et 

al.[22] conducted GPU to decrease the time of execution. The 
GPU is a special processor used in the graphic to perform true 
general-purpose. In addition, the processor requires 
recombining various software. They have a rudimentary 
programming tool as well as are poor in programming 
languages.  Table 7 summarizes the previous works based  on 
the high-resolution database. 

TABLE VIII. PREVIOUS WORKS BASED HIGH-RESOLUTION DATABASE 

Reference Recognition 

Approach 

Parameter Database 

[85] 

 

SIFT  
EER=22.5% THUPALMLAB  

[22] 
Minutiae 

encoding  

EER=0.38 THUPALMLAB 

[20] 
RGB-mapping 

algorithm 

--- THUPALMLAB 

[84] 
Composite 

algorithm 

FRR=16% 

 

THUPALMLAB 

(ACC= accuracy, FAR=false acceptance rate, ERR=error recognition rate, FRR= false rejection rate, 

EER= equal error rate) 

VI. CONCLUSION 

This paper provides a comprehensive review of palmprint 
based biometric. We begin with investigating the biometric 
system. Then, we introduce an overview of palmprint 
technology; we summarize tables of the previous works based 
unimodal palmprint based on different databases. To sum up, 
palmprint recognition is still an open problem and not 
completely solved. For the importance of contactless images, 
accuracy needs improvement. Furthermore, the high-resolution 
images need to be investigated more as these images serve as 
an important source for high-security application for forensic 
usages. However, the unimodal biometric system has a variety 
of problems, such as; the noise, variance within the class; 
discrimination; nonuniversality and spoofing. To overcome the 
limitations of the unimodal system, a multimodal palmprint can 
be used by combining right and left palmprints at different 
levels of fusion. In the forthcoming paper, we will introduce an 
overview of multimodal palmprint biometric system. 
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Abstract—This paper presents a power control approach of a 

grid connected 3-phase inverter for hybrid renewable energy 

systems that consists of wind generator, flywheel energy storage 

system and diesel generator. A sliding controller is developed 

around the grid connected inverter to control the injected 

currents which leads to control the active and reactive powers 

requested by grid and/or isolated loads. In series with the 

controller, a Space Vector Pulse width Modulation method is 

used to drive the six inverter switches to generate 3-phase 

voltages and currents for transferring the desired powers 

requested by the alternative side. Simulations under Matlab-

Simulink software of the hybrid renewable energy systems are 

made to show performances given by the developed sliding mode 

controller. 

Keywords—Grid connected systems; sliding controller; hybrid 

renewable systems; SVPWM 

I. INTRODUCTION 

The international renewable energy program is a strategic 
initiative for the world that aims to substantially increase the 
share of renewable energy in the total energy mix. In 2017, 
worldwide, renewable power capacity had a 31% share of total 
power capacity, edging out coal [1]. In terms of total power 
output, renewable energy is predicted to make 28% of global 
electricity output by 2021[1]. This strategy is followed after 
the reduction of fossil fuel sources such as oil and gas. There 
are many renewable sources of energy such us wind energy, 
solar energy, and biomass. They appear clearly to complete 
the used energy. Their production fluctuates and it is not 
predictable [2,3,4]. These problems affect directly the quality 
of the active and reactive power transferred to the grid which 
are very fluctuating and which pose unbalances consumption-
production. This limits their rate of penetration into the grid 
[5,6].  

These problems of the grid connection and the quality of 
the energy transmitted can be solved by the good control of 
the active and reactive powers transferred from the renewable 
sources. This control is possible by the action on the inverter 
which is the principle element of connection between 
renewable sources and the grid. There are many researches 
who worked on the control of active and reactive powers 
generated by renewable wind, solar and hybrid energy systems 
and they have used various methods [7,8]. 

In this paper we present the active and reactive powers 
control for a 3-phase grid connected inverter of hybrid 
renewable energy system (HRES) that consist of wind system, 
flywheel energy storage system and diesel generator. A sliding 
mode controller is developed from the mathematic line model 
to control the injected currents which leads to control the 
active and reactive powers requested by grid and/or isolated 
loads. This method has been used in many works with wind 
and solar renewable energy systems generally to extract the 
maximum power (MPPT)[9], to control the grid connected 
photovoltaic system [10] and to control the electrical machines 
in wind energy systems[2,3,11]. In series with the sliding 
controller a Space Vector Pulse Width Modulation (SVPWM) 
method is used to drive the six inverter switches which 
generate consequently the necessary 3-phases voltages and 
currents for transferring the powers requested by the grid. This 
method is developed in this paper because it is easy to 
implement on the calculator and it can eliminate the low order 
harmonics generated by the inverter. The experiment results of 
the SVPWM show the high reliability of this method. 
Simulations under Matlab-Simulink software are made to 
show the results given by the developed sliding mode 
controller. These results show the advantages of this controller 
that offers a compromise between good speed of system 
response and reliability, especially since the system is very 
fluctuating in very short time depending on the wind speed. 

This paper is organized as follows. Section II describes the 
HRES configuration. Section III presents the control approach 
within the sliding controller. Section IV presents the 
simulation results and discussions. 

II. SYSTEM COMPONENTS AND DESCRIPTION 

The simplest structure of the hybrid renewable energy 
system that studied is shown on figure 1. It consists of power 
electronic converters which increase the system efficiency and 
simplify the control methods. This configuration based on 
permanent magnetic synchronous machine (PMSM) offers a 
good efficiency for low power [2,3,4]. The AC/DC converters 
are used to connect hybrid system with the DC-link. It is a bi-
directional converter, to allow the energy transfer between the 
DC-link and the flywheel in the two directions. The DC-link 
and the AC grid are connected by capacitor and 3 phase 
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inverter. An RL filter can be also added to smooth the current. 
Salient parameters of the system are presented in table 1. 

 

Fig. 1. The Grid Connected Hybrid System Configuration. 

III. CONTROL STRATEGY 

In our previous works [2,3] we have developed local 
methods to control subsystems of the overall HRES and a 
global supervisor able to generate the reference powers 
requested by the grid. The aim of this paper is to control, by 
sliding controller, the 3-phase inverter which connects the 
DC-link bus to the grid. 

The control of active and reactive powers transferred to the 
grid is carried out by the control of grid injected currents. The 

control vector  Trefoqrefod VVU __ that represents the 

output reference voltages of the inverter in Park-dq axis is 
calculated by sliding mode method for current control. The 
reference values of currents are calculated by using  the active 
and reactive powers reference values Preq_ref and Qreq_ref that 
requested by grid and/or isolated loads. These reference 
powers are calculated by using the powers generated by 
hybrid renewable energy system and by considering the power 
in the capacitor for regulation of DC link voltage Uc and 
losses in the electronic converters. 

The PWM signals are determined by using SVM method 
to drive the six inverter IGBT`s of inverter. They generate the 
real inverter output voltages from their reference values 
calculated by the sliding mode controller and transfer the 
necessary active and reactive powers to the alternative side. 
Figure 2 shows the control strategy of a three-phase-inverter 
for HRES. 

A. DC- Link Voltage Control 

The main aim of the voltage control loop is to regulate the 
DC-link voltage at a specified value and to provide the 
reference current. The DC-link voltage is set to 515V while 
the grid line voltage (Vrms) is set to 220V. The closed loop 
control of the DC-bus voltage is needed because the output 
power of the renewable sources is variable with climatic 
conditions. The inverter input reference current ie-ref is 
described by the following relation: 

)( crefcdcrefe UUPIii                 (1) 

For the control of the DC-link voltage, a proportional 
integral corrector (PI) has been used. It is parameterized 
according to the capacitor and the dynamic of the regulation 
loop. By neglecting losses in the inverter switcher, the power 
balancing yields:  

cereq UiP .
                  (2) 

The reference active power injected into the grid is given 
by:  

creferefreq UiP ._ 
                (3) 

B. Sliding Mode Control of 3-Phase Inverter 

The sliding controller requires the knowing of the sliding 
surface, the condition of convergence and the control law. The 
general form of the sliding surface is given in[12]:

r 1
xS(x) ( ) e(x)

t


 
               (4) 

With: 

refe(x) x x  , is the error of the variable to be regulated  

x is a positive constant which interprets the band-width of 

the desired control. 

r: is a number of times that it is necessary to derive the 
output variables to reveal the command. 

S(X)=0: A linear differential equation whose single 
solution is e(x) 0 . 

 

Fig. 2. Control Strategy Diagram. 

The general form of the sliding controller is U=Ueq+Unl . 
Ueq  and Unl  are respectively the equivalent  controller  that is 
the solution of the equation 0)( XS and the nonlinear part 
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that can be interpreted as the overage value of the controller 
which permits to maintain the state of the system on the 
sliding surface [13,14]. The nonlinear command (Unl ) is given 
to guarantee the attractively of the variable to be controlled 
towards the sliding surface and to satisfy the condition of 
convergence. The simplest function is in the form of relay. It 
is given by Unl =K.sign (S(X)) with K is a positive constant 
[13,14]. 

C. Application to the inverter  

The control vector is carried out by the model of the RL- 
line filter. This model is given, in Park dq- axis, by: 
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             (5) 

With Vod and Voq are the inverter output voltages in dq-
axis ; Vrd and Vrq are the grid voltages in dq-axis ; R and L are 

respectively the resistance and the inductance of the filter; s

is the frequency of injected currents. The control vector

 Trefoqrefod VVU __ is given by the direct inversing of Eq. 

5. It’s expressed as follows: 
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The output is the currents vector  Tlqldl iiI  . S1and S2 

constitute respectively the sliding surfaces of the exit variables 

ldi and lqi . They represent the errors of the direct and 

quadratic currents. They are expressed as follows: 
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By using the equations of system (6), the first derivation of 
Eq. 7 gives: 
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The relative degree of the system is equal to 1 because the 
command appears in the first derivation of the variables to be 
controlled. Equation 8 can be replaced by: 
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The solution of equation 0S  leads to the equivalent 

controller (Ueq). Its expression is given by: 
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The nonlinear part of the sliding controller is given by: 
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With: 

Kd = Kq = K= ǀVmaxǀ. 

The global command  Trefoqrefod VVU __ is the sum of 

the equivalent and the nonlinear parts given by equations 11 
and 12. It’s expressed as follows: 
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The reference currents, given in 13, are expressed as 
functions of the active and reactive reference powers 
requested by the grid and / or isolated loads. They are given 
by: 
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D. Three-Phase Inverter SVPWM  

The SVPWM (Fig.3) is a technique used to drive the 
inverter switches to generate equilibrate three-phase voltages 
with desired amplitude and frequency; Voa, Vob and Voc, from 
the reference voltages Voa_ref, Vob_ref and Voc_ref. These voltages 
are calculated by the Park transformation (dq-abc) of the 
inverter voltages Vod_ref, Voq_ref provided by the sliding 
controller bloc [15,16]. 

As indicated by figure 4, the algorithm of SVPWM is 

based on the knowledge of the reference vector refV which 

rotates in six sectors in the switching hexagon. Its coordinates 
are the components Vαref and Vβref, and the change values for 
each angle θs which allowing the calculation of the switching 
times. 
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Fig. 3. SVPWM Signals Generation. 

 

Fig. 4. Reference Vector Variation in αβ-axis. 

 Amplitude Variation of Output Voltages 

The components refV and refV are expressed as follows: 

{
             

             
           (15) 

The maximum radius of the circle within the switching 

polygon is     √
 

 
     

 

√ 
  . 

The 3-phase inverter controlled by SVPWM can generate 

three phase- voltages with maximum value equal to 
  

√ 
. 

Therefore, by selecting the variable ρ, we can set the 
amplitude of the inverter output signals.  

 Frequency Variation of Output Voltages 

The discretization of the reference vector requires a good 
choice of the number of samples per revolution, and therefore 
the sampling period on which to build it. The maximum 
number of samples per period is limited by the speed of 
calculation of the DSP TMS320F240.In general, for a number 
faster than 72 (5 ° for a sample) the reference vector is 
continuously variable over time. To fix the period of the 
reference vector and the period of the inverter output voltages, 
it is necessary to fix the modulation period given by [17]: 

2. .m e

h

n
T T

F


               (16) 

With  

 Te is the period corresponds to the count number of the 
(T1CNT) of DSP (TMS320F240). It is used to 
compare the corresponding values to the inverter 
switching times. 

 Fh is the clock frequency of the DSP fixed at 20 MHz. 

 n is the clock frequency of the DSP divider. 

 
The period of the inverter output variables is given by:

 

          
 

  
             (17) 

The frequency of the inverter three-phase output voltages 
is 50Hz (T=0.02s). To set this frequency value the following 
parameters are selected: 

 k = 360. 

 Te= 138. 

 n = 4. 

Figure5 shows the IGBT driving signals PWMi for i={1, 
2…6}. 

IV. SIMULATION STUDY 

Simulations by Matlab-Simulink software were performed 
to test and verify the 3-phase inverter control presented and 
developed in the previous section and to study the output 
inverter voltages, the injected currents, and the active and 
reactive powers transferred from the hybrid renewable energy 
system to the grid. 

 

 

 
Fig. 5. Driving Signals. 

These simulations have been obtained under various 
values of power requested by grid and/or loads.  They are 
selected to demonstrate the most significant performances of 
the control approach. The reference and measure are 
respectively represented by dotted and continuous line. The 
interaction between the renewable energy sources is not 
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discussed in this paper. Only the inverter control is considered 
in this paper.  

TABLE I. PARAMETERS OF THE GRID CONNECTED SYSTEM 

 

Parameters symbols value 

Inductance of the filter L 0.01H 

Capacitance of the DC-link  C 0.92μF 

Resistance of the filter R 0.05Ω 

Pulsation of the grid voltage ws 314rd/s 

Constant of the sliding control Kd=Kq 311V 

DC-link voltage reference Ucref 515V 

A variable wind signal, shown on figure 6, is applied to the 
turbines. It varied between 7 and 11m/s regarding the maximal 
power point tracking zone. 

 
Fig. 6. Wind Speed Variation. 

 As indicated by figure 7, the reference active power 
requested by the grid and/or loads (Preq_ref) is considered 
variable within the time while the reference reactive power 
should be zero in order to obtain the line current in phase with 
the grid voltage. On figure 7a, it is shown that the active 
power generated by the hybrid system satisfies the requested 
power however the reactive power transferred to the grid 
oscillates around its reference fixed at zero (Fig. 7b). 
According to those figures, the inverter output reactive power 
remains equal to zero while the active power varied with the 
demand of the load in the alternative side. 

 

 
Fig. 7. Inverter output powers (measure and reference): (a): active powers, 

(b): reactive powers. 

Figure 8a presents the DC-current provided by the 
renewable energy system to satisfy the power requested by the 
load. The current varied proportionally with the power values 
injected into the alternative side while the DC-link voltage is 
constant and follows its reference (Uc_ref) fixed at 515V. The 
DC-link voltage presents some instantaneously overshoots in 
each change of requested power load (Fig. 8b).  

 

 

Fig. 8. Input characteristics of the inverter; (a): DC-current provided by the 

renewable energy system, (b): DC-link voltage (measure and reference). 
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Fig. 9. Inverter output voltage (measures and references); (a): direct 

components; (b): quadratic components. 

Figure 9 illustrates the dq-components of the inverter 
output voltage under variable load powers. As it can be seen 
by this figure, the sliding mode controller presents good 
performances in terms of stability and response time. The 
inverter output voltages reach instantaneously their reference 
values provided by the controller within the changes of the 
requested load power. The direct and the quadratic 
components of the inverter output current ildq are represented 
respectively by figures 10a and 10b. As it can be seen by those 
figures, the inverter output currents reach instantaneously their 
reference values provided by the sliding controller. 

 

 
Fig. 10. Iinverter output current (measures and references); (a): direct 

components; (b): quadratic components. 

Finally, the control unit composed by the sliding 
controller, the DC-link voltage regulator and the SVPWM 
block, achieves the control of the 3-phase grid connected 
inverter of hybrid renewable energy system. It permits to 
regulate instantaneously, the DC-link voltage, the inverter 
output powers (active and reactive powers) and the currents 
injected into the grid. The previously figures show the 
reliability and the short time response of the global system 
with the developed controller, even with the wind system that 
is very fluctuating and the diesel generator which has a very 
slow dynamics since it is a mechanical system. 

V. CONCLUSION 

In this paper, a control strategy based sliding mode 
controller, has been proposed. The command approach 
ensures the control of the 3-phase inverter output currents 
which leads the control of the active and reactive powers 
transferred into the grid and/or the isolated loads. In series 
with the sliding controller a SVPWM was developed to drive 
the six inverter switches to generate 3-phase voltages 
necessary to transfer the desired powers. This command 
approach (sliding controller with SVPWM) has given very 
acceptable results in terms of response time and accuracy of 
the controlled variables, especially since this system is very 
variable and has disturbances according to the wind speed. 
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Abstract—Cloud computing is an internet-based, emerging 

technology, tends to be prevailing in our environment especially 

computer science and information technology fields which 

require network computing on large scale. Cloud computing is a 

shared pool of services which is gaining popularity due to its cost 

effectiveness, availability and great production. Along with its 

numerous benefits, cloud computing brings much more 

challenging situation regarding data privacy, data protection, 

authenticated access etc. Due to these issues, adoption of cloud 

computing is becoming difficult in today’s era. In this research, 

various security issues regarding data privacy and reliability, key 

factors which are affecting the cloud computing, have been 

addressed and also suggestions on particular areas have been 

discussed. 

Keywords—Cloud computing data protection; encryption; 

digital signature; security issues 

I. INTRODUCTION 

Cloud computing or cloud-based environment is a service 
that is internet based and that gives the facility of sharing 
computer resources along with other devices on demand. It is 
a mechanism to enable on demand shared resources. For 
example, server, data center, networks storage applications 
which can store data. That can be generated with minimum 
effort. Cloud computing provides the facility to the 
organizations and users to keep their data on private or third-
party storage location and these location/data centers may be 
located far away from user may be in some other city or 
country in the world. 

National institute of Science and Technology (NIST), 
gives the cloud computing’s definition as “cloud computing is 
a model for enabling ubiquitous, convenient, on-demand 
network access to a shared pool of configurable computing 
resources (e.g., networks, servers, storage, applications and 
services) that can be rapidly provisioned and released with 
minimal management effort or service provider interaction” 
[1]. 

Figure 1 shows the characteristics of cloud services which 
help others to understand and comprehend the cloud 
computing in a better way. These characteristics are explained 
as under [2]: 
 

A. On Demand Self-Service: 

It refers to the service which enables provisioning of cloud 
resources to vendors on demand or whenever they are required 

such as network storage, service time without the interaction 
of human. 

B. Broad Network Access: 

Services are accessible over the network which are 
retrieved through some standardized mechanism which 
promotes the usage of heterogeneous platforms (workstations 
tablets, laptops, mobile phones). 

C. Resource Pooling: 

Resources of cloud Provider are pooled over server. 
Consumers are assigned different resources which are either 
physical or virtual one. Generally, consumer have no idea of 
exact location the resources provided to them except at the 
abstraction level like; state, country or data center. 

D. Rapid Elasticity: 

Services can be elastically released and monitored, for 
consumers services available to them can often appear as 
unlimited which can be scaled in quantity anytime. 

E. Measured Services: 

Cloud system are so designed that they can monitor the 
resources usage; for example, processing, bandwidth and 
active user accounts, storage to deliver transparency to 
provider as well as consumer. At some level of abstraction, 
they can optimize the resource usage by keeping a check 
through metering capability. 

 

Fig. 1. Cloud Computing Characteristics. 
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Paper is divided into following sections; section tells about 
introduction of cloud computing, section II tells about the 
cloud computing models, section III is related work, section 
IV is factors affecting cloud computing, section V possible 
threats regarding cloud computing, section VI is about 
solutions to the security issues and section VII concludes the 
paper. 

II. CLOUD SERVICE MODELS 

Following service models are defined by 

NIST which includes three categories [3]: 

 Infrastructure as a Service (IaaS) 

 Software as a Service (SaaS) 

 Platform as a Service (PaaS) 

Figure 2 explains the overall three models of cloud 
computing which are served to the clients according to their 
needs. These models are explained as under: 

 

Fig. 2. Different Cloud Service Models. 

A. Infrastructure as a Service (IaaS): 

Iaas is all about providing the virtual machine, operating 
system or networks to the end users. Some other computing 
resources are also supported in IaaS, where the customer or 
client can run arbitrary operating system on virtual machines 
or any other software. Clients can control only the operating 
system or the software which he is running but he loses his 
control on the infrastructure which is providing him all these 
services. 

B. Software as a Service (SaaS): 

In this kind of scenario, user is only using the applications 
which are being provided by the vendor and those applications 
run on the cloud services. Same application is accessible by 
many other clients as well through some common mechanism, 
for example by using web browser, or email. Again, the 
clients or users have no control over the application or 
underlying infrastructures, network server or operating system 
upon which these applications run. 

C. Platform as a Service (PaaS): 

In PaaS, the client is able to create their own desired 
application by using some programming language, linked 
libraries. These languages or libraries are supported by the 
vendor. After creating the user desired application, it is 
deployed on the server provided by the vendor. User has also 
the authority to configure its application or can change the 
configuration settings later on. 

The benefits of cloud computing might be very appealing 
but it has got huge number of risks and security issues like 
data leakage, data loss, intruders attacks, malicious insiders 
etc. 

III. RELATED WORK 

Ayush Agarwal et al. (2016) highlight the emergence of 
cloud computing along with its security concerns like data 
loss, data breaches, insecure API’s, account hijacking, denial 
of service [4]. Prachi Garg et al. (2017) have worked on 
different cloud security aspects like basic security which 
includes Cross site scripting attacks, Sql injection attacks, 
Man in the middle attacks [5]. Pradeep Kumar Sharma et al. 
(2017) security concerns for cloud like cost model charge 
model [6], service level agreements and issue of migration 
should be dealt. Naseer Amara et al. (2017) highlighted the 
security threats, architectural principles and cloud security 
attacks with their techniques that can minimize the effects of 
malicious attacks (mitigation techniques) [7]. Sh. Ajoudanian 
et al, (2012) said that following four parameters were the most 
crucial. (a) Data Confidentiality, used to avoid leakage of 
information to any unauthorized individual or system [8]. 

IV. FACTORS AFFECTING CLOUD SECURITY 

There are numerous key factors which may affect cloud 
computing performance because it is surrounded by many 
technologies e.g load balancing, network, concurrency control, 
virtualization, operating system, database, memory 
management etc [9]. Figure 3 shows these concerns which are 
discussed as above. 

 

Fig. 3. Factors Affecting Cloud Security. 
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The security factors of these technologies affecting the 
cloud computing are appropriate e.g. network which connects 
the cloud computing to the outer world has to be secured. 
Virtualization concept has to be carried out securely when 
mapping with the physical systems. Load balancing involves 
the handling the incoming requests traffic which sometimes 
overloads the server. Data mining algorithms can be applied to 
cope with malicious attacks. 

V. POSSIBLE THREATS REGARDING CLOUD COMPUTING 

Nowadays cloud computing is getting so much popularity 
that it is in the limelight of today’s era. Along with its huge 
benefits cloud computing is facing much security issues which 
need considerable attention to resolve them for the betterment 
of this service. Following are the major concerns as described 
below [10]; 

 Outsourcing: in outsourcing the data, consumer might 
get lose the control. Some kind of appropriate 
mechanism is needed to prevent the cloud service 
provider (CSPs) to use the data against the consent of 
their clients. 

 Multi tenancy: cloud is a shared pool of resources. 
Protection of data must be taken into account while 
providing the multi-tenant environment.

 Service Level Agreements: a clear contract between 
the consumer and provider is needed. The main goal of 
agreements is to build the trust.

 Heterogeneity: different   cloudproviders have 
different mechanism of data protection which leads to 
integration challenges.

 Server Downtime: Downtime is the time in which the 
system starts responding to the client after some 
service failure. Downtime should be kept minimized 
and power backups must be installed to keep downtime 
minimum.

 Backup: Data uploaded by the clients, should be 
backed up in case of any service failure. Cloud Seller 
should mention in SLAs that in case of any disaster, 
what should be the remedy or solutions to such 
problems. There are very rare chances of whole system 
failure like flood etc.

 Data Redundancy: Data redundancy is a situation in 
which same data is being kept on two different places. 
In case of cloud computing, it can be understood as to 
provide copies of same data, systems or equipment to 
the clients. cloud seller should try to keep data 
redundancy minimum. 

VI. SOLUTIONS TO SECURITY CHALLENGES IN CLOUD 

COMPUTING 

Security challenges in cloud computing need to be 
addressed properly. If appropriate solutions are not being 
provided adoption of cloud environment becomes more 
difficult. Apart of adoption, data transmission and operation 
tend to become more tedious. Figure no.4 elaborates that data 

protection and privacy is the most crucial factor among all 
[11]. 

Figure 4 elaborates the overall impacts of security 
concerns. The major security challenge is about data leakage 
and data segregation because cloud is a shared pool of 
resources. The next bigger challenge is to prevent the data 
leakage. 

 
Fig. 4. Data Security Challenges. 

To cope with the above challenges, following are some 
solutions which needs to be considered while considering 
about cloud computing security challenges; 

VII. DATA ENCRYPTION 

Encryption is said to be a better approach regarding data 
security. Data should be encrypted before sending it to cloud. 
Data owner can permit some particular members to have 
access to that data [11]. The file or data being sent to cloud 
should be encrypted first then before storing it on cloud it 
should be again encrypted by the cloud provider; the process 
is known as multistage encryption. It has been observed that 
combination of different encryption algorithms provides better 
encryption on data. Experimental results show that 
RSA+IDEA gives the higher performance of encryption in 
securing the data [12]. 

VIII. LEGAL JURISDICTION 

When it comes to understand and analyze the legal 
jurisdiction of cloud computing, the very basic aspects of 
cloud environment complicate the data protection. e.g 
presence of internet, virtualization, dynamically distributed 
data, multinational elements. Consumers, normally do not 
know that where their data resides in cloud. For example, a 
client from india may be using a server deployed in US, using 
an application which has been developed in japan and storing 
his crucial data at a data center which is physically located in 
Switzerland [13]. So, the resource allocated to the consumers 
should be marked to make sure that data is segregated. 
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IX. DISTRIBUTED DENIAL OF SERVICE (DDOS) 

Distributed Denial of service is a kind of attack in which 
attacker creates some zombie machine by infecting the 
machine over the internet. Then these infected machines are 
used to attack on victim. When attacks/traffic from so many 
infected machines are directed towards one victim, its 
resources like CPU, bandwidth and memory starts getting 
exhausted and that particular resource becomes unavailable 
for consumers. To cope with this Deepali [14] has introduced 
a layer named as fog layer which sits in between cloud server 
and user. All the requests made to server are filtered through 
this fog layer and DDOS attacks get minimized. 

X. DIGITAL SIGNATURE 

Digital signature is powerful tool for securing data in cloud 

computing. Mr. Prashant Rewagad [15] has proposed a 

solution using digital signature to secure data along with 

Diffie Hellman key exchange with AES encryption algorithm. 

Diffie Hellman key exchange facility marks it useless if the 

key is hacked in transmission because it is useless without 

private key of user, which is confined to legitimate user only. 

This three way mechanism which is proposed in this paper 

makes it harder to hack security system, therefore, protecting 

the data that resides in cloud. 

XI. CONCLUSION 

This paper gave the overview of cloud computing, its 
various security aspects and keys factors which are affecting 
the cloud security. Cloud consumer and provider should be 
sure that their cloud is fully protected. Cloud computing is 
growing in every industry but it suffers from certain issues 
regarding security and protection which are a hurdle in its 
adoption widely. Solutions to these problems have been 
suggested which can be used for better performance of cloud 
service. 
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Abstract—The performance of co-time co-frequency full 

duplex (CCDF) communication systems is limited by the self-

interference (SI), which is the result of using the same frequency 

for transmission and reception. However, current 

communication systems use separate frequencies for 

transmission and reception, respectively. Therefore, SI is an 

important issue to be fixed for future-generation systems. As the 

radio frequency (RF) spectrum is very scared and a CCDF 

system has the potential to reduce the current spectrum use by 

half. In this paper, a CCDF communication system is modeled 

and a combination of RF and digital cancellations is used to 

mitigate the SI. The simulation results reveal that the proposed 

combination of RF and digital cancellation achieve the bit-error-

rate of 10-11 at an interference-to-signal ratio of 10 dB, which is 

satisfying value for CCDF communication. The achieved 

efficiency of the proposed system is 13 bits/sec/Hz at a signal-to-

noise ratio of 50 dB. The antenna separation of 35 dB is 

considered for the proposed model to keep the data loss as 

minimum as possible. The performance can be improved further 

by increasing digital-to-analog converter bits but with added 

complexity. 

Keywords—Cellular; Co-Time Co-Frequency full duplex 

(CCFD); self-Interference cancellation (SIC); communication 

system 

I. INTRODUCTION 

Currently, wireless frequency spectrum turns out to be 
crowded and costly because of the development of bandwidth-
demanding applications used in telecommunication. Thus, it is 
needed to present new advancements that can improve both 
spectrum efficiency and transmission rates. Full-duplex (FD) 
communication is a potential candidate technology for 
enhancing the spectral efficiency of next-generation wireless 
communication networks; such as fifth generation (5G) 
networks. FD cellular communication systems are also known 
as co-frequency co-time full duplex (CCFD), which transmit 
and receive signals simultaneously at the same frequency and 

time. It improves the system performance in terms of 
throughput and spectral efficiency. The signal strength of self-
interference (SI) is stronger than that of the desired signal from 
the estimated node from 90 to 110 dB. Therefore, with a 
specific goal to make FD practically implementable, canceling 
or dropping the interference signal to the noise floor is 
necessary. In the present time, there is no available 
electromagnetic method which can bring down SI under the 
noise floor. Therefore, it is necessary to further suppress the SI 
at the baseband stage. With the use of separate antennas, 
significantly increases the self-interference cancellation (SIC) 
level, however it contains primary disadvantage, such as 
multiple antennas avoid from the dense assimilation of in-band 
FD systems because of the required physical distance between 
antennas. Therefore, the system performance is declined and 
causes an analog to digital conversion (ADC) saturation 
problem [1]. The authors have demonstrated a Lab view based 
algorithm to deal with SIC. The video stream was used as a 
type of data at the central frequency of 2.2 to 2.5 GHz with a 
bandwidth of 20 MHz. The ADC saturation was decreased but 
the overall performance of the system is not up to the mark in 
long-term evolution. The SIC is initiated and can be employed 
only on relay based node for communication.  The mutual 
coupling model is used to cancel SIC. The power of 
interference was minimized to improve system performance 
[2]. Authors in [3] provide an overview of various concepts to 
decrease SIC. The measurements had been done to characterize 
the nature of SIC with a variety of techniques. The authors 
proposed the analog and digital cancellation methods but failed 
to provide the concluding technique. The comprehensive study 
is to assist in understanding and developing an appropriate 
cancellation technique. The researchers have mitigated the 
computational requirement with removing digital cancellation 
parameters and achieved 65% efficiency [4]. Ref. [5] 
personifies the potentiality, drawbacks and gaining of 
estimated methods. The error control coding plays a primary 
role in SIC to mitigate the interference. Selective filtering 
methods were designed to cater to the problem of SI [6]. The 
SIC level was controlled at some stage but not completely 
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removed in all available techniques. Least mean square (LMS) 
algorithm and Rician channel were introduced as an 
interference channel with high powered in the line of sight 
direction. Simulations were carried out to confirm through Lab 
view software [7]. The receiver amplifier saturation and 
dynamic range were overlooked; these are considered as main 
aspects of canceling technique in passband signal. The 
researchers have extended the range of full duplex systems [8-
11]. In present work, two antennas are required for full duplex 
communication; one side works as a transceiver and vice versa 
but the main challenge is generated through transmit antenna at 
the receiving antenna is addressed in such systems is a self-
interference. After 2020, higher data rate requirement with the 
fastest growth in data communication devices and development 
in mobile communication turn the idea of researchers for 
developing new generation networks for communication; for 
instance 5G. Therefore, CCFD became a latent technology and 
prevalent research topic in a 5G cellular communication 
system. CCFD will play a significant part in spectrum 
resources and efficiency. Additionally, the SIC is a core 
problem of CCFD so that it carries great weight and a means to 
do research on SIC for next-generation wireless networks and 
propose amendments in current cellular communication. It is 
always done through half-duplex; the transmission and 
reception have been done on distinct slots when simultaneous 
communication is done through FD. To boost up the spectral 
efficiency of cellular communication is a vital piece of research 
in this domain.  

In this work, we have proposed the nonlinear components 
and antenna separations with directive antennas which enable 
the SIC approach. The objective of this prominent work is to 
make an optimal gap between transmitting and receiving 
antenna so that we will be able to overcome the SIC. 

II. LITERATURE REVIEW 

In recent times, lots of researchers are wasting their 
energies on improving the management of the spectrum 
efficiently. There have been a sizzling issue and many research 
exercises on the FD have been done for the spectral efficiency 
enhancement in cellular communication systems. The demand 
for high-speed wireless communication is burgeoning due to 
the rise in various multimedia services and applications. The 
authors have investigated the FD technology transducer along 
with resource management solution for cellular 
communication. The progress is founded on SIC technique to 
trim down its impact and work commercially communication 
transceivers. The physical spacing is considered a simple way 
to achieve interference cancellation [12]. In mobile 
communication, the frequency offset allows the distortion in 
orthogonality of subcarriers which results in inter-carrier 
interference. This entailed and proposed the coefficient which 
reduces the effect of interfering carriers due to the channel 
frequency error [13]. The oscillator phase noise limits the 
possibility of SIC scheme for FD. The proposed methods are 
applicable to estimate and cancellation phase [14]. The 
proliferation of wireless communication links has greatly 
improved to acquire high-speed broadband communication 
services. The femto relay node based approaches were studied 
based on SIC. The results draw that during the transmission of 
wavelength code division multiple access signals, drastically 

decrease in 5 MHz including path loss and passive interference 
along with proper functioning of FD systems [15]. Double feed 
network approach is applied to mitigate the SIC and achieved 
45-47 dB of SIC [16].  LMS algorithm used to overcome the 
echo cancellation and presented that the bandwidth of the 
desired data affects the system cancellation [17]. The 
investigators have studied simultaneous wireless information 
and power transfer for FD communication on the downlink. 
Multiple antennas were enabled for uplink and downlink 
communication. The presented form of results shows that their 
work is suitable only under restricted conditions when low data 
communication is needed [18]. The discrepancy between 
perceived spectrum and actual availability of spectrum by 
higher authorities of various approaches would be entertained 
to decrease the shortage of spectrum. Random signal 
architecture is persuaded to pick up the efficiency of networks 
due to digital domain signal cancellation [19]. The adaptive 
digital filters are utilized and it explores more about the low to 
medium ADC resolution in mixed digital cancellation. 
Cognitive radio needs more flexibility in spectrum than present 
radio systems.   The authors claimed that we have exploited 
unutilized channel over multiple GHz of bandwidth spectrum. 
Antenna separation is presented to diminish the impact of SI 
[20]. Antenna design was modeled on monopole antennas in 
computer simulation software. The achieved results show the 
50 dB of SI [21]. The base station and relays employ 
beamforming through an array of the antenna are considered 
for the broadband multi-cell system. The gain could be 
exploited for making a reduction in SI. It is experienced that 
with an increase in a number of antennas in picky separation 
may effect in SIC value [22]. The real-time and scalable digital 
cancellation methods were used to mitigate the SI. Video 
streamed with two different platforms at a central frequency of 
20 MHz of bandwidth in long-term evolution infrastructure [1]. 
The compatibility and capability issues had been minimized for 
FD communication [23]. The energy harvested from the SIC 
model for FD communication. During the process of downlink 
transmission, energy harvested for FD communication [24]. 
Outcomes of paper [25] present the significant improvement in 
energy efficiency to allow recycling of the self-energy 
approach. Stochastic geometry was employed to analyze the 
FD wireless network throughput. The performance of half-
duplex was optimized based on throughput and a mathematical 
model has been studied which highlight the suppression of SI 
and suitability of FD communication. 

III. SYSTEM MODEL 

The simultaneous transmission of FD communication can 
be achieved through cancellation of SI. The SI signal is billion 
times stronger than the received signal. The initial concept of 
wireless communication is that radio frequency signals cannot 
be transmitted and received at the same time and frequency. 
The two nodes are attempting to transceiver simultaneously 
with co-time co-frequency. The interference signal is shown in 
the Fig. 1. Both the nodes have stronger signal at their own 
side from the transmitter. Such signals create interference 
which is known as SI. Theoretically, it is easy to solve but 
practically the receiver should have information of the 
transmitted signal and subtract it from the received signal after 
that decode the rest of the information signal. The model is a 
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complete FD transceiver approach in terms of the component 
which enables to scrutinize the viability of communication 
channel. The block diagram of the FD is illustrated in Fig. 2. 
The simple architecture is considered due to its wider use in 
cellular communication. The digital cancellation and radio 
frequency cancellation module are used to process the linear 
operations. The ADC interface is deployed in the system to 
analyze the ADC bits impacts and detector input response was 
considered in this scenario for validation of system design. The 
assumption of noise figure at the receiver was discussed in 
form of the equation which is denoted by Frii’s formula [26]. 

1 1mixer VGA

rx LNA

LNA LNA mixer

F F
F F

G G G

 
                (1) 

Where F denotes the noise factors of different components 
and G shows the gain of those factors. Antenna separation is a 
factor of RF cancellation because path losses were estimated 
based on the distance within the transceiver. The proper set of 
values of phase and amplitude would be taken for fixed delays 
may impact the multipath signals through coefficients and 
subtract interference signals from the received signal. There is 
a need for bulky attenuator with a fixed value to cancel 
required power levels for full duplex communication. The RF 
cancellation block requires the estimated path loss between 
antenna to ensure the power of reference and interference 
signals. The ADC interference and quantization noise can be 
estimated from equation 2. The signal to quantization noise 
ratio can be formulated as 

6.02 4.74ADCSNR b PAPR                (2) 

Numbers of bits are denoted by b and peak-to-average 
power ratio (PAPR) is the fixed value considered. The clipping 
of the signal should be avoided based on the full range and 
capabilities are used. The linear processing is enabled through 
radio frequency and digital cancellation stages. The transmitted 
signal from antenna attenuated from the power amplifier. The 
input ADC and data input are considered as an interface in the 
system. The ADC input is controlled by the automatic gain 
control component at a constant level. Cancellation signal has 
high power than the desired signal contains a reduced power 
level. The dynamic range of ADC bits is preserved would be 
actuated through SI to impact at the minimum level of the 
desired signal. 

 

Fig. 1. The Diagram of SI from the Own Transmitter Device at the Receiver. 

 

Fig. 2. The Simulated Design for FD Transceiver Framework Subjects to Desired and SI Signals [27]. 
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IV. SIMULATION RESULTS & DISCUSSION 

The section provides the details regarding the performance 
of simulated and proposed SIC scheme under different 
conditions. Matlab 2017a is used to simulate the system. The 
system is operated in FD mode, where simultaneous 
transmission and reception take place at the same time and 
frequency. The entire communication chain of transmitter and 
receiver is modeled to implement analog and digital 
cancellation. Fig. 3 presents the performance of the proposed 
design in terms of symbol error rate with the number of symbol 
to noise rate and theoretical symbol error rate (SER). The 
digital to analog conversion (DAC) impact on a different 
number of bits was analyzed for the SI system. Fig. 4 shows 
the analog to the digital impact of bits at the different range 
was investigated. In this system, SER values are optimal to 
reduce the SI. The increase in bits can provide better outcome 
as illustrated in the results. The presented forms of results are 
under assumptions that radio cancellation is considered as 
reference signal after the power amplifier. The power amplifier 
introduces nonlinear distortion in the RF cancellation of the 
transmitter chain. It is shown in the above figure that the 
number of DAC bits increased to enhance the performance 
while ADC bits are taken as fixed. It is noted that the result 
does not infer that more accuracy can be added to the system 
by increasing only the DAC bits. The word length of the 
system is dependent on the DAC bits and floating points are 
trimmed to set estimated constant quantization levels. The SI 
and desired channels were estimated based on fixed DAC bits 
with five training symbols. It is visible in Fig. 4 that 
performance is irrelevant as a contrast with theoretical. The 
performance improves with increasing the number of ADC bits 
and recommended that to quantify the bits in ADC is not a 
bottleneck. The overlapping is founded in an ADC bit 
sequence from 12 to 16. The lost bits increased as shown in 
Fig. 5 because of degradation in radio cancellation ability, it 
implies the SI power is high at the interface of ADC. The need 
for ADC is very much increased for achieving SI cancellation 
at the analog domain. It is observed that roughly 6 bits lost 
because of SI with greater transmit power of 25 dBm. This 
accentuates the way that in this situation SI is restricting factor 
for power. This show higher power is used which requires a 
number of ADC bits to reduce the loss of bits. The 
performance of bit error rate (BER) of the proposed scheme is 
presented in Fig. 6 in which nonlinear distortion beats the 
conventional schemes. The 10 dB of the gain of interference 
signal rate was accomplished with the proposed method. The K 
is a Rician channel factor at K=3, achieved better results and 
suitable for cellular communication. Fig. 7 depicts the spectral 
efficiency with no distortion suppression along half and full 
duplex results based on SNR values. The half-duplex system is 
restricted from the noises such as Gaussian; the SNR is 
characterized through the desired signal power divided by 
receiver Gaussian noise power. The better results of half and 
full duplex cellular communication can be achieved with high 
SNR values. 

 
Fig. 3. Effects of Different DAC Bits on Symbol Error Rate for FD 

Communication. 

 
Fig. 4. Effects of Different ADC Bits on SER with a Fixed Value of DAC for 

FD Communication. 

 
Fig. 5. Bits Lost Due to the SI Versus Transmit Power At Fixed Values of 

ADC with 35 dB Antenna Separation. 
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Fig. 6. BER Versus ISR with Different Rician Channel Order (K=0, 1, 2) for 

FD Communication. 

 
Fig. 7. Outcomes of Achievable Rate Versus SNR for a Half, No Distortion 

Suppression and FD Communication at Specific SI Signal Strength Values. 

V. CONCLUSION 

In this work, the SIC scheme is proposed for the CCFD 
communication system. This approach mitigates the SI and 
enables FD communication based on optimal and effective 
results. It is observed that high SNR would improve the 
performance of FD. The non-linearity impact is reduced and 
accumulated good outcomes from the simulated design. The 
system reliability is validated by comparing the spectral 
efficiency of FD and half duplex communication system. 
Quantization noise limits the tolerance in terms of transmitting 
power for the receiver ADC converter and digital cancellation. 
This issue is mitigated and achieved good results. The achieved 
results are improved as compared to existing works. The 
presented results signify that proposed method mitigate 
interference signal and compared to a conventional half-duplex 
system. To tune the SNR value, the performance of FD is 
maximized. The achievable rates of no distortion suppression, 

half duplex, and FD are 7, 8 and 13 bits/sec/Hz attained, 
respectively. The minimum BER is accomplished through the 
proposed method and performance is suitable for CCFD 
cellular communication. 
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Abstract—Machine Translation, Information Retrieval and 

Knowledge Acquisition are the three main applications of Word 

Sense Disambiguation (WSD). The sense of a target word can be 

identified from a dictionary using a ‘bag of words’, i.e. 

neighbours of the target word. A target word has the same 

spelling of the word but with a different meaning, i.e. chair, light 

etc. In WSD, the key input sources are sentences and target 

words. But, instead of providing a target word, this should 

automatically be detected. If a sentence has more than one target 

word, then the filtration process will require further processing. 

In this study, the proposed framework, consisting of buzz words 

and query words has been developed to detect target words using 

the WordNet dictionary. Buzz words are defined as a ‘bag-of-

words’ using POS-Tags, and query words are those words having 

multiple meanings. The proposed framework will endeavor to 

find the sense of the detected target word using its gloss and with 

examples containing buzz words. This is a semi-supervised 

approach because 266 words of multiple meanings have been 

labelled from various sources and used based on an unsupervised 

approach to detect the target word and sense (meaning). After 

experimenting on a dataset consisting of 300 hotel reviews, 100 % 

of the target words for each sentence were detected with 84 % 

related to the sense of each sentence or phrase. 

Keywords—Word sense disambiguation; machine translation; 

information retrieval and knowledge acquisition; target word; 

WordNet; bag of words 

I. INTRODUCTION 

Choosing the correct sense in a context is related to Word 
Sense Disambiguation (DWS) because most words have 
multiple meanings, i.e. the word ―run‖ has 179 meanings of the 
word while the word ―take‖ has 127 different definitions of the 
word [1]. WSD methods are usually classified into two types: 
knowledge-based and machine learning [2], [3]. Knowledge-
based WSD systems exploit the information in a lexical 
knowledge base, such as WordNet and Wikipedia, to perform 
WSD. These approaches usually choose the sense with the 
definition most like the context of the ambiguous word, using 
textual overlap or using graph-based measures [4].  Machine 
learning approaches, also called corpus-based approaches, do 
not make use of any knowledge resources for disambiguation. 
These approaches range from supervised learning [5], in which 
a classifier is trained for each distinct word in a corpus of 
manually sense-annotated examples, to entirely unsupervised 
methods that cluster the occurrence of words, thereby inducing 
senses. Recent advances in WSD have significantly benefited 
from the availability of corpora annotated with word senses. 

Most accurate WSD  systems to date exploit supervised 
methods which automatically learn cues useful for 
disambiguation from manually sense-annotated data [6], [7], 
[8]. 

In this study, WSD is categorized into two approaches: 

 WSD-1: can be used to determine a summary of a 
sentence. However, in a sentence, there may be a word 
with more than one meaning, i.e. "date‖, ―bass‖ where 
the sense of these words will be considered in a 
sentence by a device or application. 

 WSD-2: WSD can be used to detect the semantics of a 
word in a sentence concerning the polarity, i.e. ―his 
work is unpredictable‖. Here the word ―unpredictable‖ 
is a negative word, but in this instance, it will be 
considered as positive. 

In this study, work is focused on WSD-1. There has been 
quite a lot of work conducted on WSD-1 by other researchers. 
However, in this study the target word has already been 
provided, i.e. ―Sit on a chair‖, ―Take a seat on this chair‖, ―The 
chair of the Math Department‖. These phrases reflect the 
meaning of the chair, as the word has multiple senses?. Here, 
the target word ―chair‖ is used to determine that the word chair 
means furniture or person [9]. And ―I find a switch for the 
light‖ or, ―I do like to eat something light‖, where the target 
word is portrayed as ―light‖. Therefore, the sense may be 
viewed as ―shine‖ or ―weight‖ respectively [10]. Word 
detection has also been conducted in the work of [11], but 
these words could be considered as aspect or entity words on 
which an opinion has been given. ―An electric guitar and bass 
player stand off to one side, not part of the scene‖. What could 
be the sense of ―bass‖ in this sentence, [12] where the target 
word is given as ―bass?‖. Therefore, there is need to filter the 
single word from obscure words or words with multiple-
meanings. In this paper, we investigate, what could be the 
target word. 

A manually created multiple meaning words list (MMWL) 
was developed through: 

 The union of words taken from the English language 
[1];  

 Multiple Meaning Words (100) grouped by the word 
―Grad‖ [13]; 

 Multiple meaning word list of 200 words [14], [15]; 
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 Easy vocabulary words [16]; 

 Speech therapy ideas [15]; and 

 Read words in context [17].  

The manually developed MMWL contained 266 words 
with multiple meanings. The work has only used candidate 
definition/gloss [18], [19] but sense could also be detected 
from the examples to improve the accuracy because sometimes 
a ‗bag of words‘ is not present in the definition/gloss of the 
target word. 

The following contributions in this study are as follows: 

 We propose to develop a method to filter a target word 
(sense required) from multiple ambiguous words with 
the help of using buzz words and query words using a 
lexicon of multiple meaning words list MMWL; and 

 Generate a correct sense of target words with the help of 
buzz words using gloss and examples of target words 
from the lexicon of WordNet. 

II. RELATED WORK 

A word in a sentence can be expanded by relating it to 
other words in a sentence to determine the actual meaning of 
the word. This is essential because the majority of research 
studies to date, have investigated opinion words [20], [21] or 
examined text mining through the creation of summaries of a 
given document [22], [23] in different languages such as 
Arabic [24], [24] and Chinese [25], [26]. This is so that a 
document or sentence can easily be understood by users as well 
as by intelligent machines. Automatic summary generation 
procedures have faced many problems including WSD words 
sense disambiguation. WSD also involves natural language 
processing applications [10]. For example, human intelligence 
can automatically sense and detect the meaning of a word from 
examining a sentence. However, in the field of artificial 
intelligence, efforts are continuing to be made to understand a 
sentence from the correct dimension or aspect given that a 
single word may have multiple meanings.  

The MeSH-based disambiguation method, considers the 
meaning of a target word as the same throughout a document 
and the word tends to have the same meaning when used in the 
same collocation using MeSH which consists of words from 
different domains with the precision of 0.5841 [27]. Automatic 
disambiguated words on Wikipedia have several limitations 
due to the small sample size and a large number of fine senses 
found in WordNet [18]. In a study, supervised WSD [28] 
determined the sense value 2 and 3 from 57 target words. In a 
separate study, in [29] the determined sense of the target word 
was found by using three left, and three right words from the 
target word. This performed well only where the supporting 
words were present at the front and at the back of the target 
word. Instead of taking left, right words, the authors of [30] 
used a ‗bag of words‘ from the sentence which were 
neighbours of a target word to identify or determine a binary 
vector. Also, the sense of the word can be detected if there are 
dependent words in the sentence near the target word. Many 
aspects of evaluating sense have been standardised through the 
efforts of SENSEVAL and SEMEVAL. This framework 

provides a shared task along with training and testing materials 
with sense inventories for all-words and lexical sample tasks in 
a variety of languages [31]. A relatively small set of training 
examples (seed sets) are identified in the framework to 
represent sense. Sense clusters are then generated through the 
addition of most similar words to the seed set elements. The 
most similar sense cluster to the input text context are then 
considered as the sense of the target word [32].  To address the 
limitation of the failed supervised scenario, studies have 
progressed on the kernel methods for automatic WSD using 
four target words: interest, line, hard and serve [6].The original 
algorithm based on glosses was found in traditional 
dictionaries such as the Oxford dictionary where the definition, 
or gloss, of each sense of a word in a phrase, is compared to the 
glosses of every other word in the phrase. A word is assigned 
the sense whose gloss shares the largest number of words in 
common with the glosses of the other words. The authors of 
[33] did not use examples of the word in the WordNet 
dictionary, but instead, used Lesk‘s basic approach to take 
advantage of the highly interconnected set of relations among 
synonyms that WordNet offers by providing a target word. 
Besides the confusions in WSD, there many difficulties in 
handling these using the supervised and unsupervised methods. 
Work in [34] determined that supervised methods are the 
optimal predictors of WSD difficulties, but are limited by their 
dependence on labelled training data in different domain types 
such as bionadical [35], [36]. The unsupervised method 
performed well in some situations and can be applied more 
broadly [37], [38]. The accuracy of the unsupervised WSD 
algorithm is lower than its alternative supervised algorithm 
[39]. Word sense can also be detected from different sentences 
using latent semantic indexing by providing a query as the 
target word [40]. WSD is not only used in document clustering 
[19] but is also used in many applications that are based on 
artificial intelligence of a natural language. Work on WSD 
using the English language is progressing and is also being 
used in other languages such as Hindi, Hebrew, Russian and 
Tatar [41], [42], [43]. The application of WSD has not only 
been applied to text but also to images for determining the 
correct sense from a picture [44].  

III. PROPOSED METHODOLOGY 

In this work, there are two major tasks performed. First, the 
target word will be detected from within the sentence, and 
secondly, the sense of that word will be generated. 

A. Detection of the Target Word 

Filtered chunks (without) stop words will first be compared 
with MMWL to locate target words. Target words are defined 
as those words having multiple meanings. In Figure 1, tokens 
(T1, T2, T3, T4, T5, T6, T7, T8, T9, T10) are filtered as a 
filtered word (T2, T4, T5, T6, T7, T8, T9, T10) because T1 and 
T3 are stop words. These can be identified using Equations (1), 
(2) and (3). 

  ⋃    
 
                (1) 

 ( )  ⋃   
 
                 (2) 

  ( )  ⋃ *                 
 
              (3) 
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where x = 1, 2, 3…n, SW means stop words, S represents 
the total number of sentences, T(x) represents the tokens of the 
xth sentence, and FT(x) represents the filtered tokens of the xth 
sentence. 

1) Buzz words: Buzz words are words that are adjectives, 

nouns, verbs and adverbs because their occurrence in 

sentences relate to the concept/explanation of the target word 

(identified in the next phases). Buzz words can either come 

from a list named ‗BuzzTagList‘ containing: JJ (Adjective), 

JJR (Adjective, comparative), JJS (Adjective, superlative), NN 

(Noun, singular or mass), NNS (Noun, plural), NNP (Proper 

noun, singular), NNPS (Proper noun, plural), RB (Adverb), 

RBR (Adverb, comparative), RBS (Adverb, superlative), RP 

(Particle), VB (Verb, base form), VBD (Verb, past tense), 

VBG (Verb, gerund or present participle), VBN (Verb, past 

participle), VBP (Verb, non-3rd person singular present), VBZ 

(Verb, 3rd person singular present), or the buzz words can be 

extracted using Equation 4: 

      ( )  

 ⋃    {
     ( )              (  ( ) )             

                              

           (4) 

Where x = 1, 2, 3…n,    ( )  means the ith token of the xth 
sentence considered as        (buzz words) if it belongs to a 
noun, adjective or verb. 

2) Query words: Query words are words having multiple 

meanings and can be obtained by comparing each filtered 

token with the manually created multiple meaning words list 

(MMWL). In Figure 1, suppose T2 and T8 are present in the 

MMWL, using Equation 5, we can find gloss and examples of 

each query word: 

      ( )  

 ⋃    {
     ( )              (  ( ) )  (    )

                              

                 (5) 

Where x = 1, 2, 3…n,   ( )  means ith token of the xth 
sentence considered as        (query words), if it belongs to a 
multiple meaning words List (MMWL). 

3) Query strings: All query words have been created; so 

now we can easily locate the gloss/definitions of query words 

using the WordNet dictionary. As shown in the WordNet 

dictionary, a word can have multiple definitions, with each 

definition having multiple examples [45], [46], [47], [48]. By 

concatenating all definitions and examples (from each 

definition) this can be considered as a query string. In Figure 

1, string-1, string-2 are query strings of T2 and T8 because 

there are two query words. All query strings from all query 

words can be created using Equation 6. 

         ( )  

 ⋃            (      ( )    ⋃               (      ( )  )
 
   ) 

          (6) 

where x = 1, 2, 3…n, will determine a complete string of 
each query word           ( )  containing all glossaries of 

query words         (      ( ) ) and all examples 
            (      ( )  ) of each gloss from the xth 

sentence using synsets (sets of synonyms) found in the 
WordNet dictionary. 

4) Frequency of buzz words from the query string: Next, 

the occurrence (frequency) of each buzz word from all query 

strings will be determined and summed. In Figure 1, T5 and 

T9 are those buzz words which do not belong to any query 

words and F1 and F2, are the frequencies of T5 and T9 in 

string1 respectively. Sum1 is the sum of F1 and F2, F3 and F4 

are the frequencies of T5 and T9 in string2 respectively, and 

Sum2 is the sum of F3 and F4. These sums can be found by 

applying Equation 7: 

    ( )  
             (⋃ (                     )    ⋃    (       ( ) )

 
   ) 

    (7 

Where x = 1, 2, 3…n, will determine the total number of 
frequencies of each buzz word      ( )  from all query 
strings        ( )  of xth sentence.                     

5) Target word: The query word of the greater sum from 

the query string will be considered as the target word. Suppose 

in Figure 1, sum1 is greater than sum2. As sum1 is generated 

from string1, and string1 is generated from query word T2, T2 

can, therefore, be considered as the target word using 

Equation 8: 

      ( )  

 ⋃    {
   (     ( )                      (    ( ) ) 

                              

           (8) 

Where Large is a function to determine the largest sum and 
Query word      ( )  can be considered as the target word 
      ( ) from xth sentence. 

B. Generation of the Sense/Concept 

First, a string of target word will be generated from the 
concatenation of all definitions and its examples. In Figure 2, 
T2 is a target word where a string of T2 is generated using 
Equation 9. 

          ( )  

        (     ( ))                   (     ( ))    (9) 

where x = 1, 2, 3…n, will determine a complete string of 
query words        ( )  containing all glossaries of the query 

word         (     ( ))  and all examples 
           (     ( ))  of each gloss from xth sentence 
using synset in the WordNet dictionary. 

Now the sense/concept will be generated by creating a 
substring from an already generated string (from the target 
word). This sense/concept contains all sentences which contain 
all buzz words except target words. The entire process can be 
conducted using Equation 10. 

             ( )

{
 

 
 (       ( )         ⋃            (      ( )  

                              ( (     ( ))     (       ( ) ) 

                              

(10) 
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Fig. 1. Diagram of Proposed Framework for Detection of Target Word. 

 
Fig. 2. Diagram of Proposed Framework for Detection of Sense of Target 

Word. 

Where x = 1, 2, 3…n, will determine a             ( ) 
concept of the target word in the xth sentence. This concept 
consists of those glossary examples of the query word 
       ( ) containing buzz words        ( ) . 

IV. SAMPLES BASED ON PROPOSED WORK 

In Table 2, the sentence ―The researchers said the worms 
spend part of their life cycle in such fish as Pacific salmon and 
striped bass and Pacific rockfish or snapper‖. 

By progressing through the following steps to identify 
Tags; Buzz Words; Query Words; strings of Query Words; the 
Frequency of buzz words from the strings; the sum of the 
Frequency of buzz words with respect to strings; and the 
largest Query Word as a Target Word, the target word ―bass‖ is 
determined (based on the initial methodology). 

Similarly, in Table 3, there is a further example ―Sweet 
date can be used as the last course of a meal‖, where the target 
word ―date‖ has been identified by the initial part of the 
proposed methodology. 

TABLE I. ANALYSIS OF EXAMPLE-1 

Query 

Words 

['part', 

'bass'] 

Buzz Words 

 

'r
es

ea
rc

h
er

' 

'w
o

rm
' 

‗l
if

e‘
 

‗f
is

h
‘ 

'p
ac

if
ic

' 

's
al

m
o
n

' 

'b
as

s'
 

'r
o
ck

fi
sh

' 

's
n

ap
p

er
' 

Sum 

String1: 

from 

['part'] 

0 0 0 0 0 0 0 0 0 0 

String2: 

from 

['bass'] 

0 0 0 3 0 0 0 0 0 3 

Table 1 contains the analysis of example-1, where the 
frequency of each buzz word has been determined from the 
strings of query words [―part‖, ―bass‖]. The sum from string2 
is 3, i.e. the largest, therefore, the target word will be ―bass‖. 

The sense/concept will be generated from those definitions 
and examples of the target word belonging to helping words 
(i.e. all buzz words without a target word). From Table 2, a 
target word was ―bass‖, and in Table 4, the concept of ―bass‖ 
was generated related to the sentence. From Table 3, a target 
word was ―date‖, and in Table 5, the concept of ―date‖ was 
generated related to the sentence. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

357 | P a g e  

www.ijacsa.thesai.org 

TABLE II. SOLVED EXAMPLE-1 TO DETECT THE TARGET WORD 

Sentence 
The researchers said the worms spend part of their life cycle in such fish as Pacific salmon and striped bass and Pacific rockfish or 

snapper 

Tag 

[('The', 'DT'), ('researchers', 'NNS'), ('said', 'VBD'), ('the', 'DT'), ('worms', 'NNS'), ('spend', 'VBP'), ('part', 'NN'), ('of', 'IN'), ('their', 

'PRP$'), ('life', 'NN'), ('cycle', 'NN'), ('in', 'IN'), ('such', 'JJ'), ('fish', 'JJ'), ('as', 'IN'), ('Pacific', 'NNP'), ('salmon', 'NN'), ('and', 'CC'), 

('striped', 'VBD'), ('bass', 'NN'), ('and', 'CC'), ('Pacific', 'NNP'), ('rockfish', 'NN'), ('or', 'CC'), ('snapper', 'NN')] 

Buzz Words ['researcher', 'worm', 'part', 'life', 'cycle', 'fish', 'pacific', 'salmon', 'bass', 'pacific', 'rockfish', 'snapper'] 

Query Words ['part', 'bass'] 

Strings of ['part', 'bass'] String1, String2 

Frequencies of buzz 

words from strings 

researcher:0 in String1,  worm:0 in String1,  life:0 in String1,  cycle:0 in String1,  fish:0 in String1,  pacific:0 in String1,  salmon:0 

in String1,  pacific:0 in String1,  rockfish:0 in String1,  snapper:0 in String1,   

researcher:0 in String2,  worm:0 in String2,  life:0 in String2,  cycle:0 in String2,  fish:3 in String2,  pacific:0 in String2,  salmon:0 

in String2,  pacific:0 in String2,  rockfish:0 in String2,  snapper:0 in String2,   

Sum of frequencies of 

buzz words with respect 

to strings 

Sum String1=0 , Sum String2=3 ,  

Largest Target Word as 

Query Word 
Bass 

TABLE III. SOLVED EXAMPLE-2 TO DETECT THE TARGET WORD 

Sentence sweet date can be used as last course of meal. 

Tag 
[('sweet', 'NN'), ('date', 'NN'), ('can', 'MD'), ('be', 'VB'), ('used', 'VBN'), ('as', 'IN'), ('last', 'JJ'), ('course', 'NN'), 

('of', 'IN'), ('meal', 'NN'), ('.', '.')] 

Buzz Words ['sweet', 'date', 'last', 'course', 'meal'] 

Query Words ['date', 'last'] 

Strings of ['date', 'last'] String1, String2 

Frequencies of buzz words from strings 
sweet:2 in String1, course:0 in String1,  meal:0 in String1,  sweet:0 in String2,  course:0 in String2,  meal:0 in 

String2,   

Sum of frequencies of buzz words with 

respect to strings 
Sum String1=2 , Sum String2=0 ,  

Largest Target Word as Target Word Date 

TABLE IV. CONCEPT OF DETECTED TARGET WORD IN EXAMPLE-1 

Query Word Bass 

Buzz Words ['researcher', 'worm', 'part', 'life', 'cycle', 'fish', 'pacific', 'salmon', 'bass', 'pacific', 'rockfish', 'snapper'] 

Helping Words ['researcher', 'worm', 'part', 'life', 'cycle', 'fish', 'pacific', 'salmon', 'pacific', 'rockfish', 'snapper'] 

Concept of bass 

[u'part : Gloss:the lowest part of the musical range', u'part : Gloss:the lowest part in polyphonic music', u'fish : Gloss:the lean flesh 

of a saltwater fish of the family Serranidae', u'fish : Gloss:any of various North American freshwater fish with lean flesh (especially 

of the genus Micropterus)', u'fish : Gloss:nontechnical name for any of numerous edible marine and freshwater spiny-finned fishes'] 
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TABLE V. CONCEPT OF DETECTED TARGET WORD IN EXAMPLE-2 

Target Word Date 

Buzz Words ['sweet', 'date', 'last', 'course', 'meal'] 

Helping Words ['sweet', 'last', 'course', 'meal'] 

Sense/Concept 

of date 

[u'sweet : Gloss: sweet edible fruit of the date palm with a 

single long woody seed'] 

V. RESULTS AND DISCUSSIONS 

The evaluation strategy of WSD is based on the correctness 
of sense selection of an ambiguous word invoked in a context 
according to human judgment. 

A. Dataset Preparation 

In preparing the dataset, the consisting of 300 hotel reviews 
and MMWL (as previously defined). Approximately 66 % of 
the contexts were selected from hotel reviews containing 
ambiguous words from the MMWL for this purpose. The 
sample listing of the said datasets is presented in Table 6, 
where S1 has multiple meanings of the word ―chair‖, S2 has 
―class‖, and S3 has ―brand‖. These words are also listed in the 
MMWL. 

TABLE VI. SAMPLE SENTENCES FROM THE PREPARED DATASET 

S1 "Last year the chair of the food Department is retired" 

S2 
―The stay in the hotel was awsome. As a flight attendant, I see a lot 

of high class hotels and also know their service‖ 

S3 

―Diazepam is an example of the chemical (generic) name of a 

sedative. It is marketed by some companies under its generic name 

and by other companies under brand names such as Valium or 

Vazepam.‖ 

The proposed framework develops a sense of detected 
target words using the number of frequencies (occurrences) of 
buzz words from the query words. The work in this study 
identified 100 % of the target words (ambiguous words) from 
66 % (containing vague words) of the context relating to hotel 
reviews, and 84 % concept/sense was generated from the 
dataset as shown in Table-7. 

TABLE VII. DETECTED TARGET WORDS AND THEIR SENSES 

Total Sentence 106 

Sentences with No Query Words (Not Belongs to MMWL) 35 

Filtered Sentence 71 (66%) 

Detected Target Words out of 66 % 71 (100%) 

Not Detected Concept from 66% 11 (15%) 

Detected Sense 60 (84%) 

This study was based on WSD-1, where only the WordNet 
dictionary was used. A sense detection of 84 %, was achieved 
by combining several other dictionaries, i.e., the Oxford 
dictionary, where the accuracy increased. Because the string of 
query words has been generated from its definition and 
examples, occasionally, the definition of a word could not be 

found in WordNet. The MMWL consisted of 266 obscure 
words. Updating the list would be useful for the remaining 
context given that buzz words can be generated from 
sentences, but if the buzz word is not in the MMWL then the 
number of query words is zero. Target words are reliant upon 
query words, and this is the reason why the sense cannot be 
generated. 

VI. SUGGESTIONS FOR FUTURE WORK 

In consideration of future work, if there is only a single 
query word, then there is no need for further processing as this 
query word can be considered as the target word. In proposed 
work, if there is a list of query words, then further processing 
will be carried out to detect a target word and the largest sum 
of frequencies, of buzz words from strings (a separate string for 
each query word) will identify the target word. If there is more 
than one sum of frequencies with the same score, then, this 
would be a viable case to perform future work to thereby 
calculate the distance of each buzz word from all query words 
to detect the target word. Also, additional work to detect the 
polarity sense of a word based on an opinion within in a 
sentence as defined in WSD-2 would be useful for future 
investigation. 
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Abstract—Recurrent neural networks are powerful tools 

giving excellent results in various tasks, including Natural 

Language Processing tasks. In this paper, we use Gated 

Recurrent Unit, a recurrent neural network implementing a 

simple gating mechanism in order to improve the diacritization 

process of Arabic. Evaluation of Gated Recurrent Unit for 
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art results obtained with Long-Short term memory a powerful 

RNN architecture giving the best-known results in diacritization. 

Evaluation covers two performance aspects, Error rate and 

training runtime. 
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I. INTRODUCTION 

Natural languages require different processing steps in 
order to perform Natural Language Processing (NLP) tasks, 
such as Text-to-speech synthesis (TTS), speech recognition, 
sentiment analysis, information retrieval, etc. In the case of 
Arabic, an additional preprocessing step is mandatory: 
Diacritization, or diacritic restoration. Diacritics are signs 
placed below or above a letter indicating a different phonetic 
value. 

Arabic is a semitic language with two varieties: Classical 
and Modern. Classical Arabic is the pure language spoken by 
Arabs; Modern Standard Arabic (MSA) is an evolving variety 
with constant new terms to meet the modern innovations and 
changes. Generally, Arabic (Classical or MSA) is transcripted 
without diacritics, leading to different ambiguities at various 
linguistic levels as explained in [1]. 

According to [2], in over 77% of cases, a non-vocalized 
word can have several possible diacritizations and 
consequently different possible meanings. 

TABLE I. POSSIBLE DIACRITIZATIONS FOR THE STRING “صدق” 

Word  Diacritized word Meaning 

 Sadaka He is right صَدقَََ

 Sad~aka He believes صدَّقََ

 Sud~ika We believe him صد ِّق

دْقَ   Sidku Truth ص ِّ

د قَ   Sudku Dowries ص 

Table 1 gives an example of this aspect and lists some of 
the possible diacritization forms of the string “صدق” and the 
inferred meaning. 

Arabic diacritization received a lot of interest and went 
through different models: Rule based models, statistical models 
and hybrid models. 

Rule based models rely on existing linguistic rules 
formulated, in most cases by human experts. They have proven 
an acceptable efficiency in diacritization, given the lack of 
linguistic resources. The major drawback of rule-based models 
is the laborious, costly and time-consuming task to formulate 
and maintain rules that covers all rich linguistic aspects of 
Arabic. Moreover, Rule based models require strong linguistic 
knowledge. 

Statistical models attempt to learn a diacritization model 
from diacritized texts; by predicting the probability of 
distribution of a sequence of words or characters. Authors in 
[3] present a review of these methods, using Hidden Markov 
chains, n-gram or finite state transducers. 

The weakness of statistical models is their reliability on 
large corpus of fully diacritized text. Their strength is that no 
linguistic knowledge or tools like Pos Taggers or 
morphological analyzers are needed. 

Hybrid methods come from the statement that the strength 
of linguistic knowledge combined to statistic methods would 
yield to better results. 

Recurrent neural networks (RNN) language models have 
been used to solve diacritization problem as a statistical or 
hybrid method. The results are impressive and the error is 
proven to be asymptotic with a DER of 5.08% over all 
characters using long short-term memory (LSTM) a powerful 
RNN architecture proving its performance in various tasks. 
Moreover, RNN have been used successfully without relying 
on any linguistic tools, and solely on diacritized corpus. 

However, the superior performance of RNN comes at the 
cost of expensive model training, reaching days or weeks in 
some experimental settings requiring a significant computation 
capability. 

As a solution to these issues, authors introduced new RNN 
architectures with simple internal architectures. GRU, 
introduced in [4] is one of these RNN; in some tasks, it seems 
to perform better on the training runtime, and maintain a 
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comparable accuracy to LSTM. To our knowledge, 
diacritization has never been addressed by GRU. 

In this paper, we present the results of our evaluation of 
GRU to enhance the diacritization results regarding its 
performance in training runtime and error scoring. We use the 
performances scored by LSTM in diacritization as a baseline. 
We show that we achieve to maintain the state-of-the art results 
with better scoring on the training and runtime. 

II. RELATED WORK 

A. RNN Performance 

The first motivation of this study is to enhance the 
performances of Arabic diacritization. The evaluation of GRU 
on Arabic diacritization is conducted in comparison with 
LSTM. In literature, many studies have made this evaluation in 
various tasks. For example, in [5], authors used a probabilistic 
approach to determine which RNN architecture is optimal. 
They evaluated thousand different RNN architectures and 
identified some that outperform LSTM and GRU in some tasks 
but not all. In [6], authors compared LSTM and variants over 
large-scale tasks such as speech recognition, handwriting 
recognition, etc. Authors conclude that variants of LSTM do 
not improve significantly the performance. 

In [7], an empirical comparison between LSTM and GRU 
is performed for music and speech modeling. The study did not 
conclude the superiority of one on the other and then considers 
GRU to be a better choice since it uses less parameters. 

We find the studies in literature inconclusive and 
insufficient to generalize over all tasks, taking into 
consideration the considerable differences that might remain in 
experimental settings and characteristics of the addressed 
problem. 

B. Arabic Diacritization 

The Arabic diacritization problem is mainly addressed as a 
classification problem over seven classes corresponding to the 
possible diacritics. 

Diacritization is divided into two sub-types: The 
morphological diacritization giving satisfying results reaching 
an error of 3% to 4%, while syntactic diacritization is still to be 
improved with a rate of 9.9%. 

Earlier approaches in diacritization are rule-based models, 
like in [8], where morphological analyzer is used for semi-
automatic diacritization. Work in [9] presents “Alserag”, 
another rule based system working through three modules: 
Morphological analysis, syntactic analysis and morph-
phonological module. The system scores 8.68% as 
diacritization error rate (DER) and 18.63% as word error rate 
(WER). The main drawback of rule-based models is their high 
development cost; and the fact that creating linguistic resources 
such as corpuses are laborious task that need to be reproduced 
over the studied language. 

More recent studies benefit from the evolution of machine 
learning to learn a diacritization model from vocalized text, the 
study in [3] presents an overview of these models: Using 
Maximum Entropy, Hidden Markov Models (HMM) and 
weighted finite state machine. 

In [10], a maximum entropy model is trained for sequence 
classification to restore the diacritic of each character. They 
used The Arabic treebank corpus, containing 600 documents 
form newspapers with over 340k words. The system achieves a 
DER of 5.5% and a WER of 18%. 

More recently, Machine-learning models tend to rely on 
less and less external resources such as in the study in [11] 
where the model relies solely on diacritized text. To our 
knowledge, among systems depending on no external 
resources, this study gives the best results scored to now with a 
DER of 8.14% for the end-case character, and 5.08% for all 
characters. 

III. RECURRENT NEURAL NETWORKS 

RNN are computational approach based on large connected 
neural unit forming a directed graph. 

In basic RNN we assume that      , … ,   ) is the 
input sequence,      , … ,   ) the hidden sequence and 
     , … ,   )  the output sequence, the basic RNN 
computes h and y by executing the equations (1) and (2) from 
t=1 to T iterations: 

                     )         (1) 

            (2) 

f is the activation function for hidden layers, w the matrix 
weights and b the bias vector,   the hidden bias vector. 

RNN are suitable for capturing dependencies among 
sequential data types. The problem of RNN is that they remain 
weak on long-term dependencies as studied in [12] where 
authors proved the difficulty to capture long-term dependencies 
because of the “vanishing” or “exploding” of stochastic 
gradients. 

Gated recurrent neural networks (GNN) have been 
proposed to resolve this problem; LSTM and GRU belong to 
the category of GNN. 

A. Long Short-Term Memory (LSTM) 

Introduced in [13], LSTM are special case of RNN capable 
to resolve long-term dependencies issue encountered in 
standard RNN by using a gating mechanism. 

LSTM has the property to remember patterns selectively. 
Making them suitable for a number of sequence learning 
problems such as language modelling, translation, speech 
recognition, and Arabic diacritization. 

Study in [11] uses LSTM to build a language-independent 
diacritizer trained solely from vocalized text without referring 
to any external tools. Authors run several RNN architectures 
and achieve with a 3-layer-Bidirectional LSTM to reach a DER 
of 4.85%. 

In the work in [14], the problem is approached with 
bidirectional LSTM considering diacritization as a sequence 
transcription problem. The system does not require any 
previous treatment (lexical, morphological or syntactic) The 
WER scored in this study is 5.82%. 
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B. Gated Recurrent Unit (GRU) 

First proposed in [4], GRU is generally incorrectly 
considered as a special-case of LSTM, because of the fact that 
global architecture is quite similar to LSTM. In fact, GRU is 
quite different form LSTM .It defines two gating signals 
instead of three in LSTM, an update signal and a reset gate. 

GRU has no cell state. Unlike LSTM, it exposes the 
memory content at each time step. The transition between the 
previous memory content and the new memory contents is 
made using leaky integration controlled by the update gate. 

GRU has shown its efficiency in many studies like [15] and 
[16], it achieves promising results in classification tasks and 
reduces the training runtime since few iterations are needed to 
update the hidden states and the internal structure of a cell is 
simplified. 

However, GRU still comes second to LSTM in terms of 
performance. Therefore, GRU is mainly used in situations 
where fast training is needed with limited computation 
capability. 

IV. APPROACH 

A. Experimental Setup 

Our goal is to set up an environment based on GRU to 
maintain state-of-the art results and enhance the computation 
efficiency. For this purpose, we use as a comparison pattern the 
approach used in [11], giving the best results to our knowledge 
in same conditions, relying solely on diacritized text. 

We compare the error rate and runtime of both GRU and 
LSTM over same datasets and experimental setup. For this 
purpose, we use the setup described in Fig. 1.  The GNN in the 
figure stands for the network used, namely GRU and LSTM. 

We use single recurrent layer for our networks for limited 
computation capacity in one hand, and in the other hand to 
omit potential issues related to multilayer deep learning 
architectures. 

The network needs exclusively two inputs for training, 
represented in two separate documents, the first one contains 
the diacritized text, and the second contains the equivalent 
undiacritized text. 

In the whole process, we use the Buckwalter Arabic 
Transileration, an ASCII scheme, representing Arabic 
orthography strictly one-to-one. 

 
Fig. 1. Architecture of the GNN for Arabic Diacritization. 

We tried different environments for experiments, and the 
results might be quite different to an environment to another; in 
this paper, we present the results of experiments with Python, 
Numpy and Theano [17]. We use Theano in order to parallelize 
computation of GPU and giving the best possible results with 
the limited computation capacity. 

We first go through Word embedding, i.e. mapping the 
characters sequence into letter vectors. We use for this purpose 
word2vec [18] implemented with Theano and Lasagne 
Framework. 

We use GRU as it has been introduced in [4] and we define 
the states as following in the equations (3), (4), (5) and (6): 

        )              (3) 

                     )    ) (4) 

                   ) (5) 

                   )  (6) 

  stands for element-wise multiplication. 

   being the input vector 

   being the output vector 

   being the update gate vector 

   being the reset gate vector 

W, U and b the parameter matrices and vector 

g being the chosen function, here we use Tanh as it has 
been proved to converge faster in practice. 

We implement LSTM as following in (7), (8), (9), (10), 
(11) and (12): 

    (   [       ]    )           (7) 

        [       ]    )            (8) 

            [       ]    )            (9) 

                    )           (10) 

        [       ]    )          (11) 

               )            (12) 

   being input vector 

    being the previous cell output 

     being the previous cell memory 

   being the current cell output 

   being the current cell Memory 

    = Weight vectors for gates (forget: f; candidate: c; i/p 
gate: i; o/p gate: o) 

For training, test and dev, we use the data described in the 
section IV-B. 

We use a softmax output layer because it ensures that the 
sum of possible output is 1, moreover, it defines a distribution 
overall output target classes, suitable to the addressed problem. 
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B. Dataset 

The Dataset used in this work is a part of the corpus 
“Tashkeela” introduced in [19]. The corpus contains 75 
millions of fully vocalized words extracted from 97 books 
mainly religious and media online from different sources in 
classical and modern Arabic language. We use the approach 
described in [10] by splitting the part of the corpus into three 
parts, Train/Dev/Test as described in Table 2. 

TABLE II. DATA STATISTICS 

 Training Dev Test 

Words 560k 90k 80k 

V. RESULTS AND DISCUSSION 

A. Evaluation Metrics 

To evaluate the accuracy of GRU we adopt the same 
metrics used in most of the diacritization studies, for instance 
[14], [11], [3]. The metrics are the Diacritics Error rate (DER) 
that compares the diacritization of the predicted word with the 
input word at a character level. In addition to the word error 
rate (WER), that compares the predicted word to the original at 
a word level, in other terms, if an error is detected on a 
character, the whole word is considered incorrectly diacritized. 

To evaluate the performance of GRU, we consider the 
average epoch runtime. 

B. Diacritic Error 

Table 3 lists the results of the networks error rates, 
measured with diacritic error rate (DER) over all diacritics 
DER (ALL) and DER over the last character only DER (Last) 
on the dev dataset. 

TABLE III. DER FOR GRU AND LSTM OVER DEV DATASET 

 DER (ALL) DER(Last) 

LSTM 7.15 10.50 

GRU 7.31 10.79 

Experiments show that LSTM achieves better results than 
GRU in both the DER of all characters and the DER of the last 
character; however, the results obtained by GRU are still good. 

a) Qualitative Analysis 

To identify the errors we get from the system implemented 
with GRU, we proceeded in a direct way by classifying a 
sample set of the words incorrectly diacritized. 

For classification, we use the diacritization scheme error 
proposed in [20]. 

Table 4 and Table 5 show the distribution of errors among 
the sub-categories. We notice that both networks behave in the 
same way, and distribution over categories is quite the same; 
we notice that most of the errors are made in Form/Spelling, 
this is to be expected as it has been reported in works like [21] 
that the diacritization tools are less performant in case-ending 
diacritics. 

TABLE IV. GRU ANNOTATED ERROR CATEGORIES 

Error Category Sub-category Nbr of Errors 

Form/Spelling 
Shadda 8 

Tanween 11 

Grammar Active-Passive Voice 4 

Diacritization 
Missing short Vowel 5 

Confused short Vowel 2 

Morphology 
Partial inflection 1 

Full-inflection 0 

Overall  31 

TABLE V. LSTM ANNOTATED ERROR CATEGORIES 

Error Category Sub-category Nbr of Errors 

Form/Spelling 
Shadda 6 

Tanween 10 

Grammar Active-Passive Voice 3 

Diacritization 
Missing short Vowel 5 

Confused short Vowel 1 

Morphology 
Partial inflection 1 

Full-inflection 0 

Overall  26 

C. Training Performances 

Fig. 2 compares average Epoch Runtime of GRU and 
LSTM. 

The results do not include the embedding process training. 

 

Fig. 2. Average Epoch Runtime of GRU & LSTM. 

D. Discussion 

We notice that GRU scores better results and outperforms 
LSTM in training. The Training time is reduced by 18.82%. 

The evaluation showed that GRU gives comparable results 
to LSTM in diacritization accuracy and improves the training 
process. Consequently, we assume that GRU gives satisfactory 
results in Arabic diacritization. However, we consider our 
study to be completed by running different experiment settings 
over different datasets. 
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VI. CONCLUSION 

In this paper, we presented a new approach for Arabic 
diacritization using gated recurrent unit. We showed that GRU 
outperforms LSTM in training runtime and gives an error rate 
comparable to LSTM. In future work, we intend to evaluate 
our approach over different datasets and integer the 
diacritization tool into a text-to-speech synthesizer for Arabic. 
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Abstract—Human-robot interaction (HRI) is a field of study 

that defines the relationship between humans and robot. In 

robot-assisted mental healthcare, there is still a lack in the 

methodology especially in evaluating the outcome. In this study, 

PARO; a robot in the shape of a cute baby seal is introduced as 

an adjunct therapy tool for six rehabilitation patients with post-

stroke depression. Currently, the therapy outcome is measured 

using psychological tools. When a robot is introduced, a new 

measurement tool is needed to analyse the patients’ response. 

Thus, this study constructs a tool using OpenCV-Python to detect 

the number of smiles when each patient interact with PARO. 

Smile is an indicator of positive emotion and that PARO helps to 

uplift patient’s mood. The results were then compared with 

psychological evaluations. Both tools show congruent results. The 

number of smiles increased when patients were holding PARO 

and PARO helped all patients to manage their psychological 

distress. This indicates that smile detection is an effective 

supporting tool to indicate respond in human-robot interaction. 

Keywords—Human-robot interaction; OpenCV; PARO  

I. INTRODUCTION 

Application of robots in healthcare setting are on the rise. 
These include robots used in surgery, to carry medicines, 
exoskeletons and robots for mental rehabilitation. Human-robot 
interaction (HRI) is a field that looks into the technicalities and 
relationship between humans and robots. HRI covers how 
humans interact with robots, and how the robotic systems are 
implemented in accomplishing tasks in human environments. 
HRI aims for effective and safe interaction for both entities. As 
HRI studies cover humanities, engineering, computer science, 
medical and social science; this makes HRI inherently a multi-
disciplinary field of research. 

To date, robots have been used in therapy to treat patients 
with mental disabilities such as autism, Alzheimer and 
dementia [1-3]. With robotics involvement, it is expected that 
the condition of people who suffer from mental disabilities can 
be improved [3]. Psychotherapy alone may yield positive 
results, but combination treatments have the best outcome. 
This is why robotic therapy is suitable as is can be integrated as 
a tool in the current therapy program  

To evaluate the outcome human-robot interaction, a few 
methods are usually used including surveys, interviews and bio 
sensing tools. For robotic intervention involving patients with 
depression, a specific tool is needed to assess the respond 
through the recorded videos when patients interact with the 
robot. This is to complement the current psychological tools 
used by therapists to assess patient conditions. Interaction can 
be recorded and the videos can be analysed during post-
processing stage. This method does not involve asking 
questions to patients or putting devices on the patient‟s body.  

 
Fig. 1. PARO the Seal Robot. 

This project is funded under the Fundamental Research Grants Scheme 
(FRGS) [FRGS/1/2016/SKK06/FKP-AMC/ F00321]. 
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Machine learning is a method that allows systems to learn 
and improve from data and make decisions. In this study, a 
smile detection tool using OpenCV-Python was developed to 
detect the number of smiles when each patient interacts with 
robot. Through machine learning, the number of smiles are 
detected and serves as an indicator to recognize human's mood 
while interacting with the robot. This is based on the 
understanding that the generation of a real smile is produced 
when a person is feeling positive. Smiles are detected to 
indicate the mood of a person when they interact with the 
robot. More smiles means the person‟s mood is improving.  

In this HRI study, an animal-robot PARO (Fig. 1) was used 
during therapy for patients with post-stroke depression at a 
multi-disciplinary rehabilitation centre. Most of previous 
researches have focused the use of PARO robot to treat 
patients with dementia [4]. There was also a study that 
investigated which function of PARO that can be associated to 
reduce psychophysiological stress [5]. PARO was chosen 
because of its cute and appealing look. It is commercially 
available, its weight is suitable to patients to hold and hug it 
and it is the only robot classified as a class 2 medical device by 
the U.S. Food and Drug Administration (FDA).  

The aim of this study is to construct a tool to detect the 
number of smiles from recorded videos of interaction involving 
patients with depression and animal-robot PARO. The results 
of the number of smiles were compared to psychological 
assessments by a psychologist to evaluate its suitability in the 
current HRI study. 

II. METHODOLOGY 

The research methodology is shown in Fig. 2. The process 
starts with developing the research protocol that involves 
human and robot interaction. The model was based on 
literature review, subjective evaluation with public respondents 
in Malaysia and advice from experts in rehabilitation 
psychology and HRI. Approval from research ethic committee 
in Universiti Teknikal Malaysia Melaka (UTeM) was filed 
based on the experimental model. Permission was granted on 
19th October 2016. The approval is important because this 
experiment involved humans as subjects and their rights, as 
well as the rights of the researchers need to be protected. 

The research continued with OpenCV-Python program 
development for smile detection. This program was developed 
as a HRI evaluation tool to analyse the outcome of the 
experiment. Next step was the full-scale HRI study with six 
patients in the age between 35 to 52 years old. Two were 
males. All patients were diagnosed with post-stroke depression. 
The inclusion criteria were: diagnosed with depression after 
stroke, currently an in-patient at the SOCSO Tun Razak 
Rehabilitation Centre (TRRC) Melaka, able to converse in 
Malay language or English, able to stroke an animal and can 
hear clearly. They were currently undergoing rehabilitation  
therapy program at TRRC. Patients with depression at centres 
like TRRC undergo rehabilitation treatment before they are 
declared stable.  

The set-up of the session involving patient, PARO and 
psychologist is shown in Fig. 3. The experiments were 
conducted in three separate sessions. First, the therapy room in 

TRRC were set-up with HD video camera, voice recorder and 
projector. Next, the patient was invited to enter the room. Then, 
the patient was given brief introduction about the experiment, 
his/her consent was taken, and a short video of PARO was 
shown. 

 
Fig. 2. Flowchart of the research methods involved in this study. 

 
Fig. 3. Experimental layout. 

 
Fig. 4. Evaluation tools used in the study. 
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The following step was the psychological pre-evaluation on 
the patients by a rehabilitation psychologist from TRRC using 
the Hamilton Depression Rating Scale (HAM-D) and Hamilton 
Anxiety Rating Scale (HAM-A). HAM-D is a validated 
screening instrument for post-stroke depression [6] to provide 
indication of depression, guilt, suicide, insomnia (sleep 
problem) and as guide to evaluate recovery. HAM-A measures 
the severity of anxiety symptoms and is widely used in both 
clinical and research settings. The reason is to identify the 
patients‟ condition before robotic intervention and identify the 
changes in patients in respond to the robot.  

Then, the 15 minutes session took place to obtain therapy 
recording without PARO. During this period, the psychologist 
began to introduce general topics to talk with the patient such 
as their favourite food, their activities during weekends and 
their family members. Indirectly, the psychologist was using 
cognitive behaviour techniques and goal directed behaviour 
during the therapy. After 15 minutes, interaction with PARO 
began. PARO was brought into the room by the experimenter 
and was put in front of the patient. With PARO in the room, 
the consultation therapy continued with PARO as a companion 
to the patient. The psychologist continued to have 
conversations with the patient. The 15 minutes therapy without 
PARO and 15 minutes with PARO cycle was repeated for all 
three sessions. At the end of each session, the patient was 
informed that PARO will be taken away. Total duration of 
recorded experiment was limited to 30 minutes because post-
stroke patients cannot withstand long therapy sessions. They 
also get tired easily.  

The interaction took place at a therapy room in TRRC for 3 
sessions during one month. Each session lasted for 30 minutes 
and it included therapy time with PARO and without PARO. 
For the second and third session, the psychologist also carried 
out the HAM-D and HAM-A evaluations. The same protocol 
was applied for all the six patients recruited for the study. 

A. Evaluation Tools: HRI and Psychological 

To evaluate the outcome of experiment, the tools are used 
that are separated into two categories: human-robot interaction 
(HRI) and psychological evaluation as shown in Fig. 4. HRI 
evaluation consists of the smile recognition tool developed 
using OpenCV-Python. A smile is a positive emotion. To 
identify the changes in depression patients, smile has been 
chosen as an indication of the patient‟s positive mood. To 
identify the smile occurrences, the OpenCV-Python program 
analysed the recorded video from the patient-robot interaction 
session. 

 

Fig. 5. Smile detection development program flow. 

For the psychological tools, HAM-D and HAM-A were 
chosen because of their reliability and recommendations from 
the psychologist. HAM-D and HAM-A were used together 
because the observations on patients with depression always 
correlate with assessments of depression and anxiety. 

B. Smile Detection Programming using OpenCV-Python 

The development phase of the OpenCV-Python is shown in 
Fig. 5. The objective of the program is to identify and count the 
smile on patients during the experiment. First, a collective data 
on human smiles must be included for smile identification. 
This action followed by the second step which is identifying 
appropriate dataset processing library. OpenCV is an open 
source computer vision library for commercial and research 
use. OpenCV is one of the most widely used libraries in image 
processing. The OpenCV was chosen for its extensive library, 
it is simple to use and has extensive user network.           

Once the dataset library had been identified, the 
development continued with detection and learning. For smile 
detection algorithm, Adaptive Boosting (AdaBoost) was used. 
Using AdaBoost improves the accuracy of the learning 
algorithm where the output of multiple “weak classifiers” are 
combined into a weighted sum that represents the final output 
of the boosted classifier.  

Smile detection was targeted at the mouth region. In the 
smile detection mechanism, the videos were processed frame 
by frame and converted into a grey scale. Smile detection 
determines „where‟ in a face image the „smile‟ is located, and 
this is done by scanning the different face image scales and 
extracting the exact patterns to detect a smile. The classifier 
uses a single feature to define images as smiles or non-smiles 
which are stored in cascade data of the numbers of „smiles‟. 
The program is trained using the pre-determined dataset in 
OpenCV for program environment adaptation. The program 
analysed the recorded videos from the experiment. 

To prepare a dataset, raw images of smiling faces were 
needed. Previously, Chang et al. used ten individual subjects 
and captured four images from each of them [7]. This resulted 
with 40 sample images for the database. 

 
Fig. 6. Sample dataset of 300 smiling faces of Malaysians. 

SMILE DETECTION PROGRAMMING 

Process dataset  

Train & validate  

Final program  
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However, in this study, the developed program in OpenCV-
Python is able to capture ten images within 100 milliseconds. 
These images were acquired by running a video through an 
OpenCV-Python program to capture still images. Using video 
recordings of thirty different individuals, 10 smiling images 
were extracted from each individual. This makes a total of 300 
smiling faces (Fig.6) for the database. The steps to run this 
program are divided into three main program sections which 
are: detector, dataset creator and trainer. For performance 
validation, the dataset was divided into training and validation. 
The verification of this data used the 5-fold cross validation 
[8]. Then, the output images were stored using unique 
identification codes. The images are labelled with target vector 
„1‟ for smiling and „0‟ for not smiling. Images that are labelled 
with not smiling are used as negative image dataset. 

The HRI smile detection tool was made with OpenCV-
Python program to introduce a new dataset with acceptable 
accuracy for smile identification. With the new dataset, the 
accuracy of the HRI smile detection program was improved. 
The new dataset also introduced sample images from 
Malaysians.   

III. RESULTS AND DISCUSSION 

In this study, the HRI smile detection program was used to 
analyse the video recordings. The performance of the program 
was tested before it was applied in the experiment study.  

A. Performance of the Smile Detection Program  

To evaluate the effectiveness of this program, an accuracy 
test was carried out. The test used three types of dataset for 
tracking. Each dataset consists of pictures of human faces. 
„Smile‟ pictures were labelled with „1‟. The „not smile‟ 
pictures were label with „0‟.  

To test for accuracy, dataset of images was fed into the 
smile detection program. The first test used the dataset of 300 
images from 10 Malaysian subjects. To test for accuracy, this 
dataset used 5-fold cross-validation. The technique performs 
learning and training at the same time.  

The second dataset used to test for accuracy was GENKI. 
The GENKI database, developed by MPLab  is an expanding 
database of image containing faces spanning from a wide range 
of illumination conditions, geographical locations, personal 
identity, and ethnicity [9]. The database contains 25,064 
images. The third dataset was the Japanese female facial 
expression (JAFEE) [10]. The database contains 213 images 
from 60 Japanese subjects. The results on program accuracy 
are shown in Table 1. 

Dataset of the 300 smiling faces of Malaysians scored the 
highest 90% accuracy. This high score is expected because the 
same dataset was used to teach/train the program. The results 
with JAFEE and GENKI dataset are at 76% and 70%. These 
scores were acceptable to run smile detection on the videos for 
the main experiment. In image processing, the acceptable 
image detection accuracy should be more than 70% [11]. 
Therefore, this smile detection program developed in this study 
has acceptable accuracy with more than 70% score in the 
testing result. 

TABLE I.  ACCURACY RESULTS FOR DATASET TESTING 

No. Dataset Accuracy 

1 

300 smiling faces of 

Malaysians (5-fold cross-

validation) 

90% 

2 JAFEE 76% 

3 GENKI 70% 

B. Results of Smile Detection for Experiment with PARO 

The smile detection program was used to analyse the 
recorded videos from three sessions for each of the six patients. 
Fig. 7 shows the results of the smile detection program. For 
each session, the time is separated into 15 minutes spent 
without the robot and 15 minutes with the robot. 

Patient 1, Patient 3 and Patient 4 have shown a continuous 
increase of the number in smiles starting from the first session 
until the third session with PARO. Their smile increases with 
each session in sequel. For Patient 2, Patient 5 and Patient 6 
there was also an increase in the number of smiles from the 
first to the second session. However, the number of smile drops 
after the second session. When comparing the number of 
smiles during sub-sessions spent with the robot and without the 
robot, it is seen that all patients, except for Patient 1, show an 
increase in the second sub-session with PARO.  

Looking at the results of smile detection for the sessions 
without PARO, it can be seen that the number of smiles also 
increase except for Patient 5 and Patient 6. For the other 4 
patients, they were feeling happier because they are responding 
well to their rehabilitation program at TRRC. Nevertheless, the 
presence of PARO managed to increase their happiness and 
positive mood as the session with PARO resulted with more 
smiles than the session without PARO. This is a positive 
outcome. The results indicate that the animal robot PARO gave 
a positive impact on them emotionally. 

On the other hand, Patient 1 in the second session recorded 
a higher number of smiles in the period without PARO than 
with PARO. This interesting finding indicate that though 
PARO is cute and likeable, there is also a small number of 
people that do not like the robot or find it attractive. 
Specifically, for patients undergoing rehabilitation therapy, 
introducing PARO as a tool during therapy may also relate to 
the patient‟s acceptance of a robot considering that this is the 
first study of its kind in Malaysia 

C. Results of Psychological Tools 

Evaluation using the HAM-D and HAM-A were carried out 
by the psychologist and the results are tabulated in Table II. 
When using the HAM-D instrument, the score of 0 to 7 is 
within normal limit, score of 8 to 13 indicates „mild severity‟ 
and score between 14 to 17 falls under „moderate severity‟.  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

369 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 7. Results for HRI smile detection program. 

Before the experiment, Patient 1 was diagnosed with „mild 
severity‟ depression level. After second session, Patient 1‟s 
depression level rise but still in the same level. After the third 
session, Patient 1 level of depression went down to level 
„within normal limit‟. This was better compared to the first 
evaluation.  

Patient 2 and Patient 5 were diagnosed with „mild severity‟ 
depression before the experiment started. Their condition 
showed improvement after second and third session with 
PARO. Their depression level had improved to „within normal 
limit‟. 

For Patient 3 and Patient 6, their depression level started 
with „mild severity‟ and continued with the same level in the 
second session. After the third session, Patient 3‟s depression 
level improved to „within normal limit‟. On the other hand, 
depression level for Patient 6 also decreased into „mild 
severity‟ level. Patient 4 depression level showed no changes, 
comparing before the experiment started and after the third 
experiment session, which was in the „mild severity‟ level.  
Overall, depression level of all six patients had decreased and 
their mental health were getting better. 

TABLE II.  SCREENING RESULTS OF PSYCHOLOGICAL TOOLS 

Screening HAM-D HAM-A 

Session 
Pre-

experiment 
2nd 3rd 

Pre-

experiment 
2nd 3rd 

Patient 1 9 13 7 11 14 15 

Patient 2 8 5 5 20 21 18 

Patient 3 12 9 6 23 18 17 

Patient 4  13 13 11 15 11 11 

Patient 5 8 6 3 10 8.8 6 

Patient 6 15 14 10 18 18 15 

With HAM-A, the score of 0 to 15 is within normal limit, 
score 16 to 20 is „mild severity‟ and the score of 20 to 25 falls 
under „moderate severity‟. Before the experiment, all patients 
was screen with HAM-A for assessment on their anxiety level. 
Patient 1, Patient 4 and Patient 5 level of anxiety were „within 
normal limit‟ since before the experiment and until the third 
session. Even though the Patient 1 showed an increased score 
anxiety, but the scores were still within the normal level. 

On the other hand, Patient 4 and Patient 5 scores had 
decreased. For Patient 2, her level of anxiety was screened with 
„moderate severity‟ before the experiment and after the second 
session. In the third session, her anxiety level reduced to „mild 
severity‟ level. Patient 3 was also screened with „moderate 
severity‟ before the experiment. But the anxiety level dropped 
to „mild severity‟ level after second and third session. This is in 
contrast to Patient 6 who was screened with „mild severity‟ 
before the experiment and after the second session. After the 
third session, the level of anxiety fell to level „within normal 
limit‟. Overall, all the patients‟ score of anxiety had decreased, 
except for Patient 1. This result shows that most patients are 
recovering from their anxiety condition. 

D. Relation of HRI Tool with Psychological Tools 

To find out whether the results from smile recognition 
program is congruent with psychological tools assessment, 
both data were analysed using SPSS software with analysis of 
variance (ANOVA). The purpose of using ANOVA analysis is 
to find out the statistical models from the tool‟s results and 
associate their data for estimation through mean square, F-test 
(F), degree of freedom (df) and significant (Sig.).  

Table III shows the results output from ANOVA. Mean 
square value was used as denominator for F ratio. The F 
statistic is defined as the ratio between the two independents. 
In this study, the independent is between HRI smile 
recognition tools with HAM-D and HAM-A. The test statistic 
for F value resulted with 9.264, 12.157 and 12.157. Using an α 
value of 0.05, we have Sig. = 0.001, 0.000 and 0.000.  The df 
value of 5 and 12 were applied with these levels.  
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Since the test statistic is much smaller than the critical 
value, the null hypothesis is accepted (>= 0.5) of equal 
population means. This concluded that there is a (statistically) 
significant among the population means. So, this statistic test 
proves that the results from HRI smile recognition tool were 
significant at the predefined df levels with the HAM-D and 
HAM-A tools.  

All patients who took part in this study were ordinary 
(typical) individuals, which means that they were not 
diagnosed with psychiatric illness. They were admitted to the 
rehabilitation facility due to their post-stroke condition. 
Therefore, it is relevant to use a smile detection program with 
the trained database from ordinary people too. The smiles 
produced by these patients show congruency with the results 
from psychological assessment tools. Results were different (in 
terms of scores) between each patient because, as suggested by 
the rehabilitation psychologist all patients react differently 
when they interact with animal robot PARO. 

Each patient has their traits. However, in the results with 
six patients, there are significant between depression and 
smiles. More smiles mean their mood were improving. PARO 
give the patients more smiles during the interaction. It is 
through interacting (i.e., touch, hug, stroke, pet and kiss) and 
communicating with PARO. This behaviour improves the 
moods of the patients and as a results, they smiled more. When 
mood improves, depression is reduced.  

Anxiety as a mental condition always have comorbidity 
results with an individual‟s depression level. Based on the 
statistical results level of anxiety have relationship with smiles. 
In this study, the patients‟ anxiety level reduced when their 
number of smile increased. With the presence of PARO during 
the interaction, it is suggested that the patients were recovering 
and their positive emotion increased. The patients‟ mood also 
improves after each interaction. 

Overall, results from HRI smile recognition tool was 
similar with psychological tools results. Thus, smile 
recognition can be used along with psychological tools to 
evaluate the interaction of patients with animal-robot PARO. 

TABLE III.  ANOVA TEST ON HAM-D AND HAM-A 

Tools df Mean Square F Sig. 

HRI (Smile 

Recognition) 

5 577.967 9.264 0.001 

12 62.389   

HAM-D 

5 59.869 12.157 0.000 

12 4.924   

HAM-A 

5 59.869 12.157 0.000 

12 4.924   

IV. CONCLUSION 

The study aim was achieved by the development of a smile 
recognition tool using OpenCV-Python for use in recorded 
videos of HRI experiment. The tool was created using a new 
embedded dataset consisting of 300 smiling faces. By using 5-
fold cross validation technique to train and validate, the image 
recognition accuracy obtained was 90%. 

Conclusively, the smile recognition tool successfully 
recognised smile occurrences in the HRI experiment involving 
patients with post-stroke depression and animal-robot PARO. 
The results are compared with the psychological tools. 
Statistically, the smile detection tool has significant results 
with the psychological tools. This suggests that the results 
produced by HRI smile detection tools can be used to evaluate 
response during the human-robot interaction.   
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Abstract—This research paper focuses on various gaps 

associated with the Learning Management System (LMS) and 

their remedies. LMS is a software application platform upon 

which multiple tasks related to online tutoring are created. For 

organizations, it’s crucial that the risks associated with any 

automated process are kept as low as possible. This should also 

pertain to selecting the LMS platform for educating new 

professionals to the organization. To execute this, organizations, 

should carry out due research before incorporating any system 

as their primary LMS. Even though, they provide a lot of 

benefits for organizations integrating such platforms. Choosing 

faulty LMS for training recruits can lead to a variety of issues 

later on. Thus, it becomes essential to select the best LMS 

platform available in the market, and the one suits the 

organization’s needs. The work proposed in this paper is listing 

together a number of problems that exists in any given LMS 

framework and trying to alter them according to the needs of the 

organization so that they provide a feasible solution and deliver a 

better guidance to the recruits. 

Keywords—Learning Management System (LMS); 

shortcomings of LMS; functional gaps in LMS; LMS design issues; 

remedies for gaps in design of LMS 

I. INTRODUCTION 

Learning has always been an essential pursuit for 
humankind since ancient times. With the advent of the 
internet, the quantity and quality of information available to a 
person now have increased exponentially. For the traditional 
learning method, the Internet has allowed to be side-lined 
gradually and is replaced by electronic learning methods [1]. 
These all electronic-learning methods are collectively called e-
learning. It is the broad term used to define any formal 
teaching done with the help of electronic devices. Internet and 
computers form essential components of the e-learning 
method, but is not limited to these. E-learning includes 
everything from early implementations such as pre-recorded 
CD & DVD, to the latest innovation such as live, interactive 
classes, where the teacher and students can interact even when 
they are on the other side of the planet. E-learning offers a 
variety of advantages over the conventional teaching methods 
such as cost-saving measures and ability to learn around the 
clock. With the advancement of mobile technology, the new 
concept of m-learning has also developed, that is e-learning 
done through mobile devices [2]. It is estimated that the 
percentage of using e-learning methods is steadily rising in the 
last few years. According to statistics, nearly 99% of higher 
education institutions currently adopt and run LMS platforms 

[3]. According to an Educause Centre for Analysis and 
Research (ECAR) survey, 86% of teachers use LMS and out 
of which 56% use it on a daily basis [4]. 83% of students use 
LMS in at least one course with 56% using it in most or all 
courses [5]. This demonstrates that teachers and students value 
the LMS as an enhancement to their educational experience. 

In this paper, we focus on the difficulties that are 
encountered by the organizations that rely on LMS platforms 
for their day-to-day usage. These organizations can be 
educational or corporate. A number of strategies are also 
provided for correcting these difficulties. These are the 
problems that can have undesired results for the organizations 
and can often result in the delay of the training or educational 
process. 

This paper helps in contribution towards the ever-present 
problems that many organizations face, i.e. the training of 
recruits. For this purpose, implementing an LMS framework is 
convenient and practical. Thus, it becomes crucial that the 
LMS selected can fulfill all the necessary requirements that an 
organization can have and manage them well. Some of the 
common functionalities of modern LMS are shown in the fig. 
1. 

 
Fig. 1. Functionalities Common to All Modern Lms. 
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II. LMS AND ITS MODELS 

Learning Management System (LMS) is an online 
platform that allows a user to carry out many tasks related to 
e-learning. LMS can be understood as the mechanism that 
powers e-learning. The functions of an LMS can range from 
essential services such as providing educational content to 
tracking a user’s progress throughout the course’s timeframe 
and conducting a regular assessment. LMS can also perform 
other processes such as chat boxes for users, periodic tests and 
other necessary tasks related to teaching. All organizations 
that have to educate recruits, either students or professional, 
can benefit from LMS. But deciding the correct LMS to 
incorporate is the major hurdle organizations have to go 
through. A variety of options are available that differ from 
each other in functionality and expenses incurred[6]. Two 
different models of LMS are explained below. 

A. Massive Open Online Courses (MOOC) 

MOOCs are sites that furnish an online course with a many 
choices. These choices are free and open, provide generally 
shared educational modules, and convey open-ended results. 
MOOCs coordinate social networking, data that are available 
online open on the web, and are advanced by top professionals 
in the field of study[7]. Most strikingly, MOOCs expand on 
the engagement of researchers who self-compose their support 
as per learning objectives, earlier information and abilities, 
and comparative interests. 

B. Software based LMS 

The same concept of MOOC when performed through the 
use of software is said LMS software. There are two types of 
LMS software that is widely available, each with its 
advantages and disadvantages. 

1) Open Source LMS: These are software that is free-to-

use for everyone and organizations can modify upon the 

existing platform provided by the developer community. The 

most popular example of this category is Moodle [8]. They 

offer free of cost LMS solution but come with many hidden 

costs such as hosting fees, extra storage space, and more tech 

support [9]. 

2) Proprietary LMS: Proprietary LMS platform is those 

that are developed by for-profit organizations. Blackboard is 

an example of the patented LMS with the maximum market 

share [10]. These are comparatively more secure and reliable 

than open-source LMS. They also enable the creation of 

training courses. But the higher cost associated with might 

keep smaller companies at bay. 

III. ANALYSIS OF VARIOUS COMPETITORS OF LMS 

PLATFORM 

The LMS platform market has many competitors that have 
cemented their place amongst the consumers. Some of the top 
systems consist of both open-source and proprietary platforms. 
A quick analysis of the market share provides us with some 
important information. 

A. Market Share in American Higher Education Institutions 

The market share of all the top LMS competitors which are 
utilized in institutes with more than 2000 students is analyzed 
below. The two systems that are at the top, that is, Blackboard 
& Canvas are both proprietary LMS. The market share of 
Moodle has remained stable over the last few years but has 
fallen in terms of total usage. When comparing with institutes 
with less than 2000 students, the trends remain the same and 
Blackboard is again the majority holder, as shown in the fig. 2. 

 
Fig. 2. Market Share in US [11]. 

B. Global Scenario of LMS 

When observed in the global standings, we get 
approximately the results with Moodle jumping to second 
position. Canvas is nearly non-existent in other top markets 
for LMS, such as UK & Canada as shown in fig. 3. 

 
Fig. 3. Holdings in 4 Biggest Markets of LMS. 

IV. SHORTCOMINGS OF LMS 

Most organizations have to adhere to the standards 
approved by the regulatory bodies of EU and USA. As LMS is 
the integral part of the development and learning process,  
they have to keep the vigilance on the LMS they operate on. 
Due to the several risks that are associated with using an LMS 
with any flaw, it is imperative for the organizations to select 
the best product that fulfils all their requirements. 
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The various potential gaps of the Learning Management 
System are addressed below: 

A. Lack of Version Control 

The first gap of LMS is the lack of version control for the 
training content, which can result in two major issues. The 
first and foremost is the increased rate of human error.  
Because of the higher human error rate, the collected content 
can be deemed unreliable. This can increase the risk of wrong 
information being transverse. The other one is an absence of 
automation for version training and reviewing. This can lead 
to considerable in-efficiencies for the administrative 
department. There are many Corrective Action/Preventive 
Action (CAPA) directives which will be breached due to this 
gap. 

B. The Absence of Computerized Electronic Markings or e-

Signatures 

The absence of computerized electronic markings or e-
signatures builds a level of deficient in preparing results and 
record maintenance, which leads to inconsistencies in the 
documentation process. E-signatures require extra managerial 
action as they don't automatically add to every one of the 
courses associated with the training program and as a result, 
can confuse the students. 

C. Deficiency of Audit Trail 

The third shortcoming is the deficiency of audit trail data 
on curriculum profiles and learner’s training items. Finite data 
on what was changed and who rolled out the improvement, 
failure to hold the information for the required time and day, 
and the absence of date and time-stamp capacity. This hinders 
the preparation program control and observing, and lessens the 
impact of the ability to build up an extensive, end-to-end 
errand review trail. The downside of an LMS to record both 
old and new execution of benchmarks makes the framework 
inconsistent for Code of Federal Regulations (CFR). The need 
to physically screen which is contributing the framework 
changes, the date and time the progressions were made, and 
who rolled out the improvements, can likewise cause the LMS 
not agreeable to CFR mandates. 

D. Managerial and Administration Consent 

Another gap of LMS is that all managerial and 
administration consent should be performed physically, 
outside the LMS if the preparation design endorsement 
processibility is inadequate. Administration unequipped for 
surveying singular preparing plans against worker sets of 
expectations with a specific end goal to guarantee precision 
when enlisted and refreshed when there is an adjustment in 
part. With expanding occurrence of difficult work 
fundamental to make up for the absence of electronic forms, 
the margin for the human mistake would likewise increment. 
Therefore, extra work-force must be sent to carry out a manual 
audit of the preparation program. 

E. Insufficient “Audit-Ready” Reports 

Insufficient “audit-ready” reports for managers and 
administrators indicate the real-time qualification’s status of 
learners. Administrators and managers must get immediate 
notification and access to the qualification and the compliance 

level of their employees. These records also need to be 
presentable during an audit. They must have all necessary data 
so that it seems it is represented from a trustworthy and 
accurate source. 

F. No Automated Role-Based Training Management Features 

As the highlights of LMS and coordinating usefulness that 
represents the part based preparing process are inadequate, the 
staff engaged with the quality framework can't be assembled 
into automated parts relying on their activity capacities. 
Development, evaluation, approval, and assignment of 
individual training plans have to be done manually when there 
are no automated role-based training management features. 
This raises the issue of human mistakes and can give the 
supervisors the impression that the education plans are 
assigned inconsistently. It can indicate that the employees are 
not adequately trained before performing the activity. 

G. Incapable of Tracking the Training Equivalencies 

Administrators and managers can't unmistakably assess, 
set down, allot and report comparable preparing performed in 
a few preparing modalities/strategies. 

The current LMS’s are unequipped for following the 
preparation equivalencies between different learning 
exercises. The functionality accessible to address those 
equivalencies is constrained, and just a similar preparing 
technique/sort can be made identical. For example, English 
and German adaptations of related material can be made 
similar, yet slightly different types of learning sources are past 
this parameter. Along these lines, a read and sign preparing on 
a SOP or an educator drove preparing on a SOP isn't created 
as, or seen as a comparable in the LMS. 

V. ADDRESSING THE GAPS 

The gaps mentioned above of the LMS platform can be 
corrected by carrying out the following processes. 

A. Acquiring Adaptation Control Capacities 

Acquiring adaptation control capacities can dispose of 
manual compromises for a developing volume of different 
material forms. It ensures the organization against the issuance 
of warning letters, and other review remediation orders. It 
improves the working efficiency of both the system and 
quality organization. 

B. Electronic Marking and Records Consistent Or E-

Signature Production 

Electronic marking and records consistent with stringent 
necessities of FDA, CFR and EU Annex will permit that the e-
signature must be produced toward the fruition of preparation. 
It must keep up security and review trails to guarantee it is an 
immaculate record. It must produce the approval of 
frameworks to guarantee unwavering quality, exactness, the 
capacity to observe adjusted or invalid records, and 
predictable, planned execution. It must generate the time of 
completion and exact duplicates of documents in both 
electronic and comprehensible frame appropriate for 
assessment, examination, and replicating by the administrative 
office. 
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C. Date and Time-Stamped Review Trails 

The time and date of operator activities and operations that 
create, change, or delete electronic records can be freely 
recorded by secure, computer produced, date and time-
stamped review trails.. 

D. Intermittent, Computerized Surveys of Preparing Plan 

Usefulness 

Limit and minimize the reliance on manual and 
administrative actions. It can be adjusted to coordinate the 
interior preparing record maintenance disciplines that will 
boost responsibility, oversight, and control of preparing plan 
surveys. 

E. Automated Reports Preparations 

Automated reports preparations and notices progressively 
that can detail the capability and consistency status of 
students. It informs both framework heads and directors using 
email when a worker's task is past due. It offers current access 
to preparing records continuously. It produces "review 
prepared" reports in pdf format and arranges them according 
to date/time stamps, report criteria, page numbers, and so 
forth. 

F. Full Automation of the Critical Preparing Plans 

Full automation of the critical preparing plans from 
representative on-boarding to progressing capability for those 
staff engaged with GxP activities. It guarantees making of 
steady preparing records for similar courses, and reliable 
reporting and tracking. It empowers the staff to satisfy the 
preparation objective necessary to get to access system or 
conduct operations and guarantees the opportune individuals 
are prepared at the ideal time on the correct material. 

G. Following of Training Equivalency between Different 

Learning Sources 

Limits the human mistake caused by physically taking care 
of representative preparing fruitions and oversight of records. 
A top-tier report for each kind of preparing can be united by 
system managers, making it less demanding to run reports and 
react to internal info demands. 

VI. DISCUSSION 

Observing the above-mentioned risks, it is imperative that 
the LMS selected for the usage in organizations are the best 
product possible and a product that meets all the requirements. 
Many of the top products available in the market have gained 
market penetration which hinders the decision making of the 
organizations. To avoid that, organizations should survey all 
the available options. Many new products are streamlined for 
particular tasks which are better suited for the organization. 
Any error on the part of LMS can have significant effects on 
the working of these organizations. To avoid these mistakes, it 
is essential that the organizations take in mind all the different 
options available for the LMS selection and choose the best 
option possible. 

VII. CONCLUSION 

Learning management system is playing a vital role in the 
learning and development process of any organization. If 
applied accurately, the rectifications offered by this research 
paper will help the organizations to respond to evolving 
requirements that comes with training new professionals. It is 
of utmost importance that the recruits are trained as best as 
possible. The LMS platform created after correcting all the 
variety of issues mentioned above can help an organization to 
provide a well-organized experience. 

The future application of the proposed drawbacks and their 
improvement can help the organizations to make an informed 
decision about the various drawbacks present in LMS 
platforms and have to be avoided. There are a number of 
opportunities available for future development that can be 
pursued by making this particular study as the basis for 
advance research. 
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Abstract—In Malaysia, a new regulation of traffic offences 

demerit points has been over a debate. Therefore, a blockchain 

model is formulated to solve this issue. It serves a purpose to be a 

Proof of Work (PoW) of a blockchain system. This model 

contains application layer and blockchain layer with smart 

contract inside. The smart contracts act as a conditional filter 

which follows the regulation rules. It contains three contracts 

starting from the declaration of each offence’s demerit points 

and fines until the penalties when a certain amount of demerit 

points is collected, including revocation of driver license. The 

contracts will be automatically executed when such conditions 

are fulfilled. A transaction schema is also designed to match the 

schema of a traffic offence system. This model is deployed in 

online environment with two servers synced to each other to 

prove the decentralized characteristic of blockchain. It is 

developed using NodeJS while preserving JSON format for 

transaction between server and client. A user interface is also 

provided as a simulation media where a traffic officer can input 

offences and send it to blockchain server while public users or 

the driver itself can check the status of the driver license 

recorded on the blockchain. Government officer can monitor the 

records through a dashboard analytics provided which contains 

graphs and charts based on the records. This interface is used as 

media to do evaluation which produces satisfying results. The 

evaluation shows that the smart contracts are executed properly 

as compared to real regulations. 

Keywords—Blockchain; proof of work; smart contract; demerit 

points; decentralized system; distributed ledger 

I. INTRODUCTION 

A revolution of peer-to-peer trust-free systems has been 
rising with blockchain technology on its core. This technology 
provides robust interactions among the peers which previously 
was maintained by third-party providers. It is able to replace 
the role of third-party providers by utilizing its smart contract 
which rules have been agreed by the involved parties. It opens 
up possibilities to be implemented in crucial party including 
government. Government policies which involve public as its 
object has been questioned with the existence of corruption by 
other parties. As new regulation is being implemented, it is 
better to see if blockchain technology can assist the regulation 
to be transparent and clear of any trust issues. 

A case in Malaysia where a new regulation has been over 
debate by public is considered as an opportunity to test the 
capability of blockchain technology over the existing system. 
The regulation stated that road traffic offenders will be 
punished after a certain amount of demerit points reached. 
According to The Sun, driving licenses will be revoked when 
road traffic offenders reached 100 Kejara demerit points [1]. 
The details of each offences are shown in Table 1. A 
blockchain Proof-of-Work (PoW) is developed based on this 
regulation. 

A blockchain or sometimes referred as trust-free 
technology [2] is a distributed ledger system with decentralized 
consensus mechanism. The ledger is cryptographically secured 
to avoid security issues on the records [3]. In technical 
perspective, it is also considered as a shared database to 
perform transactions among users without interference of an 
intermediary. The database contains transactional data stored in 
an encrypted infinite chain of blocks or ledgers. Each block 
contains the transaction along with timestamping algorithm to 
order it in time sequence [4]. The consensus mechanism 
requires a set of programmable rules dependent to the specific 
system to be developed. Nowadays, it is projected as the core 
of an alternative approach for trust-free systems. It has main 
characteristics such as distributed, immutable, trust-less, and 
decentralised. With its characteristics, it enables a verification 
of a record by public users without a need of intermediary 
institution [5]–[7]. These characteristics suit the main purpose 
of having an automated trust-less traffic offence system. 
Looking at its distributed characteristic, blockchain provides a 
wide variety of nodes or computers to be involved in a network 
in order to distribute the computing power. For example, 
Amazon AWS and Ethereum are two contrasting model. AWS 
is a private set of computing power bought and maintained by 
Amazon so only Amazon can contribute on the computers. 
Meanwhile, a blockchain organisation called Ethereum 
provides freedom by allowing anyone to install their software, 
so they can contribute to their network. Distribution helps to 
reduce risk of tampering, fraud and cybercrime [8]. Systems 
are more difficult to attack and taken down since more nodes 
are connected. Blockchain will provide transparency to the 
system since all parties involved have access to view the status 
of a driving license. 
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TABLE II.  KEJARA DEMERIT POINTS [1] 

No. Offence Points Fines 

01 Driving under the influence of alcohol or drugs / Intoxication. 15 points RM 300 

02 Driving dangerous / reckless. 15 points RM 300 

03 Illegal racing on the road / Street Racing. 15 points RM 300 

04 Inconsiderate driving. 15 points RM 300 

05 
Failure to provide breath, blood or urine sample when requested by a police 

officer, without a justifiable reason. 
15 points RM 300 

06 Failed to follow traffic light. 10 points RM 200 

07a Driving over the speed limit By 40 km/h 10 points RM 200 

07b Driving over the speed limit By 26 km/h – 40 km/h 8 points RM 150 

07c Driving over the speed limit By 1 km/h – 25 km/h 6 points RM 100 

08 
Fail to give priority to ambulance, firefighter, police, custom, or Road Transaction 

Department car (with siren) 
8 points RM 150 

09 Fail to stop at junction 8 points RM 150 

10 Offences related to overtaking and obstructing an overtaking vehicle. 8 points RM 150 

11 Offences committed at a pedestrian’s crossing. 8 points RM 150 

12 Offences related to driving left lane. 8 points RM 150 

13 Careless driving. 8 points RM 150 

14 Ignore traffic sign or regulation. 5 points RM 80 

15 Using exhausted tire. 5 points RM 80 

16 Operating a motor vehicle on a cordoned off roadway. 5 points RM 80 

17 Overtaking at a double line. 5 points RM 80 

18a 
Failure to keep the probationary license on one’s person while operating a motor 

vehicle. 
5 points RM 80 

18b Failure to display identification at an easily-accessible place, according to the 

diagram in the sixth table of the rules. 

10 points RM 200 

18c Failure to keep the alcohol level in one’s breath, blood and urine at 0.00. 5 points RM 80 

In trust-less characteristic, parties who involved in 
blockchain are able to perform digital transactions even if the 
parties do not trust each other. For example in the current 
system, central authorities like banks act as ledgers without the 
involvement of other parties with a purpose of avoiding the 
problem of duplication. They are not able to record or duplicate 
any transactions since central authorities have full control of it. 
Different with blockchain, it distributes the ledgers to may 
nodes and synchronise the ledgers using consensus method. It 
allows involving parties who don’t trust each other can trust 
that the transaction is happening and valuable. It won’t stop 
only to this kind of trust since the processes are shared among 
the parties and the records of transactions are immutable. It 
opens a massive range of potential digital transactions and 
possibilities that couldn’t have happened with the current 
management style of central authorities. In a traffic offence 
system, government, police departments, and citizen might not 
have full trust in each other. It might even reduce a decision 
affected by political reason. Therefore, having blockchain is 
important. 

Another important characteristic is its immutability. 
Removing or updating a transaction is impossible in 
blockchain because the transaction has been agreed upon and 
shared across the distributed network. Over time, when the 
transactions are increased, it becomes even harder to undo 
since the transactions are also shared across the network. 

Bitcoin as a public ledger provider allows everyone to explore 
the blockchain registered in Bitcoin and check the amount of 
Bitcoins in anyone’s account. It also allows tracking of any 
transactions happened, thus it can be used to track supply 
chains. In other scenarios such as in networking perspective, 
blockchain can be used to check which users accessed certain 
files on a network [9], [10]. In a traffic offence system, any 
police officer cannot undo the demerit points and fines being 
given to a driver thus it reduces the possibilities of having 
bribe. 

The last characteristic which makes blockchain technology 
different from other system is the decentralised network. As 
mentioned before, transactions are distributed across network 
which forms in a decentralised network. Decentralised network 
helps to reduce monopolies or issues with intermediary thus 
removes unnecessary costs for centralised investment. It allows 
increasing the competition in the market by increasing pressure 
on involved parties to become more efficient in doing any 
transactions. In addition, involving parties allowed to transact 
without requirement for trust disrupts the current management 
styles of central authorities who facilitate trusts such as banks 
and lawyers. Transactions directly between peers can reduce 
the step of involving middle-men which further increasing 
market efficiency. With this characteristic, a traffic offence 
system requires less interference of other parties which are not 
involved directly with the system or act as intermediary. 
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A blockchain needs another layer to make a use case works 
properly. With smart contract in this layer, a blockchain can 
have the rules based on regulation so that the transaction stored 
follows the regulation. Smart contracts are basically computer 
programs that can automatically execute the terms of a 
contract. When a pre-configured condition in a smart contract 
among involving parties is met then the parties involved in a 
contractual agreement can be automatically made transactions 
as per the contract in a transparent manner [11]. Smart contract 
makes the involvement of intermediary institution possible to 
be reduced. In 2015 Visa and DocuSign demonstrated smart 
contracts for leasing cars without the need to fill in forms. 
Smart contract in this PoW is applied based on the regulations 
where each offence has its own demerit points and fines, a 
driving license will get penalty after reaching 100 demerit 
points, and the penalties given are based on number of 
suspensions occurred. All of the contracts are automatically 
applied when police officer input an offence. It can detect the 
current state of a driving license and compare to the conditions 
of the contracts. 

II. BLOCKCHAIN APPLICATION REVIEW 

There is a number of blockchain system developed in the 
recent years. The first concept of blockchain system that was 
put in operation is the cryptocurrency [5]. Bitcoin is designed 
as an alternative way to perform independent transaction which 
traditionally involved governments, central authorities and 
banks. It is performed in form of electronic and peer-to-peer 
cash system. 

Bitcoin was introduced in 2008. Since then, blockchain has 
started to have a new role from a mechanism to verify 
cryptocurrency to a broader field of commercial and economic 
applications. It has disruptive impact that is not limited to a 
specific industry [12] but rather enables the creation of a 
distributed, tamper-free, and transparent record of almost 
anything [13]. These factors are caused by its potential in 
reducing intermediary. 

Another application related to Bitcoin is developed based 
on Bitcoin scripting language. It presented a reasonable 
protocol for transactional data where the commercial deal, the 
way data is delivered, and payment is performed, is essential. It 
is developed in such a way that if the buyer hasn’t received the 
data then the seller is not able to redeem the payment and the 
buyer cannot receive the data if payment hasn’t been made 
[14]. Another application which is inspired by Bitcoin is 
Cecoin. It follows the characteristics of Bitcoin such as 
immutable and public verifiable. Unlike Bitcoin, it utilised 
certificates to be treated as currencies and recorded on 
blockchain. The users can have access to a verification system. 
It verifies the validity of certificates based on smart contracts to 
ensure ownership consistency. It allows user to have multiple 
public-key certificates. Cecoin incorporates a modified 
algorithm based on Merkle Patricia tree which in later stage 
implemented as a distributed Certificate Library. It enables 
efficient retrieval and verification of certificates, and quick 
operations [15]. 

The application of blockchain is not always related to 
financial services but also Internet of Things (IoT). Hybrid-IoT 
is an application designed with a hybrid blockchain 

architecture for IoT. Then, the connection among the Proof of 
Work (PoW) sub-blockchains employs a BFT inter-connector 
framework, such as Polkadot or Cosmos. The PoW sub-
blockchains formation, guided by a set of guidelines based on a 
set of dimensions, metrics and bounds [16]. Different 
application in IoT implemented and experimented a 
combination of bigdata and IoT technology to preserve 
renewable energy. Projects which are related to renewable 
energy are always get attention due to current environmental 
issues such as global warming. It introduces and 
implementation of blockchain technology for energy prosumer 
service model. This allows various energy sources to be 
connected to various users and producers. It also improves 
energy efficiency by analysing energy pattern of users. A 
transaction model that can collect, utilize, and process data 
more efficiently by combining the above technologies has also 
been presented [17]. 

In other domain such as industrial field, an application of 
blockchain technology related to the 4th Industrial Revolution 
(Industry 4.0) is presented with an example where blockchain 
is employed to facilitate machine-to-machine (M2M) 
interactions and launch a M2M electricity market in the context 
of the chemical industry. It involves one electricity consumer 
and two electricity producers performing transaction with each 
other in a blockchain environment. The research found out that 
this technology has significant under-researched potential to 
support and enhance the efficiency gains of the revolution and 
identifies areas for future research [18]. 

 
Fig. 1. Traffic Offence Blockchain Model. 
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Based on the reviews, it can be concluded that most of the 
blockchain implementations are related to financial and IoT. 
Although blockchain application is starting to be implemented 
in various fields [19], it hasn’t reach governmental regulation 
field such as traffic offence system. 

III. TRAFFIC OFFENCE BLOCKCHAIN MODEL 

A model of traffic offence blockchain system is designed 
based on the requirements. As shown in Fig. 1, there are two 
main parts interact with each other by sending JSON objects 
namely Application layer and Blockchain Servers layer. 

A. Application Layer 

The first part is Application layer which acts as front-end 
interface to users such as police officer interface and public 
user interface. Both interfaces are connected to each other in 
which public users can retrieve the information or block that 
police officer has sent to blockchain servers. 

B. Blockchain Servers Layer 

For this PoW, two servers acting as nodes have been set up 
with Node 1 acts as the main server without removing the 
possibility to use Node 2 as the main server. Each node has the 
same layers inside with smart contract module as the first layer 
processing the transaction. It has been configured to match the 
regulations so that the transaction received is processed 
according to the configured conditions and allow the 
transaction proceeds to the blockchain layer. As its name 
suggests, it contains a chain of blocks which started with 
genesis block and followed by the transactions. A genesis 
block is a starting point of a blockchain which contains empty 
transaction and a pre-defined hash as agreed by involved 
parties. The hash will be used in the next block along with the 
transaction of the current block to create a hash of the current 
block. This hash will be used in the next block and the process 
repeated each time a transaction is received. In simple way, the 
hash of last block will link to the next block to make a chain. In 
each block contains transaction that has been processed by 
smart contract module. It contains its created time and a 
schema based on the input from police officer. 

 
Fig. 2. Transaction Schema in a Block. 

C. Transaction Schema 

A schema will be recorded in each block sent to a 
blockchain. The schema contains the details of a traffic 
offence. It will be based on inputs from traffic officer or any 
party who is involved in this system. The schema is designed 
based on requirement of a traffic offence system with added 
details to support smart contract implementation. An example 
of a block with the schema is shown in Fig. 2. 

Transaction schema of the block is designed to match the 
real regulation rules which later will be used as input for smart 
contract. The details of the schema are as follows: 

 Driver License Number: It shows the driver license 
number. It will act as identifier where the demerit points 
and other contract refer to. 

 Date of Offence: It shows the occurrence date of the 
offence. It is stored in MM/DD/YYYY format. 

 Offence Type: It contains selected offence type from 22 
types as listed in Table 1. 

 Demerit Points: It contains the sum of demerit points 
collected on each offence in a driving license. 

 Fines: It contains total fines based on demerit points 
collected.  

 Penalty: It shows the penalty given to the driver which 
refers to the third smart contract. 

 Driver License Status: It may contain Active, 
Suspended or Revoked. 

D. Smart Contract Model 

Based on Malaysia regulation stated under Sections 35, 
35A, 37 and 38, the 1987 Road Transportation Act and the 
Motor Vehicles (Demerit Points) Rules 1997, Demerit point is 
basically a way to reduce traffic offences and thus reduce road 
accidents. A smart contract model is developed based on the 
regulation. There are three contracts applied as Proof of Work 
such as: 

 First contract: each traffic offence has its demerit points 
referring to the regulation and fines will be applied 
based on the demerit points as follows as shown in 
Table 1.  

 Second contract: based on the accumulated demerit 
points, if a driver has exceeded 100 points, the driver 
license will be suspended and follows the penalty of the 
third contract. 

 Third contract: Once a driver’s demerit points racked up 
to 100 points or above, the first driving license 
suspension will be given. The first suspension is no 
longer than 6 months. If after the suspension, a driver 
makes another offence regardless of the demerit points, 
it will get a penalty of driving license suspension for no 
longer than 12 months. If another offence is made 
within 5 years after the second suspension, then the 
driving license will be revoked. 
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E. Decentralised Network Model 

Node 1 and Node 2 are connected in such a way that 
transactions between them are synchronised. It serves a 
purpose to enhance the security where attackers who attack one 
of the servers and somehow modified the block will be 
detected by consensus system that compares the blockchain 
with another server. If the blockchain hash is not identical to 
other servers then the modified block will be replaced by the 
original one. Furthermore, it will act as a backup module for 
the blockchain since the blockchain is not stored in a database. 
In case of one of the servers is down then the other server still 
keep the blockchain. Due to the blockchain is only stored in the 
memory, it will be erased when the server is down and when it 
is back online, the blockchain is empty and start from genesis 
block again. Therefore, decentralised module is needed since it 
will automatically synchronise the blockchain to the empty 
server. 

IV. DEVELOPMENT 

A blockchain application is developed based on the model 
explained before. The development is started by setting up two 
servers to fulfil blockchain concept of decentralisation. Each 
server acts as a node of blockchain decentralised network. 
Node 1 is Ubuntu 16.4 server located in US and Node 2 is 
CentOS 5.4 server located in Netherland. Both servers have 
been installed Node JS framework to run Javascript scripts on 
server side. The function of sending (POST) and retrieving 
data (GET) is handled by Express JS as Web API. 

The application has three main parts, such as block 
generator, schema, and blockchain generator. In schema part, 
each of schema detail is declared based on the input. The data 
type of each of the inputs is validated before sent to block 
generator to ensure no data type error. Block generator has a 
function to generate a block or ledger based on the schema. It 
generates a block which contains block number, timestamp, 
hash from last block, hash of current block, the schema itself, 
and a nonce. A timestamp is attached to each block in order to 
keep track when the block is being generated. Before 
generating any block from a schema, block generator will 
create an empty block called as genesis block. As stated in the 
previous section, genesis block is needed to start a blockchain 
thus the first block generated will hash it as part of Hash from 
Last Block. The hashing method is using SHA-256 since it is a 
one-way encryption thus difficult to decrypt. As for Current 
Hash, it uses Last Hash, current schema, and timestamp to 
generate a hash. Since Current Hash is based on Last Hash, it 
makes blockchain immutable to any changes. A change to a 
specific block will need hash from previous block and repeated 
until the genesis block which is almost impossible to achieve. 
Nonce is a number showing the occurrence number of mining 
process to reach a matching hash. Every time a block is 
retrieved, it will be added to blockchain with additional 
condition from smart contract module. 

All of three main parts are executed in a main file which 
requires parameters such as Peers’ IP Address, HTTP Port, and 
Web Socket. It is required to connect among nodes so that each 
record can be updated on each node. In this development, each 
server has been set up with one HTTP Port and one Web 
Socket. After the connection is established, any application can 

point to either nodes to send a block and both nodes will be 
updated accordingly. 

A. Smart Contract Implementation 

The first contract filters the condition of each offence to 
define its demerit points and fines. According to Table 1, a 
condition can be written as shown in pseudocode below. 

Contract 1 

IF offenceType = 01 || 02 || 03 || 04 || 05 

    THEN demeritPoints = 15, fines = 300 

IF offenceType = 06 || 07a || 18b 

    THEN demeritPoints = 10, fines = 200 

IF offenceType = 07b || 08 || 09 || 10 || 11 || 12 || 13 

    THEN demeritPoints = 8, fines = 150 

IF offenceType = 07c 

    THEN demeritPoints = 6, fines = 100 

ELSE  

    THEN demeritPoints = 5, fines = 80 

The second contract is based on the first contract’s demerit 
points. It will be executed if the total of demerit points reached 
100. It will assign the variable of isDriverLicenseSuspended to 
be true and occurrence of suspension increased by 1 
occurrence. 

Contract 2 

IF totalPoints >= 100 

    THEN isDriverLicenseSuspended = true 

    THEN noOfSuspended = +1 

The third contract executed when second contract is 
fulfilled. Based on the number of suspensions, it will assign 
penalty to the driving license. When it reached 3 occurrences, 
the driving license will be revoked. 

Contract 3 

IF noOfSuspended = 1 

    THEN penalty = Suspended for 6 months 

IF noOfSuspended = 2 

    THEN penalty = Suspended for 12 months 

IF noOfSuspended = 3 

    THEN penalty = Suspended for 6 months and License to 
be revoked 

IF noOfSuspended > 3 

    THEN penalty = Driver License revoked 

B. Supporting User Interface 

As shown in Fig. 1, the application layer contains an 
interface for police officer and public user. The interface is 
developed to show the input and output of the blockchain in 
readable form. The flow of registering a block is started by 
submitting offence details from Traffic Officer UI which 
contains Driver License Number, Offence Date, and Offence 
Type as shown in Fig. 3. As described in Fig. 1, the application 
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layer sends data in JSON format to the server and retrieve the 
result in the same format. 

The details will be processed in smart contract module to 
see if any conditions are met and then hashed and stored in 
blockchain. If the process is successful, the transaction will 
appear in the interface. Once an offence is registered as a block 
in blockchain, anyone can access it via Public interface as 
shown in Fig. 4. User can input the driving license number and 
check the status of it. An analytic dashboard is also provided to 
assist government to analyse the policies. 

 
Fig. 3. Traffic Officer User Interface. 

 
Fig. 4. Public User Interface. 

 
Fig. 5. Traffic Offences in a Year. 

 
Fig. 6. Types of Offences Chart. 

V. EVALUATION 

An evaluation is conducted using black-box approach to 
test the functionality of the system. This test has a purpose to 
check the rigidness of the smart contracts in filtering various 
conditions in transactions and to verify the creation of blocks in 
the blockchain. A set of instructions are given to a group of 
participants to ensure the variety of circumstances occurred on 
the blockchain. 

A total of 110 blocks were received during the test. All of 
the blocks are properly recorded on the blockchain system 
proven by the charts shown in Fig. 5 and Fig. 6. 

In Fig. 5, the chart provides offences on each month and 
few other statistics such as total offences, total license 
suspended, total license revoked, and average offences per 
month. The values are achieved from the test. It shows that the 
schema is stored properly as a block in blockchain and 
confirms the smart contracts are implemented properly with a 
total of 110 Offences, 4 License Suspended and 1 License 
Revoked. This test has shown that all smart contracts are 
executed. The chart shows total offences in January is 11, 
February is 14, March is 7, April is 4, May is 12, June is 11, 
July is 13, August is 6, September is 30, October is 1, 
November is 0, and December is 0. It can be concluded that 
there is a tendency of the users to pick the date close to the date 
when the test was conducted which is September. 

The pie chart shown in Fig. 6 is provided to keep track on 
which offences have mostly occurred. It simply derives the 
Offence Type in the schema and sums it up. Similar to Fig. 5, 
the values are taken from the participants during test. It shows 
that most of the offences are Offence 01 which is “Driving 
under influence of alcohol / drugs” with 24.77%, Offence 15 
which is “Using exhausted tire” with 11.93%, and Offence 02 
which is “Driving dangerous/reckless” with 7.34%. Such 
statistics could assist the government to review the current 
policy and consider the next regulations to be composed. 
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Fig. 7. JSON Output of Total Block on Both Servers. 

An evaluation is also conducted to check the decentralized 
model between Node 1 and Node 2. It checks the total blocks 
in the blockchain in each server as well as the first block after 
the genesis block and the last block in each server. It is to 
ensure the blockchain is synchronized between the servers. 

Fig. 7 shows the total blocks in the blockchain i.e. 110 
blocks. It is shown in JSON format as discussed in earlier 
section. It is retrieved from Postman application by sending 
GET request to Node 1 address which is   
https://myblockchain.asia:3001/blocks. The same output is 
retrieved from Node 2 address which is 
https://myblockchain.name:3001/blocks. It proves that all 
blocks are properly stored with the same number of blocks and 
thus the decentralized model is working well. 

 
Fig. 8. JSON Output of the First Block on Both Servers. 

 
Fig. 9. JSON Output of the Last Block on Both Servers. 

The next step is to look at the first block after genesis block 
whether Node1 and Node 2 produced identical first block. An 
output shown in Fig. 8 is retrieved by using the same request 
on each server. The first block contains the hash from genesis 
block which is “fir5t”. It also contains its own hash which is 
“00e5758e2388adf51b3365627fe0dcc8a9af5d128abd0d222fa0
954f98fce577”. The nonce of this block is 447 which is a 
unique number appear once in a blockchain. Node 1 and Node 
2 produced identical JSON output for the first block. In 
conclusion, the decentralized model has shown a success on 
this step. 

The last step is to check on the last block of the blockchain 
on both servers. So far, the total blocks and first block are 
identical thus the last block should have similar output. Fig. 9 
shows that hash of the last block is 
“00d9cf6a6ca7349b336f69405e1b383af0d909b92d3c26add18
76452141ef1f4”. The hash is identical on Node 1 and Node 2. 
It implies that the decentralized model has been implemented 
properly and worked as expected. 

VI. DISCUSSION 

From the evaluation conducted, it can be seen that the 
results reflect the blockchain model are properly implemented. 
All inputs are successfully created as blocks which are stored 
in a blockchain. Demerit points and fines received from the 
inputs are matched with the real regulations as shown in Table 
1. It executed Contract 1 based on the Offence Type inserted 
by the users. There is four Driver License Suspended from the 
inputs. It shows that Contract 2 is executed by four different 
Driver License since its total demerit points exceed 100 points. 
Contract 3 is automatically executed once a Driver License has 
executed Contract 2 and executed another Contract 1. Based on 
the inputs, only one Driver License execute Contract 3. In 
conclusion, all smart contracts are properly executed. The 
decentralized model is also proven to synchronize blocks 
created to all servers. 

In real-world situation the smart contracts will be very 
helpful since it is only defined once, and it can filter any inputs 
since then. However, the smart contracts must be agreed over 
the involved parties to ensure minimal modification in the 
future. It reduces human errors in deciding how many demerit 
points are assigned in a particular offence. It also eases the 
process of record keeping with thousands of driver license 
registered and their respective demerit points, fines, and status 
recorded. With blockchain characteristic of immutable, once a 
smart contract is triggered and record the transaction as a 
block, then no one can modify it. It reduces the chances of 
misusing the regulation for negative purposes. For example, in 
normal system a database record can be easily modified in 
order to reduce the demerit points, reduce the fines, or even 
change the status of the driver license. As long as a person has 
an access to the database, it can be done. However, in 
blockchain even if a person has access to the server, he cannot 
do anything with the record for several reasons such as each of 
the block stored in a blockchain is secured with unique hash. A 
hash is unique and based on timestamp of the generated block 
therefore when a block is regenerated on purpose, the 
timestamp will be different and thus the hash will also be 
different. Another reason is the consensus method applied in 
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decentralized network model. Any changes in a server will be 
verified first and compared to other servers before executed. 
Having blockchain technology in a traffic offence system is 
also helpful to prevent attack from inside and outside. 

VII. CONCLUSION AND FUTURE WORK 

A blockchain Proof of Work with smart contract has been 
developed. The system shows that it is possible to implement 
and apply blockchain in a government policy such as traffic 
offence regulation. The system has successfully developed to 
fulfil blockchain characteristics of being distributed, 
immutable, trust-less, and decentralised. It also shows that the 
details of traffic offence can be converted into a block schema 
and later cryptographically secured using hash to secure the 
transaction. Although the overall system has been proven to 
work properly, there might be issues with the performance if 
the setup is changed with additional nodes. Being a blockchain 
system means that forking issues still exists when clients 
mining the data and found the identic nonce. Therefore, it is 
required to have a real-world performance test to this model 
before implemented in real policies. 
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Abstract—A new method is used in this work to classify ECG 

beats. The new method is about using an optimization algorithm 

for selecting the features of each beat then classify them. For 

each beat, twenty-four higher order statistical features and three 

timing interval features are obtained. Five types of beat classes 

are used for classification in this work, atrial premature 

contractions (APC), normal (NOR), premature ventricular 

contractions (PVC), left bundle branch (LBBB) and right bundle 

branch (RBBB). Cuttlefish algorithm is used for feature selection 

which is a new bio-inspired optimization algorithm. Four 

classifiers are used within CFA, Scaled Conjugate Gradient 

Artificial Neural Network (SCG-ANN), K-Nearest Neighborhood 

(KNN), Interactive Dichotomizer 3 (ID3) and Support Vector 

Machine (SVM). The final results show an accuracy of 97.96% 

for ANN, 95.71% for KNN, 94.69% for ID3 and 93.06% for 

SVM, these results were tested on fourteen signal records from 

MIT-HIH database, where 1400 beats were extracted from these 

records. 

Keywords—Features optimization; cuttlefish; ECG; ANN-SCG; 

ID3; KNN; SVM 

I. INTRODUCTION 

Automatic diagnosis of electrocardiogram (ECG) it is very 
important in the field of heart disease diagnosis, that is why 
feature extraction and classification it is an important step to 
achieve a good diagnosis [1, 2]. 

Many techniques have been proposed to classify ECG beat 
using data preprocessing, feature extraction, and classification 
algorithms. Some of these techniques are, Ali Kraiem and 
Faiza Charfi have used C4.5 technique to classify ECG beats 
using morphological features from signals denoised by band 
pass filter [3]. Ataollah Ebrahimzadeh and Ali Khazaee they 
have used wavelet transform and time interval features with 
radial base function for classification of five types of beats [4]. 
Ataollah Ebrahim and Ali Khazaee they have proposed a 
method for using morphological and time features with support 
vector machine for classification of 5 beat types [5]. Yakup 
Kutlua and Damla Kuntalp used nearest neighborhood (KNN) 
for classification of 5 beat types and higher order statistic 

features [6]. Ali Khazaee have used genetic algorithm with 
radial base function for classification of 3 beat types and 
morphological and timing interval features [7]. Ebrahimzadeh, 
Shakiba and Khazaee used higher order statistics with time 
interval features with radial base function and bees algorithm 
for classification of 5 beats [1]. Raju, Rao and Jagadesh used 
discrete wavelet transform as features and PCA with ANN to 
classify 5 beat types [8]. Inbalatha and Kalaivani have used 
wavelet transform with principle component analysis for 
features and K-nearest neighborhood for classification of 2 beat 
types [9]. Alan and Majd have proposed a method of using 
higher order statistics with time intervals as features and 
Artificial Neural Networks to classify 5 arrhythmia beat types 
[10]. 

Another strategy has been proposed in this work. This 
technique is comprising of four stages. To start with, ECG flag 
preprocessing utilizing denoising dependent on Discrete 
Wavelet Transform (DWT). The database of the flag records 
that are utilized is MIT-BIH database [11] in which two atrial 
untimely constrictions (APC) records are chosen, three 
ordinary (NOR) records, three untimely ventricular 
compressions (PVC) records, three remaining group branch 
(LBBB) records and three right package branch (RBBB) 
records are utilized. Second, highlights extraction from each 
flag's beat and standardized for advancement and grouping, 
these twenty-four higher request factual and three planning 
interim highlights will be utilized. Third, include choice by 
utilizing Cuttlefish improvement calculation. Fourth, grouping 
utilizing Artificial Neural Network Scaled Conjugate Gradient 
(ANN-SCG) classifier calculation. Figure 1 delineates this 
work. 

The remainder of this paper is as follows: section 2 
contains an overview of the preprocessing technique used, 
Section 3 talks about the feature extraction process, and section 
4 explains the usage of optimization with classification, while 
section 5 describes the datasets used, and sections 6 illustrated 
the results and discussion. Finally, section 7 describes the final 
conclusions. 
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Fig. 1. The proposed system’s diagram. 

 

Fig. 2. Block Diagram of DWT. 

II. PREPARING SIGNALS FOR PREPROCESSING 

Noise elimination from signals is very important and 
challenging step in signal processing [12]. Many techniques are 
available for noise elimination as filtering, thresholding and 
others. The used denoising technique in this work is wavelet 
shrinkage DWT method for its effective denoising results and 
minimum computation complexity [13]. Where denoising 
refers to removing noise from signal [14, 15] as in figure 3. 
DWT is consisting of three main steps, first signal analysis to 
its approximation and detailed coefficients. Second, 
thresholding the details coefficients. Third, synthesis of the 
analyzed signal to its original signal [16] as illustrated in the 

block diagram in figure 2.  
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Denoised Signal 

Fig. 3. The denoising process on any signal. 

III. EXTRACTION OF FEATURES 

A. Higher Order Statistics 

Higher order statistics it’s a very popular and good tool 
used to extract some features from nonlinear signals as ECG 
signal. The first and second order statistics are not sufficient 
for representing nonlinear signals. So the third and fourth order 
statistics will be used to represent each beat selected from ECG 
record. While variance and mean are contained in the first and 
second order statistics, higher order statistics contain higher 
order moments and cumulants [1, 6]. 

To extract these features, R peak must be detected at first. 
In any ECG signal a windows of size -300 ms to 400 ms is 
used which represents a 252 samples, this 252 samples will be 
normalized to mean of zero and standard deviation of unity. 
Then these 252 samples will be grouped into eight small 
groups starting from 30-45, 45-83, 84-112, 112-122, 122-145, 
150-205, 207-225 and 230-252. Then for each small group 
second, third and fourth order of the cumulant is calculated. As 
a result we will have    statistical features as detailed in figure 
3 [1, 6].  

 

-300:400 window = 252 samples 
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Fig. 4. Explanation of the statistical features. 

B. Timming Features 

Three timing features are extracted using equations (1), (2) 
and(3) for every R peak, these features are: previous time 
interval        and next time interval        and time interval 

ratio IR. Where     is the current time 

interval ratio,    is the current R peak,      is the previous R 
peak and      is the next R peak [4, 5]. Figure 4 explains the 
three used timing intervals. The final number of feature will be 
27.  

                (1) 

                (2) 

    
      

      
  (3) 

 
Fig. 5. Explanation of the timing features. 

IV. CUTTLEFISH OPTIMIZATION ALGORITHM (CFA) 

It is an optimization algorithm that is inspired by the 
behavior of color changing mechanism of the cuttlefish, to find 
the optimal solution for any problem [17, 18].  

The skin of cuttlefish is comprising of three distinct layers 
of cells including chromatophores, leucophores and 
iridophores. Each layer gives distinctive shading when the light 
occurrence on the skin. CFA utilizes two fundamental 
procedures which are reflection and perceivability. The 
reflection procedure is the reenactment of the light reflection 
system, while perceivability is the recreation of perceivability 
of coordinating examples. These two procedures are utilized to 
find the worldwide ideal arrangement in the calculation. The 
graph in figure 6, outlining the skin structures 
(chromatophores, iridophores and leucophores) with two model 
states (upper, lower) and three unmistakable beam follows (1, 
2, 3), demonstrates the modern means by which cuttlefish can 
change reflective shading [19]. 
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Fig. 6. The main three skin structures (chromatophores, iridophores and 

leucophores) of CFA. 

 

Fig. 7. Reorder of the 6 cases in figure 6. 

A. Initialization 

The algorithm starts by creating and initializing the 
population P of size N with random subsets, where each subset 
is consisting of two parts selectedFeatures and 
unselectedFeatures. Followed by the calculation of fitness 
value for each subset in the population. Finally, keep the best 
solution or (best subset) in bestSubset and avBestSubset, then 
remove one feature from selectedFeatures in bestSubset. After 
initialization the CFA will perform its main function which is 
consists of six cases, these cases are illustrated in figure 7, and 
in the next steps: 

B. Group 1, Case 1 and 2 

In the first group which include cases 1 and 2, the 
algorithm will start by descending sort of the population   
based on fitness value for each subset in the population. Part of 
the population will be selected for applying CFA equations 
starting at            Where   is a random number selected 
between 0 and N/2. 

New subset for each   will be generated by combining 
Reflection (R) and Visibility (V) as in equation (4), where R is 
the degree of reflection and V is the visibility degree of the 
final view of the matched pattern. The main reflection and 
visibility equations of the algorithm for the current cases are as 
follows: 

                                    (4) 

                    (      [ ])    (                ) (5) 

                    (      [ ])    (                  ) (6) 

where             is a subset with size of R and its 
elements are selected randomly from selectedFeatures and 
            is another subset with size of V whose elements are 
created randomly from unselectedFeatures. Where R and V 
values can be calculated as follows:  

         (0   𝑧                     ) 

    𝑧                        

C. Group 2, Case 3 and 4 

In the second group which include cases 3 and 4, to 
calculate the Reflection we have only to remove one element 
from selectedFeatures of bestSubset as in equation (6) where 
the visibility can be calculated by selecting only one feature 
from unSelectedFeatures of bestSubset as in equation (7) and 
finally by combining the results of these two equations a new 
subset will be produced.  

These two equations will be repeated T times, where T is a 
small fixed number selected from the size of selectedFeatures 
of bestSubset. If newSubset is better than bestSubset then 
replace newSubset with bestSubset.  

            
          (                )            (                ) [ ] (6) 

                      (                  )[ ] (7) 

where R is the index of the removed feature from 
selectedFeatures of bestSubset, and V is the index of selected 
feature from unselectedFeatures of bestSubset. The calculation 
of R and V are as follows: 

         (0   𝑧 (          (                ))) 

         (0   𝑧 (          (                  ))) 

D. Group 3, Case 5 

In the third group which is about case 5, the new subset will 
be generated by the combination of the equations (9) and (10) 
into equation (8). These equations will be repeated to size of 
selectedFeatures of avBestSubset times. The values of 
reflection are equals to selectedFeatures in avBestSubset only 
and the value of visibility will be a single value selected from 
selectedFeatures in avBestSubset according to index  . 

In this way, we can produce R new subsets, the value of R 
is equal to the size of selectedFeatures each subset representing 
the matched pattern by removing one feature from 
selectedFeatures at each time. If newSubset is better than 
bestSubset then replace newSubset with bestSubset. 

                                   (8) 

            𝐴                             (9) 

             𝐴                            [ ] (10) 

where,   is the index of the feature in selectedFeaturest hat 
will be removed.          . Where   is the size of 
selectedFeatures. 

E. Group 4, Case 6 

In the fourth gathering which is case 6, any approaching 
shading from the earth will be reflected as it very well may be 
spoken to by any irregular arrangement. In the underlying 
calculation, this case is utilized to produce irregular 
arrangements. Likewise, we utilize this case as an irregular 
generator procedure to create arbitrary arrangements. The 
quantity of ages is equivalent to N-K.  

The new age will be begun at the area K in the wake of 
arranging the populace P in diving request. On the off chance 
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that the newSubset is superior to the current avBestSubset, the 
current avBestSubset is supplanted with newSubset. The 
procedure of irregular arrangements is the equivalent as that 
utilized with the introduction procedure which is depicted 
previously. 

F. Stopping Condition 

The algorithm will stop when the iterations number reaches 
its max limit which is 50 iterations. 

G. Fitness Function 

CFA needs to evaluate every subset of the population and 
assign a fitness value to it. In this work four different leaner 
algorithms or classifiers are used where each is used separately 
with the CFA. 

 ANN 

Artificial Neural Network it is a very popular technique in 
the field of classification and machine learning, because its 
performance is very good [20]. The general structure of ANN 
is composed three main layers one input layer, one or more 
hidden layers and one output layer. In this work the used 
structure of the network is one input layer with N input neurons 
because the CFA will control the number of input layer, for the 
hidden layer we have two layers each one is of 40 neurons and 
one output layer with 5 neurons due to the five classes we 
have, as in figure 8. Scaled Conjugate Gradient classifier 
algorithm is used which is a supervised classification 
algorithm. The advantages of this classifier are its fast speed 
and it does not require a lot of  memory [21, 22].  

 

Fig. 8. The structure of the used neural network. 

 KNN 

The K-Nearest Neighbor is statistical classification 
algorithms based on closest training examples in the feature 
space [23]. The KNN algorithm has few parameters to set for 
classification [23]. These parameters are K and Distance 
metric. Where of K is a value which is selected in a way that it 
gives maximum classification accuracy [23]. Whereas the 
Distance metric parameter used in this work is Minkowski.  

The Minkowski provides a concise, parametric distance 
function that generalizes many of the distance functions 
available as Euclidean, Manhattan, Chebyshev, … etc. The 
advantage is that mathematical results can be shown for a 

whole class of distance functions, and the 
user can adapt the distance function to suit 

the needs of the application by modifying the Minkowski 
parameter [24]. 

 ID3 

The Interactive Dichotomizer 3 (ID3) it is a decision tree 
learner algorithm. Decision Trees (DTs) are accurate and 
small, in which results in a reliable and fast classification 
results. Because of its speed and reliability, decision trees are 
popular classification tool [25]. DTs are used to build 
classification rules in the form of top down Decision Tree [26]. 
Where the leafs contains class names and non-leafs are 
decision nodes [26]. 

 SVM 

Support Vector Machines in general are binary classifiers, 
but you may want to classify your data into more than two 
classes [27]. To solve this problem multiclass SVM is needed 
which is done by using the One Against One(OAO) approach. 

The OAO strategy, otherwise called (pairwise coupling), 
(all sets) or (round robin), comprises in building one SVM for 
each combine of classes. Hence, for an issue with n classes, 
n(n-1)/2 SVMs are prepared to recognize the examples of one 
class from the examples of another class. Grouping of an 
obscure example is finished by the greatest casting a ballot, 
where each SVM votes in favor of one class [27]. 

V. DATASETS AND EVALUATION METERING 

A. Datasets Used 

MIT-BIH database [11] is used to use some ECG data 
records. In table 1 you have 5 classes in the first column, each 
class represents a specific arrhythmia disease. Eight records 
have were selected from the database and distributed on each 
class [1] as in table 1. From each record signal used 65 beats 
were selected for training and 35 for testing, more details are in 
table 1. 

TABLE I. SUMMERY OF THE DATA USED AND ITS DIVISIONS 

Class 

name 

Selected  

records 

Used beats in 

training 

Used beats in 

testing 

NOR 100m, 105m, 215m 65, 65, 65 35, 35, 35 

PVC 207m, 209m, 232m 65, 65, 65 35, 35, 35 

APC 106m, 223m 65, 65 35, 35 

LBBB 109m, 111m, 214m 65, 65, 65 35, 35, 35 

RBBB 118m, 124m, 212m 65, 65, 65 35, 35, 35 

  910 beat 490 beat 

B. Evaluation Criteria 

For this work four equations have been used to evaluate the 
performance: 

 The sensitivity: 

   
  

     
 ×  00%  (11) 
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 The specificity: 

 𝑝  
  

     
 ×  00%  (12) 

 The positive predictivity: 

 𝑝  
  

     
 ×  00%  (13) 

 The accuracy: It is very important for testing the 
performance [2]. 

𝐴   
  

                     
 ×  00% (14) 

Where    (true positive) represents the correct classified 
beats number for any class,    (false negative) represents the 
incorrect classified beats number in the other used classes,    
(true negative) represents the correct classified beats number 
for all other classes and    (false positive) represents the 
incorrect classified beats number for any class. 

VI. DISCUSSION AND RESULTS 

The final results of this work will be illustrated in this 
section. As a total number of beats 1400 beat is selected for 
training and testing the proposed system. Fourteen ECG 
records were used and distributed on five classes as in table 1, 
100 beat is extracted from 106 and 223 records for APC, a total 
of 300 beats were selected from NOR records (100, 105 and 
215) 100 from each, for PVC records (207, 209 and 232) 100 
beat is selected from each record, for LBBB records (109, 111 
and 214) 100 beat is selected from each record, and for RBBB 
records (118, 124 and 212) 100 beat is selected from each 
record. 

In this work CFA is used optimization for features and 
ANN classifier is used to classify features into five classes. 
Figure 9 gives a good vision of the performance of the 
proposed method in this work for 50 iterations of CFA and 
Figure 10 gives the comparison with the works of others. 

 

Fig. 9. The progress of best solution in every iteration. 

As illustrated in figure 9 the final accuracy was 97.96% 
after training, which is a very accurate and high result when 
this result is compared with others in the same field. Also the 
third column in table 3 explains the accuracy of all class types 
used, 97.14% for APC, 98.10% for LBBB, 97.14% for NOR, 

98.10% for PVC and 99.05% for RBBB. 

Table 2 gives the complete statistics of 

the total number of beats used for these variables : true positive 
(  ), false negative (  ), true negative (  ) and  false positive 
(  ). 

TABLE II. FULL DETAILS ABOUT THE NUMBER OF BEATS USED AND THE 

CORRECTLY AND INCORRECTLY CLASSIFIED BEATS FOR EACH CLASS 

 
Total Beats TP TN FP FN 

APC 70 68 412 2 8 

LBBB 105 103 377 2 8 

NOR 105 102 378 3 7 

PVC 105 103 377 2 8 

RBBB 105 104 376 1 9 

The sensitivity (Se), specificity (Sp) and positive 
predictivity (Pp) for each class type is detailed in table 3. 

TABLE III. THE CLASSES USED AND THE SENSITIVITY, SPECIFICITY AND 

ACCURACY FOR EACH CLASS 

Class Type Se % Sp % Pp (Acc) % 

APC 89.47 99.52 97.14 

LBBB 92.79 99.47 98.10 

NOR 93.58 99.21 97.14 

PVC 92.79 99.47 98.10 

RBBB 92.04 99.73 99.05 

Overall 92.13 99.48 97.96 

 
Fig. 10. Comparison with the work of other researchers. 

As stated before, four classifiers have been used in this 
work ANN, KNN, ID3 and SVM each gave different accuracy 
after training phase as listed in table 4. 

TABLE IV. THE COMPARISON OF ACCURACY OBTAINED FROM THE FOUR 

USED CLASSIFIERS 

ANN KNN ID3 SVM 

97.96 % 95.71 % 94.69 % 93.06 % 

VII. FINAL CONCLUSIONS 

This work is about using a hybrid technique for classifying 
ECG signals into five classes, using 27 features (24 statistical 
with 3-time interval features). Fourteen signals were selected 
from MIT-BIH database [11], the records were selected 
according to five ECG arrhythmia classes. Four classifiers are 
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used to show a comparison of each one, ANN-SCG, KNN, ID3 
and SVM are used as classifiers. 

1) From the experiments of this work it is shown that the 

usage of CFA optimization algorithm with ANN-SCG learner 

algorithm gives best classification results than ID3, KNN and 

SVM. 

2) The comparison is done with different works, each 

work used different technique but ANN-SCG with CFA is the 

best choice. 
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Abstract—Credit card based online payments has grown 

intensely, compelling the financial organisations to implement 

and continuously improve their fraud detection system. However, 

credit card fraud dataset is heavily imbalanced and different 

types of misclassification errors may have different costs and it is 

essential to control them, to a certain degree, to compromise 

those errors. Classification techniques are the promising 

solutions to detect the fraud and non-fraud transactions. 

Unfortunately, in a certain condition, classification techniques do 

not perform well when it comes to huge numbers of differences in 

minority and majority cases. Hence in this study, resampling 

methods, Random Under Sampling, Random Over Sampling and 

Synthetic Minority Oversampling Technique, were applied in the 

credit card dataset to overcome the rare events in the dataset.  

Then, the three resampled datasets were classified using 

classification techniques. The performances were measured by 

their sensitivity, specificity, accuracy, precision, area under curve 

(AUC) and error rate. The findings disclosed that by resampling 

the dataset, the models were more practicable, gave better 

performance and were statistically better. 

Keywords—Credit card; imbalanced dataset; misclassification 

error; resampling methods; random undersampling; random 

oversampling; synthetic minority oversampling technique 

I. INTRODUCTION 

In the past decades when businesses were migrated and 
evolved to the online business and money was managed 
electronically in an ever-growing cashless banking economy, 
credit cards were gradually replacing the use of cash over its 
suitability [1].  Credit cards became the most popular mode of 
payment ever since. According to [2], credit card-based 
purchases can be categorised into two types: i) physical card 
purchase and ii) virtual card purchase. Most payments for 
online purchases were under virtual card purchases which few 
information were needed such as card numbers, expiration 
data, and secure codes. Along with the increasing numbers of 
the credit card users, the numbers of fraudulent transactions 
have been constantly increased. In the article [3] stated that, it 
is hard to find the identity and the location of the fraudsters 
since the evidences were hidden behind the internet. The 
merchants that were facing with the credit card fraudsters will 
bear all the costs including card issuer fees, charges, and 
administrative charges [4]. Consequently, the merchants must 
increase the price of the goods or give more discounts or 
reduce the incentives to conceal all the losses. Hence, an 

effective fraud detection system is vital to reduce the losses 
rate. 

Before proceeding with the fraud detection system, it must 
be bear in mind that there had been an enormous increase in 
the amount of credit card dataset collected and processed by 
the organisations. Normally in the real dataset, the number of 
fraudulent is very rare as compared with the non-fraudulent 
transactions [5, 6, 7]. Conceivably with a skewed dataset, the 
performance of the system surely drops in terms of its 
accuracy. When a legitimate transaction is misclassified as a 
fraudulent transaction, it will affect the customer services and 
causes to lose trust from the customers and the financial 
institution [8, 9, 10]. Maes (2002) have provided some 
capacity that a fraud detection system should have in order to 
perform a good result [11]. The system should be able to: i) 
handle skewed distributions, ii) handle noise, iii) avoid the 
overlapping data iv) adapt themselves to new kinds of frauds, 
v) evaluate the classifier using good metrics, and vi) detect the 
behaviour of the frauds. Recent research in [12] stated there 
are three challenges to construct the fraud detection system. 
The challenges are: i) the data distribution evolves over time 
because of seasonality and new attack strategies ii) fraudulent 
transactions represent only a very small fraction of all the 
daily transactions and iii) the fraud detection problem is 
intrinsically a sequential classification task. 

In 2017, Haixian et al. stated that it is difficult to detect the 
rare events due to their infrequency and casualness. Plus, it 
can result in heavy cost if misclassified the rare events. In 
their review paper, they have identified three main solutions to 
the challenges: resampling, cost-sensitive learning, and 
ensemble methods [13]. The most popular method is 
resampling methods which are used to rebalance the 
imbalanced dataset in order to alleviate the effect of the 
skewed class distribution in the learning process. Secondly, 
cost-sensitive learning which can be incorporated to both data 
level and algorithmic level. Lastly, ensemble method is used 
to improve the performance of a single classifiers that 
outperform. In a review paper [14], they specified two 
approaches should be performed to solve the imbalanced data 
problems: i) solution at data level by balancing the distribution 
of the majority and minority class trough methods of under 
sampling, over sampling or combination of both methods, ii) 
solution at algorithm level by modification in classifier 
methods or optimise the performance of learning algorithm. 
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Thus in [13 and 14], both review papers emphasized that there 
are no absolute methods that are more efficient in dealing with 
the class imbalance. They found out some insights about 
commonly-used methods in some domains. 

Burez (2009) handled the imbalanced class in churn 
prediction by applying several methods. The methods are: i) 
evaluation metrics, ii) cost-sensitive learning, ii) resampling 
methods and iv) boosting. He used ROC analysis as for 
evaluation metrics and stochastic gradient boosting learner as 
for boosting. For cost-sensitive learning, he used random 
forest and random under sampling as for resampling methods 
[15]. The study in [16] proposed an efficient resampling 
method and obtained comparable classification results 
between random under sampling and random over sampling. 
The experiments were carried out using four large imbalanced 
Bioinformatics datasets.  They have recommended 100%-
under(0.75)-over method for obtaining comparable 
classification results to the over sampling results. In 2002, 
[17] has proposed Wrapper-based Random Oversampling 
(WRO) to handle class imbalanced problem. Wrapper is a pre-
processing method that incorporates the classifier output to 
guide pre-processing. The method oversampled the minority 
class data randomly and the classifier is optimised. They 
evaluated the WRO with real dataset that they obtained from 
UCI repository. WRO has better results in most experiment 
compared to Synthetic Minority Over Sampling Techniques 
(SMOTE) and random over sampling. Research in [18] 
investigated the resampling methods specifically on data from 
Spotify users. They used the most common oversampling 
methods: random oversampling and SMOTE, and the most 
common under sampling method: random under sampling. 
Yan and Han (2018) proposed RE-sample and Cost-Sensitive 
Stacked Generalisation (RECSG) based on 2-layer learning 
models to solve the imbalanced problem in 18 benchmark 
datasets [19]. The experimental results and statistical tests 
showed that the RECSG approach improved the classification 
performance. 

In reviewing the literature, resampling methods is the main 
focus of this study due to its simplicity and compatibility with 
existing classification models to handle the rarity event in 
massive credit card dataset. There is no research yet were 
found on the association between credit card fraud and 
resampling methods. Therefore, the aim of this study is to 
investigate the classification models’ ability to classify the 
fraud and non-fraud transactions, and to examine if the 
different resampling methods could improve the performances 
of the models. The research methodology of the study is 
conducted in Section 2. Thereafter in Section 3, the 
experimental setup is described. Next, the results and 
discussions is presented in Section 4. This study ends with 
conclusion remarks and future works in Section 5. 

II. RESEARCH METHODOLOGY 

This section gives brief description of the methodology of 
this study. In addition, this section also discusses each step of 
the methodology. Fig. 1 displays the framework of research 
methodology of this study. 

 
Fig. 1. Framework of Research Methodology. 

A. Data Collection 

One of the biggest problems associated with researchers in 
financial fraud detection is lack of real-life data because of 
sensitivity of data and privacy issue [5]. Hence, a publicly 
available dataset is downloaded from [20] to be used in this 
research. It has a total of 284,807 transactions made in 
September 2013 by European cardholders. The dataset 
contains 492 fraud transactions, which is highly imbalance. 

B. Resampling Methods 

Three widely-used methods for resampling in this study 
are Random Under Sampling (RUS), Random Over Sampling 
(ROS) and SMOTE. For undersampling, RUS is chosen, since 
it is considered both simple yet effective. ROS and SMOTE 
were chosen as oversampling methods because of its widely 
usage. Furthermore, ROS is an intuitive way of balancing 
data, whereas SMOTE is more complex creating synthetic 
samples using K-Nearest Neighbour (KNN). Table 1 below 
summarises the differences between the three resampling 
methods. 

C. Classification Techniques 

Credit Card dataset is a binary classification task. Either 
the transaction is classified as non-fraud (0) or fraud (1). After 
the data have been resampled accordingly, the models are 
needed to be trained using classifiers to evaluate the methods. 
Thus, in this study, four different classification techniques 
were explored: Naïve Bayes (NB), Linear Regression (LR), 
Random Forest (RF) and Multilayer Perceptron (MLP). A 
summary of the strength and limitations of the classifiers used 
in this study is given in Table II. 
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TABLE I.  COMPARISON OF RESAMPLING METHODS 

 RUS ROS SMOTE 

Process 

Shrink the 

majority data 

by randomly 

discarded the 

data from the 

dataset. 

Expand the 

minority data 

by duplicated 

the data 

randomly. 

Expand the minority data 

by extrapolating between 

preexisting minority 

instances which obtained 

by KNN. 

Strength 

Shorter 

convergence 

time. 

Not possess 

any 

information 

loss, could 

produce better 

results.  

Effective in improving 

the classification 

accuracy of the minority 

data.  

Limitation 

Loss the 

important 

information.  

Trapped with 

overfitting due 

to multiple 

tied instances. 

Data synthetic still 

possible to spread on 

both minority and 

majority data, hence 

reduced the performance 

of classification. 

TABLE II.  STRENGTH AND LIMITATION OF THE CLASSIFICATION 

TECHNIQUES 

Classifier Strength  Limitation 

Naïve Bayes 

Simplest classifiers and 

perform well in 

classification. 

Assumes that all attributes 

are independent of each 

other given the context of 

the class. 

Linear Regression 

Provide optimal results 

when the relationship 

between independent 

and dependent variable 

are almost linear. 

Sensitive to outliers and 

limited to numeric values 

only.  

Random Forest 

Require low 

computational power 

and suitable for real-

time operations. The 

procedure is easy to 

understand and 

implement.  

Easily to get overfitting 

when training set does not 

give underlying domain 

information. Whenever have 

new types of cases need 

retrain.  

Multilayer 

Perceptron 

Suitable for binary 

classification problems. 

Retraining is required and 

need high computational 

power. Unsuitable for real-

time operations.  

III. EXPERIMENTAL SETUP 

This section describes the division of the data in training 
dataset and the performance measures conducted throughout 
of this study. All the resampling techniques are implemented 
in Java framework of WEKA 3.8 for comparative evaluations. 
The parameters for the classification techniques were set 
accordingly by default. No further fine tuning of parameters to 
specific datasets can be beneficial, consideration of generally 
accepted settings is more typical in practice. 

A. Data Division 

The methodological approach taken by this study is 
motivated from research [15]. The research handled the 
imbalance problem in churn prediction by resampling the 
minority and majority classes based on ratio 10:90, 20:80, 
30:70, 40:60, 50:50, 60:40, 70:30, 80:20 and 90:10 where 
churners proportionate with non-churners. Due to the results 

that the research have obtained and limitation of time, this 
study chose ratio 30:70 and ratio 50:50 (fraud:non-fraud) to 
divide the training dataset for this study. An overview of the 
dataset division, splitting and resampling, can be seen in Fig. 
2. Following Fig. 2 is Table III and IV which have more 
details on dataset division for this research. 

 
Fig. 2. Division of Dataset. 

TABLE III.  DIVISION DATASET BY RATIO 30:70 

Data Division 
Training 

Dataset 

Resampling Method 

RUS ROS SMOTE 

Fraud 328 328 81233 81299 

Non-Fraud 189544 768 189544 189543 

Total 189872 1097 270777 270842 

TABLE IV.  DIVISION DATASET BY RATIO 50:50 

Data Division 
Training 

Dataset 

Resampling Method 

RUS ROS SMOTE 

Fraud 328 328 189544 189543 

Non-Fraud 189544 328 189544 189543 

Total 189872 656 379088 379086 

B. Performances Evaluation 

In this study, performance evaluations were conducted to 
assess the performance of the classification methods for each 
resampling technique. The models have two fundamental 
errors may occur: classifying a fraud falsely as a non-fraud 
and classifying a non-fraud falsely as a fraud. These errors are 
more commonly known as false positive and false negative 
results. Other possible classifications will be correctly 
classified such as true positive and true negative results. The 
correlation between these are presented in a confusion matrix 
in Table V. Performance of four classifiers were compared in 
terms of Sensitivity, Specificity, Accuracy, F-Measure and 
Area Under Curve (AUC). These metrics are calculated using 
the confusion matrix as shown below. 
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TABLE V.  CONFUSION MATRIX OF CREDIT CARD DATASET 

 Classified as Fraud Classified as Non-Fraud 

Fraud True Positive (TP) False Negative (FN) 

Non-Fraud False Positive (FP) True Negative (TN) 

Table V was generated from the four measures: True 
Positive (TP) — the number of correctly classified as a fraud 
and it is really a fraud, True Negative (TN) — the number of 
correctly classified as non-fraud and it is really a non-fraud, 
False Positive (FP) — instances which were incorrectly 
classified as a fraud but it is a non-fraud and False Negative 
(FN) — instances which were incorrectly classified as non-
fraud but it is a fraud. 

Sensitivity = 
  

     
             (1) 

Specificity = 
  

     
             (2) 

Accuracy = 
     

∑             
            (3) 

Precision = 
  

     
             (4) 

F-Measure = 2 
                 

                
            (5) 

AUC = 
 

 
                                     (6) 

Error = 
     

∑             
             (7) 

IV. RESULTS AND DISCUSSIONS 

This section discusses the results that were obtained from 
the experiments. Table VI and Table VII displays the 
summary of the comparison results for each classification 
techniques in three resampling methods by ratio 30:70 and 
50:50, correspondingly. The results were compared in terms of 
sensitivity, specificity, accuracy, precision, F-measure, AUC 
and time taken to build the model in seconds. All the 
classifiers were performed well with an accuracy of 0.90 or 
more. Though, RF dominates with higher accuracy compared 
to other classification techniques for both ratios of each 
resampling method. 

Table VI provides the information of ratio 30:70 for three 
resampling techniques. As can be seen in RUS, MLP has 
higher sensitivity if compared to other classification 
techniques but have slightly lower specificity than RF. The 
error rate for MLP and RF are 0.0319 and 0.0273, 
correspondingly. Thus, RF have approximately 2% of 
misclassification rate compare to MLP which is have 3% of 
misclassification rate. For ROS, LR and RF have accuracy 
99% which they can correctly identified the fraud and non-
fraud of the credit card dataset. However, RF is more precise 
compared to LR. On the other hand, LR only took 53.5 
seconds to build the model while RF took about 343 seconds. 
The longest time taken to build the model is MLP which is 
896 seconds. Meanwhile in SMOTE, RF has higher precision 
rate compare to other classification methods. It shows that RF 
often correctly classified non-fraud dataset with 0.9999 rate. 
Followed by LR (0.9862), MLP (0.9837) and NB (0.9328).

TABLE VI.  COMPARISON RESULTS OF CLASSIFICATION TECHNIQUES BY RATIO 30:70 

Resampling Methods: Random Under Sampling 

Techniques Sensitivity Specificity Accuracy Precision F-Measure Time (s) 

Naïve Bayes 0.85321101 0.97009103 0.93521898 0.92384106 0.88712242 0 

Linear Regression 0.89602446 0.9869961 0.95985401 0.9669967 0.93015873 0.08 

Random Forest 0.90825688 1 0.97262774 1 0.95192308 0.5 

Multilayer Perceptron 0.9204893 0.98829649 0.96806569 0.97096774 0.94505495 4.52 

Resampling Methods: Random Over Sampling 

Techniques Sensitivity Specificity Accuracy Precision F-Measure Time (s) 

Naïve Bayes 0.84758845 0.97382652 0.93595468 0.93279053 0.88815077 2.11 

Linear Regression 1 0.99763642 0.9983455 0.99451532 0.99725012 53.5 

Random Forest 1 1 0.99995199 1 1 343.43 

Multilayer Perceptron 0.96569171 0.9989079 0.98894293 0.99736822 0.98127439 896.31 

Resampling Methods: Synthetic Minority Over Sampling Technique 

Techniques Sensitivity Specificity Accuracy Precision F-Measure Time (s) 

Naïve Bayes 0.833294 0.97426441 0.93194925 0.93283212 0.88025831 2.51 

Linear Regression 0.98990147 0.9940594 0.99281131 0.98620166 0.9880481 88.16 

Random Forest 0.99924968 0.99957266 0.99947571 0.99900392 0.99912679 716.2 

Multilayer Perceptron 0.98723232 0.99297785 0.9912532 0.98368713 0.98545653 1034.57 
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TABLE VII.  COMPARISON RESULTS OF CLASSIFICATION TECHNIQUES BY RATIO 50:50 

Resampling Methods: Random Undersampling 

Techniques Sensitivity Specificity Accuracy Precision F-Measure Time (s) 

Naïve Bayes 0.85321101 0.95731707 0.90534351 0.95221843 0.9 0 

Linear Regression 0.91131498 0.97865854 0.94503817 0.97704918 0.94303797 0.05 

Random Forest 0.92966361 0.97865854 0.95419847 0.97749196 0.95297806 0.45 

Multilayer Perceptron 0.9204893 0.96036585 0.94045802 0.95859873 0.93915757 2.63 

Resampling Methods: Random Oversampling 

Techniques Sensitivity Specificity Accuracy Precision F-Measure Time (s) 

Naïve Bayes 0.8497982 0.97318287 0.91149021 0.96940864 0.9056713 2.91 

Linear Regression 1 0.99393278 0.9969664 0.99396943 0.99697559 72.17 

Random Forest 1 0.99992614 0.99996307 0.99992614 0.99996307 451.36 

Multilayer Perceptron 0.98128149 0.99772611 0.98950376 0.99768812 0.98941679 1536.34 

Resampling Methods: Synthetic Minority Oversampling Technique 

Techniques Sensitivity Specificity Accuracy Precision F-Measure Time (s) 

Naïve Bayes 0.8335048 0.97364186 0.90357333 0.96934612 0.89630777 4.5 

Linear Regression 0.99559467 0.99172747 0.99366107 0.99175934 0.9936733 131.6 

Random Forest 0.99996307 0.99952517 0.99974412 0.99952538 0.99974418 991.69 

Multilayer Perceptron 0.99217592 0.99018692 0.99118142 0.9902064 0.99119018 1499.7 

In contrast, Table VII presents the information of ratio 
50:50 for each resampling method. In RUS, LR and RF have 
similar specificity rate which is 0.97866 but different in 
sensitivity rate nearly at 0.0183. Although both techniques can 
classify the same number of fraud dataset, RF is still better in 
classifying the fraud dataset compare to LR. RF also expresses 
the effectiveness of classification in terms of high F-Measure 
compared to other classifiers. In the meantime, for ROS, RF 
has higher accuracy rate. Follows by LR, MLP and NB with 
0.9969, 0.9895 and 0.9115, subsequently. Both LR and RF 
have equal numbers of sensitivity rate which is 1. This means 
that LR and RF have 100% correctly classified the fraud 
dataset. Meanwhile, RF gives comprehensive results even 
though in SMOTE. RF has a small differences of accuracy 
rate compared to LR and MLP with 0.00608 and 0.00856. 
Hence, RF can correctly classified fraud and non-fraud in the 
dataset since it has higher sensitivity rate and precision rate 
compared to other classification methods. It is important to 
view that, although NB only took a split of second to build the 
model, it has the lowest precision rate compared to the rest. 
NB also has the lowest accuracy rate and sensitivity rate. 
Albeit MLP has the longest time taken to build the model, 
MLP is doing well in classifying the fraud and non-fraud 
which add up to 99% correctness. 

Table VIII is quite revealing in several ways. First, unlike 

the other tables, Table VIII is more focusing on performance 
of AUC and error rate. Secondly, RUS, ROS and SMOTE 
were compared with the original training dataset. The highest 
AUC and lowest error were printed in bold.  For each of the 
case, the test statistics with the highest AUC and lowest errors 
were calculated and compared with models that were 
significantly worse. It can be seen in the table that although 
the original training set should have the lowest rate compared 
to other resampling methods in four classifiers, it has the 
worst performance in AUC. It is an example that the model 
does not have a good statistic. 

For NB, the best AUC is obtained by the RUS when the 
training set is set to 30% of fraud and 70% of non-fraud 
(AUC=0.9117). It is only has 0.0002 differences compared to 
ROS when the training sets have the same ratio of fraud and 
non-fraud.  SMOTE and the original training set do not differ 
significantly what concerns to AUC. While for LR, the closest 
AUC to 1 is ROS by ratio 30:70 with 0.9988. Followed by the 
ROS (50:50), SMOTE (50:50) and SMOTE (30:70). RUS in 
both ratios and the original training set have large differences 
in AUC compared to ROS with 30% fraud. Although the 
original training sets have the lowest error set, ROS (30:70) 
has the second lowest error rate. ROS with 30% of fraud and 
70% non-fraud is significantly better in statistic, therefore it 
can be a better resampling method for LR technique.
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TABLE VIII.  MEAN AUC PERFORMANCE AND ERROR RATE FOR EACH RESAMPLING METHODS 

Techniques: Naïve Bayes 

 
Training Data 

RUS ROS SMOTE 

Ratio 30:70 50:50 30:70 50:50 30:70 50:50 

AUC 0.89271531 0.91165102 0.90526404 0.91070748 0.91149053 0.9037794 0.90357333 

Error 0.02278916 0.06478102 0.09465649 0.06404532 0.0885098 0.06805075 0.09642667 

Techniques: Linear Regression 

 
Training Data 

RUS ROS SMOTE 

Ratio 30:70 50:50 30:70 50:50 30:70 50:50 

AUC 0.87036088 0.94151028 0.94498676 0.99881821 0.99696639 0.99198044 0.99366107 

Error 0.00057934 0.04014599 0.05496183 0.00165450 0.0030336 0.007188693 0.006338931 

Techniques: Random Forest 

 
Training Data 

RUS ROS SMOTE 

Ratio 30:70 50:50 30:70 50:50 30:70 50:50 

AUC 0.88259557 0.95412844 0.95416107 1 0.99996307 0.99941117 0.99974412 

Error 0.00045821 0.02737222 0.04580153 0.00004801 0.00003693 0.000524291 0.00025588 

Techniques: Multilayer Perceptron 

 
Training Data 

RUS ROS SMOTE 

Ratio 30:70 50:50 30:70 50:50 30:70 50:50 

AUC 0.88258238 0.95439289 0.94042758 0.9822998 0.9895038 0.99010508 0.99118142 

Error 0.00048454 0.03193431 0.05954198 0.01105707 0.01049624 0.00874680 0.00881858 

Similar in LR, the better performance of AUC using RF 
classifier is ROS by ratio 30:70 with 1. ROS (50:50) is 
following closely with AUC = 0.99996. From the table, ROS 
(50:50) have the smallest error rate as well after the original 
training set. Both ratios in ROS show significantly better in 
statistic for RF. When looking at MLP, what concerns of the 
performance of AUC, SMOTE gave better result in both 
ratios. Followed by ROS and RUS. Similar to error rate where 
SMOTE also gave the smallest rate compared to ROS and 
RUS. Yet, none of the resampling methods were significantly 
better in terms of error rate than the original training set. 

V. CONCLUSIONS AND FUTURE WORK 

This study was set out with the aim to investigate the 
classification models’ ability to classify the fraud and non-
fraud transactions, and to examine if the different resampling 
methods could improve the performances of the models. It is 
interesting to note that in all four classifiers that have been 
applied, RF showed a robust performance in three resampling 
methods. RF succeeded to get higher accuracy compared to 
NB, LR and MLP for the resampling methods. It would be 
interesting to compare the classification techniques used in 
this study with other techniques such as Support Vector 
Machines, Neural Network and Genetic Algorithm. 

Surprisingly, it has been found out that ROS was found to 
give convincing results if compared to SMOTE. Although 
SMOTE is quite effective in the literature, this is most 
probably due to some of the synthetic data resulting from the 
oversampling process were spreading on both minority and 

majority data, as discussed in Section 2, which is the main 
limitation of SMOTE.  There were few researchers that have 
modified SMOTE to create more effective methods in 
improving the classification performance. Perhaps, this 
improve-SMOTE can be compared with the current 
resampling methods for credit card dataset in the future. 
Hence, these results may provide further support to the 
organisation to build better fraud detection system which can 
handle the skewed distribution and noise as well to evaluate 
the classifier using better metrics. 
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Abstract—Mobile government is considered as an emerging 

technology that has been used in Saudi Arabia in order to 

enhance communication between the government and its citizens, 

it can also be considered as a mechanism through which the 

government can effectively respond to their needs and 

expectations. The current study seeks to propose and validate M-

government adoption model to fully understand the varied 

variables affecting the adoption behavior. This model is based on 

Technology Acceptance Model (TAM) and DeLone and McLean 

Information Systems Success Model. The researchers will depend 

on a descriptive survey approach using structured questionnaires 

to investigate the extent of M-government acceptance by Saudi 

users. Structural equation modeling will be used as a method for 

statistical data analysis. 
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I. INTRODUCTION 

There is no doubt that the developed technology has 
permeated all walks of life, which has helped in doing things 
more easily than ever before, this in fact has had a great 
impact on many aspects of our lives such as health, education, 
transportation and communication. 

The development in the field of technology has led to the 
introduction of many advanced tools that have a lot of useful 
applications for better communication. Nowadays, smart 
devices, iPhone and tablets have become important 
mechanisms for communication [1]. The wide spread of 
mobile devices around the world and the technological 
revolution surrounding their different applications have 
opened the floodgates for the introduction of M-government 
[2-3]. 

II. RESEARCH MOTIVATION 

Despite the fact that Kingdom of Saudi Arabia has made 
significant strides in the field of technological infrastructure 
development, M-government technology is still in its infancy, 
this confirms the idea that the Saudi government should pay 
more attention to integrate M-government services in its 
public sector in order to achieve its national objectives and 
reduce constraints imposed on citizens as a result of using 
traditional government services [4-5]. My research is 
motivated by the urgent desire to investigate the different 
factors that may affect the acceptance of M-government in 
Saudi Arabia through combining the dimensions of DeLone 
and McLean success model represented in (system quality, 
information quality and service quality) with the dimensions 

of TAM model represented in (Perceived Usefulness and 
Perceived Ease of Use) to determine their effects on attitudes, 
behavior intentions and actual use of the system. . Worthy 
here to mention that using the two models will enable the 
researchers to make full use of the strength areas of these 
models and as a result draw a full picture of the factors that 
affect M-government acceptance behavior among Saudi 
citizens. Identifying these factors can be considered as a must 
in order to move from the preliminary phase of 
experimentation to the actual use of the system for 
maximizing the benefits that can be gained from applying M-
government in Saudi Arabia. Finally, the current study will 
provide some suggestions to help policy makers in improving 
the system of M-government in Saudi Arabia. 

III. SIMILAR WORK 

In a study [6] that has been carried out to investigate 
factors relevant to diffusion and adoption of M- Government 
in Greece, findings revealed that ease of use and compatibility 
could affect the adoption behavior. Another study [7] has been 
conducted to determine issues surrounding M-government 
services adoption in Jordon, results showed that public 
awareness, infrastructural limitations and lack of 
comprehensive legal framework were among the critical 
issues surrounding the use of M-government. At the local 
level a study has been conducted [8] to determine variables 
affecting M-government adoption in Saudi Arabia, findings 
revealed that satisfaction, mobility and trust were predictors of 
adoption behavior among citizens. Another study [9] analyzed 
the challenges and opportunities associated with the 
implementation of m-government services in Saudi Arabia. 
The results suggested that although a large percentage of 
population did not have access to mobile technologies, there 
was still a strong desire among users for the provision of M-
government services. The previous studies and researches 
mentioned above have revealed that M-government 
technology is affected by varied factors. In order to identify 
these factors; the researchers will make full use of the three 
major dimensions of the DeLone and McLean Success Model 
(system quality, information quality and service quality) and 
two dimensions of the TAM Model (represented in perceived 
usefulness and perceived ease of use) to determine their 
effects on attitudes, behaviour intentions and use of M-
government system in Saudi Arabia. This mixing between the 
two models in fact will be of great significance as it enables 
the researchers to combine the most common factors that can 
affect acceptance of M-government in Saudi Arabia. 
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IV. E-GOVERNMENT AND M-GOVERNMENT IN SAUDI 

ARABIA 

All e. government initiatives issued by the Saudi 
government can be considered as a part of its National 
Information Technology plan in an attempt to restructure 
different processes taken place in the public sector [10].  
Mobile government technology is still in the initial phase, this 
confirms the idea that the Saudi government should pay more 
attention to integrate M-government services in its public 
sector to generalize this experience all through the kingdom 
[11]. 

The study of M-government adoption behavior among 
Saudi citizens is of great importance as it helps us in 
identifying the different opportunities and challenges face the 
industry of M-government and as a result it will help in 
improving this service through getting a closer look on the 
different behaviors of Saudi citizens especially while taking 
into consideration the different challenges associated with M-
government adoption such as security, privacy, usability and 
so on. In addition, the most important challenge that hinders 
the effective implementation of M-government lies in the 
adoption behavior of citizens, some researchers agreed that the 
Saudi government needs to overcome different inequalities 
that impede the effective adoption of M-government services 
[12]. 

V. THEORY BACKGROUND 

The advancement in wireless communication has paved 
the way to the emergence of M-government. M-government 
can be seen as an effective and efficient solution for delivering 
services using mobile technology [2-13]. The goals and 
objectives of M-government are diverse including –but not 
limited to- saving time, cost and effort through providing 
efficient services to citizens using electronic channels [14]. It 
also aims at enhancing civic engagement among citizens [15] 
Many countries seek to implement M-government initiatives. 
The point of departure here is that the implementation of M-
government heavily depends on many variables among them 
is the adoption behavior of citizens [16-17]. 

VI. QUESTIONNAIRE 

The researchers designed a structured questionnaire that 
would be used to reflect users' views regarding the critical 
factors that might affect the behavior intention and attitudes 
towards M-government, the dimensions of the questionnaire 
will be extracted from a model designed by the researchers 
through making full use of dimensions of DeLone and 
McLean Information Systems Success model and TAM 
model. The questionnaire consisted of three main parts: The 
first part was dedicated to gather demographic information 
related to gender, age, educational level, employment status, 
ICT usage experience and the actual use of M-government 
services. The second part included eight main dimensions 
represented in system quality, information quality, service 
quality, perceived usefulness, perceived ease of use, attitudes, 
actual use and behaviour intention. The final part included 
open questions to identify the different strategies that could be 
used or added to improve the quality of services being 
provided. The current questionnaire has Arabic and English 

versions. It depended on a 5-point Likert scale ranging from 
strongly disagree to strongly agree. 

VII. DATA COLLECTION 

The researchers will depend on the descriptive survey 
approach as the main study approach. Descriptive survey 
approach is concerned with the characteristics of whole 
sample of the study in an attempt to provide effective 
solutions to the problem. The survey approach makes full use 
of scientific methods by examining the different materials, 
analyzing data and reaching some results that can be 
generalized [18]. Online Surveys will be used to gather 
quantitative data for the proposed theoretical model in an 
attempt to reach as many people as possible. Surveys will be 
emailed to public and private organizations requesting them to 
forward these questionnaires to their employees. It will also be 
sent to universities to ask students and academic staff to 
participate in the survey, this process succeeded in gathering 
the responses from 1218 participants in the study. 

VIII. DATA ANALYSIS 

Microsoft Excel was used to code the data. In this step, we 
identified the variables of the study, the columns they 
occupied in the data file, their possible values. The five-point 
Likert scale was coded with values ranging from (Strongly 
Disagree =1, Disagree= 2, Neutral=3, Agree= 4, and Strongly 
Agree= 5). In order to test hypotheses and analyze data 
required for the current study, the researchers used Structural 
Equation Modeling (SEM) technique as the main instrument 
used in the analysis. It is a powerful multivariate analysis used 
to test the validity of hypothesized theoretical models. It can 
also be seen as a simple method to show numerous 
relationships simultaneously and evaluate relationships [19]. 
The analysis will be done using SmartPLS software. PLS is a 
SEM technique that simultaneously represents the theoretical 
relationship among latent variables and the relationships 
between latent variables and their indicators. The software 
package SmartPLS version 2 for SEM analysis and SPSS 
version 21 for descriptive analysis of demographic 
information would be used. The data set would be evaluated 
for missing values, invalid observations or outliers. When 
missing data for an observation exceeded 15%, it will be 
removed from the data set. When less than 5% of values per 
indicator would be missed, mean value replacement would be 
used. Otherwise, case-wise deletion would be used. After 
identifying outliers, they would be removed from the data if 
they represented less than 5% [20]. The path coefficients and 
the coefficients significance were used for hypotheses testing. 
Hypotheses testing in SmartPLS could be involved in the 
evaluation of t-values. All p significance levels (p<0.01, 
p<0.05 and p<0.10) were addressed. The larger p value of less 
than 0.10 could be regarded as appropriate for exploratory 
research [20]. 

IX. DISCUSSION OF RESULTS 

The descriptive statistics of the study showed that (52.6 %) 
of the study sample were males while (47.4%) were females. 
The majority of the participants' ages ranged from 20 to 29 
years old, they had good knowledge of ICT, most of them 
used ICT applications for less than one hour a day and they 
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had been using mobile phones for more than five years. The 
majority of them used mobile phones in order to make calls 
and send messages and most of them use M-government 
services for many different reasons, but the most prominent 
one was to obtain applications from the Ministry of Education. 
The results of the study showed that System Quality and 
Information Quality had not statistical significant effects on 
Perceived Usefulness. This result went in harmony with the 
results mentioned by [21] who showed that neither system 
quality nor information quality had positive effects on 
perceived usefulness. On the contrary, the results confirmed 
that perceived security had a positive effect on perceived 
usefulness. Worthy here mentioning that these results were 
disappointing, especially while keeping in mind that the 
researchers had expected that system quality and information 
quality could play critical roles in affecting perceived 
usefulness as our beliefs regarding the feasibility of a system 
could be formed in the light of the quality of the system as a 
whole and the quality of the information being provided by it. 
Information quality, service quality and perceived usefulness 
had positive effects on the perceived ease of use. Also, Service 
quality had a positive effect on perceived usefulness. This 
result went in harmony with the result of [22] who indicated 
that services quality (SQ) was found to have the strongest 
influence on adoption of M-government. Honestly, the 
researchers expected these results, especially while taking into 
account that information quality, service quality and perceived 
usefulness have been shown in the literature to be powerful 
factors that have the ability to influence M-government 
adoption behaviour. The results of the study showed that 
perceived ease of use and perceived usefulness had positive 
effects on attitudes towards M-government; the results were 
consistent with [23] who showed that perceived ease of use, 
near-term usefulness and long-term usefulness had significant 
and positive influences on the intention to use mobile 
government. These results were not consistent with [24] who 
showed that perceived usefulness had a positive effect on 
perceived value. Attitudes had positively affected behavior 
intention. This result went in harmony with [24] who showed 
that individual's intention to behave was based on the person's 
attitude. Behavior intention had positively affected actual use 
of M- government. This result went in harmony with the 
theory of reasoned action [25] indicating that one's intentions 
affected his actual behavior. Here the behaviour component 
can be seen as a driving force towards using M-government 
services, and as a result, once behaviour intention was 
motivated, actual use could be guaranteed. Significant testing 
of results using structural model path coefficients can be 
shown as in the following table: 

Based on their sizes, the results showed that SeQ had the 
strongest effect on PU (0.5479), followed by PEOU (0.1776), 
while SQ, and IQ almost had no effect. Also, SeQ had a strong 
effect on PEOU (0.4048), followed by IQ (0.2635) and SQ 
(0.1406). Findings showed that both PU (0.5497) and PEOU 
(0.3041) had strong effects on Att. Also, these findings 
showed that Att had strong effect on BI (0.6086), and BI had a 
strong effect on AU (0.5799). The Path Coefficients can be 
shown as in the following table: 

TABLE I. SUMMARY OF SIGNIFICANT TESTING OF RESULTS 

 

Path Coefficient 

(Bootstrap) 

  -
values 

  - value 
Significance 

Levels 

SQ    PU 0.0485 1.22 0.22 NS 

SQ    PEOU 0.1408 3.66 <0.001 *** 

IQ    PU -0.0703 1.61 0.11 NS 

IQ    PEOU 0.2638 6.06 <0.001 *** 

SeQ   PU 0.5493 11.89 <0.001 *** 

SeQ   PEOU 0.4061 9.72 <0.001 *** 

PEOU    PU 0.1773 4.20 <0.001 *** 

PEOU    Att 0.3053 9.66 <0.001 *** 

PU    Att 0.5497 21.06 <0.001 *** 

Att   BI 0.6105 25.76 <0.001 *** 

BI    AU 0.5819 22.73 <0.001 *** 

*p <0.10. **p <0.05. ***p <0.01. 

TABLE II. PATH COEFFICIENTS 

 
PU PEOU Att BI AU 

SQ 0.0479 0.1406  
 

 

IQ -0.0695 0.2635  
 

 

SeQ 0.5479 0.4048  
 

 

PU 
 

 0.5497 
 

 

PEOU 0.1776  0.3041 
 

 

Att 
 

  0.6086  

BI 
 

  
 

0.5799 

X. MOST PROMINENT RESULTS AND RECOMMENDATIONS 

The most important results can be shown as follows: 
system quality (SQ) has not a positive influence on the 
Perceived Usefulness (PU) of using M-government, System 
Quality (SQ) has a positive influence on the Perceived Ease of 
Use (PEOU) of using M-government, Information Quality 
(IQ) has not a positive influence on the perceived usefulness 
of using M-government, Information Quality (IQ) has a 
positive influence on the Perceived Ease of Use (PEU) of 
using M-government, Service Quality (SeQ) has a positive 
influence on the Perceived Usefulness (PU) of using M-
government, Service Quality (SeQ) has a positive influence on 
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the Perceived Ease of Use (PEU) of using M-government, 
Perceived Usefulness (PU) has a positive influence on 
Attitude (Att), Perceived Ease of Use (PEU) has a positive 
influence on Attitude (Att), Attitude (ATT) has a positive 
influence on Behaviour Intention (BI) to use M-government 
services, Behavior Intention (BI) had a positive influence on 
Actual Use (AU) of M-government. The researchers 
recommend improving the provision of services being 
provided by M-government as a mean of improving citizens' 
attitudes, intention behaviour and actual use of M-
government, this can be done by making the governmental 
website more attractive, easing the browsing process, 
providing guidelines related to how to deal with the website, 
building trust in M-government transactions, providing 
internet connections especially to those in remote areas.  The 
researchers also recommend developing the technological 
infrastructure within the Kingdom in order to provide citizens 
with easy access electronic services. Improving the rates of 
use of M-government will help in reducing the burdens 
imposed on many governmental agencies. 

For future studies, the researchers recommend conducting 
similar studies but in other regions in Saudi Arabia using 
different methodological approaches, for example conducting 
studies using comparative approaches in order to compare 
levels of acceptance of M-Government Service between Asir 
and Jeddah to determine levels of acceptance and adoption 
behaviors and different factors affecting them. 
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Abstract—Greater emphasis is now being placed on User 

Involvement as a factor imperative to Success in Project Scope 

Management. Although Project Scope Management Processes 

have a tendency to centre on various factors pertaining to the 

collecting criteria, defining scope and verifying scope, controlling 

scope is viewed as being fundamental to the management process 

as a whole. Furthermore, Success in Project Scope Management 

in the modern-day competitive business setting is recognised as 

resting on efficient and effective processes applied across Project 

Scope Management. One essential factor in achieving success in 

this arena is that of User Involvement. In this regard, the point is 

presented that Project Scope Management and User Involvement 

may be implemented in such a way so as to enhance Successful 

Project Scope Management. A questionnaire-centred survey 

approach utilizing Project Scope Management Processes and 

User Involvement to Successful Project Scope Management, 

encompassing management- and strategy-level employees, 

totalling 295, was applied in order to establish the link, both 

indirect and direct, between particular elements influencing four 

different IT departments at the governmental level. The data 

gathered underwent analysis through the use of SPLS (Smart 

Partial Least Square). This work provides a valuable 

contribution for professionals in the field, both in terms of 

researchers and practitioners, and further highlights the 

different ways in which project managers can arrange and 

modify Project Scope Management Processes in pursuit of their 

efforts to enhance the mediation of Successful Project Scope 

Management through User Involvement. 

Keywords—Gathering requirements; defining scope; verifying 

scope; controlling scope; and user involvement 

I. INTRODUCTION 

A large number of businesses recognise the fact that a 
significant degree of their effectiveness depends on how 
Project Scope Management is applied and managed. 
Accordingly, there is a need for organisations to establish the 
Project Scope Management Processes and subsequently 
outline and identify the role adopted by User Involvement 
when it comes to attaining success in Project Scope 
Management. Furthermore, it is recognised that there are 
various difficulties in Project Scope Management [1] [2] [3], 
with the business viewed as fluid and changeable. The field 
involves a great variation of users in different projects in mind 
of achieving varying goals across differing settings. With this 
taken into account, as highlighted by [4], project management 
may be positioned in such a way so as to facilitate businesses 

in strategically structuring themselves to attain their business 
objectives and subsequently enhance their competitiveness 
across their industry.  

Furthermore, a number of different researchers have 
presented the recommendation that Project Management (PM) 
seeks to redirect away from more conventional approaches to 
more generalised management principles [19], specifically 
when there are complex environments as the setting for 
projects [5]. Moreover, in the study of Ajelabi & Tang [2010], 
it was recognised that, with the passing of time and the greater 
wealth of experience and literature, [7] PM theory has 
provided a valuable instrument when it comes to change 
implementation across businesses. In addition, the work of 
Kwak & Anbari [2009] highlights the need for PM theory 
practitioners to encourage the adoption of PM theory as an 
academic discipline. Owing to the widely acknowledged value 
of the field, Project Scope Management has become 
recognised as an imperative consideration across different 
sectors in Jordan; therefore, in-depth and wide-ranging 
expertise in this area has become recognised as necessary. 

Project Scope management processes across businesses 
and new project managers [9] undergoing training lead the 
overall process of the project, and are viewed as fundamental 
organisational change in line with project implementation 
success. In addition, a number of different project 
organisations, such as Oracle, SAP and Microsoft, amongst 
others, place much emphasis on the best, most innovative 
practices, such as those carried out in significant businesses, 
[10] i.e. IT departments in governmental institutions, which 
have in place environmental professionals employed in order 
to garner insight into the required experiences [11]. 

One problem with this particular solution is that Project 
Scope Management does not always encompass User 
Involvement; specifically, they provide management support, 
as well as support to the project user, with User Involvement 
not always incorporated within the team. In such instances, 
there is a need for the project management to be clear on the 
issues pertaining to User Involvement so as to ensure the 
necessary support is provided. Project Scope Management 
processes need to be assigned in such a way so as to include 
the most important and valid data, with this updated and 
related to the greatest possible degree. It is not always feasible 
for this to be achieved owing to the fact that varying degrees 
of precision are required in different areas. In order to ensure 
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the data is kept informed and relevant, it is important that 
there are updates and feedback whenever necessary [6]. The 
issue is to determine the way in which Successful Project 
Scope Management can be achieved, whilst also ensuring a 
significant usage level and understanding. The most optimal 
situation is that all of the necessary data exists across the 
Scope Management processes, and that user information is 
kept updated and valid, with continuous development through 
User Involvement across all stages. When it comes to dealing 
with this particular issue, the aim was suggesting a conceptual 
framework relating to the Project Scope Management 
Processes, bringing together Successful Project Scope 
Management and User Involvement. Accordingly, this 
particular work completes an analysis on the link between 
Project Scope Management Processes, User Involvement, and 
the effects of such in line with Project Scope Management 
success.  

This study is broken down into six key sections in an effort 
to describe Project Scope Management. First and foremost, 
there is an introduction into the most pertinent of 
considerations and the value acknowledged in Project Scope 
Management Processes and User Involvement. Secondly, a 
review of the relevant literature relating to Project Scope 
Management Processes is presented, along with the value of 
User Involvement in line with Project Scope Management 
success. Third, there is the presentation of the hypotheses and 
conceptual framework. Following is an explanation of the 
research methodology, with the fifth section providing the 
data analysis findings, whilst the sixth section draws its 
conclusions.  

II. LITRATUR REVIEW 

A. Project Scope Management Processes 

The country of Jordan is recognised as being in its 
developmental stages, with decentralisation presenting a 
number of challenges in administration and local 
governments, in combination with work processes undergoing 
globalisation and there being much significant development in 
ICT trends—all of which are recognised as having a key and 
significant effect on the organisational capacity of Jordan, 
Furthermore, businesses are called upon to implement plans 
and present innovative ideas[12]. There is much emphasis 
being placed on change, which is encouraging firms to 
establish their systems and projects [13], [14]. Accordingly, a 
significant wealth of knowledge in the literature in the area of 
Project Management, IT projects and Project Scope 
Management is now available [15]; [16]; [17]; [18]. 
Furthermore, various researchers have completed analyses on 
the effect of Project Management on project success. As an 
example, the study of Nikumbh & Pimplikar [2014] describes 
PM as being a skill identifiable as a human and material 
resource centred on leading and organising throughout a 
project‘s lifecycle, notably through modern management 
method development in such a way so as to attain the outlined 
aims of scope, cost, participation satisfaction, quality and 
time.  

Furthermore, the Project Management Institute (PMI) 
recognises the key skills needing to be offered by an efficient 
and valuable project manager [20]. First and foremost, the key 

competencies are recognised as scope management, with 
scholars Sánchez & Schneider [2014] describing international 
project management organisations as having created their own 
project management guidelines upon knowledge areas [21], 
with the inclusion of scope management. Moreover, it has 
been stated by Marinho et al. [2014] that the majority of 
projects have come to experience restrictions in regards costs, 
scope and time, in addition to particular principles relating to 
quality [22].   

Nonetheless, in an effort to teach management and 
businesses the key role of User Involvement in line with 
Successful Project Scope Management, there is a need to 
define the success of Project Scope through completing an 
evaluation on the approval of the user. As such, one 
fundamental aspect of Successful Project Scope Management 
is that of User Involvement. Moreover, as highlighted by PMI 
[2013] Project Scope Management Processes may be broken 
down into four different process groups, namely Collecting 
Requirements, Defining Scope, Verifying Scope, and 
Controlling Scope. 

B. The Value Recognised in user Involvement in Line with 

Project Scope Management Success 

During more recent times, User Involvement has become 
acknowledged as a resource encouraging and facilitating 
success in Project Scope Management across a number of 
business organisations. Various authors, including [10] 
Travaglini et al. [2014], recognise that stakeholder executive 
is one of the most important project success aspects owing to 
the fact that success in projects is significantly dependent on 
stakeholder satisfaction. Furthermore, project management 
experts are highlighted by [23] Seresht et al. [2014] as 
continuing to show a lack of consensus in relation to how 
project success may be defined and measured. The work of [2] 
Morris [2010] further emphasises that PM is becoming more 
and more widely used and in such a way so as to include the 
user across all arenas. It is important to recognise that future 
projects need to place greater emphasis on user-specific 
deliverables as quickly as possible.  

Nonetheless, in the view of  [7] Mian et al. [2010], a 
project is recognised as involving various individuals all 
working in unison on a common task, sharing the tasks, 
resources and responsibilities so as to achieve success. It has 
been stated by [3] Too & Weaver [2014] that actual PM 
encompasses a number of different objectives, in addition to 
an agreement between the project manager and user on how 
such objectives will be fulfilled. Furthermore, the point has 
been made by [24] Nenni et al. [2014] that a number of 
different professionals and academics in the field have 
examined the way in which processes and approaches can be 
improved in an effort to achieve efficiency improvements in 
attaining the project goals of a firm. Moreover, it is noted in 
the work of [15] Al Freidi [2014] that professional project 
management tools may be utilised so as to document and 
monitor the progress of a project, [8] which subsequently can 
lead to success. There is strict adherence to project planning 
and monitoring, as well as communication between the user 
and project manager, all as part of the management 
infrastructure applied throughout the lifecycle of the project. 
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A research by [25] Mir & Pinnington [2014] details that 
the framework presents a number of different factors 
underpinning project success, with the inclusion of business 
success, customers, efficiency, future preparation, and the 
influence of achieving a competitive edge.  

In addition, the study carried out by [26] Purna [2012] 
highlighted communication management between the various 
parties in a project as being well-detailed in the literature, 
predominantly owing to the emphasis placed on this part of 
PM and its recognised influence in project success. As such, 
User Involvement across all of the Project Scope Management 
processes results in a greater degree of success in Project 
Scope Management. Furthermore, preliminary scope 
statements are identified by [27] Silvius & Schipper [2014] as 
highlighting the needs and expectations of stakeholders 
through user involvement across all a project‘s aspects.  

III. RESEARCH MODEL AND HYPOTHESES DEVELOPMENT 

In the recent past, Project Scope Management and User 
Involvement process have been identified as fundamental 
when striving to achieve Project Scope Management success. 
Accordingly, the research available in the field of Project 
Scope Management Processes and User Involvement in line 
with Project Scope Management success is examined in this 
work. In line with this, the researcher presents a framework 
with the aim of emphasising the casual links between the 
various Project Scope Management Processes (Collecting 
requirements, Defining scope, Verifying scope, controlling 
scope [20] and User Involvement with the aim of achieving 
improvement across Project Scope Management success.  

 
Fig. 1. Proposed Model. 

In line with that stated above, Project Scope Management 
processes [20] implementation is recognised as appropriate in 
this work for various reasons: firstly, the technique of Project 
Scope Management facilitates project managers and 
supervisors in assigning the most appropriate volume of work 
to achieve successful  project completion; secondly, the 
majority of project methodologies warrant that the scope of a 
project is outlined in the first instance; and lastly, the PMBOK 
Guide is concerned with providing a further breakdown of 
project management knowledge that, as a whole, is 
acknowledged as being good practice for Project Scope 
Management processes [28]. Throughout this particular work, 

User Involvement adopts a mediatory role in the link between 
Project Scope Management Processes and achieving success 
in Project Scope Management. The diagram below ―Fig. 1‖ 
provides an overview of this work‘s model. 

The above "fig 1" encompasses a total of 6 different 
factors, 4 of which are linked with Project Scope Management 
Processes whilst the remainder are linked with User 
Involvement and Successful Project Scope Management. The 
suggested model is recognised as comprising a number of 
different processes, as detailed as following: 

A. Collecting Requirements: 

This comprises explaining and detailing the functionality 
and overall structure of the products generated across the 
preliminary organisation of the project.  

B. Defining Scope: 

This phase relates to the review of all project charter 
elements, with the inclusion of the preparation of the 
necessary documents and the assets of the organisational 
processes applied in order to create a scope statement.  

C. Verifying Scope: 

This approach encompasses the formalisation of approval 
regarding the project deliverables.  

D. Controlling Scope: 

Relating to project scope changes, and the control of such, 
throughout the project‘s lifecycle.  

E. User Involvement: 

Centred on the process of assigning all users recognised as 
being of influence to the project team, with assignment to the 
project team, whilst also outlining their responsibility in 
Collecting requirements, Defining scope and Verifying scope.  

F. Successful Project Scope Management: 

Considers Project Scope Management, with the inclusion 
of those processes validating the project whilst addressing all 
of the components fundamental when seeking to achieve 
success in Project Scope Management. 

At the first stage, the direct effects acknowledged as 
relevant in Project Scope Management Processes and 
Successful Project Scope Management will be measured in 
H.1, which includes a total of four different sub-hypotheses, 
detailed as follows: 

H.1.1: Collecting requirements is recognised as having a 
significant effect on Successful Project Scope Management at 

( 0.05). 

H.1.2: Defining scope is recognised as having a significant 

effect on Successful Project Scope Management at ( 0.05). 

H.1.3: Verifying scope is recognised as having a 
significant effect on Successful Project Scope Management at 

( 0.05). 

H.1.4: Controlling scope is recognised as having a 
significant effect on Successful Project Scope Management at 

( 0.05) 
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Throughout this work, the direct effects acknowledged as 
relevant in regards Project Scope Management Processes and 
User Involvement will be measured in H.2, which includes a 
total of four different sub-hypotheses, detailed as follows: 

H.2.1: Collecting requirements is recognised as having a 

significant effect on User Involvement at ( 0.05). 

H.2.2: Defining scope is recognised as having a significant 

effect on User Involvement at ( 0.05) H.2.3: Verifying 
scope is recognised as having a significant effect on User 

Involvement at ( 0.05). H.2.4: Controlling scope is 
recognised as having a significant effect on User Involvement 

at ( 0.05). Subsequently, throughout this work, the direct 
link between User Involvement and Successful Project Scope 
Management will be measured in H.3, which includes one 
sub-hypotheses, detailed as follows:  

H.3.1: User Involvement is recognised as having a 
significant direct on Successful Project Scope Management at 

( 0.05) 

Lastly, throughout this work, the links between Project 
Scope Management Processes and their effect on User 
Involvement and Successful Project Scope Management will 
be considered through the application of H.4, which includes a 
total of four sub-hypotheses, detailed as follows: 

H.4.1: User Involvement is recognised as mediating the 
link of Collecting requirements and Successful Project Scope 

Management at a significant level ( 0.05) 

H.4.2: User Involvement is recognised as mediating the 
link of defining the scope and Successful Project Scope 

Management at a significant level ( 0.05). H.4.3: User 
Involvement is recognised as mediating the link of verifying 
scope and Successful Project Scope Management at a 

significant level ( 0.05)H.4.4: User Involvement is 
recognised as mediating the link of controlling the scope and 
Successful Project Scope Management at a significant level 

( 0.05).  

IV. RESEARCH METHODOLOGY 

The questionnaire detailed the individual constructs to 
undergo measurement throughout the quantitative analysis 
[29]. Data were gathered through the adoption of a survey 
questionnaire [30] to determine the opinions of employees at 
the strategic and management level. Furthermore, random 
sampling was carried out across four IT departments at the 
government level.  

A. Sample size 

Owing to the varying sizes of the IT departments included 
in this work, the research has implemented a specific 
distribution technique so as to ensure the accurate 
representation of the research population. The sample of this 
work encompasses the four IT departments at the government 
level included in this work. Table 1 provides an overview of 
the findings of the sample size, in line with the analysis of 295 
completed questionnaires. 

TABLE I. THE QUESTIONAIR COLLECTED AND COMPLETED PER 

GOVERNEMNT IT DEPARTMENT 

Sector 
Completed questionnaires 
collected 

First government IT department 

Income tax corporation 
27 questionnaires 

Second government IT department  

Jordanian water  authority  
33 questionnaires 

Third government IT department 
Jordanian Ministry of  Water 

45 questionnaires 

Fourth government IT department 

Grater Amman Municipality 
190 questionnaires 

Total 295 questionnaires  

V. DATA ANALYSIS AND RESULT 

A. Demographic Data Results 

The majority of the staff were males, with only one-fifth 
(21%) of the sample female. Furthermore, approximately one-
third (36.9%) of the staff were aged between 31 and 35 years. 
In regards the participants‘ specialisations, approximately 
41.1% of the participants were involved in group project 
management. Furthermore, just over one-quarter (26.4%) of 
the sample were in the role of System analyst, whilst a similar 
proportion (24.7%) carried out roles in hardware and software. 
In addition, more than half (53.9%) were seen to have at least 
seven years‘ experience. Table 2 provides an overview of the 
demographic data.  

TABLE II. DEMOGRAPHIC DATA RESULTS 

Description Variable Result Percentage 

Gender 
Male 233 79.0 % 

Female 62 21.0 % 

Age 

Less than 25 years  41 13.9 % 

25–30 years 80 27.1 % 

31–35 years 109 36.9 % 

More than 35 years 65 22.0 % 

Area of 

Specialization 

Hardware and 

software 73 24.7 % 

System analyst 78 26.4 % 

Project  management 122 41.4 % 

Other 22 7.5 % 

Experience 

Less than 1 year 4 1.4 % 

2–7 years 83 28.1 % 

7–13 years 159 53.9 % 

More than 13 years 49 16.6 % 
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B. Validity and Reliability Result 

Throughout this work, Smart Partial Least Square (PLS) 
was applied with the aim of measuring all hypotheses; there 
was the completion of data analysis through the application of 
two different phases [31], [32]: the first analysed the overall 
validity and reliability, whilst the second completed 
hypotheses testing.  

 Path Loadings 

Throughout this work, path loadings for all variables 
incorporated across the model were found to exceed (0.50) 
through the application of PLS software, thus meaning the 
acceptance of all variables, as highlighted by Falk & Miller 
[1992]. The figure below provides an explanation as to the 
path loadings (factors analysis result) for all variables included 
in the study model. 

―Fig. 2‖ details six individual elements (Collecting 
requirements, Defining scope, Verifying scope, Controlling 
scope, User Involvement, and Successful Project Scope 
Management). Table 3 below provides an overview of the 
research constructs‘ Measure, Item and Factor Loading.  

Fig. 2. Path Loading. 

TABLE III. CONSTRUCT MESURMENTS 

Variables Item 
Factors 

loading 
Measure 

Collecting requirements 

COLL1 0.81 Collecting requirements is concerned with defining the functions.  

COLL2 0.66 Collecting requirements is concerned with detailing the features 

COLL3 0.74 Collecting requirements in the business setting require top management support 

COLL4 0.65 
The requirements management plan provides good practice in regards Collecting 

requirements  

Defining scope 

DEFI1 0.68 Preparing project scope statement input includes the project charter 

DEFI2 0.94 The assets of the organisational process are applied in  defining scope 

DEFI3 068 The key objectives pertaining to Defining scope determine the  project scope statement 

DEFI4 0.94 As time progresses, project scope should become apparent 

Verifying scope 

VERF1 0.79 The approved project scope statement form the scope baseline 

VERF2 0.90 Scope verification includes stakeholders‘ acceptance of project scope completion  

VERF3 0.56 Verifying scope relies on project scope quality 

VERF4 0.90 
Project managers apply leadership skills in such a way so as to deal with and manage the 

various obstacles experienced throughout the Verifying scope stage.  

Controlling scope 

CONT1 0.92 Scope control encompasses project scope change control 

CONT2 0.90 
The objective underpinning scope control is to affect the factors underpinning scope 
changes 

CONT3 0.92 The key outcomes associated with controlling scope include Variance reports 

CONT4 0.90 The IT department is pivotal in achieving controlling scope success 

User Involvement 

USER1 0.63 User Involvement ensures the scope is kept realistic 

USER2 0.53 User Involvement results in the project selection process being valuable and good 

USER3 0.78 
User Involvement throughout the processes of Project Scope Management provides 

guarantees in terms of flexibility when changing work requirements  

USER4 0.74 User Involvement is recognised as pivotal in line with change requests  

Successfully Project 
Scope Management 

SPS1 0.93 
The success of Project scope requires performance to be measured throughout the course 

of satisfying project scope objectives 

SPS2 0.93 
Project Scope Management success centres on providing users and sponsors with frequent 

outcomes  

SPS3 0.87 
Project Scope Management success rests on ensuring the creation of a requirements 

management database  

SPS4 0.80 
Changes from a systems perspective should be reviewed if they are to result in Project 

Scope Management success 
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 The Measurement Model 

Through the use of PLS software, all Cronbach Alpha 
(CA) and composite reliability (CR) scores were seen to be 
higher than the suggested value (0.65) [33], which implies that 
all of the constructs detailed in the model offer good 
reliability. A commonly practical convergent validity standard 
is AVE (average variance extracted), as suggested in the work 
of Fornell & Larcker [1981]; this is seen to span 0.50–0.83, 
which falls within the scope of the cut-off value of 0.50 or 
higher.  Table 4 below details the reliability AVE and CR for 
the constructs in this work, with all of them found to exceed 
the suggested levels.  

TABLE IV. MESURMENT MODEL RESULTS 

Constructs  
Cronbach 
Alpha (CA) 

Average 

Variance 

Extracted (AVE) 

Composite 
Reliability (CR) 

Collecting 

requirements 
0.77 0.59 0.85 

Defining scope 0.85 0.67 0.89 

Verifying scope 0.80 0.64 0.87 

controlling scope 0.93 0.83 0.95 

User Involvement 0.67 0.50 0.79 

Successful Project 

Scope Management 
0.90 0.78 0.93 

 R (Square) Test 

The value of R (Square) coefficient is applied for the 
central approach to the structural Model‘s measurement for 
the suggested model, as highlighted in Table 5.  

TABLE V. R (SQUARE) VALUE 

Relation  
R  

(Square) 

The effects of Project Scope Management processes in 

line with Project Scope Management success without 

User Involvement mediation 

0.81 

The effect of the processes of Project Scope Management 
on Project Scope Management success with User 

Involvement mediation 

0.97 

The effects of Project Scope Management processes in line 
with Project Scope Management success without User 
Involvement mediation 0.81 

The effect of the processes of Project Scope Management 
on Project Scope Management success with User Involvement 
mediation 0.97 

 Table 5 details that the R-squares for the variables (i.e. 
Project Scope Management success) without mediation 
achieves a value of 0.81, which is recognised as exceeding 
25%, in line with the suggestion of Hair ,Black, Babin, 
Anderson and Tatham. [2006], which measures the accepted 
prediction level across the empirical paper [34]. In contrast, 
the variable‘s R (Square) value (i.e. Project Scope 
Management success) was mediated by User Involvement, 
with a value of 0.97 achieved, which is seen to exceed 25%; 
there was an increase in the percentage of Successful Project 
Scope Management R (Square) by 16% when there was the 
inclusion of User Involvement as the mediation variable in the 

link between Project Scope Management processes and 
Project Scope Management success. 

 Latent Variable Correlations Test 

There was the application of the Latent Variable 
Correlations Test in order to determine measurement construct 
discriminant validity (Collecting requirements, Defining 
scope, Verifying scope, Controlling scope, User Involvement, 
and Successful Project Scope Management). Table 6 provided 
below highlights the discriminant validity across this work. 

TABLE VI. DISCRIMINANT VALIDITY  

Construct 

Collect

ing 
require

ments 

Defi

ning 
scop

e 

Verifyi

ng 

scope 

control

ling 

scope 

User 

Involv

ement 

Successf

ul 

Project 
Scope 

Manage
ment 

Collecting 

requirements 
1.00      

Defining 
scope 

0.42 1.00     

Verifying 

scope 
0.76 0.55 1.00    

controlling 
scope 

0.81 0.52 0.87 1.00   

User 

Involvement 
-0.01 0.03 0.24 0.16 1.00  

Successful 
Project Scope 

Management 

-0.01 0.04 0.26 0.19 
 

0.98 
1.00 

In line with the information detailed in Table 6, 
discriminant validity was validated across the work, 
considering that the square root of the AVE achieved from all 
of the constructs was found to be greater than all other cross-
correlations with other constructs. 

C. Test Hypotheses 

The hypotheses in the model underwent measurement 
through the completion of T-tests through the application of 
Bootstrapping in smart PLS to determine the T value. To 
begin with, the T value for Project Scope Management 
processes was measured by on Successful Project Scope 
Management without User Involvement as a mediatory factor. 
The figure below―Fig 3‖ provides an overview of this 
Bootstrapping (T value). 

 
Fig. 3. Bootstrapping (T value) for Project Scope Management processes on 

Successful Project Scope Management without mediation of User 
Involvement. 
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In line with the above ―Fig. 3‖, the T value was 
determined by the authors through the application of Smart 
Partial Least Square (PLS) in order to test the hypotheses 
associated with Project Scope Management processes 
(Collecting requirements, Defining scope, Verifying scope, 
controlling scope) on Project Scope Management success 
without User Involvement applied as a mediatory factor.  
Table 7 provides the results. 

TABLE VII. TEST OF PROJECT SCOPE MANAGEMENT PROCESS AND 

SUCCESSFUL PROJECT SCOPE 

Relation (direct effect) 

 

T  

value 

Beta  

value 

Collecting requirements and  Successful Project 
Scope Management 

1.70 -0.07 

Defining scope and  Successful Project Scope 

Management 
0.16 0.00 

Verifying scope and  Successful Project Scope 
Management 

2.49 0.09 

Controlling scope and  Successful Project Scope 

Management 
124.17 0.96 

The T value,in table 7 which is recognised between 
Collecting requirements and Successful Project Scope 
Management, was identified as 1.70. This is seen to be 
significant at the 0.05 level. Further, the Beta value is 
identified as –0.07. Notably, this value provides the 
explanation that one degree of change in Collecting 
Requirements will cause –0.07 degree change in Successful 
Project Scope Management. As such, these findings mean 
H1.1 can be accepted. 

The T value, which is between the Defining scope and 
Successful Project Scope Management, is determined at 0.16. 
This is therefore not significant at the 0.05 level. Furthermore, 
the Beta is recognised as 0.00, which explains that 
modification to one degree of Related to the Defining Scope 
will induce change of 0.00 in Successful Project Scope 
Management. As such, these findings do not support the 
acceptance of H.1.2.   

The T value, which is recognised as between the Verifying 
Scope and Successful Project Scope Management, was 
identified as 2.49. This is seen to be significant at 0.05 level. 
Further, the Beta value is identified as 0.09, which explains 
that change to one degree of Verifying Scope will induce 
change of 0.09 in Successful Project Scope Management. As 
such, these findings support the acceptance of H.1.3.  

The T value, which is recognised between the Controlling 
scope and Successful Project Scope Management, was 
identified as 124.17. This is seen to be significant at the 0.05 
level. Further, the Beta value is identified as 0.96, which 
explains that change in one degree of controlling scope will 
induce change of 0.96 in Successful Project Scope 
Management. As such, these findings support the acceptance 
of H.1.4. 

In addition, the T value for Project Scope Management 
processes on Successful Project Scope Management was 
determined with the inclusion of User Involvement as a 
mediating factor. The T value for the study model can be seen 
detailed in the following figure. 

 
Fig. 4. Bootstrapping (T value) for Project Scope Management processes on 

Successful Project Scope Management with mediation of User Involvement. 

In line with ―Fig. 4‖, the T value has been   

Established through the application of the Smart   

Partial Least Square (PLS) in mind of testing all 
hypotheses associated with Project Scope Management 
processes (Collecting requirements, defining scope, verifying 
scope, controlling scope) and User Involvement. The results 
can be seen summarised in the following table 8.  

TABLE VIII. TEST RESULTS FOR PROJECT SCOPE MANAGEMENT PROCESS 

AND USER INVOLVEMENT 

Relation (direct effect) 
T  

value 

Beta  

value 

Collecting requirements and  User Involvement 1.89 0.21 

Defining scope and  User Involvement 3.73 0.13 

Verifying scope and  User Involvement 7.95 0.60 

Controlling scope User Involvement 4.54 0.14 

Table 8 provide the T value, which is identified between 
the Collecting requirements and User Involvement, is 
recognised as being 1.89. Accordingly, it is recognised as 
significant at the 0.05 level. Further, the Beta value is 
recognised as 0.21, which explains that change to one degree 
of collecting requirements will cause change of 0.21 in User 
Involvement. As such, these findings facilitate the acceptance 
of H.2.1. 

The T value, which is identified between the Defining 
scope and User Involvement, is recognised as 3.73. 
Accordingly, it is significant at the 0.05 level. Further, the 
Beta value is found to be 0.13, which explains that change to 
one degree of Defining scope will cause change equal to 0.13 
in User Involvement. These findings facilitate the acceptance 
of H.2.2. 

The T value, which is recognised between the Verifying 
scope and User Involvement, is identified as 7.95. 
Accordingly, this is viewed as significant at the 0.05 level. In 
addition, the Beta value is determined to be 0.60, which 
Explains that a change to one degree of Verifying scope will 
cause change of 0.60 in User Involvement. Such findings 
support H.2.3 acceptance. 
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The T value, which is recognised between the Controlling 
scope and User Involvement, is identified as 4.54. 
Accordingly, it is significant at the 0.05 level. Further, the 
Beta value is recognised as 0.14, which explains that change 
to one degree of controlling scope will induce change 
amounting to 0.14 in User Involvement. Such findings support 
H.2.4 acceptance. 

In addition, as can be seen from Figure 4, the T value test 
is applied in the Smart Partial Least Square (PLS) with the 
aim of analysing the hypotheses linked to User Involvement 
and project success. Table 9 below provides an overview of 
the results. 

TABLE IX. TEST RESULTS FOR USER INVOLVEMENT AND SUCCESSFUL 

PROJECT SCOPE MANAGEMENT  

Relation (direct effect) 
T  

value 

Beta  

Value 

User Involvement and Successful Project Scope 

Management 
1.80 0.03 

The T value, which is recognised between User 
Involvement and Successful Project Scope Management, is 
identified as 1.80. Accordingly, it is seen to be significant at 
the 0.05 level. Further, the Beta value is determined to be 
0.03, as it is clear in table 9, which explains that change to one 
degree of User Involvement will induce change of 0.03 in 
Successful Project Scope Management. These findings 
provide support for H0.3 acceptance.    

TABLE X. TEST RESULTS FOR COLLECTING REQUIREMENTS AND 

SUCCESSFUL PROJECT SCOPE MANAGEMENT MEDIATING BY USER 

INVOLVEMENT 

Relation 

Direct 

effect 

Direct 

effect 

Indirect 

effect 

Total 

effect 

Total 

effect 

T value Beta Beta T value  Beta 

Collecting requirements 

on User Involvement 
1.89 0.21  1.89 0.21 

User Involvement in 
Successful Project 

Scope Management  

1.80 0.03  1.80 0.03 

Collecting requirements 

on Successful Project 

Scope Management 

mediating by User 

Involvement 

  0.006   

Collecting requirements 

on Successful Project 

Scope Management 

1.70 

Partially 

mediate 

-0.07  5.81 -0.06 

Lastly, in the final section, the statistical results emphasise 
that the T value test result underwent application through PLS 
to validate whether User Involvement plays a mediatory role 
in the link between Project Scope Management processes 
(Collecting requirements, Defining scope, Verifying scope, 
controlling scope) and Successful Project Scope Management 
(see tables 10–13). 

In relation to the above table 10, the T value identified 
between the Collecting requirements and User Involvement is 
recognised as having a value of 1.89. As such, it is seen to be 
significant at the 0.05 level. Further, the T value between User 
Involvement and Successful Project Scope Management is 
determined as 1.80. Accordingly, it was found to be 
significant at the 0.05 level. In regards the Beta value for 
Indirect Effect, this is calculated as being 0.006, which 

highlights that change of one amount in collecting 
requirements and User Involvement induces a change 
amounting to 0.006 in Successful Project Scope Management. 
Such findings underpin the acceptance of H.4.1. As a result, 
User Involvement is applied in order to partially mediate 
Collecting requirements and Successful Project Scope 
Management in government IT departments in Jordan. 

In relation to the above table 11, the T value identified 
between Defining scope and User Involvement is recognised 
as having a value of 3.73. As such, it is seen to be significant 
at the 0.05 level. Further, the T value is determined as being 
1.80 between User Involvement and Successful Project Scope 
Management. Accordingly, it was recognised as being 
significant at the 0.05 level. Further, the Beta value for 
Indirect Effect is calculated as 0.003, which further highlights 
that change in one amount in Defining scope and User 
Involvement will induce alteration amounting to 0.003 in 
Successful Project Scope Management. Such findings provide 
support for the acceptance of H.4.2. As such, User 
Involvement is recognised as being fully mediated between 
Defining scope and Successful Project Scope Management 
across the government IT departments in Jordan.     

TABLE XI. TEST RESULTS FOR DEFINING SCOPE AND SUSSECCFUL 

PROJECT SCOPE MANAGEMENT MEDIATING BY USER INVOLVEMENT 

Relation 

Direct 

effect 

Direct 

effect 

Indirect 

effect 

Total 

effect 

Total 

effect 

T value Beta Beta T value  Beta 

Defining scope on User 

Involvement 
3.73 0.13  3.73 0.13 

User Involvement in 

Successful Project Scope 

Management  

1.80 0.03  1.80 0.03 

Defining scope on 

Successful Project Scope 

Management mediating 

by User Involvement 

  0.003   

Defining scope on 
Successful Project Scope 

Management  

0.16 
Fully 

mediate  

0.00  0.59 0.003 

TABLE XII. TEST RESULTS FOR VERIFYING SCOPE AND SUCCESSFUL 

PROJECT SCOPE MANAGEMENT MEDIATING BY USER INVOLVEMENT 

Relation 

Direct 

effect 

Direct 

effect 

Indirect 

effect 

Total 

effect 

Total 

effect 

T value Beta Beta 
T 
value  

Beta 

Verifying scope of 
User Involvement 

7.95 0.60  7.95 0.60 

User Involvement in 
Successful Project 

Scope Management   

1.80 0.03  1.80 0.03 

Verifying scope of 

Successful Project 

Scope Management 

mediating by User 

Involvement  

  0.018   

Verifying scope of 

Successful Project 

Scope Management 

2.49 

partially 

mediate 

0.09  2.79 0.108 
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In relation to the above table 12, the T value is identified 
as 7.95 between the Verifying scope and User Involvement. 
Accordingly, the value was seen to be significant at the 0.05 
level. In addition, the T value between User Involvement and 
Successful Project Scope Management is calculated as being 
1.80. As such, it was viewed as being significant at the 0.05 
level. Further, the Beta value for Indirect Effect is highlighted 
as 0.018, which explains that change in one amount in 
Verifying scope and User Involvement will subsequently 
induce change amounting to 0.018 in Successful Project Scope 
Management. Such findings provide support for H.4.3. As a 
result, User Involvement is recognised as providing partially 
mediation between Verifying scope and Successful Project 
Scope Management across government IT departments in the 
Jordanian context.     

TABLE XIII. TEST RESULTS FOR CONTROLLING SCOPE AND SUCCESSFUL 

PROJECT SCOPE MANAGEMENT MEDIATING BY USER INVOLVEMENT 

Relation 

Direct 

effect 

Direct 

effect 

Indirect 

effect 

Total 

effect 

Total 

effect 

T value Beta Beta 
T 

value  
Beta 

Controlling scope of 

User Involvement 
4.54 0.14  4.54 0.14 

User Involvement in 

Successful Project 
Scope Management  

1.80 0.03  1.80 0.03 

Controlling scope of 

Successful Project 
Scope Management 

mediating by User 

Involvement 

  0.004   

Controlling scope of 

Successful Project 

Scope Management 

124.17 

partially 

mediate 

0.96  5.81 0.964 

In relation to table 13, the T value between Controlling 
scope and User Involvement is identified as being 4.54. As 
such, it is considered to be significant at the 0.05 level. 
Furthermore, the T value between User Involvement and 
Successful Project Scope Management is established as being 
1.80. Accordingly, it was seen to be significant at the 0.05 
level. Further, the Beta value for Indirect Effect is calculated 
as 0.004, which further highlights that change of one amount 
in Controlling scope and User Involvement will induce change 
amounting to 0.004 in Successful Project Scope Management. 
Such findings provide support for the acceptance of H.4.4. As 
a result, User Involvement is recognised as presenting 
partially mediation between Controlling scope and Successful 
Project Scope Management across governmental IT 
departments in the Jordanian context.  

VI. CONCLUSION  

Very little is known in the field of Project Scope 
Management processes and User Involvement, meaning it 
would be difficult to postulate as to the very best practice in 
this arena. This paper, however, provides outcomes that 
present reliable instruments for key factors in the analysis of 
Project Scope Management processes and User Involvement, 
with a number of valuable recommendations able to made in 
line with Successful Project Scope Management. In this work, 
a number of different factors were highlighted as requiring 
examination in consideration to their influence on Successful 

Project Scope Management within IT departments across 
governmental institutions in the Jordanian context. This work 
further centred on achieving empirically findings in regards 
the relative strength of causal relations on User Involvement, 
which fully mediates the link between defining scope and 
Successful Project Scope Management across governmental 
IT departments in the Jordanian context. Moreover, the 
findings provide insight into the relative strength of causal 
links on User Involvement, which suggest a partially 
mediation in regards the link between Collecting 
requirements, Verifying scope, and Controlling scope, and 
Successful Project Scope Management across IT departments 
in governmental institutions in the Jordanian context. It is 
stated in conclusion that Project Scope Management tools and 
techniques could undergo adaptation in IT departments in 
governmental institutions, with the value of such between 
demonstrated in the creative arena in Jordan.  
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Abstract—Security Requirements Engineering (SRE) 

approaches are designed to improve information system security 

by thinking about security requirements at the beginning of the 

software development lifecycle. This paper is a quantitative 

evaluation of the benefits of applying such an SRE approach. The 

followed methodology was to develop two versions of the same 

web application, with and without using SRE, then comparing 

the level of security in each version by running different test 

tools. The subsequent results clearly support the benefits of the 

early use of SRE with a 38% security improvement in the secure 

version of the application. This security benefit reaches 67% for 

high severity vulnerabilities, leaving only non-critical and easy-to-

fix vulnerabilities. 

Keywords—Software security; security requirements 

engineering; security evaluation; security testing 

I. INTRODUCTION 

Security Requirements Engineering (SRE) is the discipline 
that integrates security to Requirements Engineering, the very 
first step in the Software Development Life Cycle (SDLC).  By 
adding security requirements to other system requirements 
during requirements engineering, a big improvement can be 
made in term of security vulnerabilities, software maintenance 
efforts and development costs. Moreover, OWASP , the 
leading organization in web application security, recommends 
focusing a big part of security flaws detecting efforts on the 
requirements engineering phase and the design phase[1]. There 
is related work which proves that it is critical to address 
security issues at the earliest phase, but few works try to 
measure just how much improvement can be obtained from 
applying an SRE approach. The goal of this paper is to make 
such a quantitative evaluation by developing two versions of 
the same web application, with and without using an SRE 
approach and evaluating their levels of security.  The SRE 
approach that will be used is CompaSRE, a proprietary 
approach detailed in previous work[2]. For evaluation 
purposes, there’s a plethora of testing methods and tools that 
could be used. A proper benchmark is needed to select the 
most appropriate. This paper is structured as follows. First, 
related work is discussed. Then, in the second section, the 
discipline of SRE is presented, along with definitions of its 
most important concepts, and the CompaSRE approach is 
explained. Then, in third section, the followed methodology is 

explained, along with the scope of the web application that will 
be developed for tests, and the selected test method and tools. 
Finally, the testing results and their variables are discussed in 
the fourth section. 

II. RELATED WORK  

There is an abundance of security requirements engineering 
approaches. But when it comes to evaluating their 
performance, to the best of our knowledge, no source 
calculates how much is security improved by a certain SRE 
approach. Magnusson et al. tried to show how IT security 
investments can create value[3]. They studied models for 
return on investment on IT security in general. One of the 
models, developed by MIT, focused on proving the return of 
investment on secure software development, and showed that 
the earliest the security is addressed, the highest the benefit. 
This benefit was estimated at 21%. As reported in another 
paper [4], finding and fixing a software problem after delivery 
is often 100 times more expensive than finding and fixing it 
during the requirements and design phase.  This is an 
evaluation of the financial cost of not thinking about security at 
the requirements engineering phase, which is their first number 
one recommendation on how to reduce software defect.    

III. SECURITY REQUIREMENTS ENGINEERING 

This section presents the main SRE concepts, their 
definition and use in SRE. It also presents the CompASRE 
approach used to elicit and model security requirements for this 
experiment. 

A. SRE approaches 

An SRE approach refers to any method or process or 
framework that sets clear steps in order to elicit security 
requirements for a system to be at the Requirements 
Engineering phase.  In a previous study, 9 approaches were 
studied. They go about eliciting requirements from different 
starting points: goals, users, or risks. But, ultimately, any SRE 
approach uses a different set of the same concepts.  These 
concepts are drawn from both the fields of security and 
requirements engineering. All 9 approaches include identifying 
“goals”, 7 of them identify threats, 6 of them identify 
stakeholders and 4 of them identify assets and risks. Table 1 
offers a definition of these concepts, which is based on the 
ISO/IEC 27000:2016 vocabulary[5].  
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TABLE I. SRE CONCEPTS DEFINITIONS 

Concept Definition Alternate labels 

Stakeholder 

Person or organization that can 

affect, be affected by, or perceive 

themselves to be affected by a 

decision or activity. Some 
approaches include other systems 

that have an interest in the IS. Are 

also included internal software 
agents to whom a goal will be 

assigned.  

Actor,  client, 

agent 

Asset 

Anything that has value to the 
organization, its business operations 

and their continuity, including 

Information resources that support 
the organization's mission (Data). 

Information, 
Resource,  Object 

Goal 
A Security objective that must be 

achieved by the system to be 
Objective 

Risk 

Potential that threats will exploit 

vulnerabilities of an information 

asset or group of information assets 

and thereby cause harm to an 

organization  

 

Requirement 

Need or expectation that is stated, 
generally implied or obligatory. 

Requirements are low level details 

of goals. 

Goal, objective 

B. CompASRE 

The CompaSRE approach is the result of a personal 
previous work.  It was designed as a comprehensive approach, 
incorporating the strengths and best practices found in existing 
approaches, and filling the gaps between them. It’s based on 
the previous definitions and will be used in this experiment to 
elicit and model requirements. CompASRE, as illustrated in 
Fig. 1. below, is structured in five phases, each phase contains 
a set of activities to perform.  

 

Fig. 1. CompASRE Steps. 

The first phase “context establishment” aims to identify all 
common elements that are necessary to perform security 
requirements engineering in later phases. Then, the second 
phase “User & Goal track” aims to elicit requirements from the 
earlier identified goals. Security goals, as expressed by the 
stakeholders, are detailed and refined until reaching 
requirements. The third track is about deriving security 

requirement by doing a risk assessment, which implies 
analyzing threats and vulnerabilities. Risk assessment can be 
time and work consuming and was featured in only 4 out of the 
9 studied SRE approaches. But assessing risks leads to thinking 
about security controls which might lead to new security 
requirements. Therefore, it was chosen to include this but keep 
it optional. The choice to perform it or not will depend on the 
type and size of the project. The more complex a project is, the 
more necessary it is to conduct a risk assessment. Once 
requirements are elicited (through phase 2 or 3), they must be 
modeled. The model created to be used with CompASRE or 
other SRE approaches is an extension of SysML requirements 
diagrams[6] and was presented  in detail in previous paper [7]. 
In phase 4, elicited requirements are categorized and 
prioritized, then inspected for validation to resolve conflicts 
and eliminate redundancies. When an organization keeps a 
repository of requirements, this repository is to be updated. 
Finally, in phase 5, the security requirements are added to all 
other system requirements to complete the RE phase of the 
SDLC. Further validation might be necessary by the RE team. 

IV. METHODOLOGY & TESTING 

In this section, the methodology followed to conduct the 
study, the web app used as a test subject, the tests that were 
performed and the tools that were used are presented. 

A. Methodology 

The aim is to evaluate the positive impact of SRE on 
reducing system vulnerabilities, using specifically the 
CompASRE approach to elicit security requirements. To 
achieve that aim, first, the same web application was developed 
using 2 different software development lifecycles, resulting in 
2 levels of security. The first version of the web app, the “No 
Secure” version, was developed following a classical waterfall 
lifecycle. This lifecycle was chosen because the app’s 
functional perimeter is relatively small and unchanging. As for 
security, the way it was incorporated is the it’s typically done 
in software projects where security is either not addressed at all 
(vulnerabilities will be patched after release) or is only 
addressed during the test phase. For this case, some minimal 
testing was done, in addition to correcting for the most obvious 
vulnerability “SQL injection”. For the second “Secure” 
version, the same lifecycle was applied, but will be 
complemented by CompASRE. It means that, during the 
“Requirements Engineering” phase which is the first phase, 
CompASRE will be applied to elicit security requirements. 
Other later phases will be carried normally.  Both versions 
were developed using the same language (JEE 
framework/java), same database management system and same 
development tools. Then, upon development completion, they 
were hosted on Microsoft’s cloud solution Azure. 

Finally, once both versions of the web app were hosted, 
security tests were conducted from a hacker’s perspective. 
Quantitative results were obtained on vulnerabilities found in 
each version. 

Both versions of the application are publicly available for 
fellow researchers on the following links: 
https://appgestionschool.azurewebsites.net/ for the secure 
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version; https://appgestionschoolnosecure.azurewebsites.net/ 
for the no secure version. 

B. Test Web Application 

The web application that will be used as a test subject is a 
grade management system for an engineering school. The 
primary criterion of choice was that the app must be security 
sensitive, which is the case here since it manages security 
sensitive information such as students’ grades and their 
personal information. The web app’s functional perimeter 
includes security problematic features such as authentication, 
filling forms, uploading and downloading files. But the 
perimeter was kept small on purpose because auditing the two 
versions of the web app and comparing their security levels is 
the main goal, not web app’s complexity. The app offers 3 
menus for: 

1) teachers to enter students’ grades 

2) students to view grades, download records, submit a 

claim and review individual contractor lecturers 

3) administrative staff to manage grades, claims and 

reviews and upload program’s data. 

C. Testing Method 

Empirically proving SRE benefits relies on obtaining 
quantitative results on the vulnerabilities found and their levels 
of severity. To obtain such results, security tests can be 
conducted in 3 manners: 

1) Static Application Security Testing (SAST): It’s a 

white box testing method where the testers have access to the 

system’s code. The code is scanned to systematically detect 

and eliminate security vulnerabilities 

2) Dynamic Application Security Testing (DAST): It’s a 

black box testing method applied on running applications from 

the outside. 

3) Penetration Testing: Manuel conducting of an 

application penetration scenario to target a specific asset or 

vulnerability that require human intervention. 

Table 2 summarizes the pros and cons of using each test 
method in relation to this experiment. 

TABLE II. COMPARISON OF TESTING METHODS 

Testing 

method 
Pros Cons 

SAST 
 Finds vulnerabilities sooner during 

SDLC (before deployment) 

 

 No quantitative report 

on found 
vulnerabilities 

 Tests conducted from 

the inside  

 Focus on code 

DAST 

 Tests conducted from the outside 

 Automated repetitive tests 

 Quantitative results 

 Used post-development 

 No previous knowledge of the app 

is needed 

 Web app had to be 
deployed on an internet 

facing server 

 

Pen Testing 

 Allows more targeted tests 
requiring human intervention 

 Allows analyzing and exploiting 
other system components such as 

OS and hardware  

 Tests and results can’t 
be reproduced for both 

versions  

 Costly in term of time 
and human resources 

 

From this comparison, the DAST testing method was 
chosen because, tests must be conducted from a hacker 
approach (i.e. a malicious outsider seeking harm), rather than a 
developer or tester approach (i.e. a development team member 
seeking to improve security). Furthermore, DAST’s automated 
and repetitive tests will give better quantitative results to 
compare security in each version such as the number of 
vulnerabilities. 

D. Testing Tools 

Many DAST tools are available to conduct tests. These 
tools work by executing predefined attack scripts that send a 
request to the web app. The web app’s response to the tool is 
analyzed to determine the existence of a vulnerability. Each 
tool has its own scripts, and its own parameters to configure 
security tests[8]. Choosing and using only one tool would give 
biased data as a result. For this reason, it was decided to use 
different tools to gather extensive data. The criteria for 
choosing these tools were: 

1) oriented towards application vulnerabilities rather than 

network vulnerabilities 

2) not only targeting a certain type of vulnerabilities 

3) detailed results: vulnerability severity, page where 

found, … 

4) available installation and use documentation 

5) available user interface 

6) Free install or extended free trial 

After applying these selection criteria, 3 tools were chosen: 
OWASP ZAP 2.7.0 [9], Vega 1.0[10] and Acunetix trial 
version 12.0.180911136 [11]. For each one of these tools, both 
versions of the web app were tested with the same tool 
parameters, to guarantee reliable results. 

V. RESULTS 

In this section, comparison results are discussed as obtained 
by the testing tools, along with the variables that could 
influence them. Remaining vulnerabilities are examined. 

A. Results Discussion 

Fig. 2. shows the number of security alerts reported by each 
tool. A security alert arises when one vulnerability is detected 
in a certain location of the web app (a location can be a page, a 
field within the page, an embedded resource …). So, if the 
same vulnerability is detected in many locations, it would rise 
as many alerts as the locations where it was found. For each 
tool, the benefit was calculated as the percentage of reduction 
in the number of alerts (1). 

                   
                               

                                   
      (1) 

Every tool reported a decrease in the number of alerts, with 
a security benefit average of 38%. But benefits varied greatly 
between tools, with Vega reporting the highest benefit (68%), 
while Acunetix reporting the lowest (18%). As for the number 
of alerts, they were quite close to the average with an average 
number of alerts of 20,66 for the “non-secure” version, and 
11,66 for the “secure” version. 
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Fig. 2. Number of alerts and benefit per tool. 
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To get into the detail of alerts severity, Table 3 shows the 
number of security alerts, ranked by severity, as reported by 
each tool. Benefits are calculated by severity level. As shown 
in the diagram, the best benefits were obtained for high 
severity alerts with a 69% decrease. Indeed, high severity 
vulnerabilities are among those targeted early on during the 
SRE phase. As a result, the secure version of the web app is 
built with embedded security measures against those 
vulnerabilities. 

As for the nature of the vulnerabilities that were found, 
table 4 presents the reported vulnerabilities for each version, 
along with the number of occurrences of each one. In the 
secure version, some vulnerabilities have disappeared (i.e. 
cross site scripting XSS), but some persisted, sometimes with 
fewer occurrences. This persistence of vulnerabilities can be 
explained, in some cases, by the fact that no requirement has 
been expressed against that vulnerability. In other cases, a 
requirement has been expressed against that vulnerability, but 
wasn’t implemented during development (i.e. verbose error 
output). This is true in software development projects when a 
requirement is abandoned for time or cost reasons, or because 
of requirements mismanagement. There are also cases when a 
requirement is badly implemented, or implemented in only a 
few locations of the application, leaving some pages 
vulnerable.  Regarding SQL injection, it’s a high severity 
vulnerability that was considered during SRE, and all measures 
against it had been taken, but it was still reported by one tool in 
the secure version. Further manual tests could not confirm the 
vulnerability in the indicated location, so it’s considered it as a 
false positive due to the tool itself. 

TABLE IV. NUMBER OF ALERTS PER VULNERABILITY AND PER TOOL 

Discovered Vulnerabilities 
No secure version Secure version 

Vega ZAP Acunetix Vega ZAP Acunetix 

XSS Cross-site scripting 1   1     0 

Integer Overflow 2           

 SQL Injection   4 1     1 

Page Fingerprint Differential Detected  12     3     

Session Cookie Without Secure Flag 1     1     

Apache tomcat infromation diclosure     2     2 

Verbose Java error output  1   7 1   7 

HTLM form without CSRF protection     1     1 

String format error   1         

Javascript inter-domain sourcefile inclusion   3     3   

Autocomplete enabled in password field 4           

HTTP cache-control Header not set 1 3 1   3   

X-Content-Type-Options Header not set   3     3   

Lack of pretection against password brute force 
attack 

    1     1 

Cookie Without Secure Flag 1   1 1     

 X-Frame-Options-Header not set 3 3 1 1 3 1 

Character Set Not Specified  1     1     

Blank Body Detected 1     1     

Possible sensitive information disclosure     1     1 

TOTAL 28 17 17 9 12 14 

B. Remaining Vulnerabilities 

Even after applying the SRE approach, the secure version 
of the application still has some vulnerabilities. Indeed, no SRE 
approach claims to be able to eliminate all vulnerabilities. 
Furthermore, other phases of the SDLC play a big role in how 
secure a system would be. In the case of this application,  

the remaining vulnerabilities are not critical and can be 
corrected with a minimum of effort. More importantly, none of 
them comes from a design flaw which means that no redesign 
of the application will be necessary.  Some could argue that, 
since SRE isn’t failproof, all vulnerabilities could be left to be 
discovered and corrected at the end of the SDLC. This could be 
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true for applications with a simple scope. But, for more 
complex systems, correcting vulnerabilities at the end can 
either be too costly, too cumbersome (impacting quality) or 
sometimes downright impossible because of design constraints.  
So, even if applying SRE has its own cost and isn’t failproof, it 
still delivers better built-in security and quality. 

C. Variables 

It’s noticeable that the nature of the discovered 
vulnerabilities and the numbers of their occurrences vary a lot 
from tool to tool. There are many variables to consider when 
interpreting these results. Any change in these variables would 
influence the results. The greatest variable is the testing tool 
itself. It’s true that the tools work in a similar way: they crawl 
the website to find URLs, they attack said URLs with 
proprietary scripts and malicious input, then they analyze how 
the web app responds. 

But where they differ is: how deep do they crawl? what 
vulnerabilities are tested for? what script/input is used to detect 
the vulnerability? The answers to these questions can lead to 
big differences detection efficiency, leading to false negatives 
(existing vulnerabilities that go undetected), or false positives 
(vulnerabilities reported but don’t exist)[8]. This analysis by 
severity is also biased by the fact that the same vulnerability 
can be considered with different levels of severity (i.e. verbose 
error output, which is like apache tomcat information 
disclosure, is high severity for Acunetix and medium severity 
for Vega). Tools also differ in their settings and parameters. 
ZAP offered more advanced parameters such as creating 
contexts, authenticated attacks, adjusting crawling depth… It 
was found that the same parameters couldn’t be applied to all 
tools, but for each tool, the parameters were the same in each 
version. Last but not least, if the tests had been done at 
development phase, prior to deployment, SAST tools would 
have been used, giving different results. 

The second big variable is due to the web application used 
as a test subject. The more complex an application is, the more 
locations there are to find vulnerabilities. Security also depends 
on the technology used for the application. It was noted that 
applications in truly compiled application languages (i.e. C, 
C++) are more secure (in terms of (regarding OWASP Top 10) 
than general-purpose bytecode languages (i.e. Java, .NET) 
while scripting (i.e. PHP, ASP) are even less secure[12]. 

Furthermore, the type of application (social network, e-
commerce ...) and industry (finance, e-gov ...) also influences 
what vulnerabilities would be found[13]. 

Finally, the SRE approach used to elicit requirements is 
another variable. Each approach has a different set of steps to 
follow, and various approaches work differently for different 
projects[14]. The security requirements elicited may also vary, 
for the same approach, depending on how correctly the 
approach was applied.  

VI. CONCLUSION & PERSPECTIVES 

The aim of the paper was to quantify the benefit of using an 
SRE approach. To achieve that, two versions of the same web 

application were developed. The contribution of this research is 
the evaluation of the security level of each version, proving the 
benefit of SRE. It was found that the second version was 38% 
more secure than the first. High severity vulnerabilities are the 
more impacted and were decreased by 67%. Vulnerabilities 
that persisted were either overlooked during SRE, or 
mechanisms against them were poorly developed or not 
developed at all. Remaining vulnerabilities are not critical and 
easy to correct. These results depend on many variables related 
to the testing tools, the web application subjected to the tests, 
and the SRE approach that was applied. 

Plans for future work are to further investigate all 
discovered vulnerabilities to detect false positives and 
determine how that may have influenced the results. Tests 
could be done on other types of applications of different 
technologies to mitigate the effect of these variables. It’s also 
planned to improve CompASRE’s efficiency after a detailed 
study of its results, challenges and lessons learned. 
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Abstract—In the past few years, many researchers attempted 

to tackle the problem of decreasing energy consumption in cloud 

data centers. One of the widely adopted techniques for this 

purpose is dynamic Virtual Machine (VM) consolidation. 

Consolidation moves VMs between hosts to decrease energy 

consumption. However, it has a negative impact on performance 

leading to Service Level Agreement (SLA) violations. 

Accordingly, selecting which VM to migrate from one host to 

another is a challenging task since it can affect performance. 

Researchers came up with several solutions and policies for 

efficient VM selection. In this paper, we exploit the fact that 

many tasks and users may tolerate some performance 

degradation which means, the tasks running on the VMs can be 

of different priorities. Accordingly, we propose augmenting 

consolidation with the priority concept, where low priority tasks 

are always selected first for migration. Towards this goal, we 

modified the popular Minimum Migration Time VM selection 

algorithm using the priority concept. The efficiency of the 

proposed algorithm is confirmed through extensive simulations 

using CloudSim toolkit and a real workload. The results show 

that priority awareness has a positive impact on decreasing 

energy consumption as well as maximizing SLA obligation. 

Keywords—Cloud computing; energy efficiency; service level 

agreement; VM consolidation; VM selection 

I. INTRODUCTION 

Virtual Machine (VM) consolidation is a useful technique 
for enhancing the utilization of the resources of cloud data 
center and reducing their energy consumption by leveraging 
the virtualization technology [1]. Virtualization provides the 
ability to create more than one VM instance on a single 
Physical Machine (PM) host. Accordingly, it permits more 
than one application to be allocated on a single PM in order to 
enhance the overall resource utilization and reduce the overall 
energy consumption of the data center.  

Virtualization also allows live migration of VMs. Dynamic 
VM consolidation adopts live migration to minimize the 
number of PMs to which VMs are allocated. This is achieved 
by shutting down an underutilized host for more energy 
conservation and migrating its VMs to other PMs. However, 
this may lead to Service Level Agreement (SLA) violations. 
SLAs are established between cloud service providers and 
users to specify the required Quality of Service (QoS). After 
provisioning QoS, it should be monitored to ensure it is 

maintained throughout the service duration. QoS provisioning 
and monitoring are two classical problems in computer science 
[2] [3]. Unfortunately, when a VM migrates, its primary 
memory has to be transferred to the destination PM. 
Unfortunately, during this process, the requested CPU cannot 
be provided since the VM will be in a transition state which 
causes performance degradation and leads to SLA violation. 
Accordingly, enhancement of energy consumption and 
performance is a trade-off problem. Thus, dynamic VM 
consolidation techniques need to be designed with ultimate 
care such that not only power consumption is reduced, but also 
the requested QoS defined through SLAs is maintained. By 
carefully choosing which VMs to migrate when needed, 
consolidation can maintain more obligation of SLAs.  

Dynamic VM consolidation is typically broken down into 
separate sub-problems [4]: 

1) Host Overload detection: determining if a host is 

viewed as an overloaded one calling for a decision to choose 

one or more VMs to be migrated from this host. 

2) Host Underload detection: determining if a host is 

viewed as an underloaded one calling for migrating all VMs 

allocated to this host to another, and switching the host to the 

low power mode. 

3) VM Placement: finding a suitable destination host for 

allocating the migrated VMs from the overloaded and 

underloaded hosts. 

4) VM Selection: a decision of which VMs should migrate 

from an overloaded host. 

Simplifying the VM consolidation technique by diving it 
into four sub-problems and providing a separate algorithm for 
each one has the advantage of isolated examination and 
analysis of each algorithm to find a better approach. This work 
focuses on enhancement of the VM selection sub-problem. 

Our proposed technique is based on the observation that 
some people might tolerate some performance degradation in 
services provided by a cloud and accept some SLA violations 
for cost savings while others cannot. For example, latency 
insensitive applications can tolerate some delay. From this 
prospect, we propose a novel approach in which we classify 
cloud user's tasks into two priority classes and deal with them 
in two different ways as follows:  
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 The users with high priority tasks should get a 
maximum obligation of their SLAs, and the cloud 
service providers should accept some energy 
consumption. 

 The users with low priority tasks encounter reduced cost 
at the expense of accepting some SLA violations, while 
the cloud service providers gain more energy savings. 

In other words, we treat users and their tasks differently and 
attempt to balance energy and performance as much as possible 
by considering priority when selecting a VM to migrate. It is 
worth noting that the cloud users' tasks priority will be 
assigned by the cloud provider as requested by the cloud users. 

One of the most popular and effective VM selection 
algorithms in literature is the Minimum Migration Time 
(MMT) which picks the VMs with the minimum time required 
for migration. In this work, we propose priority-aware MMT 
algorithm to reduce the energy consumption while providing 
more SLA obligation for users with high priorities. The rest of 
the paper is organized as follows: Section II discusses related 
work, Section 3 describes the proposed VM selection 
algorithm, Section 4 describes the experimental settings and 
results; and finally, the conclusion will be in Section 5. 

II. RELATED WORK 

VM selection and VM placement algorithms both comprise 
a challenging task of choosing a VM for migration and a 
preferable host for placement respectively. Several algorithms 
have been proposed in the literature for these purposes. 
Beloglazov et al. [4] proposed three VM selection algorithms; 
Random Selection (RS), MMT, and Maximum Correlation 
(MC). RS randomly chooses any VM for migration without 
any rules. The idea of MMT migration is to give preference to 
the VMs that require the minimum time for the whole 
migration process. Additionally, the VM with the maximum 
correlation coefficient relative to the other peer VMs on the 
same PM is the one selected for migration. The correlation is a 
parameter representing the effect of the VM on overloading the 
host. Moreover, the authors proposed Power Aware Best Fit 
Decreasing (PABFD) placement algorithm as a modification of 
the conventional Best Fit Decreasing (BFD) algorithm. The 
PABFD algorithm allocates each VM to the host that causes 
the least increase of power consumption due to placement. 

Fu and Zhou [5] proposed a novel VM selection algorithm 
called Meets Performance (MP). This algorithm finds the 
host’s utilization deviation over the host overload threshold and 
compares it with the utilization of VMs on the host. It then 
selects the VM, whose migration results in shifting the 
utilization of the host nearer to the upper threshold. This is to 
reduce the number of migrations needed. Furthermore, the 
authors proposed a novel VM placement algorithm called 
Minimum Correlation Coefficient (MCC). This coefficient is 
used to describe the intense of correlation between the selected 
VM for migration and the destination host. The higher the 
correlation, the higher the effect on the performance of the 
destination host. The algorithm selects a VM with the 
minimum correlation with the target host to avoid degrading 
the performance of the other VMs allocated to it. 

Rahimi et al. [6] proposed a VM placement algorithm 
based on priority routing. The main idea is to classify VMs 
based on their resource utilization, and classify hosts based on 
their resource availability, then give priority to the resources 
where CPU has the higher priority compared to the RAM, 
while the bandwidth has the lowest priority. After that, VMs 
are placed on the host with the most similar categories by 
creating a routing path table and considering resource priority. 
It is worth noting that this idea of priority is totally different 
from our proposed priority concept of tasks and users. 

Farahnakian et al. [7] optimized VM placement by 
adopting Ant Colony Optimization (ACO) technique and 
proposed the Ant Colony System-based VM Placement 
Optimization (ACS-PO) algorithm. The proposed approach 
uses artificial ants in order to consolidate VMs and allocate 
them to the smallest number of active hosts based on the 
present requirements of the resources. What is interesting about 
those ants is that they work concurrently to develop VM 
migration plans based on a defined objective function. 

Monil and Rahman [8] proposed a fuzzy VM selection 
algorithm. The fuzzy technique is an approach for tackling 
intelligent decision-making problems. The authors recognized 
that there are different VM selection algorithms in the literature 
offering different advantages; and generated a method which 
can aggregate the advantages of all of them in a single fuzzy 
logic tool. The input to the fuzzy tool is MMT and MC 
discussed above and the output is a VM selected for migration.  

As discussed above and to the best of our knowledge, none 
of the algorithms on the literature classifies the cloud user's 
tasks based on their priorities. In this paper, such classification 
is exploited for delivering a better balance between energy 
consumption and performance in cloud data centers. 
Specifically, we modify the MMT algorithm using this priority 
concept as explained in the followings section.  

III. PROPOSED ALGORITHM 

As noted above, cloud service providers can satisfy their 
requirements of decreasing the cost of energy consumption 
while optimizing their resource utilization by using dynamic 
VM consolidation. Typically, the dynamic VM consolidation 
process sets up a threshold called the utilization threshold. It 
then monitors all active hosts' utilization ensuring that none of 
them exceeds this threshold. Whenever such a case is detected, 
some VM have to be offloaded from the corresponding source 
host and migrated to another destination host to avoid 
performance degradation on the source.  

As mentioned before, dynamic VM consolidation is 
typically broken down into separate sub-problems [4]: 

1) Host overload Detection: Local Regression Robust 

(LRR) [4] is one of the most efficient and widely used 

algorithms to set the utilization threshold and keep the 

summation of the utilization of all VMs bellow it. If the CPU 

utilization exceeds the set threshold, the consolidation process 

invokes the VM selection and VM placement algorithms to 

take an action. 

2) Host Underload Detection: Host with minimum CPU 

utilization algorithm [4] is one of the popular and successful 
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algorithms for this purpose. The idea is to find the host with the 

minimum CPU utilization compared to the other hosts. This 

host is recognized as the underloaded host, and all VMs on it 

have to be migrated with attention to the destination hosts after 

placing the VMs to avoid making them overloaded.  

3) VM Placement: PABFD [4] discussed above is the most 

widely known and one of the most effective VM placement 

algorithms. It allocates each VM to the host which causes the 

minimum increase of power consumption due to this 

allocation.  

4) VM Selection is a decision of selecting which VM has 

to be migrated. This is where our paper contributes. Our 

optimization is based on the priority concept where, as 

discussed earlier, latency insensitive applications that tolerate 

delay and users who may accept some performance 

degradation for price savings are given lower priorities as 

discussed below. 

 
Fig. 1. Priority-aware MMT VM selection algorithm. 

When the total requirements of CPU performance by the 
VMs exceed the available CPU capacity of the PM, the host is 
recognized as an overloaded host; the overloaded host may 
cause an increase in response time and a decrease in 
throughput. In this case, the cloud users do not get the expected 
QoS, and some VMs must be migrated from this host to 
decrease the CPU utilization of the host. Since live VM 
migration also has a negative impact on performance, low 
priority tasks will be the ones chosen for migration since those 
tasks accept some performance degradation due to migration 
and tolerate some SLA violation. On the other hand, the high 
priority tasks will be kept in the host saved from performance 
degradation due to migration. 

As shown in Figure 1, we adopt the efficient most well-
known MMT [4] VM selection algorithm and modify it using 
the priority concept. We make the selection decision in two 
phases. In the first phase, we select all the low priority tasks 
from an overloaded host and prepare a list for the second 
phase. The second phase selects from the low priority list the 
VM with the minimum time required for its migration in 
comparison to the other peer VMs allocated to the host. The 
time required for migration is defined [4] as the ratio between 
the RAM amount used by the VM and the available network 

bandwidth. After migrating the selected VM, the process is 
iteratively repeated as long as the host is still overloaded. 

IV. EXPERIMENTS AND RESULTS 

Since the system of interest is Infrastructure as a Service 
(IaaS), which is a cloud environment intended to give the users 
a view of infinite computing resources, it is clear that we need 
to experiment with and evaluate the proposed VM selection 
algorithm on a large-scale virtualized data center infrastructure. 
However, conducting such an experiment in a real environment 
as a repeatable experiment is very difficult. Thus, simulations 
were chosen to evaluate the performance of the proposed VM 
consolidation technique and preserve the repeatability of 
experiments. CloudSim toolkit [9] is the simulation platform 
selected because it is a popular framework for simulating cloud 
computing settings. It can be used for modeling virtualized 
settings; supporting on-demand resource provisioning 
management. A recent extension to CloudSim allows energy 
aware simulations and supports energy-efficient strategies. This 
is in addition to allowing the simulation of service-oriented 
applications with dynamic workloads. 

A. Experimental Settings 

CPUs with dual-core are adequate for evaluating resource 
management algorithms intended to run on multi-core CPU 
architectures. In fact, it is essential to simulate a large number 
of servers to assess the efficiency of the VM consolidation 
mechanism. Thus, selecting less powerful CPUs for the 
simulations is beneficial because fewer workloads will 
overload a server [4]. To evaluate the efficiency of the 
proposed algorithm, we simulated a datacenter containing 800 
heterogeneous PMs with two configurations: 

 HP ProLiant ML110 G4 (Intel Xeon 3040, dual-core 
1860 MHz, 4 GB, 1 Gbps). 

 HP ProLiant ML110 G5 (Intel Xeon 3075, dual-core 
2660 MHz, 4 GB, 1 Gbps). 

The characteristics of the VM instances are of types 
identical to those of Amazon EC2 instances except that all 
VMs are single core. This is because the workload data 
employed in the simulation comes from the single core:  

 Extra-large Instance (2500MIPS, 3.75GB). 

 High-CPU Medium Instance (2500 MIPS, 0.85 GB). 

 Small Instance (1000 MIPS, 1.7 GB). 

 Micro instance (500 MIPS, 613 MB). 

B. Performance Metrics 

Different performance metrics are used for evaluating the 
proposed VM selection algorithm. We adopt the same metrics 
proposed and elaborated by Beloglazov and Buyya [4]: 

 Energy consumption in Kwh 

 SLATAH (SLA violation Time per Active Host) 

 PDM (Performance Degradation due to Migrations) 

 SLAV rate (SLA Violation rate), which is the product 
of SLATAH and PDM 

  Priority-based Minimum Migration Time Selection algorithm 

1 Input: overloadedHost OutPut: VM selected for migration 

2 foreach vm in overloadedHost do 
3    if vm utilized by low priority 
4   lowPriorityList.add(vm)  

5 foreach vm in lowPriorityList do 
6  minMigTime    MIN 

selectedVm    NULL 
   if vm.migrationTime() < minMigTime then 

7 
8 
9   minMigTime    vm.migrationTime() 

 selectedVm   vm 10 
11   if selectedVm ≠ NULL 

 return selectedVm   12 
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 Number of VMs migrated 

 ESV, which is the product of energy consumption and 
SLAV rate 

C. Workload Data 

To validate the proposed VM selection algorithm with 
more applicable simulations, a real workload from a CoMon 
system which is a monitoring infrastructure for PlanetLab [10] 
was used. This CPU utilization data is collected from more 
than thousand VMs from servers distributed over five hundred 
locations around the world every five minutes. Data is created 
from ten days randomly chosen during the months of March 
and April, 2011. The median value is calculated over the ten 
days and used with each performance metric. The basic 
features of this data are presented in Table 1. 

TABLE I. WORKLOAD CPU UTILIZATION STATISTICS 

Date 

Numbe

r of 

VMs 

Mean 
St. 

Dev 

Quartile

1 

Media

n 

Quartile

3 

03/03/201

1 
1052 

12.31

% 

17.09

% 
2% 6% 15% 

06/03/201

1 
898 

11.44

% 

16.83

% 
2% 5% 13% 

09/03/201

1 
1061 

10.70

% 

15.57

% 
2% 4% 13% 

22/03/201

1 
1516 9.26% 

12.78

% 
25 5% 12% 

25/03/201

1 
1078 

10.56

% 

14.14

% 
2% 6% 14% 

03/04/201

1 
1463 

12.39

% 

16.55

% 
2% 6% 17% 

09/04/201

1 
1358 

11.12

% 

15.09

% 
2% 6% 15% 

11/04/201

1 
1233 

11.56

% 

15.07

% 
2% 6% 16% 

12/04/201

1 
1054 

11.54

% 

15.15

% 
2% 6% 16% 

20/04/201

1 
1033 

10.43

% 

15.21

% 
2% 4% 12% 

D. Experimental Results 

Using the PlanetLab workload data, we compare the 
original MMT algorithm with the priority awareness 
optimization. Figure 2 shows the energy consumption due to 
consolidation in Kwh. The results show that the priority-aware 
MMT decreases the energy consumption by 13%. Figure 3 
shows the percentage SLATAH; the priority-aware MMT 
decreases the SLATAH metric by 42%. Figure 4 describes the 
performance degradation due to migration; choosing the low 
priority tasks that have minimum time to complete migration 
can provide 37% decrease in degradation. Figure 5 describes 
the overall SLA violation delivered by the consolidation 
technique; priority-aware MMT can provide 21% reduction of 
SLA violation. Figure 6 shows the energy consumption and 
SLAV rate; the rate is decreased by 31% when using the 
priority-aware MMT. Finally, Figure 7 shows the number of 
VMs migrated due to consolidation; they are reduced by 40% 
in case of the priority-aware MMT. Since live VM migration 

results in an overhead on the system, the better consolidation 
mechanism is the one which requires fewer migrations. 

 
Fig. 2. Energy consumption. 

 
Fig. 3. SLA Time per Active Host. 

 
Fig. 4. Pefrormance degradation due to migration. 

Based on the results above, it is clear that priority 
awareness has a considerable positive effect on all performance 
metrics. In other words, the proposed priority-aware VM 
selection algorithm is an efficient optimization in comparison 
to MMT algorithm regarding all metrics. 

V. CONCLUSION AND FUTURE WORK 

In this paper, we proposed a novel priority-aware VM 
selection algorithm, which takes into consideration the 
priorities of tasks. This algorithm is original since, to the best 
of our knowledge, it is the first to exploit the priorities of cloud 
tasks and users. We selected the widely-used and successful 
MMT VM selection algorithm and showed that modifying it 
using priority-awareness has a positive effect on energy 
consumption and on all performance metrics.  
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Fig. 5. Overall SLA violation. 

 
Fig. 6. Energy-SLA violation ratio. 

 
Fig. 7. Number of VMs migrated. 

As future work, we intend to apply the proposed priority 
concept and experiment with different other VM selection 
algorithms to ensure the reliability of the proposed approach 
and further assess its effectiveness. 
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Abstract—The importance of business models has increased 

significantly in the last decade, especially in the Internet. The 

cause of this increase is the effect of Internet and the associated 

applications and their business processes regarding to the 

business model. These effects include, for example, the emerging 

technical and economic aspects of a business model on the 

Internet, the support and transformation of traditional business 

models, and the arise of  new business ideas based on that 

technology. One of these new ideas is: how distributed Enterprise 

Resource Planning (ERP) systems or federated ERP (FERP) 

systems as web services (WSs) can cover the increasing demands 

of small and medium sized enterprises (SMEs) for business 

software covered.This paper aims to provide a derived 

developing approach with three phases that will lead to three 

suitable concepts that identify suitable business model for FERP 

System with different scenarios of value exchanging. The results 

of this work will be conceptual models that describe the character, 

role and revenue models that identify FERP exchanging business 

model. 

Keywords—FERP system; ERP web services; FERP mall; ERP 

workflow; developing approach 

I. INTRODUCTION  

An enterprise resource planning (ERP) system is a standard 
software system, which provides functionalities to integrate 
and automate the business practices associated with the 
business process of an enterprise. The integration is based on a 
common data model for all system components and extents to 
more than one enterprise sectors [ 2; 27; 36; 38; 49; 4] 

The increasing number of the small and medium 
enterprises’ employees extended the need for flexible 
functionalities in ERP systems. Small and medium sized 
enterprises (SMEs) are facing different problems when they 
buy ERP systems, such as [1, 12, 19]  

 Not all installed components are needed. 

 The usage of licenses, Administration, and maintenance 
of these products are too expensive. 

 Normally, ERP systems are complex and overloaded 
with stuff, functions and options, therefore it is hard for 
new user to learn. 

 High-end Hardware is required. 

Therefore, in the last few years the idea of the Federated 
ERP-System in the basis of Web-Services has evolved. A 
federated ERP (FERP) system (see figure 1) is an ERP system, 
which consists of system components that are distributed 
within a computer network. The overall functionalities are 
provided by an ensemble of allied network nodes that all 
together appear as a single ERP system to the user. Different 
ERP system components can be developed by different 
vendors [1; 19; 20; 23]. Through the FERP system, enterprises 
pay only for components deemed necessary. Also, the needed 
end-hardware is made available by the service provider, which 
in turn, reduces costs [19]. 

 
Fig. 1. Architecture of FERP systems [19]. 

An ERP system component in this case is reusable, closed 
and marketable software module, which provides services over 
a well-defined interface. These components can be combined 
with other components in an unpredictable manner [47] Those 
components are described, published and used as Web services 

A web service is a software system designed to support 
interoperable machine-to-machine interaction over a network. 
It has an interface described in a machine-processable format 
(specifically WSDL). Other web systems interact with the web 
services in a manner prescribed by its description using SOAP-
messages typically conveyed using HTTP with an XML 
serialization in conjunction with other web-related standards 
[53] The search for these services by FERP Systems is covered 
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by the functionality, which is considered as the logical and 
stable construction stone in ERP system [19].  

FERP system is considered as an advanced Software as a 
service paradigm, which is provided from various, and 
independent ERP web services providers. As a service 
paradigm has been widely from the technical side 
[16;18;21;44, 24, 25]. Therefore, we will focus in this paper on 
value exchanging and integrating of Software as service 
through providing logical developing approach of appropriate 
business model concepts for exchanging FERP components as 
web services. The realization of FERP scenario are divided 
into two processes: 

 Production process: focus on the isolation of ERP 
components, description, publishing those components 
as web services through the web standards and the 
integration of these web services in FERP workflows.  

 Marketing process: focus on the Exchanging of ERP 
components as web services need through a suitable 
business model. Therefore, businesses should be 
adopted to fulfil the new idea's need. 

This paper will focus on the marketing process to find out 
the suitable business model concept for exchanging of FERP 
components as ERP web services. Therefore, the aim of this 
work is to present an derived developing approach with three 
phases that will lead to three suitable concepts that identify 
suitable business model for FERP System with different 
scenarios of value exchanging, The results of this work will be 
conceptual models that describe the character, role and revenue 
models that identify FERP exchanging business model. 

In the second section of this work, we will present the 
research methods for formulizing the suitable developing 
approach, which will lead to the targeted business model 
concepts as results with qualitative and quantitate evaluation. 
In the third and fourth section, in fifth section we will discuss 
the result of this work to explain the added value from this 
scientific work. The last section will includes the conclusion 
and the work summary. 

II. RESEARCH METHODS AND RESULTS  

The paper is exploratory and conceptual in nature and 
builds on existing literature research. Through literature review 
and crossing the business model definitions by many 
researchers and experts in business model field (see table 1). 
Table 1 has been identifies four characteristics through the 
meeting points of the definitions of business models that can be 
considered for the characterization of business model types on 
the Internet [8,9,10,11]. These characteristics and their 
attributes are: integration in internet economy (IG in IE), 
targeted business field,   products and offered goods and 
revenue model which includes revenue source and form. The 
basic model type related to offered goods (see [52]) should be 
considered in addition to the characteristics that has been  
shown in Table 1 for the realization of a new business models 
(see table 2). 

There are many business models depending on business 
field, e.g., business-to-business (B2B), business to customer 
(B2C), customer-to-customer (C2C), customer to business 

(C2B), administration-to-administration (A2A), administration 
to business (A2B), business to administration (B2A), etc. In 
this paper we will focus on the most popular models which are 
(B2B), (B2C) and (C2C) (for more details [5, 30]. Not all 
products or goods can be traded alike through E-markets. 
There are many factors (related to the vendor or to the 
customer) that could affect the trading process [43]. These 
goods are divided into two categories: Material goods and 
immaterial goods [31; 39; 43, 45] 

TABLE I. CROSS OF BUSINESS MODEL DEFINITIONS BY MANY 

RESEARCHERS AND EXPERTS IN BUSINESS MODEL [17] 

             Characteristics   

                       

        

 

Definitions by 

Integrati

on grad 

in the 

Internet 

economy 

The 

Actors 

And 

busines

s fields 

 

Produc

ts and 

Offere

d 

goods 

Cash 

flow 

and 

reven

ue 

[46]  X X X 

[54]  X X X 

[55]  X  X 

[56]  X X X 

[39] 

 
X X X X 

  [3] 
 

 

 

 

x 

 

x 

 

[26]   x X 

[32]  x x X 

[40]    x X 

[13]  x x X 

[37] x   X 

[51]  x x X 

The degree of integration in the internet's economy depends 
on the ability to implement the transaction phases 
electronically, distinguished here: full and partial integration 
[5]: The relevant 4-basic business models types are "content", 
"connection", "commerce" and "context" [52] The fact is that 
most of business models belong to one of the 4-Basics types. a 
business model could be a hybrid of more than one type. 4-
Basic types [35] 

TABLE II. THE SELECTED CHARACTERISTICS AND THEIR ATTRIBUTES 

Characteristics                                          Attributes                                                    

ID in IE Full Partial 

Business field B2B B2C C2C 

Basic business 

models 
Content Context  

Com

mer

ce 

 Connection 

 

Offered goods 

Tangabile Goods Intangabile Goods 

Physical 

Products 

Physical 

Services 

Digital        

Product

s 

Digital 

Service

s 

Informat

ion 

Speci

al 

goods 

Revenue 

sources  
Products 

cont

acts 
 Information 

 

Revenueform 

direct and 

transaction 

dependent 

direct 

and 

transact

ion 

indepen

dent 

indirect and 

transaction 

dependent 

indirect 

and 

transactio

n 

independe

nt 
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The sources of revenue of business models fall into three 
categories: Products, contacts and information [42,52] The 
forms of revenue were classified by Wirtz on one hand 
according to the players (i.e., buyers and sellers) into direct and 
indirect revenue and on the other hand according to the pricing 
conditions into transaction-dependent and transaction-
independent [52]. 

In the next, we will present an approach for developing of 
appropriate business model for federate ERP systems through 
logical steps. Through the characteristics of business model 
which has been shown in the second section we present in the 
following figure a developing approach which lead us to the 
appropriate concept for the exchange of FERP components as 
web services (see figure 2). This developing approach consists 
of three phases every phase involves one or more of steps with 
the considering of the existent models, architectures and the 
special requirements of an FERP system.  

The first phase is the characterization phase: In this phase 
we should answer the following three questions 

 Which business model type nowadays is existed and 
more suitable for FERP as a new Business idea? 

 What could be provided in the expected business 
model? 

 To which business fields belongs this business model?  

These three questions can be answered and analyzed by 
using the characteristics “Business Fields”, “Basic    Business 
Models” and “Offered Goods” defined in table 2.  

The second phase is the adapting phase: This phase aims to 
identifying the roles of the actors during the transaction phases 
and the exchange of services with taking into account- 
minimizing potential problems and risks in the case of FERP 
systems. 

The third phase is the goal phase: This phase characterizes 
the revenue model depending on the offers and the actors roles 
with considering the appropriate pricing models 

Then this developing approach in figure 2 is derived from 
the table 2. Table 2 serves information for classifying the 
existing business models. In contrary, the approach in figure 2 
presents basics phases for developing a new business model for 
a new business idea.    

The targeted results of this developing approach are a 
character-concept, role-concept and revenue-concept of an 
suitable business model for exchanging FERP systems as Web 
services. In the flowing subsections. 

 

Fig. 2. Eveloping Approach for realization of Appropriate FERP Business model. 
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A. Characterization Phase 

In this part we will discuss the three steps that we explained 
previously 

a) Appropriate Type of Business Model for Marketing of 

Distributed Erp Systems 

The first step is the realization of a suitable business model 
for marketing of standardized and independent FERP 
components as WSs. It aims to develop the more suitable 
business model type, which can be adapted to the requirements 
of FERP systems Business Model discussed in [5]. The result 
was that the mediator's business model as a FERP mall is the 
closest and most appropriate type of business model to cover 
the lack of pre-defined communication channels and trust gap 
between the FERP WS providers and the end-user enterprises 
(SMEs). This intermediary type will be consider as the basis 
for the next steps by realization of FERP business model  

b) The Potential Offers  

 As second step for characterization of a FERP mall that is 
identified in first step, is the identifying the expected offers in 
case of FERP systems. These offers to customers depend on 
the requirements of a FERP system along the value chain. This 
steps discussed also in [6]. The possible offers classified in two 
categories (see figure 3): 

Main offers that are necessary subsystems for the 
realization of the FERP systems. These can be deduced from 
the FERP value chain. This category includes (FERP Web 
Services (FERP WSs, WS-publishing services and ERP 
Workflow-Definitions (WF-Definitions) 

Supporting offers. that support the core business of the 
business model to be developed and strengthen related to 
FERP-WS providers (developers) and customers (user 
enterprises). Taking into account the nature of the FERP 
systems (as WS), This category includes Web Services 
Developing Environment (WSD-Environment), Testing 
Services (T-Services) and WS evaluation information (WSE-
Information),   

In the last step in this phase, we will discuss the business 
field of this business model according to the nature of the 
offers. 

a) The Targeted Business Fields  

Table 3 shows a classification of the goods which are 
exchanged through the aimed FERP Mall between the actors. , 
X”-letter in the business field column of this table refers to X 
developer who develop the web services. We call it “Anonym 
developer” because the market in the case of FERP system is 
open for all the developers independent of their personalities. 

 
Fig. 3. FERP Scenario (or FERP value Chain). 
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TABLE III. THE BUSINESS FIELDS OF THE TARGETED BUSINESS MODEL 

(FERP MALL) 

Goods provider costumer Business field 

FERP WSs WS Developer User-Enterprise X2B 

WF Definitions Mediator User-Enterprise B2B 

WS Publishing Mediator WS Developer B2X 

WSE Environment Mediator WS Developer B2X 

T Services Mediator User-Enterprise B2B 

WS Evaluations Mediator User-Enterprise B2B 

Consulting Mediator User-Enterprise B2B 

Training Mediator 
The Employees of 

the user-Enterprise 
B2C 

The goals of all the relationships through FERP Mall are 
business goals. Every costumer invests by making business 
through buying of the offered goods from the provider. 
Therefore, all the relationships through this mall belong to B2B 
field. The relation by the offering of training for the employees 
of the customer enterprise seems as B2C but no cash flows 
because the user-enterprise pay for the training curses as part of 
its investment. Then this FERP mall is absolute B2B business 
model.     

As result of the characterization phase, Figure 4 
represents the FERP Mall character. This mall includes 

several shops offering FERP WSs their functionalities belong 
to various business sectors. 

In addition to intermediation of WSs, this mall also appears 
as an integrator of FERP-WSs in FERP processes through a 
workflow reference model that considers all possible scenarios 
of an enterprise. This integrator is responsible against the user 
enterprise for the quality of the FERP processes. This 
integration enables customers to cover their requirements for 
ERP functionality from one hand. All ERP shops among the 
FERP Mall look like a single ERP shop which have a single 
shopping and payment system  

In the first phase, we have presented the first three steps 
from our developing approach. These steps represent the first 
phase (characterization-phase). Therefore, as feature work, we 
will discuss the role-concept of the FERP mall as mediator 
(intermediary) between the other parties and after that, we can 
present the revenue-concept of this FERP mall as the last part 
of the presented developing approach for the conception of 
FERP business model. 

B. Adaption Phase 

The second phase of the developing approach aims to 
adapting the roles and extending the intermediary's (FERP) 
mall for minimizing potential risks and increasing stakeholder 
security. This phase includes the following three steps (see 
Figure 2): 

 
Fig. 4. The character-concept of FERP Mall 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

426 | P a g e  

www.ijacsa.thesai.org 

 Description of the Service level agreement between the 
actors (agreement rules). 

 Description of the transaction phases scenarios for user 
enterprises (SMEs) with different requirements. 

 Description of the value flows between the actors. 

In this phase should the potential to harmful risks be 
identified and considered by identifying the FERP Mall roles 
as FERP workflow designer and FERP-WS intermediary 
between the FERP-WS developers and the user enterprises 
(SMEs) during the transaction phases. The most important risk 
that should be considered in this phase especially in case of 
FERP systems is the difference between the levels of security 
required by SMEs. The required security level has been 
classified depending on survey result which has been done 
among hundred SMEs in Germany.  

The result of this survey was: About 18% of the surveyed 
SMEs are allowed to make external access to their own data 
only from the mediator as a trusted party; approximately 45.5% 
of these enterprises should not allow external access to their 
data due to data protection and 54.5% of the surveyed SMEs 
confirmed that the decision in this direction is dependent on the 
related costs and the relevance of data protection. Because the 
SMEs require different security levels.. For increasing the 
flexibility against the various user enterprises (SMEs), the 
security levels required by these user enterprises can be 
categorized into three categories: 

End user enterprise from type A -with lower security level  

End user enterprise from type B -with higher security level 

End user enterprise from type C -with higher security level 
and/or aims to implementing external functionality as part of 
the internal ERP system. The user enterprises from this 
category use an SOA-based ERP system, which should be 
adapted for compatibility with the offered FERP-WSs. Lower 
security level means relatively low compared to the security 
level required by other user enterprises.  

a) The Agreement Rules 

To determine the FERP Mall roles, the first step in this 
phase is to describe the appropriate agreement rules between 
the FERP WS providers and the end user enterprises for all 
vendor or customer types, so that this mall (the mediator) will 
has the different Coordinate activities between the FERP WS 
providers (developers) and the customers (user enterprises) and 
it will control security against both. The agreements will be 
formulated in two sub-steps:  

The first is service level agreement (SLA) between the 
providers and the mediator (FERP Mall) and the second 
through process level agreement (PLA) between the mediator 
and the end-user enterprises (for more information about this 
step see [6;7]. 

b) Transaction Phases-Scenarios 

After formulating the basis for the level agreement between 
the actors, the second step of the adapting phase describes the 
possible processing scenarios of the transaction phases in the 

case of exchanging FERP systems with considering the 
different requirements of the user enterprises (SMEs). 

Due to the digitizable properties of the goods offered by 
this business model, every transaction phase (information, 
negotiation and transaction phase) can be carried out online. 

Processing the information and negotiation phases is the 
same for the three possible scenarios, but these scenarios differ 
in the transaction phase due to the different ways of using the 
required FERP-WS-Functionality 

1) Information phase: FERP WS Publishing begins with 

the transmission of the ERP service information from the 

provider to the FERP Mall operator (mediator) and ended with 

contract signature. The FERP service information describes 

the static and dynamic properties of each operation of the 

FERP-WSs and determines the target values of dynamic 

properties as service-level indicators (SL-indicators). The 

contract defines the different conditions about the costs and 

the behaving way towards the customers from different types 

(A, B or C). The FERP Mall is the trusted party for 

representing the respective providers against the customer. In 

this phase, the mediator can check the offers by the 

appropriate methods. 

2) Negotiating phase: The FERP mall operator (mediator) 

receives the demand from the customer (user enterprise) for a 

FERP process with the required quality (process level PL). 

Afterwards, the FERP Mall operator identifies the needed 

functionality for this process and the required quality and 

sends the contract including the appropriate providers list, the 

target values of the process levels and the costs for each 

provider to the costumer (user enterprise). This phase ends 

with the returning the contract signed by the customer. In this 

phase, the mediator will be informed to which type of 

customer (A, B or C) belongs the user enterprise. 

3) Delivery and payment (transaction phase): The 

mediator behavior during this phase differs depending on the 

user enterprise type in terms of security levels (A, B and C), 

that will be described in the following three scenarios modeled 

with using the sequence diagrams: 

Delivery and payment (transaction phase) for user 
enterprise with security level A   

After the agreement between the FERP Mall operator as a 
representative of the FERP WS providers and the customer 
(user enterprises), the providers deliver the functionality by 
calling the FERP service operations by the customer. After the 
end of the FERP process, the customer returns to the mediator 
the information about the actual value of the PL and the 
mediator forwards a copy of that information to the providers, 
calculates the costs per (operation calls), taking into account 
the contractual penalty in case of non-compliance with the 
targeted values of the process levels and sends the resulting 
invoice to the customer. This phase ends with receiving the 
payment from the costumer. The Providers receive their shares 
from the mediator after deduction of the penalties (if required) 
due to because the providers will take the responsibility in case 
of non-compliance the contracted PLAs which will be 
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identified by the mediator through monitoring and determining 
the compliance of the SLAs for each FERP-WS provider (see 
Figure 5). 

 
Fig. 5. FERP Mall role during transaction phases for user enterprise with 

security level A. 

This scenario could be considered for small enterprises that 
don’t need a high security level with  considering the security 
solutions that has been proposed by Brehm, Marx Goemez and 
Rautenstrauch in [14, 22,15] But there are some enterprises 
that need more security because of their functionality sector 
(eg. banking sector). Such enterprises don’t accept or allow to 
share their data with X providers. Therefore, in the next 
subsections there are two proposed scenarios for this type of 
enterprises 

Delivery and payment (transaction phase) for user 
enterprise with security level type B   

After the agreement between the FERP Mall operator as the 
representative of the provider and the customer from the type 
B, the FERP-WS providers will be informed about that. Then, 
the provider delivers the functionality structure to the mediator 
as a trusted party. The customer (user enterprise) uses the 
requested functionality by calling the FERP service operations. 
After the end of the FERP process, the customer returns the 
information about the PL's actual value to the mediator, which 
sends a copy of that information to the providers. 

This phase ends after the payment of the invoice by the 
customer and  each provider receives its portion of the invoice 
amount after deducting the resulting contractual penalties, as 
defined in the contract with the mediator in case of non-
compliance of PLAs by monitoring and determining the 
compliance of the SLAs of each FERP-WS provider (see 
Figure 6). This scenario has the following disadvantages: 

 Higher costs than scenario A because of the payment 
for the additional storage of the needed functionality 
structures by the mediator. 

 If WS goes down, the replacement of another web 
service will take longer time than in case of  scenario A  

 

Fig. 6. FERP Mall role during transaction phases for user enterprise with 

security level B. 

Delivery and payment (transaction phase) for user 
enterprise with security level type C   

 
Fig. 7. FERP Mall role during transaction phases for user enterprise with 

security level C. 
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After the agreement between the FERP Mall operator and 
the user enterprise from type C, the FERP-WS providers will 
be informed about that. Then the providers deliver the 
functionality structure directly to the user enterprise. In this 
case, the user enterprise can use the functionality internally by 
calling the FERP service operations. After the end of the FERP 
process, the customer returns the information about the actual 
value of the PL to the mediator and the mediator forwards a 
copy of that information to the providers. The, calculates the 
total costs, taking into account the contractual penalty for non-
compliance with the targeted values of the process levels and 
sends the resulting invoice to the customer. In this case, the 
FERP-WS functionalities will be licensed for internally use. 
This phase ends after the customer payment and the provider 
will receive his portion of the invoice after deduction of the 
contractual penalties in case of non-compliance of agreements 
(see Figure 7). The costs in this case are higher than the costs 
in the other scenarios (A and B), because the user enterprises 
should pay not per operation call, but by the using license and 
if WS goes down, the replacement of another web service will 
take longer time than in case of  scenario A and B. 

Then the end user-enterprise can choose a suitable 
alternative from these three scenarios depending on the 
comparison between the costs and the needed security from 
this enterprise. In the next section, we will describe the last 
step of adapting phase as the resulted Value flow scenarios. 

c) Value Flow Scenarios  

We will use use-case maps notations [28]for representing 
three different value flow networks due to the three types of 
costumers (end –user enterprise) as results of the adapting 
phase depending on previous interactive concepts of 
transaction phases . 

 Value flow network of FERB business model in 
Scenario A: 

The actors and their value creation activities are described 
as follows (see Figure 8): 

The user enterprises represent the Market segment here, 
because these enterprises use the FERP systems and supporting 
services and pay only to the FERP-mall operator as single 
representative. The payment by the user enterprises will be 
distributed the supporting services (consulting and training) 
and the FERP processes (FERP Workflow Definition and 
FERP WS calls). 

The FERP-mall operator is represented as composite actor, 
because he serves as (consultant, trainer, WSD environment 
and FERP Process Designer). The FERP-mall operator 
distributes the payments to the customers participating in the 
ERP process as providers of FERP-WS functionalities. The 
provider shares are billed depending on the FERP-WS-calls 
after the deduction of intermediation fees. 

The ERP WS providers are represented as a market 
segment, because they develop the FERP-WS functionalities 
for different business sectors using the WSD environment 
offered by the FERP-mall operator and publish these WSs by 
this operator against certain fees. There is no direct money 
flows between the end user enterprises and the FERP-WS-

providers because the payment for the WS calls go only 
through the intermediary (FERP-mall operator). 

 
Fig. 8. Value Flows of FERP business model for customer type A. 

 Value flow network of FERB business model in 
Scenario B: 

The value flows of this scenario are derived from Scenario 
A  by expanding the FERP-mall operator role for storing the 
functionality structures of FERP WSs, which are selected by 
the user enterprises (see Figure 9)..  

 
Fig. 9. Value Flows of FERP business model for customer type B. 

The storage fee is paid from the use of WS-FERP 
functionality for increasing the safety for the users (customers). 

In this scenario, there is no direct connection between the 
FERP-WS providers and the user (customers), since the FERP-
WS functionalities are used by the mediator (FERP mall).  

With the delivery of he WS functionality structures to the 
mediator (FERP mall), the FERP-WS providers expand their 
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market shares through the users who require a relatively higher 
level of security . 

 Value flow network of FERB business model in 
Scenario C: 

The difference between this scenario and Scenario A is  
only by the delivery of the selected functionality structures of 
FERP WSS instead of WS-functionality between FERP-WS 
providers and user enterprises. The business model in the two 
scenarios (A and C) has a similar value flow network (see 
Figure 10). In the case of scenario C there is no direct cash 
flows between the operating enterprises (costumers) and the 
FERP-WS-party because the payment well be payed  for 
FERP-WS functionality licensing by the user enterprises only 
through the FERP mall 

 
Fig. 10. Value Flows of FERP business model for customer type C. 

C. Goal Phase 

The last phase of the developing approach is determining 
the revenue model of the business model as result concept 
depending on the characterization and adapting steps. The 
goal of any business model is the generation of revenues for 
increasing the efficiency of the model. The figure 11 shows the 
concept of possible revenue model due to the determination of 
the offers and the roles of FERP mall. As the figure 11 shows 
the revenue will be generated through: 

 selling FERP-WSs, the WSD environment (as services), 
consulting and training services = (Direct and 
transaction-dependent revenue) 

  selling WSs because of FERP-WS-market is open to 
everyone FERP-WS developer = (Direct and 
transaction-dependent revenue) 

 FERP-WS-publication (WS-  advertising) = (indirect 
and transaction-independent revenue) 

 Intermediation of the data storage and transaction 
phases between FERP-WS providers (developers) and 

the different types of customers (corporate users) = 
(Indirect and transaction-dependent revenue) 

 
Fig. 11. Revenue of FERP Mall. 

III. QUALITATIVE EVALUATION 

This evaluation focuses on the classification of the various 
added values that arise from the perspective of the participating 
actors in the FERP business model. This informational added 
values are divided into ten categories [36; 48] (please see table 
4: 

IV. QUALITATIVE EVALUATION BY INTERVIEWING A 

TARGET GROUP 

For the evaluation of the acceptance of the FERP System 
and FERP Mall idea as a solution for covering the company's 
requirements for the ERP functionality, we did survey among a 
target group of these companies, which are working as service 
providers and / or as manufacturers, and Sellers of physical and 
digitizable products. For this survey, approximately 120 
invitations were sent to the SMEs in Saxony-Anhalt in 
Germany by fax and e-mail. The invitation included a brief 
summary of the FERP System and FERP Mall ideas. 33 of the 
invited companies accepted to participate in the survey. The 
contacts with the surveyed companies were carried out as 
follows: 

 73% personally 

 27% by e-mail 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

Fig 11: Revenue of FERP Mall 

 

Revenue 
Forms 

Revenue 
Sources 

 

Direct and  
Transaction-
dependent 

 

Indirect and  
Transaction-
independent 

 

Indirect and  
Transaction-
independent 

 
 

Products 

 

 
Contacts 

 

FERP-WSs 
 

WSD-
Environme

nt 

 

FERP-Wf 
 

Advertising 
 

Intermediation 
 

Consulting 
 

Training 

 
Per 

Operation 
call 

and/or per 

using period 

 
 

per using 
period 

 
 

Dependent on 
the Size and 
complexity- 

grad 

 
 

Per Storage –
place and -

period 

Preparation of 
Transaction and 

Per Storage –
place and -
period in 

scenario B  

 
 

Per 
Training 
needs 

 

FERP-Mall Revenue model FERP-Mall 

 
From 

developer 

 
From SME 

 

From 
developer 

 

From 
developer 
and SME 

 

From SME 
 

From SME 
 

From SME 

Depending on 
agreement 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

430 | P a g e  

www.ijacsa.thesai.org 

TABLE IV. INFORMATIONAL ADDED VALUE 

End user enterprise 

(customer) 

Mediator 

 
FERP-WSs provider  

Comparative Added value 

1- The user enterprise may test the generated FERP 

process by FERP mall before the life time u 

1- The FERP mall can test the publishing. 

 
 

Integrative Added value 

           

 

1- The FERP Mall offers reusable FERP processes 

which integrate FERB WSs of various developer 
                       

Organizational  Added value 

 

1- In the case of ERP systems the FERP mall appears 

as a virtual enterprise for offering the FERP workflow 

definitions, the online directory services and support 

services 

1- In the case of the ERP systems. The  

FERP-WS- developer appears as a 

enterprise, which offer  FERP-WSs 

according to an respective competence. 

Strategic added value 

                       

1- The FERP mall can provide worldwide market 

transparency by publishing FERP WSs with their 

marketing-information, the reviews and the safety 

rules. 

1- The FERP-WS provider can provide 

more Market transparency by publishing 

his FERP-WSs and its evaluations. 

Innovative Added value  

1- The interactive relationship between the intermediary 

and the developers helps for offering an adapted FERP 

WSs, FERP workflows and support services to the 

individual needs of the user enterprises. 

1- Offering ERP functionalities as WSs will open the 

door for providing new products and services for 

Supporting FERP customers and FERP-WS developers 

(e.g. FERP workflow definitions and other services)  

 

1- The provider offers new form of the ERP 

functionality as WS of which can be 

combined with other WSs  providers with 

other WSs. 

 

 

Added values with efficiency effects 

1- Reducing the costs, because the user enterprises pay 

only for the used functions (pay as you go). 

2- reducingReducing the costs through competition 

between FERP-WS providers of similar FERP-WSs. 

3- reducing the cost, because in the case of  FERP system 

less end hardware are needed. 

4- The user enterprises can achieve cost advantages 

through purchasing FERP-WSs with other support services 

in one package directly from the mediator. 

5- The user enterprises can reduce time and cost through 

faster replacement in case of failure of a Web service. 

6- The user enterprises can have the needed FERP System 

faster because of the online availability of ERP 

components and the faster 

 adaptability of FERP processes 

1- The mediator can adapt in less time the needed 

FERP workflow by the user-enterprise ERP processes. 

  

2- The mediator generates revenue through the 

mediation of FERP-WSs, offering FERP workflow 

definitions and the supporting services. 

 

1- The FERP-WS provider (developer) can 

reduce development time by using the 

WSD environment, which is offered by the 

mediator. 

2-The REUSE-applicability of FERP-WSs 

increases the efficiency because  the 

variable costs are near to zero 

Added values with efficiency effect 

1 Selection of the needed ERP functionalities is facilitated 

by the offered information about the FERP-WSs from the 

different providers. 

 

1- The FERP mall can increase customer satisfaction 

because of the safety levels as well as through the 

supporting services, thereby improving their market 

shares. 

 

     

Flexible Added value  

                       
1-FERP processes can be cheaper and faster adapted 

by the user enterprise  

1-The online availability of the ERP 

component shortens the delivery time. 

Aesthetic Emotional added value   

Macroeconomic added value 

1- changing the required qualifications of the employees 

by the user enterprises. 

2- changing the IT infrastructure of the user enterprises. 

                       

1- A possible change the developing and 

offering form of information systems in the 

market. 
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During the execution of this survey, various problems and 
difficulties were faced. The most relevant difficulties were: 

 Difficulties by gathering the addresses of the surveyed 
target group due to data protection laws, 

 Difficulty in understanding the ideas of the FERP 
systems and the FERP Mall by the employees of the 
surveyed companies. Therefore, this questionnaire has 
been explained by a short presentation. 

 The results of the survey are shown below: 

1) The surveyed companies has been chosen from 

different size (number of employees). The ratios of company 

size are listed in Table 5 in three categories 

TABLE V. PROPORTION OF COMPANIES SURVEYED DEPENDING ON THE 

NUMBER OF EMPLOYEES 

number of employees 1 - 60 61- 150 > 150 

Proportions    %36.3  %6.,72 %1.,9 

2) All surveyed companies use more than one information 

system. 85% of them use 2 to 5 systems that provide functions 

to cover the different sectors (see table 6). 

TABLE VI. FUNCTIONALITY OF THE INFORMATION SYSTEMS USED IN THE 

SMES 

Functionally Sectors proportions 

Finance and accounting  63.6% 

Customer management 63.6% 

Distribution 63.6% 

Payroll 54.5% 

Cost accounting 45.4% 

Procurement 27.3% 

warehousing 36.4% 

Human resource management 54.5% 

Production Planning and Control 36.4% 

project management 81.8% 

quality management 63.6% 

Research and Development 9.1% 

- 82% of the surveyed companies have confirmed that the 
idea of a FERP mall is a good idea. However, 22% of these had 
additional comments, like 

 Whether this idea is also suitable for very small 
companies, 

 And whether the user company can test the new 
replacement solution. 

3) Table 7 explains the answers to the question of the 

responsibility for defining the appropriate workflows among 

the user companies. From this table it can be deduced that a 

favorable definition of the workflow of the user companies 

can take a market share (about 9.1% + 36.4% = 45.5%) for 

offering such products (see table 7). 

TABLE VII. POSSIBILITIES OF ADOPTING WORKFLOW DEFINITIONS 

AMONG THE SURVEYED SMES 

A definition of the workflow can be created by employees 

within the company and they take the responsibility for it. 
63.6% 

A definition of workflow can be made by the FERP Mall itself. 9.1% 

That depends on the cost. 36.4% 

4) About 55% of the companies have confirmed that 

training their employees is necessary to introduce a FERP 

system. 25% of these companies consider the request for such 

training possible or useful. The estimated market share of 

these services is about 55% + 27% = 82%. 

5) About 73% of the companies have confirmed that 

consulting is needed in the case of FERP system. 18% of these 

companies consider the request for such consulting possible 

and useful. The estimated market share of these services is 

about 73% + 18% = 91%. 

6) Table 8 describes the possible storage location of the 

company data in case of  FERP system from the point of view 

of the surveyed user companies (SMEs): From this table it can 

be deduced that the possibility of storing the data by the FERP 

Mall as a trusted party which Controls costs and data security 

can be increased. 

TABLE VIII. LOCATION OF COMPANY DATA FROM SMES POINT OF VIEW 

Storing Place  Proportions 

By FERP Mall as a trusted party 18.2% 

by the user company itself 45.4% 

This depends on the associated costs and the relevance 

of data protection. 
54.5% 

7) Possible problems in case of FERP system from the 

interviewed companies point of view are: 

 Problems due to the required data security. 

 The existing platform in some companies is small and 
not very suitable for using such system. 

 The extra effort duiring the shifting to such system and 
the necessary training. 

 Some of the user companies are in close contact with 
the suppliers. Therefore, this supplier should also be 
able to adapt to such systems. 

 SMEs are often very specialized - so the software has to 
be flexible enough to be adapted for " peculiarities " of 
the SME. z. For example, there are sometimes very 
significant differences in the interfaces of SMEs 
belonging to a similar area. 

Most of these issues have been taken into account by the 
processing of the technical and / or economical part of the 
FERP idea. Regarding to some cases of close connection 
between the user companies and the suppliers, the suppliers 
can adapt to the new systems in order to satisfy their customers 
(user companies). 
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V. DISCUSSION 

The most of existing articles in Business model field aimed 
mostly to increase knowledge about the theoretical definition 
and classification aspects and of an business model and its 
components  (see [41; 50, 34. 33, 53]) identified strategic 
framework for managing business model innovation (BMI) but 
they didn’t identify clearly logical steps that explain: how we 
can realize suitable business model for innovative business 
Ideas. It is very important to refer in this context that the 
previous researches focused on the business models from 
management side  in general without consideration of specific 
business area especially that  are related to the information 
technology (like as a service paradigm) which need specific 
background and analysis. Some of the researches that focused 
on cloud computing as a service paradigm (like [29]) provided 
business concept for providing Modeling & Simulation (M&S) 
as a service without to formulize the analytical steps that lead 
to these concept.   

The gap between the aim of this research and the other 
related research works is that this research focused on deriving 
and formulizing a suitable developing approach, which 
provides logical steps that lead significantly to realize the 
appropriate business model concepts in general and for 
distributed business information system. The provided 
approach in this research was as result of business and 
technical analysis to give framework for developing various 
type of business ideas with business and it perspectives   
because it considers a relevant version of ERP System to be 
provided as a service.  

VI. CONCLUSION 

This work presents three-phase- developing approach for 
designing appropriate business model for exchanging federated 
ERP systems on basis of WSs. The results of this developing 
approach are three sub-models (as concepts). These sub-
models are, the character, the role model and the revenue 
model, which together formulate a FERP mall business model. 
The main type of this business model is a hybrid form as 
commercial intermediary for covering the lack of pre-defined 
communication channels and areas of responsibility between 
the respective developers and the user-enterprise as well as an 
online shop by offering support services and Workflow 
definitions. This business model belongs either to content 
business model type by offering online training services. This 
Idea also has been quantities and qualitative evaluated. 
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Abstract—A control model is typically classified into three 

forms: conceptual, mathematical and simulation (computer). 

This paper analyzes a conceptual modeling application with 

respect to an inventory management system. Today, most 

organizations utilize computer systems for inventory control that 

provide protection when interruptions or breakdowns occur 

within work processes. Modeling the inventory processes is an 

active area of research that utilizes many diagrammatic 

techniques, including data flow diagrams, Universal Modeling 

Language (UML) diagrams and Integration DEFinition (IDEF). 

We claim that current conceptual modeling frameworks lack 

uniform notions and have inability to appeal to designers and 

analysts. We propose modeling an inventory system as an 

abstract machine, called a Thinging Machine (TM), with five 

operations: creation, processing, receiving, releasing and 

transferring. The paper provides side-by-side contrasts of some 

existing examples of conceptual modeling methodologies that 

apply to TM. Additionally, TM is applied in a case study of an 

actual inventory system that uses IBM Maximo. The resulting 

conceptual depictions point to the viability of FM as a valuable 

tool for developing a high-level representation of inventory 

processes. 

Keywords—Conceptual model; diagrammatic representation; 

inventory control; inventory management; workflow; thinging 

I. INTRODUCTION 

In general, inventory is defined as items stocked in a store 
to meet anticipated requests. Inventory management or control 
is a system to balance product needs with demand to minimize 
costs that arise from obtaining and holding inventory [1]. There 
are several schools of thought that view inventory and its 
functions differently. This paper presents a foundation for 
inventory processes modeling that views an inventory as an 
abstract machine, called a Thinging Machine (TM), with five 
operations that may include infrastructure of submachines. We 
claim that such modeling, which is based on TM, facilitates 
understanding and serves as a base for consequent phases of an 
inventory system’s design and development. A model is 
understood as an abstract view of a portion of reality that 
enables developers to concentrate on relevant aspects of the 
system and discount needless complications [2]. 

Inventory management models are typically classified into 
three forms [3]: 

 A conceptual model that contains text, pictures and 
diagrams to explain the terms and principles of a 
particular system’s functioning. 

 An analytical (purely mathematical) model that uses 
mathematical concepts and language and contains 
formulas for analysis and calculations.  

 A simulation (computer) model that attempts to 
simulate an abstract model of a particular system. 

The last two modeling techniques are concerned with 
minimizing the total cost of inventory based on a decision-
making process considering the cost of holding the stock, 
placing an order or encountering a shortage (e.g., insufficient 
stock to meet demand). This paper is focused on conceptual 
modeling of inventory management systems. 

Conceptual modeling pertains to identifying, analyzing and 
describing the essential concepts and constraints of a domain 
with the help of (diagrammatic) modeling language that is 
based on a small set of basic meta-concepts [4]. It helps in 
understanding and communicating among the stakeholders and 
serves as a base for consequent phases of a system’s 
development [5]. It should reflect the reality of the organization 
and its operations; conceptual models are most valued in terms 
of completeness, faithfulness to the realization of the 
underlying real system, understandability and susceptibility 
analysis. 

A. Inventory Management 

In an inventory management system, several basic notions 
are recognized, including minimum and maximum stock level, 
safety and reorder points and timing. The basic function of a 
management system requires preserving items’ quantities and 
maintains them in such a manner that they do not remain in 
stock for a long time, which would result in efforts waste (e.g., 
delays in production, work and maintenance). Inventory cost 
remains low when the correct quantities of products are 
ordered at the right price and time. 

Control is established by fixing the minimum and 
maximum levels of stock. These levels are calculated based on 
historical data, the expected requirements and in view of the 
inventory’s condition. Reaching the minimum level may result 
in stock running out; reordering occurs in such a way that items 
are received before the stock volume reaches the minimum 
level. 

Minimum stock occurs when the stock falls below an 
established critical level at which the enterprise processes may 
be harmed. In such an event, a warning is sent to management 
to exert further efforts or extra resources to ensure that the 
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situation is rectified. The maximum point is utilized to avoid 
any superfluous stocks that may result in halting the flow of 
items. Designated stock is maintained for safety considerations, 
especially for events such as a serious stoppage of operations 
or to maintain the reliability of supply. In most cases, it is equal 
to minimum stock. The reordering process ensures that items 
are not out of stock by taking into consideration current stock, 
lead time and receiving time before reaching a minimum level. 

Whatever the adopted inventory system, an organization 
needs a conceptual description that describes its real-world 
domain and does not include any information technology 
aspects. It would be able to serve various levels of granularity 
and complexity, such as by serving as a guide for the 
subsequent information systems specification, analysis, design 
and validation. 

B. Problem and Solution 

This paper claims that current conceptual models of 
inventory management systems lack comprehensiveness and 
completeness. Additionally, a lack of conceptual representation 
of processes makes it more difficult for end users to understand 
an existing process or simulate a new one. Accordingly, a high-
level conceptual language can contribute by filling some needs 
and acting as a foundation in this area of research. As a step in 
this direction, the paper applies the recently developed TM that 
is based on the thinging machine notion and presents a 
different conceptualization of such. This paper advances the 
inventory management processes in a holistic way by 
developing a framework that is sufficiently inclusive. 
Generally, TM provides a diagrammatic representation of the 
static, dynamic and control specifications at play in the 
inventory management processes. 

To show the viability of the proposed methodology, we use 
TM in an actual case study of an inventory management 
system that is currently being implemented using IBM 
software without an explicitly documented conceptual 
description. 

C. Appraoch 

Apparently, it is very difficult to contrast the involved 
diagrammatic models because they are based, to a large extent, 
on factors such as understandability (that pertains to 
visualization and graph completeness). A straightforward way 
to accomplish that is to put different diagrammatic depictions 
side-by-side and judge them accordingly. Therefore, we will 
give a few examples of current techniques so that, at the end, 
we are able to observe and contrast different samples. 

D. Sample Diagrams 

Today, most companies utilize computer systems for 
inventory control in which withdrawals are recorded and the 
inventory balance is monitored. Orders are placed and the 
balance of stock is updated by the computer. Modeling 
inventory processes is an active area of research that uses many 
methods, including flow charts, data flow diagrams, Universal 
Modeling Language (UML) diagrams, role interaction 
diagrams, Gant charts and Integration DEFinition (IDEF) [6]. 

In this section, several samples of inventory-related 
diagrams are presented. The purpose is not intended to give a 

fair discussion of these examples; rather, the aim is to provide 
an awareness of the type and nature of conception and 
depiction upon which this method is built. The samples will 
also provide the opportunity to contrast the diagramming 
techniques after presenting TM diagrams of our case study. 

Saraste [7] used the flowchart technique, which is ―very 
flexible and easy to use‖ [7], as shown in Fig. 1. In the 
inventory control environment, the modeling used by Saraste 
[7] may not be suitable to model the system in a holistic way 
through developing a framework that is sufficiently inclusive. 
In certain situations, the entire enterprise processes may be 
harmed by local event (e.g., stock goes below an established 
critical level). Having knowledge of the entire view of the 
system—something that is missing in flowcharting—can help 
management employ efforts and/or resources to prevent an 
adverse effect on a production situation. Another flowchart-
based representation is a sample of the Maximo diagram in an 
IBM Knowledge Center [8], as partially shown in Fig. 2. 
Flowcharts were the target of many criticisms regarding their 
value in design and education [9-10] that have nearly led to 
their elimination. Lately, they have also been revived in the 
form of a UML activity diagram. According to Storrle and 
Hausmann [11], ―activity diagrams have always been poorly 
integrated, lacked expressiveness, and did not have an adequate 
semantics in UML.‖ 

According to Patel [12], Entity Relationship (ER) modeling 
allows for the formation of high-level conceptual data models 
that can be used to form a graphical representation for design, 
as seen in the initial ER diagram in Fig. 3. 

 

Fig. 1. Order Modeling using a Flowchart (Partially Redrawn from [7]). 

 

Fig. 2. IBM Knowledge Center diagram that Involves A Flowchart (Partially 

Redrawn from [8]). 

 

Fig. 3. ER Diagram (Partially Redrawn from [12]). 
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Nevertheless, difficulties in ER modeling (e.g., temporal 
aspects) are well known [13]. Rinardwiatma [14] used 
workflow process diagrams, such as the one shown in Fig. 4, to 
integrate inventory management in an IBM Maximo-based 
system. 

Most existing conceptual modeling methods use object-
oriented methodology that employs UML as a foundation that 
requires breaking the system structure and behavior into 
several types of diagrams, then further decomposing them into 
other diagrams. It is claimed that this approach has many 
advantages, such as simulating the modeler’s way of thinking 
[15] and contributing to the reduction of complexity in the 
representation of technical systems and design processes [16]. 
For example, Tchantchane [17] utilized UML use case, class, 
state and sequence diagrams in designing a sales ordering 
system (as shown in Figs. 5-8). 

Nevertheless, According to Mordecai [18], there is a 
―significant inability of common conceptual modeling 
frameworks to appeal to practicing designers and analysts.‖ 
These diagrams are completely heterogeneous with several 
different conceptual bases. The purpose of this heterogeneity is 
to achieve a wide range of options for expression, depending 
on the situation. Shoval and Kabeli [19] suggested a merger of 
the data flow diagram, the ER diagram and object-oriented 
constructs. The multiplicity of diagrams for the same dilemma 
in UML is a known problem [20] that contrasts with providing 
a single, integrated diagrammatic representation that 
incorporates function, structure and behavior. 

The next section introduces TM to be used both as a 
thinking style and as a vehicle for depicting the capturing 
inventory processes [21-26]. 

II. THINGING MACHINE (TM) 

Reality consists of a range of things, such as an externally 
experienced object, situation, event or action, or a privately 
experienced sensation, mood, emotion, memory or thought. 
These things are the content of our wajood (existence). Some 
of these things comprise others or they form an environment or 
a place for others. 

The thing tree takes the thing carbon dioxide from the thing 
air and gives it the thing oxygen. We say that the tree receives 
carbon dioxide from the air and releases and transfers oxygen 
to it. Also, the thing tree processes carbon dioxide to create 
oxygen. The tree in this case is a machine that releases, 
transfers, receives, processes and creates things. By the same 
conceptual manner, the thing human being is a machine that 
receives the thing oxygen and processes it to create the thing 
carbon dioxide that is released and transferred to the 
atmosphere. These things/machines are called TMs. The 
machine can be conceptualized as a lived atmosphere (i.e., 
environment/space/capsule) of its things where they are 
created, processed, received, released or transferred. We 
describe a TM diagrammatically as shown in Fig. 9. The figure 
is a generalization of the typical input-process-output model 
that is used in many scientific fields. The machine is 
constructed from the sub-machines of flows including the 
machine itself. 

Martin Heidegger [27] describes viewing a particular tree 
as, in our model, a machine. It is rooted in the earth with its 
trunk rising up and branches splayed out, swaying in the wind. 
It is inhabited by many tiny creatures, and it responds to the 
wind currents. The tree is a certain compilation of the threads 
of life. It is a thing when we see it as a glimpse of life-in-
formation, never the same from one moment to the next [28]. It 
is not only the tree that is a machine, but also people, animals, 
towns, the sun and clouds, as well as day, night, feelings, 
numbers, atoms, data, etc. 

 
Fig. 4. Inventory Flow Process (Partially Redrawn from [14]). 

 

Fig. 5. Use Case Diagram (Partially Redrawn from [17]). 

 

Fig. 6. Class Diagram (Partially Redrawn from [17]). 

 

Fig. 7. State Diagram (Partially Redrawn from [17]). 

 

Fig. 8. Sequence Diagram (Partially Redrawn from [17]). 
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Fig. 9. Thinging Machine. 

The (unproven) claim in TM modeling is that the five 
operations—create, process, release, transfer and receive—are 
sufficient to represent all activities in a machine. The only 
justification for this is the diverse modeling of many systems 
that appear in many publications, including the modeling 
inventories in this paper. 

Things that flow in TM refer to the exclusive (i.e., there is 
one and only one) conceptual movement among the five 
operations (stages) shown in Fig. 10. It may be argued that 
things (e.g., goods) can also be stored in addition to being 
created, processed, released, transferred and received. 
However, because stored is not a generic operation, things can 
be stored after being created, hence becoming stored created 
data, or, after being processed, becoming stored processed 
data and so on. When all arriving things are accepted, then 
arrive and accept are represented by receive. 

Create (emerge) is one starting point of a thing in a 
machine, in addition to being imported (transfer/receive) from 
the outside. Through creation and importing the system 
(machine) becomes aware (recognition) of a new thing in the 
machine. Additionally, a thing ―disappears‖ from the ―radar‖ 
of a machine, either when it is de-created (e.g., deleted) or by 
departing (release/transfer). Note that a thing can be released, 
but not transferred (e.g., finished goods waiting to be shipped 
when a truck arrives) or a thing being transferred (input), yet 
not arriving (e.g., an email arriving, but an error preventing the 
recipient from accessing it). 

Process means that the machine changes the thing in a 
certain way. For example, a doctor machine processes a patient 
to decide how to treat him/her. 

Each type of flow of things is distinguished and separated 
from other flows. No two streams of flow are mixed, just as 
lines of electricity and water are separated in buildings’ 
blueprints. However, two types of things can enter a machine 
of a super type of thing (e.g., integers and real numbers flow to 
a number machine). A TM does not need to include all of the 
stages; for example, an archiving system might only use the 
stages transfer, receive, release and process (i.e., not create). 

Multiple machines can interact with each other through 
flows or by triggering stages. Triggering is a transformation 
(denoted by a dashed arrow) from one flow to another (e.g., a 
flow of electricity triggers a flow of air). 

III. INVENTORY IN IBM MAXIMO 

This section applies TM to model an actual inventory 
system. The system extends over physical and digital spheres, 

where it flows across different machines changing their forms. 
This paper assesses a case study that uses IBM Maximo, an 
asset management software system. In Maximo, nodes can 
represent various points in a business process (e.g., start node, 
condition node, interaction node, sub-process node, task node 
and stop node). A workflow process is created by interweaving 
nodes and connection lines within the workflow. There are 
many notions: person records, role records, action records, 
communication templates, notifications, escalations and action 
groups, etc. Also, there are many actions (e.g., create, change, 
incident, problem, service request and work order) [29]. 

In our case study, Maximo modules are used to manage 
inventory, including functions such as controlling inventory, 
making purchases and tracking stock levels and contracts. 

Inventory is a central module in Maximo. It functions in a 
dynamic relationship with the preventive maintenance, work 
orders, contracts, purchasing and assets modules. Maximo can 
automate processes that are repetitive or occur at regular 
intervals; for example, preventive maintenance, periodic 
inspections or reordering inventory items‖ [30]. 

In Maximo, inventory management is an important part of 
maintaining any asset for which the inventory module in 
Maximo tracks the required materials (e.g., monitoring reorder 
points, purchase requisitions and purchase orders; tracking the 
movement of items into and out of inventory; issuing work 
orders; etc.). 

TM and Maximo have a completely different conceptual 
view. Maximo-based systems utilize different types of 
diagrams to document and describe various applications, 
including inventory management systems. Assuming 
knowledge of basic Maximo terms, consider a difference in 
terms of Maximo location and asset (e.g., a bank as the 
location). From the standpoint of IBM Maximo, a location is a 
physical place, an operating position where equipment resides 
[31]. It is a place where assets are operated, stored or repaired. 
Fig. 10 contrasts the conceptualization of a location and an 
asset. In TM, the location is a machine while the asset is a 
submachine and a thing that flows. 

In TM, an inventory system is a machine that serves other 
machines by managing their input/output flows so that they are 
near steady states. Ideally, flows in its stewarded machines are 
never stopped or slowed due to a lack of item supply. The 
machine also ensures that the supply does not clog them with 
overstocked items. 

 
Fig. 10. Maximo and TM Representations of Location and Asset (The Left 

Part is a Partially Redrawn Part of a Figure [31]). 
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IV. CASE STUDY 

The TM representation is applied to the process of 
responding to an approved requested order arriving from its 
department to the commercial department. Accordingly, the 
commercial department checks the inventory for the request. 
Three possible cases are based on the inventory status: the 
requested items are available, partially available or not 
available. These cases can be modeled using a TM to produce 
TMs that involve the inventory system (as shown in Fig. 11). 

 

Fig. 11. Different Portions of the Inventory System. 

A. A Request Arrives and Current Inventory is Checked 

Fig. 12 describes the general process of this case study. It is 
expanded into three cases that are explained in the following 
sub-sections. As shown in the figure, an approved request of an 
item (circle 1) from the requesting department (2) flows (3) to 
the commercial department system (4) to check the inventory 
control. The commercial department system, in this case study, 
is responsible for managing the inventory and ordering items. 

Once the approved request is received, the commercial 
department triggers (5) a check of the inventory status (6) in 
the inventory machine (7) to examine the current stock (8) of 
available items that pertain to the request, which is a global 
variable and is initially set to zero. The current stock is 
processed and compared to the minimum level of the inventory 
(9). The minimum level is considered a point of emergency 
(i.e., when a certain item volume reaches a level that is 
considered below critical). The availability cases based on this 
comparison are: 

 If the current stock of the request is above the minimum 
level: The request is processed (11) to extract (12) the 
requested quantity that flows to a decision machine 
(13), which also receives the current stock value (14). 
In the decision machine, the new stock is calculated as 
the current stock minus the requested quantity (15). The 
new stock is considered a global variable and is initially 
set to zero. 

 Accordingly 

(i). If the new stock is equal or above minimum (16), 

meaning that there are enough items to be delivered, then the 

decision machine triggers the release of the requested items 

(17) to be directly delivered to the requesting department and 

the replacement of the current stock by the new stock (18). 

(ii). If the new stock is less than the minimum (19), then a 

partial response to the request is possible:  

- The available quantity of items is calculated (20) as 
(the current stock minus the minimum) and released 
(21) to the requesting department (assuming it accepts 
that).  
- The pending quantity is calculated as the requested 
quantity minus the available quantity (22). The request 
is processed (23) to make it an inquiry for pending 
quantity and is sent to the queue system (24). 

 If the current stock of the request is equal to, or less 
than, the minimum level: The request is sent to the 
queue system (26), where it is processed to increment 
the number of queued requests (27) and to add the 
request to the queue (28). 

B. Modeling Events 

Fig. 11 in the previous sub-section reflects a static structure 
of distributing orders among the three cases. To model the 
dynamic behavior of the case when a request arrives and the 
current inventory is processed, we need the notion of a 
machine being-in-time. In being-in-time, the machine not only 
creates, processes, receives, releases and/or transfers, but it also 
machines (habitually does these operations again and again). 
Time in TM is a thing that can be created, processed, released, 
transferred and received. Consider the request has arrived and 
received in the commercial department, which can be 
represented as shown in Fig. 13. 

An event is a machine in a TM that contains at least three 
submachines: the time, the region and the event itself. The 
region is where the event takes place. The event in Fig. 13 
includes the three machines: the region of the event (circle 1), 
which is a subdiagram of Fig. 12; the (real) time submachine 
(2); and the event submachine itself (3/green). It was 
previously stated in section two that the machine is constructed 
from the submachines of flows, including the machine itself. 
The machine itself is distinct from all of the submachines 
within. For simplicity’s sake, an event will be represented only 
by its region. 

Accordingly, we can identify the events in Fig. 14 as 
follows. 

Event 1 (E1): A request is received. 

Event 2 (E2): The inventory status is checked. 

Event 3 (E3): The current stock exceeds the minimum. 

Event 4 (E4): The request is sent to the decision procedure. 

Event 5 (E5): The new stock is calculated. 

Event 6 (E6): The new stock is = or > than the minimum. 

Event 7 (E7): Items are sent to the requester. 

Event 8 (E8): The new stock is less than the minimum. 

Event 9 (E9): The available and pending quantities are 
calculated, and the request is modified and sent to the queue 
system. 

Event 10 (E10): The quantity (circle 25 in Fig. 12) is equal 
to or less than the minimum. 
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Fig. 12. General TM Representation of the Inventory Control Case Study. 

 

Fig. 13. The Event: The Request has Arrived and Received in the 

Commercial Department. 

Event 11 (E11): The request is added to the queue system. 

Fig. 15 shows the chronology of these events. It can be 
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and 2). Moreover, the updated current stock (3), which is now 
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supervisor to decide upon making new supply order (5). 
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Fig. 14. Events of the FM Representation of the Inventory Control Case Study. 

 

Fig. 15. The Chronology of Events of TM Representation of the Inventory 

Control Case. 
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to the team leader (10) to be further processed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Approved Request 

Process:        

 

 

Number of 

Pending 

Requests 

Process 

 add 1  
 

Available 

Inventory 

Requesting Department  

Receive 
 

Transfer 
 

Receive 
 

Decision 

Transfer 
 

New Stock  

Transfer 
 

Process: 

 

   New Stock = Current Stock – Requested Quantity 

 

 

   If New Stock >= Min (full response to the request) 
 

   If New Stock < Min (partial response to the request) 

 

   Available Quantity = Current Stock – Minimum 

 

   Pending Quantity = Requested Quantity – Available Quantity 

 

Receive 
 

Transfer 
 

Commercial Department   

 

 

Transfer 
 

Current 
Stock  

Queue of  

Pending Requests 

Transfer 
 

Receive 
 

Release 
 

Receive 
 

Process 
 

 Requested 

Quantity 
Transfer 

 Receive 
 

Process 
 

Release 
 Transfer  
 

Min  

Inventory Status 

 

If Current Stock <= Min 

 

Process: 

 Insert request 
 

Release 
 Transfer 

 Else (Current Stock > Min) 

 

Queue 

Transfer 
 Receive 
 Process 
 

Transfer 
 Receive 
 

Transfer 
 

Transfer  
 Release 

Transfer  
 

 

Release 

Pending 
Process 

 

E1 

E2 

E3 

E4 

E5 

E6 

E7 

E8 

E9 

E10 

E11 

E12 

Receiving time (T1) 

E2 
E3 

E4 

E5 

E6 

E7 

E8 

E9 

E10 

E11 

E1 

Delivery time (T2), If (T2 – T1) > week then report.  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

441 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 16. TM Representation of the Case if the New Stock for the Request is Below the Minimum. 

 If the requesting supervisor does not have the authority 
for such a type of RFQ (11), then it is canceled (12) by 
the team leader and a cancellation note is created and 
sent to the supervisor. 

 If the specification of the RFQ is incorrect (13), then it 
is rejected and a rejection note is sent (14) to the 
supervisor in order to modify the RFQ specifications. 
Once the RFQ is modified (15), it is sent back (16) to 
the team leader. 
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If the specifications are still incorrect (17), then another 
rejection process is repeated (18). Otherwise, it is approved 
(19). 

 If the RFQ is neither cancelled nor rejected (20), then it 
is approved (21) by the team leader. Approvals flow to 
the supervisor (22 - copy) and to the manager (23) for 
further processing. 

 The same cycle of the team leader’s actions is repeated 
for the manager (24) and its description is omitted here. 
Assuming that the manager approves the RFQ, the 
approval is sent to the supervisor (25 – copy) and to the 
declared buyer (26) who was specified by the 
supervisor. 

 The declared buyer is responsible for assigning more 
details in the RFQ (27), which triggers the creation (28) 
of a long-term supply agreement (LTSA) (28). The 
LTSA does not need a bidding process because it is 
agreed upon with a specific vendor as a single source. It 
is called long-term because the contract with the vendor 
states that the price of the requested items shall be fixed 
for a specific number of years. The LTSA is sent to the 
supervisor (29 - copy), then the specified vendor (30). 

The vendor creates his own cycle of preparing and 
shipping the ordered items according to a specified time 
limit. 

D. TM Representation of Receiving the Ordered Items from 

the Vendor 

Fig. 17 shows the TM representation after receiving the 
ordered items from the vendor. Once the vendor (1) delivers 
the items (2), the current stock is updated (3). The pending 
requests (4) in the queue are released (5), one by one, to be 
processed to extract the requested quantity (6). Each request is 
processed to determine its quantity. Furthermore, the quantity 
is processed (7) to release the corresponding number of items 
in the queue (8). Additionally, the quantity flows to update the 
current stock (9) and the total pending items (10). Fig. 18 
shows the events after receiving the requested items from the 
vendor. Fig. 19 displays the control over this sequence. 

Note that the loop of events for every request in the queue 
is represented as a second order control over the events 
required for each request. 

The thick horizontal bar at the bottom of Fig. 17 indicates 
the possible parallelism of E5, E6 and E7. All of these events 
should end before starting another round of the loop. 

 

Fig. 17. TM Representation of Receiving the Requested Items from the Vendor. 

 
Fig. 18. The Events after Receiving the Requested Items from the Vendor. 
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Fig. 19. The Events and their Control after Receiving the Requested Items 

from the Vendor. 

V. CONCLUSION 

This paper demonstrates the viability of TM modeling for 
inventory management processes. The resultant conceptual 
model covers the static, dynamic and control of these 
processes. This feature of notions’ uniformity, based on the 
simplicity of the TM with its five stages, sets the modeling 
methodology apart from the heterogeneous diagrammatic 
representations (e.g., UML) that were displayed in section two 
of the paper. Further research will establish different potential 
benefits of the TM approach. 
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Abstract—Distributed applications have been developed using 

thread pool system (TPS) in order to improve system 

performance. The dynamic optimization and overload 

management of TPS are two crucial factors that affect overall 

performance of distributed thread pool (DTP). This paper 

presents a DTP, that is based on central management system, 

where a central manager forwards client’s requests in round 

robin fashion to available set of TPSs running in servers. The 

dynamic tuning of each TPS is done based on request rate on the 

TPS. The overload condition at each TPS is detected by the TPS 

itself, by throughput decline. The overload condition is resolved 

by reducing the size of thread pool to previous value, at which it 

was producing throughput parallel to the request rates. By 

reducing the size of thread pool on high request rates, the context 

switches and thread contention overheads are eliminated that 

enables system resources to be utilized effectively by available 

threads in the pool. The result of evaluation proved the validity 

of proposed system. 

Keywords—Distributed system; distributed thread pool; thread 

pool system; performance; overload management 

I. INTRODUCTION 

The ever-growing expansion of Internet and World Wide 
Web demands scalable services that must be performance 
efficient and highly available. The prominent progression of 
internet’s user doubles internet traffics every two or three 
months. For example, OSN sites such as LinkedIn, Flickr, 
Myspace, Twitter and Facebook provide facilities to over half a 
billion users at the same time [1]. The OSN’s not only provide 
basic communication capabilities but also provide other 
services by third party applications e.g. sharing documents, 
sending virtual gifts, or gaming.  Number of third-party 
applications run by the Facebook are over 81,000 [1]. There is 
a profound impact of these third-party applications on the 
application server’s scalability and performance thus results in 
additional traffic. For example, when Facebook launched its 
developer platform, the traffic increased by 30% in a week 
after launching [2], while in case of Twitter the traffic 
increased by a factor of 20 after launching its API [3]. Also, the 
variations in demand go to extreme levels in some internet 
services that cause overload condition and needs special 
attention to manage server-side resources. In order to deal with 
these complexities, internet services are provided by distributed 
application servers [4], that are responsible of providing run 
time services to applications, where these applications service 
demands of many concurrent users. 

At present, distributed systems have been implemented in 
almost all domains including telecommunication, defense, 
industrial automation, financial services, entertainment, 
government and e-commerce. And that is why, the 
requirements of complexity management, scaling and overload 
management are increasing day by day. As discussed earlier, 
distributed systems handle heavy workloads, where client’s 
requests are incoming from a remote source through some 
network protocol. These heavy workloads are handled by 
distributed systems through extremely concurrent design 
configurations that are implemented as middleware. The 
performance of distributed systems is dominated by 
middleware that provide different functionalities, e.g. 
multithreading policies, remote communication mechanisms, 
persistence services and transaction management etc. It is the 
middleware that makes distributed system scalable, highly 
available and highly performant [5]. Some remarkable 
examples of middleware services for distributed systems are 
middleware of Distributed Object Computing (such as 
CORBA, SOAP, RMI) Component middleware (such as .NET, 
Java Beans), Message Oriented Middleware (such as Java 
Message Queue, BEA’s WebLogic MessageQ) etc. 

One of the most important performance related feature of 
any middleware service in distributed systems is concurrency 
control that handles multiple concurrent requests. Two most 
commonly used concurrency models are Thread Pool System 
(TPS) and event driven model (EDM). 

As compared to TPS, EDM is more performance efficient, 
but at the same time it is much complicated and challenging to 
implement than TPS [6]. The most challenging task in EDM is 
to handle scheduling and assembling of events [7]. Moreover, 
EDM leads to enormous cascading callback chains [8]. As 
compared to EDM, TPS offers more solid structuring 
constructs for concurrent servers by means of threads that are 
light weight and represent work from the perception of the task 
itself [9,10].  Moreover, TPS avoids resource thrashing and 
overheads of thread creation and destruction [11]. Some 
examples of TPS in middleware for distributed systems include 
.NET thread pool [12], Java Message Queue Thread Pool [13]. 

A typical TPS contains a request queue, a pool of threads 
(workers) and dynamic optimization algorithm (DOA) that 
optimizes pool size, as shown in Fig.1. 
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Fig. 1. Conceptual Model of Thread Pool System Embedded in a Server. 

Request queue stores incoming client’s requests. Worker 
threads in the pool fetches and executes these requests. These 
worker threads in the pool are recycled (instead of being 
destroy) to process next client’s request from queue. The re-
spawning and recycling of worker threads avoids thread 
creation and destruction costs, but, under a heavy load 
scenario, additional threads must be dynamically created and 
inserted inside pool to cope with the load. The DOA 
component of TPS is responsible to decide the quantity of extra 
threads. It is a challenging task of DOA to maintain an optimal 
pool size on run time, in order to produce better response times 
and maximum throughput so that quality of service can be 
maintained. If thread pool size is beyond an optimal limit, then 
it increases thread context switches and thread contention (on 
shared resource), that ultimately provides poor performance. 
On the other hand, if pool size is smaller than an optimal limit 
then it results in poor response time and throughput. Handling 
this tradeoff on run time is essential to achieve best 
performance. Optimizing thread pool size by DOA is not an 
exact science and it can be performed on the basis number of 
parameters and factors. 

 
Fig. 2. Conceptual Model of Distributed Thread Pool System. 

The variety of target servers where TPSs are installed 
makes DOA more challenging, as there are varied 
characteristics of the deployment system with a diverse nature 
of tasks. Because of this reason, TPS has been evolved from 
single-pool to multi-pool and from multi-pool to DTP. DTPs 
are designed for distributed systems where they are 
horizontally scaled over number of nodes available on the 
network as shown in Fig. 2. 

In DTPs, overload monitoring of each TPS running in a 
server node is a crucial factor to avoid unsuitable large quantity 
of threads in the pools, so that overheads of thread contention 
and context switches may be reduced. Moreover, metric for 
detecting overload condition must be selected carefully in 
order to gain maximum performance. 

This work is based on our previous work [14], in which, we 
have presented a distributed framework of TPS called 
distributed frequency based thread pool (DFBTP), where each 
server node has its own TPS, that is tuned on the basis of 
request arrival rate, and the load on each node is balanced by a 
round robin strategy in order to fairly distribute the load among 
available TPSs. In this paper, we have extended DFBTP by 
presenting overload control based distributed thread pool 
(OCBDTP), whose overload control mechanism tackles 
overload condition by detecting throughput fall, in case of high 
request frequencies. In such a case, thread pool size is restored 
to previous appropriate size, where it was running normally. 

The rest of the paper is organized as follows. Section 2 
presents literature review. The design of is presented in section 
3. The validation of proposed system is detailed in section 4, 
and finally conclusion is given in section 5. 

II. RELATED WORK 

A mathematical model for dynamic optimization of TPS is 
presented in [15], that forms a relationship among system load, 
pool size and the costs associated with thread creation, 
destruction and maintenance. However, the estimated optimal 
thread pool size might be inaccurate, since accurately 
estimating the time for thread creation and thread context 
switching is difficult in practice. 
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CPU-utilization based TPS is presented in [16], where 
dynamic optimization scheme increases pool size when CPU 
utilization decreases and vice versa. It defines a lower 
threshold and upper threshold variables for CPU utilization, 
and an update function repeatedly optimizes pool size on the 
basis of these threshold variables. This scheme however can't 
be used for I/O bound applications. 

TPS presented in [17] performed dynamic optimization by 
calculating average idle time (AIT) of queued requests. This 
scheme increases pool size if AIT is increasing. However, the 
uses of too many thresholds in dynamic tuning algorithm have 
no justification and can affect the performance. 

A prediction-based scheme is utilized in [18], in order to set 
a pool size in advance for future use by Gaussian distribution. 
These predictions might be inaccurate due to synchronization 
overhead. 

Exponential moving averages were utilized in [19], in order 
to predict pool size in advance. This scheme suffered from 
creating redundant threads. 

Thread borrow scheme was used in an application server 
[20], that utilized multiple thread pools, but management of 
multiple pools is itself a cost-effective operation. 

A model fuzzing approach was used in [21], to optimize 
pool size. Number of parameters and constraints were utilized 
for optimizing pool size which was too complex to quickly 
make a conclusion, hence it is not suitable for the system 
having frequent state change. 

TPS presented in [22], used response coefficient to 
optimize pool size. However, this metric is normally affected 
by different run time parameters. 

By extending the work of [18], the trends of time series in 
exponential moving averages were analysed in [23], in order to 
avoid redundant threads. This scheme however suffered from 
creating lacking threads. 

A theoretical framework of distributed thread pool was 
presented in [24], that is governed by software agents that can 
dynamically add and remove threads in the pool based on load 
conditions. 

A design of hierarchical thread pool executor based on non-
blocking queue was presented in [25]. This TPS was presented 
for java-based DSMs running on cluster. This TPS served as an 
outclass alternative to Jackal’s thread pool executor which is 
based on blocking queue. This design was targeted to only 
DSM systems. 

The dynamic optimization of TPS in [26] is performed by 
performance data of threads associated with system resource 
usage. The calculated value is gradually updated and compared 
with old values over time. This trend is analysed over time to 
perform dynamic optimization. 

It is argued in [27], that response times of a TPS-based 
application suffer when it utilizes more threads than required, 
as it increases context switching overhead. And that is why he 
established an inverse proportional relationship of response 

time to pool size. This TPS gradually decreases pool size on 
high response times, until system’s stability. 

A divide and conquer strategy is used in [28] that divides 
the tasks into subtasks by a pipeline based technology that 
allows the sub-tasks to run in parallel that reduced the 
computational cost. But dynamic division of tasks into subtasks 
was challenging. 

Thread pool system presented in [29] is optimized based on 
application level metric called thread utilization. On high 
thread utilization, thread pool size is increased and vice versa. 

A multiple pool approach is used in [30], where each pool 
is reserved to process requests having specific service time. In 
this way requests having large service times are separated from 
requests having small service times, hence avoiding large 
requests to block small ones in order to occupy all threads in 
the pool. However, a large variation in service times of 
incoming requests results in large number of pools that 
increases pool management overhead. 

In [31], a middleware for CPS-systems is presented which 
utilized a linear approach to tune its thread pool. Thread pool is 
resized on the basis of increase in request rate. The system uses 
unbounded DTS that is only suitable for CPS systems. 

A dynamic framework is offered in [32] for n-tire 
application that is running in the cloud-based system. At each 
tier, thread pool is tuned by queuing laws and system-level 
metrics. 

In our previous work [14], we have presented DFBTP that 
was designed for distributed applications, where each node has 
its own thread pool. The size of each thread pool is optimized 
by frequency of incoming requests and load is equally 
distributed among all nodes by a round robin scheme. This 
scheme creates threads in the pool based on request arrival rate 
that can be very large on heavy load situations that may result 
in very large pool size that effects performance. 

III. MOTIVATION 

Each TPS in DFBTP [14] keeps pool size equal to the 
request arrival rate. In case of high request arrival rate, DFBTP 
creates a very large pool size that effects performance. Fig. 3 is 
an illustrative diagram, that demonstrates the problem of 
throughput degradation due to worse pool size on heavy load. 

 
Fig. 3. Throughput Starts Falling on Saturation Point. 
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Fig. 4. Architecture of Distributed System having Frequency-based Thread Pools on Slave Servers. 

X-axis represents request arrival rate, whereas y-axis 
consists of multiple axis. PoolSize axis represents number of 
threads in the thread pool, and Throughput axis represents 
number of requests completed per second. Throughput is 
represented by blue dots. We can see in Fig.1, that pool size is 
equal to the request arrival rate at every moment. Also, 
throughput is gradually increasing for some moments and 
equal to the request arrival rate. When request arrival rate is N, 
the system kept pool size equal to N also, however, throughput 
decreased and turned into N-1. This point is called saturation 
point (i.e. overload condition), where throughput started 
falling, because, DFBTP continuously increasing pool size on 
next successions and due to very large pool size, system is 
busy in context switch overhead and thread management 
overhead. System resources are busy in managing thread 
context switches and thread contention, instead of doing useful 
work. The motive of proposed scheme is to tackle saturation 
point and react accordingly. 

IV. MATERIAL AND METHOD 

In this section we discuss in detail, the design and 
implementation of OCBDTP. First, we will discuss the 
distributed architecture of our proposed system, and next we 
will describe the design of proposed TPS, followed by 
overload control mechanism. 

A. Proposed Distributed System Architecture 

OCBDTP consists of a central manager (CM) component 
that is running in the main server, and one or more TPS 
running in server nodes, as shown in Fig. 4. System 
initialization starts from CM that runs in the main server first 
and waits for the TPS to connect with it. When a TPS starts on 
a server node in the network, it connects to the CM, that in turn 
stores the IP address of corresponding server in a list and starts 
its Receiver thread that will accept client’s requests and 
handover to round robin scheduler (RRS). RSS is a load 
balancer component that equally distributes the load on all 

available TPS by iterating over the list that contains IP 
addresses of servers. CM is now ready to accept client’s 
request. On request arrivals, Receiver will receive requests and 
forward it to the RRS, that in turn distribute these requests to 
TPSs. Each TPS is responsible to accept requests and process 
these requests. 

B. System Architecture of TPS 

The architecture of proposed TPS is shown in Fig. 5. When 
a TPS starts in the server node, it initializes three detector 
threads named Request Rate Detector (RRD), Throughput 
Detector (TD) and Saturation Detector (SD). Next, it connects 
to the CM through Connector component. On arrival of first 
request, TPS starts detector threads that perform their tasks 
after every second until TPS is running. 

A counter is incremented on every request arrival. Each 
request arrived at TPS is first inserted into request queue and 
picked up by any available thread inside pool that will process 
request and store it as a response in response queue. RRD 
activates after every second, reads the value of counter, stores 
it as a current request frequency and sets the value of counter 
again to zero in order to detect the next request arrival rate. 
RRD maintains request rates of current and previous phases. 
These request rates are later read by SD in order to adjust pool 
size equal to the request frequency if throughput is not falling. 
TD activates after every second, counts and de-queues all the 
responses from response queue. The counts of responses are 
stored in Throughput object. The responses are sent back to the 
CM, that in turn sends these responses back to the client. TD 
maintains throughputs of current and previous phases. 

SD also activates after every second that performs two jobs. 
First, it tunes thread pool size based on request rates. Second, it 
periodically measures throughput of TPS in order to detect 
overload condition. In case of overload condition SD reacts 
accordingly that is discussed in the next section. 
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Fig. 5. Architecture of Proposed Thread Pool System. 

 

Fig. 6. Flowchart Diagram of Saturation Detection and Avoidance Mechanism. 
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C. Overload Detection and Control 

Fig. 6 is a working flow chart diagram of SD, that 
dynamically sets an appropriate pool size of thread pool that 
can avoid thread context switch and contention overheads. And 
this is done by detecting an inappropriate pool size at which 
throughput starts falling. SD algorithm first collects values of 
throughout and frequency regarding current and previous 
phases. Then, it checks for increase of request rate; if it is 
increasing, then it sets pool size equal to the request rate by 
running a separate thread in the background and repeats itself 
after one second. In the next pass it first checks for throughput 
gain. Since quantity of threads was increased in the last phase, 
that means more throughput should be there, and throughput 
should be equal to the size of thread pool per second. If 
throughput is improved and equals to the number of threads in 
the pool, then the size of thread pool is considered to be 
appropriate and it is saved for later use in case of overload, so 
that, an inappropriate size can be restored to saved one. Next, it 
again checks for current request rate; performs corresponding 
steps; and repeat after one second. In case throughput is not 
improved, it means that pool size was not set to an optimal 
value in the last phase, so it resets pool size again to the saved 
one (by running a separate thread in the background) where 
TPS was running normally, i.e. giving throughput equal to the 
request rate. On high request rate, SD first keeps pool size 
high, and watches over throughput. However, due to large 
number of threads in the pool beyond the capacity of system, 
the system turns into a state, where it is busy in managing 
thread context switches and thread contention, instead of doing 
useful work by threads in the pool. And that is why, its 
throughput starts falling initially. However, SD detects this 
overload condition, and resets pool size to the previous phase’s 
size where there were no overheads of thread context switches 
and contention. Restoring pool size eliminates overheads of 
thread context switches and contention and system resources 
are effectively utilized by available threads that again restores 
system performance. 

V. RESULTS AND DISCUSSION 

In order to validate proposed thread pool system, we 
simulated it using a java-based toolkit named Pool-Runner1 
that can embed a DTP inside its server tier for performance 
testing. Its client tier has a load generation engine that displays 
results in form of graphs. We performed simulation on a 
network with three machines. First machine has a client tier of 
toolkit, second machine is used as a main server running CM 
and third machine is used as a slave running a TPS. 

We use static workload for this test. The static workload is 
simulated by StaticTask object (available in toolkit) that 
simulates 1kb file by sleeping for 100 milliseconds 
(approximately). Load is first generated by poisson distribution 
with the rate of 1000 request/sec as shown in Fig. 7. After 
every minute we increased the load. As shown in Fig. 7 that the 
load is 2000 request/sec in second minute, and 3000 request 
/sec in third minute. 

                                                           
1 http://www.jpoolrunner.net 

 
Fig. 7. System Load Used for Simulation. 

Fig. 8 shows comparative analysis of thread pool size 
between DFBTP and OCBDTP, where DFBTP kept its pool 
size equal to request rate all the time, whereas OCBDTP kept 
its pool size equal to the request rate till 2 minutes, however, 
pool size is restored to previous appropriate size that was in the 
second minute. And this is because of throughput falling in 3rd 
minute. When request rate turned into 3000 request/sec in 3rd 
minute, OCBDTP detected saturation in the system, that can be 
seen in Fig.9 that shows that throughput started falling initially 
but raised up again when pool size is set to an optimal level. 

Fig. 9 shows throughput per second, where DFBTP 
sustained its throughput in first two minutes, as average 
throughput is equal to the request rate, however in 3rd minute, 
its throughput is continuously falling because its pool size is 
very large that is creating thread management (context 
switches and contention) overheads. OCBDTP also sustained 
its throughput till 120 seconds, however, when request rate 
raised up to 3000 requests/sec, its throughput started falling 
initially, that is recovered by SD, and pool size is set to an 
optimal value that caused throughput to sustain again. 

 
Fig. 8. Comparative Analysis of Pool Size. 

 
Fig. 9. Comparative Analysis of Throughput Per Second. 
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VI. CONCLUSION 

This paper has presented a distributed thread pool system, 
that is based on central manager, that forwards client’s requests 
(in round robin fashion) to all instances of thread pools running 
in the distributed environment. The overload condition at each 
TPS is detected by throughput decline and resolved by 
reducing and restoring pool size to previous appropriate value, 
at which the system was stable. The overload control (by 
reducing pool size) eliminates thread management overhead, 
that enables system resources to be used effectively by threads 
in the pool. Proposed system prevents pool size to increase 
beyond an appropriate level, hence avoids overheads of thread 
context switching and contention, hence increases system 
performance. Proposed system results in more throughput gain. 
In the future, we will tune thread pools by software agents 
having artificial intelligence capabilities that would be used on 
networks and clusters for automatic control of distributed 
system resources. 
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Abstract—Ophthalmology is one of the medical branches that 

deal with the eye. This field is associated with the anatomy, 

physiology and diseases of the eye. The main objective of this 

paper is to develop a novel interactive simulation of eye anatomy 

in three-dimensional (3D) by using holography environment 

approach in order to create better visualization of the structures 

of the eyes. Currently, public can access the information on 

medical through some conventional methods, such as brochure, 

pamphlet, booklet, in addition to some other better ways, for 

example 2D and 3D video. However, these methods do not offer 

an interactivity visualization of the medical information that help 

creating much engaging presentation to users. Moreover, the 

medical doctors are unable to show and explain in details about 

the diseases occurrence through these methods. An interactive 

method, therefore is required to assist the doctors to convey the 

disease information effectively. Since the human eye is the most 

complex organ in our body, thus an advanced technology, i.e., 

hologram should be used to visualize the visual system in an 

effective and interactive method, also to produce an effective eye 

disease explanation. Hologram is in a three-dimensional form 

besides an interactivity elements, where the proposed technology 

will help doctors examining vital organs using 3D displays. It is 

envisaged that the proposed interactive holography technique for 

clinical purpose would greatly contribute to and assist the 

management of the eye diseases and other diseases as well. It is 

hoped that the developed interactive holography technique for 

eye will assist clinicians in delivering the disease information 

efficiently and attractively. 

Keywords—3D animation; hologram; ophthalmology; 

interactive; eye 

I. INTRODUCTION 

Holography was invented by Denis Gabor, a Hungarian 
physicist who found basic principles of microscopy while 
exploring to improve the transmission electron microscope 
efficiency in 1948 [1]. Recently, holography is a popular 
research area and many researchers focus on and contribute to 
the advancement of this study area. Most researchers focus on 
finding and proposing the technique or system through 
exploring the holography. Although there have been immense 
advancements in this area of research, there are still lacunae or 
spaces for improvement. The proposed techniques or systems 
in this research will most notably benefit the realm of 
holography in a number of areas or ways. 

A study on the recent improvements in creating three-
dimensional images and videos by holographic techniques and 
the potential of holography in future is presented by Abbasi et 
al. [2]. Among the advantage of holography is the real 3D 
display without use of any other viewing aids and the quality of 
the science-art will be improved and as a result, it is impossible 
to differentiate between holographic images and the real 
objects [2]. In addition, in the field of art, Oliveira and 
Richardson [3] claim that the holographic technologies help 
change the cultural perception of artists and art institutions to 
hold holographic science. Moreover, the holographic 
technologies enable to create new dimensions and the 
likelihood to display a subject in 3D and beyond [3]. For 
example, one of the holographic features in Hologram Table 
[4], provides the display of digital models of cities or buildings 
as miniatures, with the ability to zoom in down to single blades 
of grass or even smaller. 

This research aims to create an interactive hologram 
specifically for one of the medical branches, which is 
ophthalmology. There is a lack of interactivity visualization of 
the medical information through the conventional methods. In 
addition, through the conventional methods, such as brochure, 
pamphlet, booklet, or even 2D and 3D video, the presentation 
and explanation of diseases in details could not be conveyed 
effectively. Moreover, ophthalmology which deals with eyes, 
is consider an innovative and fast-moving field, where the 
human eye is the most complex organ in our body. Therefore, 
an advanced technology such as hologram should be used to 
visualize the visual system and produce eye disease 
explanation in an effective and interactive method. 

The objectives of this paper are to study the holography 
method, to design and develop a novel 3D interactive  
simulation of eye anatomy by using holography environment 
approach in order to create better visualization of the structures 
of the eyes. Target users of this product are from different 
fields, such as for medical field, it can be used by the medical 
doctors, ophthalmologist and optometrists. In addition, for 
training field, the medical trainers or practitioners, nurses and 
paramedics are benefited from this research product. Besides, 
in education field, the medical lecturers, medical students, 
multimedia lecturers and multimedia students are benefited. 
Also, the public and patients can use this product as well.  
Currently, the research product focusing on one important 
module, which is Eye Anatomy. Methodology used for this 
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research product is Multimedia Production Process which 
consists of three stages which are pre-production, production 
and post-production. The software used to create this product is 
Unreal. The outcome of this research is the interactive 
application of ophthalmology with holographic method. 
Besides, the research product provides the novel content 
verification for eye anatomy features by the Consultant 
Ophthalmologist, new verified human eye model and a novel 
voice-over recording for eye anatomy pronunciation by the 
Consultant Ophthalmologist. In addition, the research also 
received support, particularly in the contribution of expertise, 
from the Department of Ophthalmology at the Hospital 
Melaka, Malaysia. 

This paper is organized as follows. Section 2 presents 
previous related work on hologram and interactive hologram 
system. Section 3 describes in details the overall methodology 
of this research. The discussion of the research paper is 
presented in Section 4. Finally, Section 5 presents some 
conclusions and future work. 

II. LITERATURE REVIEW 

The research product, Interactive Ophthalmology 
Hologram is an application developed using an engine called 
Interactive Hologram System. Interactive Hologram (i-HO) is 
an interactive system for viewing real-time 3D content on a 
holographic pyramid panel. This system consists of two parts, 
which are i-HO engine and i-HO projection panel. The novel 
development of an interactive hologram engine successfully 
overcome the limitation of traditional hologram, such as linear 
and video-based, no interaction and limited content 
representation. The developed system opens the possibility for 
creating an exciting 3D interactive content which can be used 
in various field, like games, education, architecture, 
engineering, medical and others. The interactive hologram 
architecture and process is presented in details in [5]. Fig. 1 
shows the architecture of Interactive Hologram System, 
representing how input devices, i-HO engine and the projection 
panel are being implemented. 

The basic i-HO architecture consists of capturing images 
from real-time 3D content, mapping and projecting phases [5]. 
Hologram engine enable the user to interact in real-time with 
3D content. The capturing part is a capturing process of a real-
time 3D object from four different perspectives, which are 
frontal, back, left and right. Next, the captured images will be 
mapped into a single plane accordingly. 

Interactivity is the main feature of i-HO as it enables the 
developer to customize the engine for 3D game development 
and other 3D interactive contents. This important feature is 
different compared to many conventional hologram pyramid 
where the video or images were pre-rendered, linear and not 
interactive. Interactive hologram implemented provides 
interactive and immersive holography environment, in addition 
to real-time and interactive content in order to create better 
visualization. Therefore, with these capabilities offered by 
interactive hologram system, the developed Interactive 
Ophthalmology Hologram is able to produce better 
visualization of the eye model to show from different 
perspective includes frontal, back, left and right. In addition, it 
helps the model interacts with input devices, like keyboard, 

mouse, joystick or gamepad, sensor, motion capturing and 
motion controller. Moreover, the feature such as zoom in and 
out is provided to increase the usability efficiency of the 
product. 

 
Fig. 1. Interactive Hologram System Architecture [5]. 

There are numerous medical application developed using 
holography. Holography in medicine and biology was 
presented earlier by Bally [6], comprising of holography in 
orthopaedic, radiology, ophthalmology, urology, dentistry, 
otology and others. Mehta [7] summarized the success of 
medical applications of holography shows a strong potential 
for holography to appear as a powerful tool for medical 
applications. Among the holographic techniques in medical are 
imaging through tissues, ophthalmology, dentistry, urology, 
otology, pathology and orthopaedics. For example, X-ray 
holography able to examine the samples in aqueous solution 
with high resolution without the sample preparation which end 
up with structural alternations [7]. Meanwhile, endoscopic 
holography provides a potential to record a 3D large focal 
depth and high resolution image of internal organs and tissues, 
hence enhances the capability of detection [7]. Besides, there 
are internal and external holographic endoscope which have 
been used for early detection of cancerous indurations in the 
wall of urinary bladder. Moreover, the multiplexed holography 
can be used for medical tomography which able to display the 
three-dimensional tomographic medical data. In addition, for 
imaging thorough human tissue, the holographic light-in-flight 
recording method can be adapted. In the ophthalmology field, 
the recording of a three dimensional eye image application was 
initially developed. 

Recently in ophthalmology field, holography has potential 
to investigate corneal endothermal morphology, changes on the 
cornea, crystalline lens changes and the nerve head and the 
retina surface characteristics [7]. Potcoava summarized various 
holographic techniques and application on the imaging of 
ophthalmic tissue, fingerprints and microsphere samples [8]. 
Meanwhile, holographic in orthopaedics offers a benefit for the 
orthopaedic structures, especially external fixtures in order to 
reveal and measure strains on fixation pins and rods. Kim in 
[9] reviewed the digital holography focusing on the 
applications in biomedical microscopy, in addition to the 
related methods, current issues, trends and potential of 
holographic. 

Based on holographic applications in medical presented 
above, it can be concluded that the developed application able 
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to provide as a tool for visualizing patient data while training 
students and surgeons. It produces 3D real images and no 
special viewing devices or glasses are needed. Holographic 
applications in medical also allow the viewer to examine 
different organs or body parts, such as brain, liver, lungs, heart, 
skeleton, vascular system, nerves and muscles. The existing 
applications have covered different type of modules, different 
medical branches and different techniques. However, these 
existing systems do not offer an interactive content for 
development of the applications. Interactivity between the 
application and the user is the main issue or feature of 
holography. Therefore, the proposed research presents a novel 
interactive content for ophthalmology hologram, besides novel 
content verification for eye anatomy features, new verified 
Asian eye model and a novel voice-over eye anatomy 
pronunciation by the Consultant Ophthalmologist. 

III. METHODOLOGY 

The methodology used in this research is Multimedia 
Production Process, consists of three main phases, which are 
pre-production, production and post-production. There are six 
phases involved in these three main phases, which are analysis, 
design, implementation, testing, evaluation and publishing. In 
this section, all requirements will be further analysed in detail. 

A. Analysis 

In order to gather important information which is the 
content of the research, an interview session is conducted. The 
interview and discussion is conducted with the Consultant 
Ophthalmologist, Department of Ophthalmology, Hospital 
Melaka, Malaysia. The medical information is required in 
order to ensure the information provided is valid and sufficient 
for the user. 

The data collection process can be divided into three 
phases. The first and second processes which are the content 
verification for eye features and verification on 3D eye model 
focusing on Asian eye model are conducted at the Eye Clinic, 
Department of Ophthalmology, Hospital Melaka, Malaysia. 
Meanwhile, the third process which is the eye anatomy voice-
over recording in order to record the correct pronunciation of 
the eye anatomy for the research product is conducted at the 
Multimedia Studio, Faculty of Information and 
Communication Technology, Universiti Teknikal Malaysia 
Melaka. The recording is conducted in the studio due to the 
facility and the environment provided which suitable for the 
audio recording in order to produce the best output. Table I 
shows the details of data collection process. Meanwhile Table 
II, Table III and Table IV present the data collection summary 
for the first, second and third content verification process with 
the expert, respectively. 

TABLE I.  CONTENT VERIFICATION 

Verification Subject Matter Expert 

Contents for eye anatomy features 

Consultant Ophthalmologist, 

Hospital Melaka  

3D eye model –focusing on Asian 

Voice-over recording for eye anatomy 

pronunciation 

TABLE II.  CONTENT VERIFICATION SESSION 1 

Features Description 

Location 
Eye Clinic, Department of Ophthalmology, Hospital 

Melaka 

Date/Duration 2 November 2017 

Time 3.00 pm – 5.00 pm 

Data Collection 

Method 

Content Verification Session 1  

Discussion with the Consultant Ophthalmologist 

Discussion 

 Present 3D human eye model version 1 for expert 

verification 

 Explanation on the structures of eyes 

 Expert suggestions: 

- Once the eye model rotates, the labels of the eye  

  anatomy appear 

     - In addition to the glaucoma and diabetic retinopathy,  

        age related macular degeneration can be added as  

        another eye disease 

TABLE III.  CONTENT VERIFICATION SESSION 2 

Features Description 

Location 
Eye Clinic, Department of Ophthalmology, Hospital 

Melaka 

Date/Duration 11 November 2017 

Time 5.30 pm – 7.00 pm 

Data Collection 

Method 

Content Verification Session 2 

Discussion with the Consultant Ophthalmologist 

Discussion 

 Present 3D human eye model version 2 for expert 

verification 

 Show the eye anatomy labelling 

 Expert suggestions: 

- Make the label line a bit tiny 

     - Add important anatomy, such as optic disc, ciliary  

        body, suspensory ligament 

     - Make a correction color for these anatomy: 

        Sclera (white) 

        Choroid (pink) 

        Retina (yellow) 

-  Follow the correct measurement for each of the 

 anatomy, must be proportional 

- Make a correction on the design of lens (bigger) and 

iris (a little bit curve) 

- In addition to superior and inferior views, add lateral 

view 

TABLE IV.  CONTENT VERIFICATION  SESSION 3 

Features Description 

Location 

Multimedia Studio, Faculty of Information and 

Communication Technology, Universiti Teknikal 

Malaysia Melaka 

Date/Duration 3 April 2018 

Time 3.00 pm  – 5.00 pm 

Data Collection 

Method 

Content Verification Session 3 

Discussion with the Consultant Ophthalmologist 

Discussion 

 Audio recording for the Interactive Ophthalmology 

Hologram introduction 

 Eye anatomy pronunciation recording 
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B. Design 

During the design phase, the product is designed to satisfy 
the requirements that identified in the previous analysis phase. 
In this phase, the human eye is modelled in 3D. The physical 
eye model is used as a guideline in order to model an accurate 
3D eye model. In addition, the input from the Consultant 
Ophthalmologist also is considered throughout the design 
process of the 3D human eye model. The 3D human eye model 
is designed and developed according to the Asian human eye. 
This is another contribution of this research as other 3D human 
eye model is based on Caucasian eye. Fig. 2 shows the physical 
human eye model as a referral for designing the 3D human eye 
model. Meanwhile Fig. 3 shows the 3D human eye model 
referred. Fig. 4 to Fig 10 show some of the interfaces of this 
research product. Fig. 4 shows the interface of the eye anatomy 
module. Meanwhile, the interfaces of the eye anatomy which 
includes choroid and sclera are presented in Fig. 5 and Fig. 6 
respectively. The interfaces of the eye cross section from four 
different views are shown in Fig. 7 to Fig. 10. 

 
Fig. 2. Human Eye Model. 

 

Fig. 3. 3D human Eye Model [10]. 

 
Fig. 4. Interface of Eye Anatomy Module. 

 
Fig. 5. Interface of Eye Anatomy Module – Choroid. 

 
Fig. 6. Interface of Eye Anatomy Module – Sclera. 
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Fig. 7. Interface of Eye Cross Section View 1. 

 

Fig. 8. Interface of Eye Cross Section view 2. 

 

Fig. 9. Interface of Eye Cross Section View 3. 

 

Fig. 10. Interface of Eye Cross Section View 4. 

C. Development 

Interactive Ophthalmology Hologram (O-iHO) has been 
developed by integrating a game engine with interactivity 
features. The product is capable to view the human eye 
anatomy from different perspectives, including the front, back, 
left and right sides. The human eye model also can be viewed 
in different cross section views. Besides representing the eye 
model in real time 3D graphic visualization, the product also 
able to provide real time interaction capability. The product can 
be interacted with devices such as keyboard, mouse, joystick 
and other input devices. Moreover, hand gesture and motion 
sensor are possible to interact with in order to produce an 
exciting experiential learning. The prototype of the product is 
presented in Fig. 11. Meanwhile, the product features 
developed are presented in Fig. 12 to Fig. 15. Fig. 12 shows the 
introduction screen of the Interactive Ophthalmology 
Hologram. Meanwhile, Fig. 13 presents one of the product 
features, which is the real time interaction capability. In 
addition, the other features which are interaction with hand 
gesture or motion sensor and also real time 3D graphic 
visualization are shown in Fig. 14 and Fig. 15 respectively. 

The graphics or images used in this product are in 3D form 
to provide better visualization and details as the human eye is 
complex. The 3D image is designed by using Cinema 4D 
software. The audio is recorded by using audio recording 
equipment and then edited. The audio of the first page 
mentioning the title and the purpose of the product is provided 
once the user starts using the product. Meanwhile, the user can 
listen to the eye anatomy pronunciation for each of the eye 
structures every time when the eye features presented. The 
video of the proposed product which shows the implementation 
and details of the final output is presented in [11-12]. 
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Fig. 11. Prototype Demonstration. 

 

Fig. 12. Interactive Ophthalmology Hologram Introduction Screen. 

 
Fig. 13. Real Time Interaction Capability Feature. 

 
Fig. 14. Interaction Feature. 

 
Fig. 15. Real Time 3D Graphic Visualization Feature. 

D. Evaluation 

Interactive Ophthalmology Hologram has been developed 
according to the objectives underlined. The product has been 
evaluated by the expert continuously. For every verification 
process, the product has been amended and improved based on 
the expert suggestions and comments in order to come up with 
a good output. The product has been presented to a big group 
of ophthalmologists during the National Glaucoma Update 
2018 launching ceremony organized by the Department of 
Ophthalmology, Hospital Melaka, Malaysia on 27 April 2018 
[12]. It was a great honoured to present the product to the 
target user and the responses received were positive and 
impressive. The product will be enhanced with other future 
improvements in order to provide a complete ophthalmology 
hologram. 
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IV. DISCUSSION 

This research product is attractive as it consists of many 
multimedia elements and interactive capabilities, which able to 
attract the user attention. In addition, the characters of the 
animation are well designed for presenting the eye anatomy 
information. Moreover, the procedure of the product is 
designed nicely to make it ease of use for the users. The users 
can easily understand the information presented and how to 
interact with. The most important issue is the information 
presented is accurate since it is verified by the Subject Matter 
Expert which is the Consultant Ophthalmologist. 

However, this research initially covers only one important 
module in ophthalmology field, which is the eye anatomy. By 
adding more modules, users can interact more with the 
application and their understanding towards ophthalmology 
such as eye anatomy and eye diseases can be increased. The 
explanation of each of the eye structures which have been 
verified by the expert will be added in order to provide more 
knowledge and understanding to the user. Moreover, users can 
easily understand each of the eye structures if the explanation 
is simple and understandable. The eye diseases module should 
be added for a complete content for ophthalmology hologram. 
Glaucoma, diabetic retinopathy and age related macular 
degeneration occurrence can be added as they are among the 
common eye disease. The holographic approach will help the 
medical doctors in conveying the information of the eye 
diseases, especially the complex signs of the eye diseases. For 
example, diabetic retinopathy is one of major complications of 
diabetes mellitus which causes blindness. Diabetic retinopathy 
is composed of a several of lesions found in the retina of 
individuals having diabetes. Therefore, the interest of this 
holographic approach could substitute current explanation 
procedures, eventually contribute to producing a more reliable 
and understandable explanation to the patients. 

V. CONCLUSION 

In conclusion, the interactive hologram for ophthalmology 
has developed successfully. The objectives have been achieved 
where the interactive content development provides the main 
ophthalmology information to the users. It is envisaged that the 
developed interactive hologram would greatly contribute to 
increase the understanding and awareness to the public 
especially patients. It is hoped that the developed application 
will assist the medical doctors, medical students and 
community in delivering the medical information efficiently. 

This research contributes to the medical team, especially 
medical lecturers and medical students by increasing their 
understanding on eye anatomy and eye diseases. Furthermore, 
the product is not merely produced for the medical field, but 

also for education. Since holographic is a new advanced 
technology, the multimedia lecturers and students are benefited 
in exploring and learning this new technology. Moreover, this 
research provides a significant contribution to knowledge in 
the area of multimedia system. This is achieved by proposing a 
novel interactive hologram for ophthalmology. 
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Abstract—Recently, semiconductor companies such as 

Samsung, Hynix, and Micron, have focused on quad-level cell 

(QLC) NAND flash memory chips, because of the increase in the 

capacity of storage systems. The QLC NAND flash memory chip 

stores 4 bits per cell. A page in the QLC NAND flash memory 

consists of 16 sectors, which is two to four times larger than that 

of conventional triple-level cell flash NAND flash memory. 

Because of its large page size, when the QLC NAND flash 

memory is applied to the current storage system directly, each 

page space is not efficiently used, resulting in low space 

utilization in overall storage systems. To solve this problem, an 

efficient page collection scheme using cache for QLC NAND flash 

memory (PCS) is proposed. The main role of PCS is managing 

the data transmitted from the file system efficiently (according to 

the data pattern and size), and reducing the number of 

unnecessary write operations. The efficiency of PCS was 

evaluated using SNIA IOTTA NEXUS5 trace-driven simulation 

on QLC NAND flash memory. According to close observation, 

PCS significantly reduces 50% of write operations compared 

with previous page collection algorithms, by efficiently collecting 

the small data into a page. Furthermore, a cache idle-time 

determination algorithm is proposed to further increase the 

space utilization of each page, thereby reducing the overall 

number of write operations on the QLC flash memory. 

Keywords—Solid state drive; storage systems; cache; flash 

translation layer 

I. INTRODUCTION 

In recent years, the solid-state drive (SSD) market has 
grown rapidly owing to the capacity increase of storage 
systems. Accordingly, semiconductor companies such as 
Samsung, Hynix, Micron, and Toshiba, are carrying out 
research on low-cost, high-capacity quad-level cell (QLC) 
NAND flash memory chips. Single-level cell (SLC) NAND 
memory stores a single bit in a single cell, and multilevel cell 
(MLC) NAND flash memory stores two bits in a single cell. 
However, QLC NAND flash memory stores four bits in a 
single cell; thus, the capacity can be increased more compared 
with SLC/MLC/tri-level cell (TLC) NAND flash memories 
NAND flash memories commonly consist of a “page” (a set of 
sectors) in read/write operation units, and several pages are 
gathered and compose a “block,” which is a unit of erase 
operation. Furthermore, they have an “erase-before-write” 
property, i.e., an erase operation must be performed on a block 

prior to performing data renewal of a page [1]. 

The biggest differences between QLC NAND flash 
memory and SLC/MLC/TLC NAND flash memories are the 
page/block size and performance. In a QLC NAND flash 
memory, a page consists of 16 sectors, which is larger than 
that of conventional SLC/MLC/TLC NAND flash memory. 
Consequently, the read/write/erase operations of QLC NAND 
flash memory are slow compared with those of 
SLC/MLC/TLC NAND flash memory. Therefore, a page of 
QLC NAND flash memory is larger than that of 
SLC/MLC/TLC NAND flash memory, and its overall 
performance is reduced. Consequently, when the read/write 
pattern traces of the file system used in conventional operation 
systems are applied to a QLC NAND flash memory, the space 
utilization is decreased, and the number of write operations is 
increased, and this can be confirmed through a performance 
evaluation. 

In this research, the problem of unnecessary write 
operations occurring in a QLC NAND flash memory is solved 
by implementing a page collection method in a flash 
translation layer [2]. When the file system issues a read/write 
requests along with its logical addresses, Page Collection 
Scheme stores the data in a temporary page storage (“cache” 
or “register”) according to its page collection algorithm. Then, 
the collected data in the cache is transferred to the address 
mapping layer to be written onto the flash memory. The main 
issue of this paper is to solve the inefficiency caused by the 
large page size of QLC NAND flash memories. Therefore, the 
scope is limited to Page Collection Scheme. However, please 
notice that Page Collection Scheme can co-exist with any 
address mapping algorithms, since its main role is to increase 
interchangeability between the address mapping layer and 
QLC NAND flash memory. 

The proposed Page Collection Scheme was tested through 
SNIA IOTTA‟s Nexus 5 Smartphone Traces-based 
simulation, and the results showed a large increase in the 
number of pages that had good space utilization and a 
decrease in the number of write operations, as discussed in 
Section 3.The rest of this work is structured as follows. 
Section 2 shows the characteristics of flash memories, the 
result of using data patterns for the read/write requests of a 
conventional host in the NAND flash memories that emerged 
before QLC NAND flash memory, and the problem occurring 
when the same patterns are applied to QLC NAND flash 
memory. In Section 3, the proposed Page Collection Scheme 
algorithm is described. In Section 4, the comparative 
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performance evaluation performed through the SNIA IOTTA 
Nexus5 Smartphone Traces simulation based on the proposed 
Page Collection Algorithm is described. In Section 4, a future 
study is outlined, and a conclusion is provided. 

TABLE I. NAND FLASH MEMORY WITHOUT PAGE COLLECTION SCHEME 

ALGORITHMS 

Device 

 

Request 

SLC  NAND 

Flash Memory 

MLC NAND 

Flash Memory 

QLC NAND 

Flash Memory 

Number of pages 

with space 

utilization greater 

than 50% 

234,543 Pages 234,544 Pages 52,620 Pages 

Number of pages 

with space 

utilization of 50% 

or less 

38,024 Pages 38,052 Pages 219,448 Pages 

II. PROBLEM DEFINITION 

SLC NAND flash memory has the characteristics that an 
operation of 1 bit per cell is performed, and the 2 KB data area 
exists per page. In an MLC NAND flash memory, an 
operation of 2 bits per cell is performed, and a 4- KB data area 
exists per page [3] [4]. In a QLC NAND flash memory, an 
operation of 4 bits per cell is performed, and there is an 8 KB 
data area per page. 

Experiments were performed through SNIA IOTTA 
Nexus5 Smartphone Traces simulation without applying the 
Page Collection Scheme to the SLC and MLC NAND flash 
memories. In the results, the percentage of pages that had 50% 
or lower space utilization in a page was 14% (38,024 and 
38,025, respectively), as shown in Table 1, and there was no 
occurrence of problems caused by space utilization in each 
page. In the results of performing the simulation for QLC 
NAND flash memory by using the same method, each page 
showed a low space utilization, as shown in Table 1. Among 
272,568 pages, the number of pages having 50% or lower 
space utilization was 219,448 (80%). 

Algorithm 1. Page Collection Scheme Algorithms 

INPUT: write(LPN, data, SIZE); 

1.WAIT: IF „write request‟ IS EQUAL 0 GOTO WAIT 

IF „write date size‟ IS BIGGER THAN 6KB THEN 

IF „LPN‟ IS EQUAL „Register‟ THEN 

„data write in flash memory‟ AND  

„clear register‟ 

5.         ELSE „data write in flash memory‟ 

6.   ELSE „data write in Register 

7. GOTO WAIT 

The detailed comparative analysis in Table 1 revealed the 
reason why a page could not be filled with data by exceeding 

50% space utilization in the QLC NAND flash memory, 
compared with the SLC and MLC NAND flash memories. 
Even when the data was applicable for an update, or when a 
write command requested from the file system was of 16 or 
more sectors, the starting or ending part with respect to the 
data size of each sector command did not fully fill a page. To 
increase the low space utilization of these pages that are 
operated inefficiently, a page collection method using a cache 
is proposed. 

III. PAGE COLLECTION SCHEME 

The page collection method using a cache proposed in this 
paper is assumed to use the double cache structure described 
in Fig. 1. Moreover, a random in/out method is used to store 
and modify data in the resister of a double-cache structure [6]. 
Furthermore, because the QLC NAND flash memory is based 
on the double-cache structure, it is assumed that the size of the 
cache or resister is the size of one page of QLC NAND flash 
memory. 

 
Fig. 1. Double Cache Structure [5]. 

 
Fig. 2. FTL Structure with Double-Cache Structure. 
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In addition, it is assumed that the Page Collection Scheme 
method and the FTL structure are included in the Page 
Collection Scheme algorithm having a double-cache structure, 
as shown in Fig. 2. Based on the above assumption, Algorithm 
1 is proposed as follows: when a write request of the OS file 
system is mage in FTL, the size is determined, and a data 
write request smaller than a certain size always resides in the 
cache, ensuring the size of a page will be as close to 8 KB 
(i.e., 16 sectors per page based on the 512-byte size) as 
possible. 

First, when a write command of the file system is called, 
the data amount of one page that can be accommodated by the 
resister is assumed to be less than 6 KB (Lines 1 and 2 of the 
algorithm). If data of 6 KB or larger come in, they are checked 
to determine whether a corresponding resister exists, and, if 
there is a corresponding resister, the write operation of data to 
the flash memory is performed, and the corresponding resister 
is emptied for a new write. 

IV. PERFORMANCE EVALUATION 

The proposed Page Collection Scheme method was 
implemented based on Algorithm 1 proposed above, and then 
evaluated. As an outcome of using all the 31 traces provided 
by IOTTA‟s Nexus5 Smartphone Traces, Table 2 shows the 
results of the experiment for the pages that had an increased 
space utilization compared with the conventional method. In 
the results of the experiment, when the Page Collection 
Scheme was not applied, there were 219,948 pages that had 
low space utilization, as shown in Table 1, but when the 
proposed Page Collection Scheme method was applied, the 
number of pages showing low utilization was 110,936, 
displaying the decrease effect from approximately 80% to 
50%. 

However, despite the existence of the cache, many pages 
still had a problem regarding the space utilization. A register 
exists in a wait state continuously when the resister is not 
applicable for an update. Accordingly, an algorithm that 
decides the idle time of the cache is proposed to solve the 
above problem. 

TABLE II. QLC NAND FLASH MEMORY WITH PAGE COLLECTION 

SCHEME ALGORITHMS 

Algorithms 

 

Request 

QLC NAND Flash 

Memory Without PCS 

Algorithms 

QLC NAND Flash 

Memory With PCS 

Algorithms 

Number of Pages over 6 

KB 
52,620 Pages 126,836 Pages 

Number of pages less 

than 6 KB 
219,448 Pages 110,936 Pages 

V. FUTURE RESEARCH ACTIVITIES 

To overcome the limitations of the proposed page 
collection method using cache, the idle time of the OS of the 
system is decided. Further, when it is in the category of idle 
time, the data in the cache are moved to the NAND flash 
memory, and the corresponding cache is emptied. This way, it 
is expected that the number of pages having more active and 

higher space utilization will be increased compared with the 
conventional methods. 

The page collection method that decides the idle time of 
the cache is an algorithm that decides the idle time of the 
device or decides the idle time by counting the number of 
times that the cache was not updated after the write command 
of the file system in the OS. The algorithms constructed are 
shown in Algorithm 2 and Algorithm 2-1. In Algorithm 2, a 
variable was added to Algorithm 1 to check the update status 
of the cache (Line 5 of Algorithm 2). After the conditions of 
Algorithm 2 are satisfied, Algorithm 2-1 is performed. If the 
number of “not-updating the cache” is larger than a certain 
value or the device is in an idle-time state, the data existing in 
the cache are moved to the flash memory, and the 
corresponding memory is emptied for a new write (Lines 1-4 
of Algorithm 2-1). 

The cache idle-time decision algorithm is different from 
the conventional algorithm, in which a resister is continuously 
remaining in the wait state to obtain an expected result even 
when the page will no longer be updated. The algorithm that 
decides the idle time of the cache leads to a more efficient use 
of QLC NAND flash memory overall by moving data to the 
NAND flash memory according to the criteria, instead of 
waiting for an update of the resister indefinitely. To prove that 
the above results of the experiment are significant results, an 
experiment will be conducted on the current embedded board 
in future. 

Algorithm 2. Cache idle-time decision algorithms 

1. WAIT: IF „write request‟ IS EQUAL 0 GOTO 
WAIT 

2.    IF „write data size‟ IS BIGGER THAN 6 KB 
THEN  

3.       IF „LPN‟ IS EQUAL „register‟ THEN 

„data write in flash memory‟ AND 

„check register()‟ AND 

„clear register‟ 

7.       ELSE „data write in flash memory‟ 

8.    ELSE „data write in register‟ 

9. GOTO WAIT 

Algorithm 2-1. Cache idle time decision algorithms 

<CHECK REGISTER()> 

IF „register non-update‟ IS MORE THAN  OR 
„device‟ IS EQUAL „idle-time‟ THEN 

„data write in flash memory AND 

„clear register‟ AND RETURN 

VI. CONCLUSION 

In this work, a page collection method that uses cache was 
investigated for QLC NAND flash memory. In the SLC and 
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MLC NAND flash memories, the problem of space utilization 
in each page was not found with respect to the write requests 
of the conventional file system. However, in the QLC NAND 
flash memory, problems occurred in many pages because of 
low space utilization. The proposed page collection method 
using the cache ensures appropriate space utilization by using 
a resister, and it performs the write request to the NAND flash 
memory instead of sending the data directly to the NAND 
flash memory according to the write request of the file system. 
In the results of trace-based simulation, the QLC NAND flash 
memory that applied the proposed method exhibited a 
decrease in the number of total write operations and an 
increase in the number of pages having high space utilization. 
Furthermore, in the future, a study is planned on the page 
collection method considering the cache idle-time decision, 
and more pages of QLC NAND flash memory are expected to 
have high space utilization. 
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Abstract—In image processing, edge detection is an important 

venture.  Fuzzy logic plays a vital role in image processing to deal 

with lacking in quality of an image or imprecise in nature.  This 

present study contributes an authentic method of fuzzy edge 

detection through image segmentation.  Gradient of the image is 

done by triangular norms to extract the information.  Triangular 

norms (T norms) and triangular conorms (T conorms) are 

specialized in dealing uncertainty.  Therefore triangular norms 

are chosen with minimum and maximum operators for the 

purpose of morphological operations.  Also, mathematical 

properties of aggregation operator to represent the role of 

morphological operations using Triangular Interval Type-2 

Fuzzy Yager Weighted Geometric (TIT2FYWG) and Triangular 

Interval Type-2 Fuzzy Yager Weighted Arithmetic (TIT2FYWA) 

operators are derived. These properties represent the 

components of image processing. Here Edge detection is done for 

DICOM image by converting into 2D gray scale image, using 

Type-2 fuzzy MATLAB and which is the novelty of this work. 

Keywords—Aggregation operators; T norm; T conorm; 

triangular interval type-2 fuzzy number (TIT2FN); fuzzy 

morphology; gray scale Image; medical image processing 

I. INTRODUCTION  

In the field of optimization problems in Mathematics, 
Statistics, Economics and Information Science, the max and 
min operators are very useful for any dimension.  Uncertainty 
convoluted in most of the real world problems.  Fuzzy theory 
has been developed as an efficient and powerful mechanism in 
mathematical design of many engineering and objective 
phenomena [1-5].To deal uncertainty in any field one needs an 
effective and predictable incentive.  Usually incomplete data 
and errors in the analyzing stage will be the reason for getting 
vague situation and this can be dealt with fuzzy theory. 
Mathematical devices may figure out an impreciseness.  The 
largest and the smallest elements of a precise set of real 
numbers is the maximum and the minimum and so Yager 
triangular norm is chosen for this work [6-10]. We are facing 
many problems to add, melt and synthesize the datum from 
different sources to get a conclusion.  The operators may be 
chosen according to the characteristic properties and then the 
operations for minimum and maximum can be applied [11-14].  

The triangular norms with maximum and minimum 
operators could be used for an image processing since these 
norms play as the synthesize operators for which these 
maximum and minimum operators are just an exclusive choice 

[15-17].  A Fuzzy Set (FS) is defined from a universal set to [0, 
1] and the membership values (MVs) of every element is a 
crisp value between 0 and 1. This kind of system is called 
Type-1 Fuzzy Set (T1FS) system.  In many of the real world 
problems it is necessary to have a MV itself fuzzy instead of 
crisp value which is called T2FS [18-19].  The generalization 
of union and intersection operators are triangular norms.  
Though the general case is important there is an equal 
important for the particular cases which provide efficient 
algorithm and more understanding missing in the general case 
[20].  

T2FS is used when T1FS is blurred.  In T2FS, the MVs lies 
in an interval so it is useful in image processing as many of the 
images are not properly visible.  The parameter  in Yager 

triangular norms, accepts for tuning the norm between the 
other norms [21].  Yager norms covers all the continuous 
norms by changing the parameter where as other major norms 
can’t do the same and have more time complexity [22].  In 
automation, visual sense, remotely second scene analysis and 
bio medical image processing, Fuzzy image analysis has been 
applied.  When the images with low brightness, the structure 
will not be evidently visible.  In this situation, the sets which 
have better and naturally include different types of 
uncertainties might be useful for image analysis in any field.   

To deal this complication Fuzzy Sets and their advanced 
extensions like T2FS Sets are suitable since it handles the 
uncertainty in a better way.  Using Type-2 Fuzzy thresholding 
techniques, different regions and abnormal lesions can be 
separated. Image processing can be done by FMM using 
triangular norms. Using T2FS, collection of undesirable scraps 
can be made while noise exist.  In image processing, image 
enrichment, clustering, thresholding, edge detection and 
morphological image processing are easy to be done using 
T2FS.  Application of single image analysis is always not 
reliable and therefore image processing based on T2 Fuzzy 
system has been considered [23, 24].  Borderline between two 
compatible regions is called an edge.   

Using unit of the regional array, sense of the trial edge will 
be done at different points.  Real world issues are levelheaded 
of various structures at various scales and an ideal image 
cannot be expected.  The technique of selecting and detecting 
acute disruption in an image is called edge detection.  DICOM 
is worn to store, transfer and pass on the medical images (MIs).  
Most of the MIs are saved in DICOM pattern where one can 
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store data of an image and header as well and per file there is 
one slice in general. Singe color images are called gray scale 
which accommodate the knowledge of only gray level but not 
about color. Every pixel has some number of bits that 
determines available number of various gray levels [25-30].  

The paper is organized in the following manner. In section 
II, literature review has been done related to the present work. 
In section III, basic definitions required for developing the 
concept have been described.  In section IV, operational laws 
have been proposed for TIT2FN.   In section V, aggregation 
properties have been proved using weighted arithmetic and 
geometric operators. In section VI, the theory of image 
processing and the role of T2FS and Yager norms is presented.  
In section VII, applied Type-2 fuzzy logic in edge detection for 
DICOM image in two dimensional through MATLAB. In 
section VIII, conclusion and future work is given. 

II. REVIEW OF LITERATURE 

The authors of, [1] described Aggregation operators 
elaborately with their advanced direction and applications. [2] 
explained about gathering of the information and its related 
aggregation operators. [3] proposed Frank Aggregation 
Operators (AOs) and its mathematical properties for TIT2FSs 
and applied in a decision making problem. [4] studied t norms 
of Yager and Hamacher and also metric space on fuzzy logic. 
[5] utilized AOs in the process of decision making under the 
environment of probabilistic fuzzy.  

[17] proposed fuzzy image processing (FIP) using Dubois 
and Prade triangular norm. [22] proposed a methodology for an 
image condensation and rehabilitation on a Lossy image using 
fuzzy relational equations. [23] proposed a technique for image 
analysis with the application of morphological operators with 
the support of uninorms.  

[24] described and explained very clearly about the role of 
theoretical fuzzy logic strategies in medical image processing. 
[25] reviewed the applications of type-2 fuzzy systems in the 
field of image processing. [26] presented a comprehensive 
depiction of imitation of an image with the help of fuzzy logic. 
[27] established an algorithm for edge detection under fuzzy 
environment where instability of a digital image for every pixel 
has been calculated.  

[28] proposed a methodology for fusion of image under 
intuitionistic fuzzy setting. [29] introduced a new technique for 
edge detection with the support of representation of fuzzy 
image and pixels. [30] examined and done a comparative 
analysis of various techniques of edge detection. From this 
review it is found that there is no work has been done for edge 
detection on DICOM image using Type-2 fuzzy logic. This is 
the motivation of the present work.  

III. BASIC DEFINITIONS 

The following basic concepts are given for the better 
understanding of the paper. 

A. Aggregation Operator [3] 

Let [0,1]( )M   be a group of aggregation operators (AOs) 

which is non-decreasing. If A is an AO then  

 : [0,1] [0,1].nM A

n N





 

B. Triangular Interval Type-2 Fuzzy Set (TIT2FS) [3] 

UMF

LMF

1

( )
M

x

MlMl Mc Mr Mr
x

FOU

  
Fig. 1. TIT2FS. 
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Where , , , ,M M M M Ml l c r r  are the measuring points on 

TIT2FS satisfying 0 1M M M M Ml l c r r      .  If we consider

X as a set of real numbers, a TIT2FS in X is called TIT2FN.  
The FOU is the area between lower and upper membership 

functions in figure 1.  If ,M M M Ml l r r  , then ( )
M

UMF x =

( )
M

LMF x  for all the values of x  in X , then the TIT2FS will 

become Type-1 case. Here FOU is the footprint of Uncertainty. 

C. Ranking formula for TIT2FN [3] 

Let [ , ], ,[ , ]M A B C D E    where 

, , , ,M M M M MA l B l C c D r E r      be the TIT2FN. The 

ranking value is defined by 

4
( ) 1

2 8

A E A B D E C
Rank M

     
   
              (3) 
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D. Yager Triangular Norms [7] 

Y


 is Yager product (T Norm) and Y


 is a Yager sum  

( T conorm) and are defined as follows. 

1

2max 1 [(1 ) (1 ) ] ,0 , 0, , [0,1]
Y

r s r s for all r s   

 
        
  
  (4) 

 
1

2min ,1 , 0, , [0,1]
Y

r s r s for all r s



  

 
 

     
 
            (5) 

E. Triangular Interval Type-2 Fuzzy Yager Weighted 

Arithmetic (TIT2FYWA) Operator [3] 

Consider a set of TIT2FNs and the operator 

2 : nTIT FYWA    is defined by

1 22 , ,..., nTIT FYWA M M M 1 1 2 2 ... n n
Y Y YY Y Y

M M M        

and its weight vector is  1 2, ,...,
T

n    and the sum of the 

weight vectors is equal to 1, when  1 1 1, ,...,
T

n n n  , triangular 

interval type-2 fuzzy Yager weighted arithmetic operator will 
become triangular interval type-2 fuzzy Yager arithmetic 
averaging operator of dimension n and is defined by  

1 2 1 2
1

2 ( , ,..., ) ,...,n n
Y Y Y

TIT FYAA M M M M M M
n


 

    
  .         (6) 

F. Triangular Interval Type-2 Fuzzy Yager Weighted 

Geometric (TIT2FYWG) Operator [3] 

Let [ , ], ,[ , ] ,
p p p p p

M l l c r rM M M M M
 

   
 

 1,2,...,p n  be a set of 

TIT2FNs. Triangular Interval Type-2 fuzzy Yager Weighted 

Geometric Mean Operator (TIT2FYWA), nTIT2FYWG:  is 

  1 2

1 2 1 2TIT2FYWG , ,..., ...
n

Y Y Yn n
Y Y Y

M M M M M M
  


  

    .Here also 

sum of all weight vectors is equal to 1, when  1 1 1, ,...,
T

n n n  , 

triangular interval type-2 fuzzy Yager weighted arithmetic 
operator will become triangular interval type-2 fuzzy Yager 
geometric averaging operator of dimension n and is defined by  

1 2 22 ( , ,..., )TIT FYGA M M M 
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1 2
1
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Y n
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Y Y Y

M M M
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.  (7) 

IV. PROPOSED OPERATIONAL LAWS 

Let 1 2, ,M M M be three TIT2FNs and 0  , then we 

define their operational laws as follows. 

A. Addition 

Consider, 
   

2 2 2

1 1 1
1 1 1

, , ,
p p pM M M

p p p
sum l B sum l C sum c
  

 
   

   

 
2 2
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B. Multiplication 

Consider,  
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C. Multiplication by an ordinary number 

Consider, 
, , , ,A l B l C c D r E rM M M M M    

 

min ,1 ,min ,1

k k

Y
k M A B 

 
    
    

min ,1 , min ,1 ,min ,1

k k k

C D E  

 
 
 
            (10) 

D. Power  

Consider 

3 3 3 3 31 , 1 , 1 , 1 , 1M M M M MA l B l C c D r E r         
 

3 3max 1 ,0 ,max 1 ,0 ,

k k
Y k

M A B
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3 3max 1 ,0 ,max 1 ,0

k k

D E

 

 
                                       (11) 

V. PROPOSED THEOREMS 

Here the mathematical properties of aggregation properties 
for TIT2FN using TIT2FYWG and TIT2FYWA operators are 
proved and they are playing an important role in image 
processing. 

Consider a collection of TIT2FNs 

[ , ], ,[ , ] ,
p p p p pM M M M MM l l c r r

 
  
 

 1,2,...,p n  

Where 
0 1M M M M Ml l c r r     

 

A. Theorem 

The aggregation value of these fuzzy numbers using 
TIT2FYWG operator is again a TIT2FN and  
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Where the weight vector is  1 2, ,..., , 0
T

n n      ,  

the sum of the weight vectors is equal to 1. 

Proof: 

Here use mathematical induction method. 

Case (i): For 2n  . 

Consider,
   1 1 1

1 , 1 , 11 1 1P l Q l R cM M M
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1 , 11 1S r T rM M
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Hence the result holds for all the values of n . 

B. Theorem(Idempotency) 

If 
pM M for all the values of p  then 

1 22 , ,..., .nTIT FYWG M M M M     (13) 

Proof: 

By theorem A,  

1 22 , ,..., nTIT FYWG M M M
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By using the ranking value formula for TIT2FN and using 
the arithmetic average ranking value, 
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Hence the result. 
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Since (16) = (17), hence the result. 

E. Theorem(Stability) 
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Based on the theorem A and the operational law, 
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Here, (19) = (20). 

Hence the result. 

F. Theorem(Image Contrast) 

For given arguments , 1,2,...,pM p n  and the parameter 

 1,   then TIT2FYWG operator is monotonically non-

decreasing (MND) with respect to the parameter. 

Proof: 

To prove the operator is MND with respect to the 
parameter, we have to prove the same for every reference point 
function is MND w.r.t the parameter. 

Since
0 1l l c r rM M M M M     

, 
5max 1 ,0 0.

k

A 
 
  
  
 

 

And it is true for all the reference points. 

Hence the result. 

Note: The above theorems also can be proved by using 
TIT2FYWA operator. 

VI. THEORY OF IMAGE PROCESSING AND ROLE OF YAGER 

NORMS 

The advantage of considering Yager triangular norms is 
having maximum and minimum operators which will be much 
useful in Image Processing while filtering. 

A. Associativity of Yager T Norms [8] 

Each fuzzy norm should be satisfied the associativity 
property to compute the norm for more than two values using 
continual manner as follows. 

Consider the associativity property for Yager T Norm 
(YTN) 

 1 2 3, ,YTN TN M M M 
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1 2 3max 1 1 , , 1 ,0T M M M
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1

1 2 3max 1 1 max 1 1 1 ,0 1 ,0M M M
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1 2 3max 1 1 1 1 ,0M M M

 

  

 
   
                       

     

1

1

1 2 3max 1 1 1 1 ,0M M M

 

   

 
   
                     

 1 2 3, , .YTN M TN M M 
             (21) 

Similarly for Yager T conorm (YTCN). 

Here we can consider 1M and 2M  as the Interval Type-2 

Triangular Fuzzy Number.  If  1 2max , 1M M  then (YTN) will 

become  1 2min ,M M .  If  1 2min , 0M M  then (YTCN) will 

become  1 2max ,M M .  In the same manner we can have for 

YTCN.  Here the definition of YTN accords the inference 
around the effectiveness of the norm and  , its complimentary 

parameter. Generally, it allows tuning between the norms.  

 If  approaches 0, then YTN will be  1 2min ,M M only when 

 1 2max , 1M M  i.e., their drastic product.  If    approaches 1, 

then YTN becomes 1 2max ( 1),0M M  
  . 

B. Role of Associativity of Yager T Norm in Image Processing 

Using Fuzzy Set approach, we can generalize a binary 
morphology into MFM.  Morphological operations are the 
basic tools to modify the image 1I  over the structural aspect of 

2I .  To study the structure of 1I , size and shape of the 2I  are 

chosen accordingly. 

C. Morphological Operations [24] 

(i). Erosion (Maximum) 

(ii). Dilation (Minimum) 

(iii). Opening and Closing (Idempotency) 

D. Role of T-Norms in Image Processing [17]  

For constructing FM, we use Conjunctions and 
Implications.  Among these two, we used conjunctions (t-
norms) here and from the below, the representation of 
mathematical properties in image processing has been 
explained. 

1) Commutativity: 

The result of IDS application on two successive points P 
and Q is the same as applying on them in inverse order, since 
the value of flapped points is the sum of values of all data 
diluted on that point and therefore the operator is commutative. 

2) Monotonicity: 

If the brightness of P is less than or equal to Q then all the 
data points in brightness of P is less than or equal to brightness 
with respect to the corresponding data points of brightness of 
Q.   

Therefore for any point n , the brightness appeared from P is

n aP , where a is proportional to inverse of distance.  

Similarly, the brightness appears from Q is n aQ Since 0a  , 

the brightness of n appeared from P is less than or equal to that 

of from Q. 

3) Associativity: 

Assume that P, Q and R are the sources of light going to 
affect to the point n by IDS. 

For every source, IDS increases the brightness with respect 
to the distance regardless of other sources.  

On the point n , the order of applying IDS does not affect 

the distance.  

Sum of effects of P, Q and R is the value of n .  Therefore, 

the operator is associative. 

4) Idempotency: 

This property and its generalization is used for the 
morphological operation opening and closing.  

5) Neutrality of 0: 

Consider a pyramid of height 0, sum of this with others 
does not influence them.  Therefore, 0 is the neutral element. 

E. Morphological Gradient (MG) [24] 

It is useful to detect an edge and act as a first 
approximation to a morphological segmentation. MG is the 
discrepancy between  

a) dilation and erosion 

b) dilation and the original image  

c) original image and its erosion 

F. T-Norm and Image Compression(IC) [17] 

IC is based on Fuzzy Relational (FR) Equations and it is a 

grayscale image of size C D as a FR  ,A BF  where, 

 1 2, ,..., ,CA a a a  1 2,b ,...,bDB b enclosed the depth range 

of each pixel into [0,1] .  

        , , ,
R G B

CS CS CS CS A B  F  represent the color 

image on RGB Color Space (CS).  Here  R
CS ,  G

CS  and  B
CS

are the Red, Green and Blue color spaces.   

For clarity, gray scale image (GSI) will be considered.  The 
GSI  ,A BF  is restrict into  I J F , through a max t-
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norm FR equations with composition

     max max ,j i
b B a A

V b TN U a TN a b
 

 
    

 
, where TN is a 

continuous t-norm,    1 2, ,...,i IU U U U U A   F and 

   1 2,V ,...,Vi JV V V B   F are the coders.  

The shape of the FSs of coders are the triangular line, 
preferable for IC.  We can adjust the compression rate of IC by 

the sum of FSs consist inU and V ad is defined by IJ

AB
  .  Here

IJ and AB  the compressed and original image coefficients 

respectively.  By adjusting the parameter , YTN will all the 

continuous T-norm where as Zadeh’s and major t norms cannot 
do the same.  Though Frank t-norm can do the same, due to the 
computational complexity, we prefer Yager’s t norm for image 
processing. 

G. Role of T2FS [24]  

Here the components of an image processing and the role 
of T2FS is correlated. 

1) Image Contrast Enrichment: 

The most common image enrichment method is histogram 
equalization.  Since an image has an imprecise pixel grey 
values, it may not produce acceptable results in IP.  To handle 
the ambiguity of the gray values, Fuzzy methods have been 
suggested by many researchers.   

By adjusting the membership values, the contrast of the 
image is increased by contrast intensification operator and it 
transforms the higher MVs to much higher and lower MVs to 
much lower in a nonlinear aspect. Since this aspect considers 
whole image, global histogram fails to produce satisfactory 
results.   

Though the fuzzy methods deals ambiguity well and 
produced proper enrichment, it fails in some case and hence 
T2FS has been considered for this purpose since it deals more 
uncertainties.   

2) Image Segmentation: 

Region boundaries of an image may not have a fine growth, 
therefore fuzzy decision is used to check whether the pixel 
exists to a region and T2FS may be applied to get better 
threshold images. 

3) Clustering: 

The images have different regions with different pitch, 
clustering collects the similar pixels in a group with 
membership value 1 and collects different pixels in different 
group with membership value 0.  But in fuzzy clustering the 
pixel associate to different number of groups and hence the 
MVs are not 0.   

4) Edge Detection: 

Since most of the images have poor brightness, the proper 
decision cannot be taken in checking the existence of an edge 
in an image.  Edges may be enriched before carrying out the 
edge detection. In taking off the edge due to ambiguity, fuzzy 

method may be useful and may not find better edges.  At this 
junction T2FS is useful as it handles more uncertainties.   

5) Morphology: 

Which is a non-linear image processing technique and is 
used to shape the image features. Here also T2FS plays an 
important role to get better results. 

VII. APPLICATION OF IMAGE PROESSING 

Fig. 2. Shows that the Architecture has been proposed for 
edge detection on DICOM image using triangular norms 

Define Triangular Norms

Mathematical properties of aggregation operator using 
Interval Type-2 triangular Fuzzy numbers

DICOM image is converted into gray scale 2D image

Gradient using Triangular norms

Image segmentation 

Edge detection using Type-2 Fuzzy Logic

 
Fig. 2. Architecture for Edge Detection. 

Using MATLAB 2015a, triangular norms has been applied 
in medical image processing from a patient DICOM image.  In 
this case 3D image is converted to 2D image.   

In Fig. 3, the image is collected from our experimental data 
set from a patient DICOM image in the Fig. 7. From this Fig. 
7. the clear image Fig. 8. Has been considered for the 
experiment.  

Size of the image  = 512 x 517. 

Mean of the image  = 28.83. 

Standard deviation  = 60.79 

Mean absolute deviation    = 40.03. 

To identify the gradient of the image by dilation-erosion, 
triangular norms are used. 
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Fig. 3. Original gray scale DICOM image. 

Structuring elements are used in gradient value.  

Image Erosion is  

      0.9961    1.0000         0 

      1.0000    0.9961         0 

      1.0000    1.0000    1.0000 

 
Fig. 4. Gradient through x axis. 

 
Fig. 5. Gradient through y axis. 

Gradient through y axis.The below figures are the output of 
the image processing application in edge detection through 
triangular norms by MATLAB 2015 a. 

Fig. 4. is the gradient through x axis and Fig. 5. is the 
gradient through the y axis.  

The figures reveals that the image gradient to identify the 
region uniformly.  

Fig. 6. is the output of the edge detection through T2 fuzzy 
by our experimental output using MATLAB 2015a  

 

Fig. 6. Edge detection image. 

Fig. 6. shows that the edges of the object through FIS and 
equating the pixel on both direction. If the edge is block then 
pixel is not 0.   

Edge detection plays a vital role in image identification.  It 
is observed that, fuzzy logic edge detector helps in reducing the 
memory for saving medical images. 

VIII. CONCLUSION 

In this paper, operational laws of addition, multiplication, 
power and multiplication by an arbitrary number using Yager 
triangular norms for TIT2FN are derived.  Also some 
properties of aggregation operation using Fuzzy Yager 
Weighted Geometric operators have been proved.  Since Yager 
aggregation operator contains minimum and maximum 
operator, it will be act as a morphological filters in medical 
image processing.  Detailed representation of the mathematical 
properties in image processing is presented.  Also, the gradient 
of the DICOM image of MRI scan of a patient using Triangular 
norms is found and done edge detection using MATLAB in T2 
fuzzy logic.  The future work is planned to apply T2 Fuzzy 
logic in edge extraction on medical image in 3D models. 
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Supplementary Materials 

The data set in Fig. 7. is the montage of the images in a 
single file and is from a patient MRI.   This MRI which is in 
the 3D form is converted to 2D form (DICOM) using 
MATLAB2015a.  The 3D format consists of 25 DICOM file 
formats; the montage of the images is obtained as a single 
frame.  Out of these 25 DICOM images a clear full image is 
chosen as in Fig. 8.  Using Dilation corrosion method, the 
gradient is identified. The edge detection is performed through 
triangular norms using MATLAB 2015a. 

 
Fig. 7. Montage of the images. 

 
Fig. 8. Clear image from montage. 

REFERENCES 

[1] T. Calvo, G. Mayor and R. Messiar, “Aggregation Operators: New 
Trends and Application,” 2012, Springer Publications. 

[2] D. Vivona and M. Divari, “On Information Reception and Some of its 
Aggregation Operators,” 8th International Summer School on 
Aggregation Operators, Kotowice, Poland, University of Silesia, 2015, 
pp.233-237. 

[3] J. Qin and X. Liu, “Frank Aggregation operators for Triangular Interval 
Type-2 Fuzzy Set and its Application in Multiple Attribute Group 

Decision Making,” Journal of Applied Mathematics, Vol. 1, 2014, pp.1-
24. 

[4] F. Castro-Company and P. Tirado, “On Yager and Hamacher t-norms and 
Fuzzy Metric spaces,” International Journal of Intelligent Systems, 
Vol.29, No.12, 2014, pp.1173-1180. 

[5] E. Czogala and H. Zimmermann, “The Aggregation Operators for 
Decision Making in Probabilistic Fuzzy Environment,” Fuzzy Sets and 
Systems, Vol.9, No.1, 1984, pp.183-196. 

[6] T. Calvo and R. Mesiar, “Weighted Means Based on Triangular 
Conorms,” International Journal of Uncertain Fuzziness Knowledge 
Based Systems, Vol.29, No.12, 2001, pp.1173-1180. 

[7] M. M. Gupta and J. Qi, “Theory of t-norms and Fuzzy Inference 
Methods,” Fuzzy Sets and Systems, Vol. 40, No. 3, 1991, pp.431-450. 

[8] D. Dubois and H. Prade, “On the Use of Aggregation operations in 
Information Fusion Processes,” Fuzzy Sets and Systems, Vol. 142, No.3, 
2004, pp.143-161. 

[9] M. Detynieki, “Mathematical Aggregation Operators and their 
Application to Video Querying,” Ph.D. Thesis in Artificial Intelligence 
Specialty of Paris, 2000, pp.1-104. 

[10] R. Mesiar, A. Kolesarova, T. Calvo and M. Komornikova, “A review of 
aggregation functions,” In: Fuzzy Sets and Their Extensions: 
Representation, Aggregation and Models, H.Bustince et al. (Eds.), 
Springer, Berlin, 2008, pp.121-144. 

[11] D. Dubois and H. Prade, “A review of fuzzy set aggregation Connectives, 
Information Sciences,” Vol. 36, No.1-2, 1985, pp. 85-121. 

[12] R. R. Yager, “Aggregation operators and fuzzy systems modeling,” 
Fuzzy Sets and Systems, Vol. 67, No.2, 1994, pp.129-145. 

[13] L. A. Zadeh, “The concept of a linguistic variable and its application to 
Approximate Reasoning-I,” Information Sciences, Vol.8, No.3, 
1975, pp.199-249. 

[14] C.  H. Chiu and W. J. Wang, “A simple computation of MIN and MAX 
operations for fuzzy numbers,” Fuzzy Sets and Systems, Vol.126, No. 2, 
2002, pp.273-276. 

[15] Z. Gera and J. Dombi, “Exact calculations of extended logical operations 
on fuzzy truth values,” Fuzzy Sets and Systems, Vol.159, No.11, 2008, 
pp.1309-1326. 

[16] S. Zhou, F. Chiclana, R. John and J. Garibaldi, “Type-1 OWA operators 
for aggregating uncertain information with uncertain weights induced by 
type-2 linguistic Quantities,” Fuzzy Sets and Systems, Vol.159, No.24, 
2008, pp.3281-3296. 

[17] K Franke, M. Koppen and B.Nickolay, “Fuzzy Image Processing by 
using Dubois and Prade Fuzzy Norms,” Pattern Recognition, 2000, pp.1-
4.  

[18] A. A. Kiaei, S. B. Shouraki, S.H. Khasteh, M. Khademi and A. R. G. 
Samani, “New S-norm and T-norm Operators for Active Learning 
Method,” Fuzzy Optimization and Decision Making, 2010, pp.1-11. 

[19] J. Dombi, “A general class of fuzzy operators, the DeMorgan class of 
fuzzy operators and fuzziness measures induced by fuzzy operators,” 
Fuzzy Sets and Systems, Vol. 8, No.2, 1982, pp.149-163. 

[20] Y. Yao and J. Wang, “Interval based Uncertain Reasoning using Fuzzy 
and Rough Sets,” Advances in Machine Intelligence & Soft-Computing, 
1996, pp.1-20. 

[21] K. Franke and M. Koppen, “A computer-based system to support forensic 
studies on handwritten documents,” International Journal on Document 
Analysis and Recognition, 2000, pp.1-13. 

[22] K. Hirota, H. Nobuhara, K. Kawamoto and S. I. Yoshida, “On a Lossy 
Image Compression/ Reconstruction Method Based on Fuzzy Relational 
Equations,” Iranian Journal of Fuzzy Systems, Vol.1, No.1, 2004, pp.33-
42. 

[23] M. G. Hidalgo, A. M. Torres, D. R. Aguilera, J. T. Sastre, “Image 
Analysis Applications of Morphological Operators on Uninorms,” Soft 
computing techniques for uncertainty management in image processing, 
2009, pp. 630-635. ISBN: 978-989- 95079-6-8.  

[24] T. Chaira, “Medical Image Processing: Advanced Fuzzy Set Theoretic 
Techniques,” CRC Publications, 2015, ISBN: 9781498700450-
CAT#K24522. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

475 | P a g e  

www.ijacsa.thesai.org 

[25] O. Castillo, M. A. Sanchez, C. I. Gonzalez and G. E. Martinez, “Review 
of Recent Type-2 Fuzzy Image Processing Applications,” Information, 
Vol. 8, No. 97, 2017, pp. 1-18. 

[26] I. Sheikh and K. A. Khan, “Simulation of Image Edge Detection using 
Fuzzy Logic in MATLAB,” International Journal of Computer & 
Mathematical Sciences, Vol. 6, No. 5, 2017, pp. 19-22.  

[27] Kenjharayoobchandio and Yasarayaz, “Fuzzy Logic Based Digital Image 
Edge Detection,” International Journal of Electrical, Electronics and Data 
Communication, Vol. 6, No. 2, 2018, pp.18-22.  

[28] A. K. Dutta, “Intuitionistic Fuzzy Logic Implementation in Image Fusion 
Technique,” Asian Journal of Research in Computer Science, Vol. 1. No. 
1, 2018, pp. 1-7. 

[29] D. G. Privezentsev, A. L. Zhiznyakov, A. V. Astafiev and E. V. Pugin, 
“Using fuzzy fractal features of digital images for the material surface 
analysis,” Journal of Physics, Vol. 944, 2018, pp. 1-5. 

[30] R. Maini and H. Aggarwal, “Study and Comparison of Various Image 
Edge Detection Techniques,” International Journal of Image Processing, 
Vol.3, No.1, 2009, pp.1-12. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

476 | P a g e  

www.ijacsa.thesai.org 

Content Analysis of Privacy Management Features in 

Geosocial Networking Application

Syarulnaziah Anawar, Yeoh Wai Hong, Erman Hamid, Zakiah Ayop 

Faculty of Information and Communication Technology 

Universiti Teknikal Malaysia Melaka 

Melaka, Malaysia 

 

 
Abstract—Geosocial networking application allows user to 

share information and communicate with other people within a 

virtual neighborhood or community. Although most geosocial 

networking application include privacy management features, 

one the challenge is to improve privacy management features 

design. To overcome this challenge, the adaptation of privacy-

related theories offers a concrete way to comprehend and analyze 

how the privacy management features are used as tangible 

research results that facilitate user and system developer in 

understanding privacy management. This paper attempt to 

propose a standardized privacy management features in 

geosocial networking application from market perspectives that 

could be utilized by researchers and application developers to 

demonstrate or measure privacy management features. The 

objective of this paper is two-fold: First, to map the theoretical 

constructs guided by Communication Privacy Management 

(CPM) theory into privacy management features in geosocial 

networking application.  Second, to evaluate the reliability of the 

proposed features using content analysis.  Content analysis is 

performed on 1326 geosocial networking apps in the market 

(Google Play store and App Store) to determine the reliability of 

the proposed privacy management features through inter-coder 

reliability analysis. The primary findings of the content analysis 

show that many of the privacy management features with low 

reliability are from Boundary Turbulence construct. 

Furthermore, only 6 out of 13 proposed features are deemed 

reliable, namely, specific grouping, visibility setting, privacy 

policy, violation, imprecision and inaccuracy. The proposed 

privacy management features may aid researchers and system 

developers to focus on the best privacy management features for 

improving geosocial networking application design. 

Keywords—Privacy management; communication privacy 

management theory; social network; geosocial network; content 

analysis 

I. INTRODUCTION 

Geosocial networking application has gain increased 
popularity over the years that allow information sharing and 
communication between peoples. The difference between 
geosocial network and traditional social network is its location-
aware capability. Geosocial networking combines real-time 
location-reporting capabilities with traditional social network 
functionality [1]. Geosocial networking applications provide its 
service by utilizing a number of techniques, such as geocoding, 
geotagging, and geolocation [2]. These capabilities enhance the 
functionality of social network. For example, user can update 
their current location status by using the “Check-in” feature. 

However, disclosing user and location information can lead 
to several privacy risks. According to [1], some of the privacy 
concerns in geosocial networking are location, absence, and 
co-location privacy. Location privacy concerns on how 
detailed the location information that a user wishes to disclose, 
absence privacy concerns on the absence of privacy violation 
when the location information reveals user‟s absence on 
specific location, while co-location privacy concerns on the 
“tagging” feature in geosocial network. User‟s effort is very 
important in managing privacy sensitivity values in order to 
achieve higher privacy level and result [3].  Some of the user 
privacy aspects must be compromised because location 
information is essential in geosocial networking, and the 
application should provide automatic support in determining 
real-time location of the users. 

The aim of this study is to propose privacy management 
features for geosocial networking application. Recognizing 
substantial challenge in incorporating theoretical privacy 
constructs into geosocial networking application design, this 
study attempts to propose a standardized privacy management 
features that could be utilized by researchers and application 
developers to demonstrate or measure privacy management 
features. By doing so, researcher will have better 
understanding on how most market players manage user 
privacy in geosocial network and then adapt the reliable 
privacy features into geosocial networking applications. 

This paper presents the analysis of privacy management 
features and describes the content analysis performed on 
geosocial networking apps in the market. This paper is set to 
address research question: “What are the suitable privacy 
management features to represent the theory-privacy constructs 
in a geosocial networking application?”. The rest of the paper 
is organized as follows: The first section explains how the 
privacy constructs are conceptualized as IT artifacts by 
mapping the constructs derived from Communication privacy 
management (CPM) theory into privacy management features. 
Next, this paper presents the data collection method in order to 
draw suitable sample of geosocial networking application to be 
evaluated in the content analysis. Finally, the proposed privacy 
management features are evaluated using inter-coder reliability 
analysis, highlighting reliable features that contributed 
positively to future privacy management design. 

II. RELATED WORK 

Privacy management has been studied widely in the 
research area of social networking. Although most social 
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networking applications include privacy management features, 
the advantage of privacy management is not well understood 
by social networking users due to poor design of privacy 
management in the social networking applications [4]. 
Therefore, one of the most significant research in this area is to 
improve privacy management features design. Including users 
into application design is challenging because they should be 
well-informed about the geosocial networking applications in 
order to be part of the decision making process to achieve the 
anticipated application‟s goal [5]. 

To overcome this challenge, the adaptation of privacy-
related theories offers a concrete way to comprehend and 
analyze how the privacy management features are used as 
tangible research results that facilitate user and system 
developer in understanding privacy management. Some studies 
have investigated the role of theory driven privacy constructs 
in privacy management. One of the earlier effort can be seen in 
[6], where they offer analysis of privacy management practice 
and the usability aspect of the privacy management. Their 
work adopted Adaptive Structuration Theory (AST) to 
establish reliable predictors of online privacy management in 
social setting. These predictors are particularly useful in 
measuring user appropriation; which refers to the process of 
technology adoption and adaptation by user. 

Cho [7] applied Communication privacy management 
(CPM) theory to examine the influence of cultural differences 
among Facebook users from the US, Singapore, and South 
Korea in privacy management strategies. On the other hand, 
Wilkinson [8] has developed a User-Tailored Privacy by 
Design framework drawn from Privacy by Design philosophy, 
that combines multiple privacy management features into a 
single intelligent user interface. In the context of geosocial 
networking, [9] provide a comparative privacy analysis of 
several existing geosocial network, and provide discussions on 
privacy and security recommendation to enhance the protection 
of privacy in geosocial networking. However, they do not offer 
substantial recommendation on privacy management features 
design. 

Some studies have investigated the role of theoretical 
foundation in improving privacy management design from user 
perspectives. [10] has established content analysis that 
emphasize on potential damage to users through information 
security and privacy infringements in mobile health apps. 
However, there is lack of studies that analyze privacy 
management features particularly in geosocial networking from 
market perspectives. Designing the privacy management 
features from market perspectives may provide knowledge on 
how the privacy features is taking part in actual practice in 
geosocial networking application. Consequently, the privacy 
management features may then be evaluated as part of the 
tangible results of the theoretical constructs understudy. 

III. CONCEPTUALIZING PRIVACY CONSTRUCTS AS IT 

ARTIFACTS 

The challenge in investigating theory-driven privacy 
management in geosocial networking application is how to 
conceptualize the privacy management theory into an IT 
artifact. This study perceives the importance of an IT artifact to 
provide a tangible research results in order to reach 

practitioners and stakeholders in the social networking. In the 
context of this study, the IT artifact is presented as a set of 
features in social networking application that can be used as 
building blocks to enforce privacy management among the 
users. The adaptation of the theoretical foundation offers a 
concrete way to comprehend and analyze how privacy are used 
as tangible research results that facilitate users‟ behavior. The 
privacy management features are derived by mapping the 
theoretical conception in the theoretical constructs through 
various tools in an existing social networking application. 

A. Privacy Management Constructs 

This study integrates constructs from prominent theory in 
privacy management, Communication privacy management 
(CPM) theory as the underlying theoretical foundation for the 
content analysis conducted in this study. CPM [11][12] is 
primarily focused on how the decisions of revealing or 
disclosing private information are made by people. In CPM, 
privacy is considered to be a process of opening and closing a 
boundary to others [11]. Margulis [13] regarded CPM as “the 
most valuable privacy theory for understanding interpersonal 
computer-mediated communication”.  As geosocial networking 
is an integration of location-aware services with online social 
networks. The services pose substantial privacy threats: user 
location information may be tracked and leaked to third parties 
[14]. Therefore, obfuscation is also included as one of the 
privacy management constructs that could be studied to 
determine its influence on privacy against neighbor in this 
study. 

The following discussion will examine how these 
constructs could be applied to social networking, especially to 
privacy management behavior as guided by CPM theory [11]: 

1) Privacy rule characteristics: Refers to how people 

obtain rules of privacy and understand the properties of those 

rules to decide how information will be shared. When rules 

are applied, people may create imaginary or metaphorical 

boundaries, around their information . 

2) Boundary coordination: Refers to when there are 

multiple parties creating boundary, the information is 

considered co-owned. All the co-owners should have same 

understanding on how the privacy should be managed.  

Coordination of boundaries of privacy and disclosure by the 

coowner of information based on boundary permeability, 

linkage, and ownership. 

3) Boundary Turbulance: Refers to turbulence among co-

owners when rules are not mutually understood and when the 

management of private information comes into conflict with 

the expectations of each owner. 

4) Obfuscation: Refers to how private information is 

presented in a falsified manner through data masking. To 

achieve this, data are deliberately scrambled to inhibit 

unauthorized access to sensitive materials. 

B. Mapping Privacy Constructs into Privacy Management 

Features 

This study first mapped the previously defined privacy 
constructs into privacy management features. All privacy 
management features represent each construct and correspond 
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to mobile geosocial networking setting in order to maintain 
coherency of this study.  Table 1 illustrates how four constructs 
in the study: Privacy Rule Characteristics, Boundary 
Coordination, Boundary Turbulence, and Obfuscation could be 
applied to geosocial networking setting. A list of privacy 
management features that represent the constructs in geo-social 
networking application is identified in Table 1. The privacy 
management features are mapped by reviewing relevant 
literature on application of CPM theory in mobile application 
development and conducting discussion with two mobile apps 
developers. 

TABLE I.  MAPPING OF PRIVACY CONSTRUCT INTO PRIVACY 

MANAGEMENT FEATURES 

Construct Feature Description 

Privacy Rule 

Characteristics 

Service access 

Feature that allows user to choose 

whether to allow services, e.g. 

location service, “find my friend” 

service to access device data. 

Specific 

grouping 

Feature that allows user to create/join 

user group for specific 

communication, i.e. interest based, 

relationship based. 

Boundary 

coordination 

Visibility 

setting 

Feature that allows user to choose 

who can see their private 

information. 

Activity Log 
Feature that allows user to review 

who can see their activity. 

Tagging 

Feature that allows user to manage 

the information they are 

tagged in. 

Boundary 

turbulence 

Classification 

Feature that allows user to classify 

another user‟s role from their 

perspective. 

Privacy policy 

Feature that declares the terms and 

regulations on information 

privacy that user needs to obey. 

Education 

Feature that educates user the proper 

ways to control their 

privacy. 

Notification 
Feature that notifies users to control 

their privacy. 

Violation 

Feature that allows user to take 

action against privacy-violated 

content/user. 

Obfuscation 

Imprecision 

Feature that allows user to lower the 

detail of private information 

disclosed. 

Inaccuracy 

Feature that allows user to provide 

false information to protect their 

privacy. 

Vagueness 

Feature that allows user to include 

linguistic terms i.e. “near”, “around” 

in providing their information. 

IV. PROPOSED PRIVACY MANAGEMENT FEATURES 

In this section, the proposed privacy management features 
are explained in details. These features will be used further in 
the content analysis on existing geosocial networking 
applications. 

A. Service Access 

Service access is a feature that allows the application to 
access the services of mobile device such as GPS location data, 
contact information etc. to retrieve data and use it on 
application. In social network, users can share self-generated 
content, as well as data and information that is automatically 
obtained from embedded sensors in mobile device  [15]. Most 
mobile social networking applications show a popup dialogue 
requesting permission to access location information from the 
user. Some applications only provide a notification message to 
notify on automatic acquiring of user location information 
without allowing users‟ control over that process [16]. These 
accesses sometimes are done without user‟s conscience. 
Without proper management, the location tracking service 
might violate user‟s privacy. Therefore, a privacy feature that 
allows user managing the service access is needed. 

B. Specific Grouping 

Specific grouping feature allows user to create a group 
within a social network based on interest, hobby etc. People 
prefer to use closed-type social networking services which 
allow certain participants, who are only invited to the group, to 
communicate together on a basis of small groups, such as 
family, friends, alumni, and school clubs. This feature 
motivates user to utilize social network more as it promotes 
better quality of interaction and privacy. 

C. Visibility Setting 

The concept of visibility is widely discussed in regards to 
social networking privacy [17]. Visibility refers to level of 
easiness for other peoples to view user profile, information, or 
posts. Generally, the higher visibility of user information to 
other peoples, the lesser users‟ control over their privacy. As 
most social networking platforms offer association and 
connectivity, users have the ability to view other users‟ profiles 
directly or through a common connection. Therefore, a 
geosocial networking application should offer visibility setting 
feature as a privacy-preserving mechanism that support users‟ 
controlling decisions regarding who can view their information 
such as location information or being „nearby‟ as named in 
many application [16]. 

 
Fig. 1. Proposed Visibility Setting based on Onion Metaphor. 
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Onion metaphor from Social Penetration Theory [18] will 
be adapted in this feature. Figure 1 illustrates the visibility 
setting illustration which adapts the idea of onion metaphor. 
The outer layer shows lower privacy level thus leads to 
disclosure on more common audience. While the inner layer 
shows higher privacy level and the disclosure is more on 
specific target. 

D. Activity Log 

Activity log is a feature that allows user to review their 
activities in social network. Many geosocial networking users 
are not aware that a deleted post is not permanently removed 
from the geosocial networking platform and still can be 
accessible due to the ease at which information can be saved, 
shared, and reposted [17]. Some geosocial networking 
platforms do not offer users‟ control over their activity stream, 
making them unaware of all the events that are added to their 
activity stream, nor who has access to their activity stream 
[17]. Generally, activity stream can be referred as the timeline 
or feed that display all of a particular user's activities such as 
posts, share, and likes. In addition, access control option over 
sensitive information like location history and health data is an 
essential requirement in geosocial networking application. For 
instance, it is important for a user to have access control 
option, that able to control friend‟s view of the availability 
duration of users‟ locations history when they visited several 
locations during a certain period of time [16]. 

E. Tagging 

In order to facilitate personal information sharing users‟ 
interactions, most geosocial networking application provide 
four basic functionalities including publishing, recommending, 
tagging, and pushing [19]. Tagging functionality enables a user 
to make a reference to their friends‟ usernames when the user 
publishes social activities in their account, thus motivating 
users‟ interactions. However, this feature introduces the 
ownership of such information belongs to multiple users. The 
co-owners will have the responsibility and right in managing 
the privacy of that information. Therefore, a privacy feature is 
needed to manage the privacy of tagged information. It is 
complicated as it involves many users. Turbulence can be 
happened easily if the privacy is not well coordinated. 

F. Classification 

Geosocial networking users can be classified into several 
profile based on their privacy preferences [20]. As a result,  
users may not demonstrate same behaviours when regulating 
their privacy management strategies. Consider Anne, a user 
who is concerned about her privacy, but at the same time likes 
to make her whereabouts known to her friends. She may wish 
that at certain circumstances her location information will be 
viewed only by a selected close friends. For instance, when she 
is at home with her mother on weekends morning. Therefore, 
user classification is needed to help user in disclosing the 
information to correct audience. The difference between this 
feature and specific grouping is that how user classify others 
will not affect other people‟s experience, while specific 
grouping is based on a collective understanding among 
multiple users. 

G. Privacy Policy 

An online privacy policy is a statement that informs users 
how a service provider handles (e.g., collect, use, access, 
control) users‟ personal information [21]. Upon joining or 
signing up for a geosocial networking application, a user must 
agree to the privacy policy provided by the application 
provider. Previous study [22] has emphasized the important 
role of privacy policy in users‟  perceived privacy. When a 
privacy turbulence happens, an inexperienced social network 
user can refer to privacy policy to understand the choice he has 
to overcome the turbulence. 

H. Education 

Many social network users report difficulties in managing 
their privacy settings [23]. Therefore, privacy experts suggest 
that users must be given exhaustive control over their privacy 
to help them regulate their privacy boundaries. In the context 
of geosocial networking, privacy education is often manifested 
in the form of notifying users of information sharing practices. 
The notification is done through textual notices embedded in 
privacy authorization dialogues [24], and visual icons [25]. In 
addition, tips about a privacy feature may serve as a helpful 
reminder to the user prior knowledge [26]. 

I. Notification 

Notification is a feature that provides a popup message to 
remind users on their incompleteness of privacy configuration 
or potential privacy risk. The lack of knowledge and awareness 
of various security tools and option available in smartphones is 
one of the main contributing factor of data breaches that 
implicated users‟ privacy. One of the notification approaches to 
support privacy decisions is privacy nudging. Nudges refers to 
soft paternalistic intervention that influence user behavioral 
and decision making, while allowing user privacy decision to 
be revised if their expectation is not met [27]. As nudging 
acknowledges that subtle differences in application design can 
possibly affect users, nudges are usually in a form of 
persuasive cue and were embedded in a notification through 
feedback, defaults, norms, and saliency of features [28]. These 
notifications help users to better understand their privacy right 
and configuration, and increase their awareness on privacy 
threats. 

J. Violation 

Geosocial networking application must implement certain 
counter measures when user or data privacy is violated. To suit 
the context of this study, the scope of interpersonal privacy 
protection behaviours is broadened to the management of 
relational boundaries (e.g. friending, and unfriending), 
territorial boundaries (e.g. untagging posts or photos or 
deleting unwanted content posted by others), network 
boundaries (e.g. hiding one's friend list from others), and 
interactional boundaries (e.g. blocking other users or hiding 
one's online status to avoid unwanted chats) [29]. 

K. Inaccuracy, Imprecision, and Vagueness 

[30] suggested three types of imperfection that can be used 
in location information, namely, inaccuracy, imprecision and 
vagueness. In the context of location privacy, inaccuracy refers 
to providing different location information instead of the real 
location. Imprecision refers to providing location information 
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in the form of region to represent the real location, and 
vagueness refers to using linguistic terms like “far from” or 
“near”  in the conveyed location. 

V. DATA COLLECTION METHODS 

To select suitable application for this study, all related 
existing application in the mainstream digital distribution 
platforms which are App Store by Apple Inc. and Google Play 
Store are reviewed. In App Store, Social Networking category 
is chosen. Total number of existing applications is 246. For 
Google Play Store, two categories were emphasized: Social 
and Communication. For each category, in the Top Free 
section, it lists 540 related apps which is free and have the most 
download. Most app developers distribute their apps in both 
platform. To overcome the duplication problem, the duplicated 
apps in Play Store will be excluded. 

A. Inclusion and Criteria 

To obtain the most suitable sample, all related apps are 
filtered by applying inclusion and exclusion criteria. By doing 
so, it is expected to improve the study results. General 
exclusion and inclusion criteria were established to limit the 
scope of apps being evaluated. 

Table II shows the inclusion criteria that will be used in this 
study. First two criteria have been used in identifying the app 
pool. For price, the app should be free to use as there is no 
necessity to use paid apps for academic study. Download count 
indirectly shows how large the social network userbase is. 
Although it might not be an accurate measure as it does not 
reflect the number of active users, it implies the number of 
users who tested the app. Due to this reason, these apps have 
research value. This study set the minimum threshold for 
download count as 100,000. To ensure the app is functioning in 
Malaysia, the location in App Store and Google Play Store was 
set as Malaysia. Although these apps are under Social and 
Communication category, some of them do not actually serve 
for social purposes. Therefore, this study include only social 
network/social discovery app. 

TABLE II.  INCLUSION CRITERIA 

Criteria Condition 

Type of OS supported iOS/Android 

Category Social/Communication 

Price Free 

Download Count More than 100,000 

Availability in Malaysia Yes 

Type of service Social network/ Social discovery 

Language English 

Among the apps searched with keywords, apps will not be 
reviewed if it meets one or more of the exclusion criteria. 
Firstly, the apps for dating and purposes will be excluded 
because the proposed privacy features are for geosocial 
network and it is decided to be inappropriate to test these 
features in these apps. They do not serve as a fully functional 
social network. The apps which is served for adult only or 
LGBT community are excluded as these apps contains sexually 

explicit content and unhealthy communication. Also, there are 
many apps which is only served as an additional service to a 
social network. For instances, Facebook Lite, Facebook 
Mentions, Facebook Groups are the add-on apps for Facebook. 
Therefore, these type of apps are excluded as well. 

B. Data Sampling and Collection 

Inter-coder reliability analysis is used by employing 
independent coders to evaluate the proposed privacy 
management features and get the same conclusion [31]. The 
reason to measure reliability is to demonstrate the 
trustworthiness (truthful) of the proposed features. Coders 
received the two-phase training and guidance from the 
researcher and they will evaluate the same case (apps) to 
maintain consistency in evaluation. 

Three coders are involved in the content analysis. The 
coders evaluate the privacy features in the sample and code the 
finding in either “1” for existing feature or “0” for non-existing 
feature. Before content analysis starts, the coders are required 
to attend a training to get familiar with the coding purpose and 
procedure.. Two applications which are Google+ and BeeTalk 
have been selected as training material. The code represents the 
opinion of coder, in whether the feature is existing on the 
application. For Google+, there are differing opinions on 
Classification feature among coders. Meanwhile for BeeTalk, 
there is a perfect agreement among all features. Coders are 
advised to review their answer with each other to identify the 
cause of disagreement. If it is due to carelessness, coders can 
re-code their result to reach agreement. 

ReCal3 (“Reliability Calculator for 3 or more coders”) [32] 
is an online utility that is used to calculate the inter-coder 
reliability coefficients for nominal data coded by the coders. 
The coding result will be entered into an Excel and uploaded to 
ReCal3. It will then calculate the reliability of the feature. 
Reliability means how far the agreement among coders. Higher 
reliability means the coders have more similar expectation and 
idea on that feature. This study accepts the privacy feature 
based on the acceptance level of reliability coefficient. The 
rejected features will be discarded from the study. 

Based on the comparison among reliability coefficients, 
Krippendorff‟s Alpha is the best statistic to use in this study as 
it has tougher standard on determining the reliability of 
variable. It is important to ensure the privacy features are 
reliable in order to conclude that such privacy features are 
agreed by multiple persons on their characteristics. The 
difference of Krippendorff‟s Alpha with other statistic 
techniques is that it includes observed and expected 
disagreement. Consequently, it provides more accurate 
approximation of reliability. It also has three benefits which 
makes it a better statistic. First, it can be used for any number 
of coders. It also can be used for any sample sizes and different 
type of variables. The “bootstrapping” system allows alpha to 
replace missing value with existing values samples form.  
Alpha value of 0.667 is the minimum acceptable limit. 

C. Data Screening 

Figure 2 shows the process of screening the most suitable 
apps for this study. During the initial screening phase, Google 
Play Store has significantly more apps than App Store. This is 
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due to two categories (Social and Communication) were 
selected into the screening process. Meanwhile App Store only 
has categorized all the related apps into Social Networking, 
therefore the number of apps appeared to be lesser. 

Firstly, the applications are evaluated based on inclusion 
criteria. As the result shown, 230 out of 246 apps in App Store 
have been selected for inclusion. Meanwhile Google Play Store 
has only 261 out of 1080 apps selected. This is because Google 
Play Store has many apps that do not related to social network 
or social discovery, especially in Communication category 
which only has 30 apps included for next phase. Then the 
included applications are filtered based on exclusion criteria as 
shown in Table III. 

From Table III, it can be seen that most of the applications 
are either add-on based on social network or social network 
manager. These add-ons are used to enhance the functionalities 
of existing social network. For example, Facebook Groups 
allows user to manage their group in Facebook better than 
using the Facebook app itself. Social network manager is used 
to manage different social network in one platform. User can 
receive information and notification from different social 
network in one app. It provides convenience to the users who 
have multiple social network accounts. Finally, duplicate apps 
in Google Play and Apps Store that are similarly named from 
the same developer were removed from the dataset, leaving 65 
apps for content analysis. The content analysis of the apps were 
examined in the next section. 

 
Fig. 2. Data Screening. 

TABLE III.  INCLUSION CRITERIA 

Criteria App Store Play Store 

Purpose 28 35 

Audience Target 12 16 

Nature of Service 138 155 

Total 178 196 

VI. RESULTS AND DISCUSSIONS 

A. Inter-Coder Reliability Analysis 

Table IV shows the result of the inter-coder reliability 
analysis. The result shows that six out of 13 proposed features 
are agreed by the coders to be reliable. The accepted features 
are specific grouping, visibility setting, privacy policy, 
violation, imprecision and inaccuracy. 

TABLE IV.  RESULTS OF INTER-CODER RELIABILITY ANALYSIS 

Feature 
Krippendorff’s 

Alpha 
Result 

Specific Grouping 0.747028862 Accepted 

Visibility setting 0.673782157 Accepted 

Violation 0.709551657 Accepted 

Imprecision 0.673782157 Accepted 

Inaccuracy 0.754934211 Accepted 

Privacy policy 0.757657902 Accepted 

Education 0.533431571 Rejected 

Notification 0.530925926 Rejected 

Vagueness 0.260912698 Rejected 

Service access 0.180339632 Rejected 

Activity log 0.48760181 Rejected 

Tagging 0.569097294 Rejected 

Classification 0.527827293 Rejected 

 
Fig. 3. Proposed Privacy Features based on Krippendorff‟s Alpha. 

Figure 3 shows the bar chart of content analysis result. 
Based on the Figure 3, it can be seen that that many of the 
privacy management features with low reliability are from 
Boundary Turbulence construct as prevalence in most cases is 
low. 

B. Discussions 

Based on the inter-coder reliability analysis, the result 
shows that six out of 13 proposed features are agreed by the 
coders to be reliable. The accepted features are specific 
grouping, visibility setting, privacy policy, violation, 
imprecision and inaccuracy. From the findings, it can be seen 
that privacy policy feature is the most agreeable privacy feature 
as it has the highest reliability values (α=0.757657902). 
Privacy policy can be found in almost every application as it is 
required by law to protect user. Due to that, it is undeniable 
that privacy policy is a must-have feature in geosocial 
networking application. 
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Specific grouping feature is a privacy feature that allows 
user to define the user group to disclose information with. 
Based on the result, it shows a high reliability as well 
(α=0.747028862). This study views it as a reliable feature that 
cannot be neglected when developing a social network, 
especially for neighbourhood. User should be allowed to define 
smaller group within neighbourhood based on e.g. interest, 
hobby. By doing so, it protects the privacy of user as some 
information like body health conditions are sensitive to 
disclose, even to whole neighbourhood. 

However, service access feature has a very low result value 
(α=0.180339632). After discussing with coders, the problem is 
identified. It is hard to define whether the feature is existing in 
an application. Some applications will prompt a popup 
message asking for permission to access services such as 
messaging and location [15]. The aforementioned privacy 
feature is not included in this study as the setting is done on the 
operating system level. This study consider such privacy 
feature exists only if the application provides options for user 
to decide whether to allow application to access service. This 
study put an emphasis in privacy features implementation on 
application level to provide a guideline for potential 
practitioner. However, coders are unsure on such feature 
existence as they have different opinion on the definition. 
Therefore, the agreement is very low. 

Visibility setting feature allows user to define their 
information is visible to whom. This privacy feature is very 
common among social networking application as it is widely 
discussed in regards to social networking privacy [16]. Every 
private information in social network should be allowed to 
define its visibility by its owner. However, many social 
networks did not provide this feature on every information 
provided by user. This can be seen as the limitation of the 
development of social network. Nonetheless, this privacy 
feature is agreed by the coders as a reliable feature due to the 
results (α=0.673782157), which is slightly above the 
acceptance value. Figure 4 shows the example on how the 
visibility setting should be implemented in creating an event in 
neighbourhood geosocial network. 

 
Fig. 4. Example of Visibility Setting Feature. 

Activity log has low reliability values (α=0.48760181). The 
feature is rejected mainly due to its lack of existence in many 
applications. The purpose of this feature is for users to review 
their activity on social network to check whether any of them 
violates their privacy e.g. disclosed information to wrong 
audience. This feature provides a safety measure to revert their 
mistakes in order to protect their privacy. However, many 
applications do not implement this feature. This may imply the 
value of this feature is not worthy to develop. Therefore, this 
study does not make this an exception from rejection. 

The purpose of tagging is to manage the tagged information 
to achieve privacy control. Therefore, a privacy mechanism is 
needed to manage this tagged information. However, this 
feature‟s alpha did not meet the acceptance level. Based on 
coder‟s opinion, there is a number of applications does not 
provide tagging function or could not identify the feature as 
some applications only allow including other users in 
messaging but not information sharing. Due to this reason, 
disagreements happened and the reliability value became low 
(α=0.569097294). 

Violation is a feature to manage the privacy violated user or 
content. This feature acts as a counter measure for user to react 
on the violation. When a turbulence in a relationship happens, 
users can choose to revise the relationship. User can either 
choose to negotiate with that user, remove that relationship, or 
block that user without notifying. There are many ways to 
handle privacy violation. If that user is causing irritation or 
harm to the public, reporting to authority can be done. It can be 
seen that this feature is very important in managing privacy. It 
shows high reliability values (α=0.709551657) as well. 

Classification is a feature to classify the user into type such 
as friend, family, close friend, etc. It works similar to specific 
grouping except it emphasizes on defining user type and works 
as a personal list of multiple types of relationship. Based on the 
coding result, the existence of this feature is low. Also, based 
on the feedback of coders, they had a tough time on identifying 
the feature as they confused it with specific grouping. These 
factors contribute to low reliability values (α=0.527827293). 

Education consists of any material that provides knowledge 
to user on privacy management. This includes tutorial on 
privacy configuration, FAQ (Frequently Asked Question), 
privacy guideline, etc. This feature is analyzed to be not 
reliable mainly due to differing opinions of coders. One of the 
coders thought that some education feature was not enough to 
be identified to be education, while the others thought many of 
the privacy features are education-tailored. Scenario like this 
caused disagreements and led to low reliability value 
(α=0.533431571). Also some studies found that educational 
tips could be considered annoying by users [33]. Therefore, 
this feature will be excluded in this study. 

Notification is a feature that provides a popup message to 
remind users on their incompleteness of privacy configuration 
or potential privacy risk. It shows low reliability values 
(α=0.530925926). Based on coders‟ feedback, it is said that 
identifying the occurrence of this feature is difficult as these 
reminders usually appear after the user using the application 
for some time. Therefore, the coder who received notification 
would identify this feature as exist, and vice versa. In addition, 
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some studies [33] have found that using notification such as 
nudges would likely cause annoyance among users, which may 
hinder effective deployment of privacy nudges. 

Imprecision allows user to lower the details of disclosed 
information. Fr instance, instead of full house address, user can 
choose to disclose the approximate area of living only. This 
feature provides option to cater different user privacy 
requirement. By doing so, user can still be expected to provide 
truthful information willingly as they can choose what they 
wish to disclose. However, this feature‟s reliability values 
(α=0.673782157) are just barely passed the acceptance level. 
This is due to some disagreement among coders that the idea of 
imprecision might exist in an application, but not for all the 
information. imprecision feature might occur in personal 
information but not location information. Therefore, in the 
same application, the coders might have different opinion on 
the existence of imprecision. However, this study does not 
reject this feature even though it might not be actually reliable. 
Figure 5 shows an example of imprecision technique 
application that is viable in geosocial network. To protect the 
user‟s location privacy, user can choose to lower the details 
about his location information. 

 
Fig. 5. Example of Imprecision Feature. 

For inaccuracy feature, the reliability values 
(α=0.754934211) are the second highest among all the features. 
This feature is defined as “feature that allows user to provide 
false information to protect their privacy”. The coders consider 
inaccuracy feature exist if the application does not validate the 
information entered by user and enforce to obtain the 
information from sensor (e.g. location data by using GPS 
location). Therefore, the coding process of this feature was 
lenient if based on the definition. Nonetheless, this feature is 

still playing a significant role in managing the privacy. By 
providing inaccurate information to protect their privacy, user 
can prevent unwanted attention from other users. For example, 
a user wishes to conceal the fact that he is hospitalized as to 
prevent their neighbours from knowing and causing potential 
harassment. He updates his location information by manually 
input some tourism spots so that his neighbours may assume he 
is on vacation. In a more technical way, inaccuracy can be 
done in location privacy by showing a location shifted away 
from the actual coordination. This masking technique provides 
convenience to the user in protecting their privacy. 

Vagueness is a feature that allows user to include linguistic 
terms i.e. “near”, “around” in providing information. This 
feature has a very low reliability value (α=0.260912698) 
probably due to two reasons: 1. Its inexistence in most 
applications. 2. Coders‟ difficulty in identifying the feature. 
Most applications do not provide an option for user to enter 
these approximation terms. When user provides imprecise or 
inaccurate information, the information must have a value. 
This is the nature of how computer applications and database 
work. By providing a vague information, it leads to difficult  
data handling and processing, where cannot be handled by 
most applications. They can only provide such vague 
information as a suggestion based on user‟s input. Therefore, 
this feature is rejected. 

VII. CONCLUSION AND FUTURE WORK 

In summary, this paper presented privacy management 
features that represents theoretical constructs derived from 
Communication Privacy Management theory. To provide 
empirical evaluation of the proposed features, a content 
analysis was performed on 1326 geosocial networking apps 
from the market. After data screening, 65 apps were analyzed 
using inter-coder reliability analysis. The primary findings of 
the content analysis showed that many of the privacy 
management features with low reliability are from Boundary 
Turbulence construct as prevalence in most cases is low. The 
findings show that that 6 out of 13 proposed features are 
deemed reliable. The reliable privacy management features are 
specific grouping, visibility setting, privacy policy, violation, 
imprecision and inaccuracy. The proposed privacy 
management features may aid researchers and system 
developers to focus on the best privacy management features 
for improving geosocial networking application design. 
Consequently, it will provide an insight on how most market 
players implement privacy management in geosocial 
networking and then adapt the reliable privacy features into 
geosocial networking applications. 

In general, this study found 7 out of 13 privacy features 
with low inter-coder reliability. Based on the Krippendoff 
result. The low value of alpha may not necessarily reflect low 
level of agreement, but due to the prevalence of privacy 
features in all apps is very low. Therefore, the reliability of this 
study can be improved by corroborating other prominent 
privacy theories in the research of managing online privacy as 
present study only includes four privacy management 
processes in the model. In addition, further extension of this 
work may include the use of mix-methodology such as case 
study, or phenomenology to further analyze and gain more 
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insight on privacy management in geosocial network 
application. Case study can be conducted by using an existing 
popular geosocial networking application as a case, then 
collecting the data about user experience. This is required to 
investigate and accommodate reliability issues in the present 
study and highlight specific user behavior with privacy 
features, that may be used to confirm and increase the 
reliability the proposed privacy management features. 
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Abstract—Currently, the study of brain waves has shown a 

type of alternative communication, in addition to the different 

applications that can be made with the brain waves obtained 

from each individual. The OpenBCI is an open source platform 

for electroencephalography (EEG), in addition to a device called 

Cyton Board capable of collecting brain waves and these can be 

sent to a computer to be processed. In this research work, a 

computer-machine interface is presented that may be able to 

collect the brain waves of individuals and process them, this is to 

indicate the differences between the thinking of the imaginary 

movement of the left and right arm, also of the leg left and right 

brain signals. Then, to use these brain wave differences in 

applications focused on people with physical disabilities. 

Keywords—OpenBCI; cyton board; extremity movement; brain 

wave differentiation 

I. INTRODUCTION 

Currently, there are different types of communication, 
either between two people or more people, in order to transmit 
information or data and the reception. New types of 
communication are also created due to the current need of 
society such as brainwave communication for people who have 
different physical and / or medical problems. 

Neurons communicate by means of electrical impulses can 
be measured by equipment capable of receiving brain waves 
like shows in these articles [1] [2], because they have 
electrodes that are located on the scalp to obtain brain signals 
from the individual, being an alternative communication 
system. Each action and / or thinks of the individual will be 
captured and represented in brain waves, knowing the meaning 
of each action. 

The cerebral electrical impulses are always in constant 
action because we never stop thinking in other words, the brain 
is always working continuously, then when we imagine doing 
actions without moving, there is also an alteration in the brain 
waves. 

In this research work, we will present the implementation 
of a brain-machine interface, for the classification of 
electroencephalographic signals, in this case the difference of 

signals between the movement of the left and right arm, in 
addition to the difference between the left and right leg. 

The purpose of this project is to obtain the differences 
between the signals in order implement devices capable of 
acting and the reading of the electroencephalographic signals, 
while the individual would only have to imagine the movement 
of some of the extremities. 

II. METHODOLOGY 

To obtain signals from the brain, there are multiple devices, 
some of which have been described in [1], [2] and [3]; for the 
present work we will use the system provided by OpenBCI, we 
will use the Cyton Board in addition to the Daisy module, 
which together provide us with 16 channels, for obtaining data. 

It is described that the communication of the Cyton Board 
with the PC is done through Bluetooth, so the OpenBCI Dongle 
is used, which provides us with the necessary communication 
to obtain data. 

 
Fig. 1. Cyton Board and Daisy Module. 
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Fig. 2. OpenBCI Dongle. 

For electrode placement, the international 10/20 system 
described in [3] is used for our case showed in figure 3, we will 
see the difference of the signals of the imaginary movement of 
the arms and legs, the electrodes will be placed in positions C3, 
C4, P3 and P4 [6] in addition to the reference connections in 
the ear lobes corresponding to connections A1 and A2. 

 
Fig. 3. Electrode Placement. 

In order to improve and facilitate the placement of the 
electrodes in the indicated positions, the Ultracortex Mark IV 
system showed in figure 4 [4] was acquired, which is an open-
source helmet, printable in 3D. 

For the reception of data, a graphical interface was 
developed, which we can control the whole process of 
obtaining data, described in [1], it will also be possible to 
control the previous processing of the data. 

 
Fig. 4. Ultracortex Mark IV EEG Headset. 

TABLE 1. TYPES OF BRAINWAVES 

BRAIN WAVES SIGNALS 

DELTA SIGNAL 0 – 3,99 HZ 

THETA SIGNAL 4 – 7,99 HZ 

ALFA SIGNAL 8 – 13,99 HZ 

BETA SIGNAL 14 – 29,99 HZ 

GAMMA SIGNAL 30 – 70 HZ 

There are different types of brainwaves, each brainwave 
has ranges of frequency. In the table I, it will show the types of 
brainwaves and the frequency of each one. 

Our study is based on the Brainwave type Alfa because it 
shows us the differences between the channel analyzed. In the 
results, we show the brainwave signals of the 4-channel 
analyzed also, to explain about the differences and indicate the 
imaginary movement of the upper and lower extremities. 

III. RESULTS 

A. Graphic Interface 

The graphic interface has 2 main buttons: the connect 
button is responsible for starting Python and the necessary 
libraries; the start button is responsible for starting the data 
capture with the specified parameters; in addition, the reader 
has three secondary buttons that are the Python button, 
responsible for starting only Python; the BCILAB button 
responsible for starting only the libraries, in addition to the 
analyze button, which will result in 4 graphs in which we can 
buy the signals obtained. 

The graphic interface has an area where the user must enter 
basic information such as: name, repetitions, time and rest; 
repetitions are the number of times the system will capture data 
for each patient, as well as the number of different files that it 
will generate; in the request of time the time in which the 
person, to whom the data is being recorded, must remain, must 
be concentrated in the indications given; at rest you must enter 
the rest time you will have, the person to whom, are taking the 
data, by default it will be 3 seconds between one repetition and 
another. 

 
Fig. 5. Graphic Interface. 
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An area was placed where the respective indications will be 
shown for the people to whom the data is being taken, this area 
shows random images, which correspond to the four most 
known directions (right, left, forward and backward). 

Finally, the user interface is as the following Figure 5, in 
which we can see all the elements described above. 

This stage of the project is the most important because it is 
where all the necessary processing for the operation of the 
system will be carried out. Before processing, it is necessary to 
capture data, for which it takes 9 seconds, 6 data and 3 rest, 
repeating 64 times the process, this capture was made to 10 
different people, being 6 women and 4 men, as Test phase, 
they are people with no physical disabilities, as a first study, 
we want to know about what they are imaging and then it will 
be use for people with physical disabilities. 

In order to better observe the signals, 2 filters were applied, 
a filter with a pass band 5 to 15 Hz and a band reject filter to 
eliminate the 60 Hz noise [7], was implemented with the 
following code: 

% FILTER REJECT-BAND 

Fs=250;% sampling frequency 250 
flownot=55;% lower cutting frequency 

fhighnot=65;% higher cutting frequency 
Ornot=1;% filter order 
[bnot,anot]=butter(Ornot,[flownot,fhighnot]/(F

s/2),'stop'); 

  
% PASS-BAND FILTER 
Fs=250;% sampling frequency 
flow=5;% lower cutting frequency 

fhigh=15;% higher cutting frequency 
Or=6;% filter order 
[b,a]=butter(Or,[flow,fhigh]/(Fs/2),'bandpass'

); 

The Fast Fourier Transform FFT was found and all the 
signals corresponding to a single direction were averaged 
resulting in 4 comparative signals for each participant, in which 
it is shown that it is possible to differentiate the signals for the 
orders that were shown in the graphical interface. 

 
Fig. 6. Comparison in the Position P4. 

In the figure 6 and 7, it will show the brainwaves in the 
channel P3 and P4, these signals are the imaginary movement 
of the left and right legs. 

In the following image, we can observe the clear 
differentiation that exists between the two signals 
corresponding to two different directions, for the same 
electrode, which was placed in position P4 of the international 
system 10/20 [5]; it can mainly be observed that the most 
notable differentiation is between approximately 8 and 13 Hz, 
and these values correspond to the frequency range of the alpha 
waves. 

As in the previous image, the comparison is also made in 
position P3, in which we also see that there is a clear 
differentiation of the signals. It should be noted that the signals 
that are within the range 8 - 13 Hz are the most relevant for the 
study [6]. 

 
Fig. 7. Comparison in the Position P3. 

In the figure 8 and 9, it will show the brainwaves in channel 
C3 and C4, these signals are the imaginary movement of the 
left and right arms. 

Additionally, we analyzed the signals coming from the 
imaginary movement of the arms, one of which we can see the 
next image, which corresponds to the position C4. 

 

Fig. 8. Comparison in the Position C4. 
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Fig. 9. Comparison in the Position C3. 

Finally, we compare the signals in position C3, where we 
also see that it is possible to achieve a differentiation of the 
signals. 

With the analysis of the signals, we can realize that it is 
possible to achieve the differentiation of the same with 4 
different instructions, which were given as follows: 

Arrow up = imaginary movement of the Right leg. 

Arrow Backward = imaginary movement of the Left leg. 

Arrow to the right = imaginary movement of the Right arm. 

Arrow to the left = imaginary movement of the Left arm. 

This shows that in the future, we will be able to apply 
differentiation algorithms of the signals, in order to control 
real-world objects. 

Mainly the help is sought for people with physical 
disabilities that require electronic systems capable of actions 
based on the person's thinking [8] [9]. 

IV. DISCUSSION 

The present work confirms the processing of brain waves 
for the identification of the differentiation of thoughts of the 
movement of the upper and lower extremities, besides 
identifying the difference also indicate that, obtaining these 
results, they can be applied to electronic equipment to act at the 
moment of identifying the differentiation. 

Currently, there are several studies that study with brain 
waves for processing and then their study, in this case shows 
the difference that exists in the imagination of the movement of 
the lower upper extremities. 

The study of communication by brain waves is an 
innovative technology because it can improve the quality of 
life of people who have physical and / or motor disabilities. 

As a future work, we are going to use these data in 
electronic devices for people who have physical disabilities 

because they have just their brain as a method of 
communication, so using these data, we can build a wheelchair 
moving by their brainwaves, it will work just imaging the 
movement of the upper and lower extremities. 

V. CONCLUSIONS 

It is concluded that, knowing the differentiation of the 
cerebral waves of the movement of the upper and lower 
extremities, electronic devices can be constructed that can 
work only with the action of the thought of the movements. 

It is concluded that the application of an electro conductive 
gel was used in order to facilitate obtaining data from the 
electrodes, as well as to more easily identify the differentiation 
of brain waves. 

It is concluded that the individual must be on alert because, 
during the analysis, the study can be somewhat ambiguous, 
being a bit boring for the individual. For this reason, alertness 
is required, in addition, to do well the tasks indicated. 

The differences from the brainwaves showed in this paper 
are remarkable, also these data are digital so a microcontroller 
could use them to move electronic devices and help people 
with motor disabilities. 

As a future work, theses data are going to be useful to make 
complete system for follow the instructions showed by the 
brain imagining movement for people with motor disabilities. 
Also, a wheelchair is going to be implemented and using the 
brainwaves, people with motor disabilities can move by 
themselves just imaging movement for their arms and legs. 
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Abstract—The role of information systems has changed 

effectively in organizational performance, and today, information 

systems are creating value for organizations. This study aims to 

provide a conceptual model for measuring the transparency of 

inter-organizational information systems in the supply chain. The 

statistical population of this research includes all managers and 

staff of cosmetic cosmetics companies in Tehran while companies 

are engaged in different sectors and their number is 500. About 

218 people were questioned through the calculation with the 

Cochran formula. A conceptual model for measuring the 

transparency of inter-organizational information systems in the 

supply chain was developed based on a review of the theoretical 

concepts. Researcher made questionnaire have been used to 

measure variables of the research model. The validity of the 

research tool was confirmed by experts and the reliability of the 

tool was reported 0.85 by Cronbach's alpha. According to T-

statistics, transparency of resources, inter-organizational trust, 

and environmental assurance are positive and significant in 

measuring transparency of inter-organizational information 

systems at a level of 0.01 and they are above average.  

Keywords—Transparency of information systems; supply 

chain; cosmetic industry, measuring transparency; inter-

organizational 

I. INTRODUCTION  

Research on transparency of inter-organizational 
information systems in supply chain is not only scientifically 
important, but also vital to Iran's industry in current 
circumstances. The problems with information systems of 
supply chain logistics of the Iranian cosmetic industry are not 
only due to its technical nature, but also due to the lack of 
transparency and participatory communication between various 
inter-institutional parts of the information systems of this 
chain; these problems become more complicated by continuous 
changes in technology. Currently, significant role of 
information and communication technology (ICT) in 
coordinating intra-organizational activities is to a degree that it 
is regarded as the core of supply chain management. 
Transparency of information systems provides new business 
opportunities in line with economic and executive power of 
organizations. 

The global competitive market and the changing needs of 
customers have led organizations to broadly focus on 
improving supply chain performance [1]. A complex 

performance management system involves many management 
processes such as identifying measurement scales, setting 
targets, planning, communicating, monitoring, reporting, and 
feedback. These processes are embedded in most of the 
information system outputs. These system outputs perform 
measurement and monitoring operations on key performance 
indicators (KPIs) that are decisive for optimizing the supply 
chain performance. Performance measurement is vital for 
companies to improve the efficiency of the supply chain and 
performance [2]. The supply chain involves a network of 
contributors and different operating channels from within and 
outside the organization that affect the utility of supply chain 
gains [3]. Nowadays, the efficient supply chain is a potential 
way to maintain competitive advantage and improve 
organizational performance. Thus, there is no competition 
among organizations, but it is among supply chains and it is 
shown that more efficient supply chain performance improves 
the efficiency of the organization [4]. Moreover, the role of 
information systems has changed effectively in organizational 
performance, and today, information systems are creating value 
for organizations [5]. Supply chain management studies 
emphasize the importance of integrating in-house information 
and its role in the supply chain [6]. Information technology in 
the supply chain (SC) has changed the nature of business 
competition and cooperation from one company to another and 
from the supply chain to another supply chain [7]. In the 
competition of supply chains, transparency through enterprise 
information systems (IOS) is a key determinant of supply chain 
competition [8]. Definition of visibility and transparency of the 
supply chain means that availability of suppliers or the sharing 
of information in a supply chain is met as they are considered 
as key concepts and applications of their operations and, in 
their view, they take advantage of mutual benefits. 
Recognizing the central role of the information system in 
supply chain transparency and visibility, researchers in both 
Supply Chain Management (SCM) and Information Systems 
(IS) have investigated the sharing of information between 
enterprises through organizational information systems [9]. 
According to Barratt and Oke [10], the result of the 
transparency of sharing information can clearly lead to 
improved operational performance of a supply chain. Wei and 
Wang [11] also state that supply chain transparency has a 
direct impact on the strategic performance of the supply chain. 
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Today, the use of cosmetics is an integral part of life and as 
Iran is the second largest cosmetics consumer in the Middle 
East and the seventh importer of cosmetics in the world [12]. 
The cosmetics and beauty industry is one of the world's largest 
and most prosperous industries. According to a study about the 
size of the cosmetics market in Iran by the central bank and 
other official Iranian sources, there is no information on the 
share of cosmetics in the Iranian households' basket. Declaring 
that 30% cosmetics in the Middle East are consumed in Iran, 
TMBA Statistical Institute announced that Iran is the seventh 
country in the consumption of cosmetics industry. According 
to Baharat Research Center in London, the size of the 
cosmetics market in Iran in 2007 was estimated at $ 2 billion. 
According to a research conducted by the International 
Research Institute, now this figure in Iran is now estimated at $ 
5 billion (Journal of Top Economics, 2015). In explaining the 
supply chain issue, it should be acknowledged that information 
in a supply chain is a key tool in the present day in decision 
making for the survival and development of enterprises. The 
link between all operations and processes in the supply chain is 
performed through information; expansion of these 
communications will enable firms in a supply chain to make 
the right decisions in order to develop themselves and 
maximize the profitability of the supply chain [13]. With these 
lines and models proposed for of information systems in the 
supply chain, the dimensions, and variables of transparent 
communications space, the existence of specific accesses, and 
the use of IT specific standards have been less explored. 
Moreover, this research focuses on transparency of inter-
organizational information systems that add the innovation of 
this paper. Accordingly, this research has been conducted to 
investigate the dimensions of transparency of inter-
organizational information systems in the supply chain in the 
cosmetic industry. Hence, the research seeks to identify 
dimensions of transparency of inter-organizational information 
systems in the supply chain of the cosmetic industry. In order 
to identify the dimensions of transparency of inter-
organizational information systems, the variables of 
transparency of resources, inter-organizational trust and 
environmental assurance are considered as dimensions of 
transparency of inter-organizational information systems in the 
supply chain. 

II. THEORETICAL FOUNDATIONS 

A. Transparency of Information Systems: 

Information systems play the role of integration and 
coordination between different supply chain segments and the 
efficiency of this system has a direct impact on the 
performance of supply chain performance. Definition of 
visibility and transparency of the supply chain means that 
availability of suppliers or the sharing of information in a 
supply chain is met as they are considered as key concepts and 
applications of their operations and, in their view, they take 
advantage of mutual benefits. Recognizing the central role of 
the information system in supply chain transparency and 
visibility, researchers in both Supply Chain Management 
(SCM) and Information Systems (IS) have investigated the 
sharing of information between enterprises through 
organizational information [9]. 

B. Organizational Trust: 

Organizational trust sources, for example, familiarity 
through reciprocal interaction, are calculated based on the 
interests and norms that lead to predictability and reliability. 
Organizational trust involves a specific relationship, because it 
represents the level of trust in the partner organization that has 
been created by the members of an organization [14]. 

C. Lack of Environmental Assurance: 

Lack of environmental assurance refers to the lack of 
information on environmental factors that influence decision-
making [15]. Researchers emphasize the importance of sharing 
information in support of the supply chain [16]. Sharing better 
information will lead to better performance [17]. This initial 
uncertainty of the environment faced by supply chain 
participants is affected by demand fluctuations and industry 
speed [17]. 

D. Environmental Assurance: 

It is assurance about the privacy and compliance with 
information security in the system [16]. 

E. Supply Chain: 

Supply chain involves a network of contributors and 
different operating channels from within and outside the 
organization that affects the utility of supply chain gains [3]. In 
addition to goods and services, this chain also includes a 
dynamic and continuous flow of information between different 
steps [1]. 

III. LITERATURE REVIEW 

In a study entitled "Investigating the relationship between 
supply chain complexity and financial performance by 
reviewing the moderating role of the complexity of 
manufacturing companies in Khuzestan Province," Bagheri's 
findings [18] indicate that reducing and managing complexity 
in the supply chain leads to better performance, lower costs, 
and more integrated supply chain. Therefore, controlling and 
managing the level of complexity can be considered as a 
strategic issue for companies. This highlights the need to 
address complexity as a management issue. Hofmann et al. 
[19] investigated the relationship between supply chain 
management and operating costs. The research aimed to 
summarize and analyze what is known regarding activity-based 
costing (ABC) applications in the context of supply chain 
management (SCM). The review illustrated four main areas for 
further research: determination of the role of management 
accounting in SCM (including supply chain finance), 
integration of time-driven ABC with radio frequency 
identification (RFID) technology and automatic data collection, 
analysis of inter-organizational management tools in supply 
chains in multiple negotiation rounds, and standardization of 
cost accounting data in supply chains. Lee et al. [20] conducted 
a research on transparency of organizational information 
systems and supply chain performance with the aim of 
examining the impact of transparency of organizational 
information systems and supply chain performance. The results 
show that transparency of organizational information systems 
has a positive impact on supply chain performance; it was 
measured this study as operational performance. According to 
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the transparency of organizational information systems, factors 
such as property attributes, organizational trust, 
complementary resources, and shared governance structures 
are important while lack of environmental assurance and 
interdependence do not have a significant effect on supply 
chain performance. Ignoring transparency of resources, 
environmental assurance, and IT standards can be considered 
as the weakness of this research. Ayağ et al. [21] have 
identified the support requirements and supply chain 
management strategies in the dairy industry. They used the 
Fuzzy Quality Function Deployment method to understand the 
requirements of customers and their entry into the design of the 
chain. Information on the quality of goods and services is one 
of the most important sources of uncertainty in supply chain 
modeling, because they are the perception and conceptual 
perceptions of the outside world. This paper addresses these 
uncertainties about the quality and customer satisfaction. 

IV. RESEARCH METHODOLOGY 

This research can be considered as an applied research 
since the present study attempts to present a conceptual model 
for measuring the transparency of inter-organizational 
information systems in the supply chain in cosmetic industry.  
The statistical population of the present study consists of two 
varieties of management experts in the supply chain with 
research background and industry experts who are experts in 
the field of cosmetic industry, which are active in their 
respective companies. For sampling in this study, a random 
sampling method is used and the number of samples is 
calculated using the Cochran formula. With the reference to 
authoritative databases and cosmetic industry companies, the 
number of members of the statistical community consists of 
academic experts and industry professionals was estimated 500 
industry professionals; in this regard, 218 academic experts and 
industry professionals are selected as the statistical sample of 
the research. Descriptive and inferential statistics have been 
used to analyze the data in this study. In the descriptive part, 
mean, and standard deviation will be used; in inferential part, 
Kolmogorov-Smirnov tests, Lawshe content validity and one-
sample t-test were used. Data were analyzed using SPSS-23 
software.  

In this research, an alpha value of 0.7 and higher is 
considered suitable for instrument reliability That reports in the 
Table 1. Therefore, measurements reliability is performed 
using Cronbach's alpha and SPSS 23 software. 

TABLE I.  RELIABILITY OF THE RESEARCH TOOL 

 Subscale Questions 
Cochran 

alpha 

Transparency of 

information 
systems 

transparency of 
resources 

16-18 0.89 

inter-organizational 

trust 
11-15 0.80 

environmental 
assurance 

6-10 0.82 

A. Main hypothesis: 

A conceptual model for measuring transparency of inter-
organizational information systems in the supply chain 
includes three dimensions of transparency of resources, inter-
organizational trust, and environmental assurance. 

B. Secondary Hypotheses: 

1) Transparency of resources is a dimension of measuring 

transparency of inter-organizational information systems in the 

supply chain. 

2) Inter-organizational trust is a dimension of measuring 

transparency of inter-organizational information systems in the 

supply chain. 

3) Environmental assurance in environmental systems is a 

dimension of measuring transparency of inter-organizational 

information systems in the supply chain. 

V. RESEARCH FINDINGS 

A. Descriptive Statistics 

Table 2 reports indexes of descriptive statistics for the 
sample included the mean and standard deviation, and variance 
for the variables studied in this research. 

TABLE II.  DESCRIPTIVE INDEXES OF RESEARCH VARIABLES 

 Variables 

Number 

of 

samples 

Mean 
Standard 

deviation 
Variance 

transparency 
of resources 

218 3.34 2.96 8.65 

inter-

organizational 

trust 

218 3.24 1.85 6.54 

environmental 

assurance 
218 3.74 1.36 9.69 

B. Evaluation of Research Data Normality 

Kolmogorov-Smirnov test was used to test the data. Given 
that parametric methods are used in societies with normal 
functions and nonparametric methods are used in non-
normalized societies, normal or abnormal distribution of 
research data should be examined at first. Kolmogorov-
Smirnov (KS) test is employed in this regard. If the research 
data is normal, Pearson correlation coefficient will be used and 
otherwise t a nonparametric method, will be used to test the 
research hypotheses. 

TABLE III.  KOLMOGOROV SMIRNOV TEST TO EXAMINE RESEARCH 

VARIABLES NORMALITY (N=218) 

Variables Status Z Sig. (2-tailed) 

transparency of 

resources 
Independent 0.956 0.502 

inter-organizational 

trust 
Independent 0.875 0.458 

environmental 

assurance 
Independent 0.698 0.387 

According to Table 3, Kolmogorov-Smirnov test shows 
that significance level for all variables not significant and data 
distribution is normal. Then, T-test and ANOVA variance are 
used to examine the research hypotheses. Questions from 16 to 
18 of the questionnaire were used to measure the transparency 
variable. Frequency, mean, and standard deviation of responses 
are given in Table 4: 
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TABLE IV.  FREQUENCY OF RESPONDENTS' ANSWER OF TRANSPARENCY 

OF RESOURCES 

 Items Frequency Mean 
Standard 

deviation 

Item 16: Use of information 

systems of mutual benefit 
218 3.34 1.36 

Item 17: Relationships 

Between Manufacturers of 
Cosmetic Industry 

218 3.24 1.14 

Item 18: Access to information 218 3.74 1.09 

As represented in Table 4, three items have been employed 
to measure transparency of resources; they are responded by 
218 research subjects. As shown, means response to Item 16 
(3.34), item 17 (3.45) and item 18 (3.58) are obtained and all 
means are higher than average.  

Questions from 11 to 15 of the questionnaire were used to 
measure the variable of inter-organizational trust. Frequency, 
mean, and standard deviation of responses are given in Table 5. 

TABLE V.  FREQUENCY OF RESPONDENTS' ANSWER TO INTER-
ORGANIZATIONAL TRUST 

Frequency Mean 
Standard 

deviation 
Items 

1.05 3.65 218 
Item 11: mutual respect between 
managers and employees 

1.28 3.40 218 

Item 12: An Intimate and Intimate 

Relationship Between Employees 

and Managers 

1.15 3.28 218 
Item 13: Observing human aspects 

in a competitive environment 

1.12 3.91 218 
tem 14: helping each other in cases 

of crisis 

1.10 3.63 218 
Item 15: The relationship between 

products based on honesty and truth 

As represented in Table 5, five items have been employed 
to measure inter-organizational trust; they are responded by 
218 research subjects. As shown, means response to Item 11 
(3.65), item 12 (3.40), item 13 (3.28), item 14 (3.91), and item 
15 (3.63) are obtained and all means are higher than average.  

Questions from 6 to 10 of the questionnaire were used to 
measure the variable of environmental assurance. Frequency, 
mean, and standard deviation of responses are given in Table 6. 

TABLE VI.  TABLE 4. FREQUENCY OF RESPONDENTS' ANSWER TO 

ENVIRONMENTAL ASSURANCE 

Frequency Mean 
Standard 

deviation 
Items 

1.07 2.97 218 
Item 6: Human Resources Privacy 
Policy 

1.05 3.71 218 
Item 7: Information Exchange 

Security 

1.10 3.37 218 Item 8: industry market stability 

1.21 3.57 218 
Item 9: Share information between 
production 

2.2 3.41 218 
Item 10: Rules and regulations in 

terms of effectiveness 

As represented in Table 6, five items have been employed 
to measure of environmental assurance; they are responded by 
218 research subjects. As shown, means response to Item 6 
(2.97), item 7 (3.71), item 8 (3.37), item 9 (3.57), and item 10 
(3.41) are obtained and all means except item 5 are higher than 
average. 

C. First Hypothesis Testing and Analysis: 

Transparency of resources is a dimension of measuring 
transparency of inter-organizational information systems in the 
supply chain. 

The first hypothesis suggests that the transparency is 
considered as an independent variable. Lawshe test is used to 
examine content validity of research items. Table 7 reports the 
value of CVE index resulted from experts’ opinion; all indexes 
are higher than 0.50 indicating the high validity of items 
representing transparency of resources. 

TABLE VII.  CONTENT VALIDITY OF STATEMENTS IN THE QUESTIONNAIRE 

OF TRANSPARENCY OF RESOURCES IN SUPPLY CHAIN 

Questions Variable Accept Reject CVR 

16 
transparency of 

resources 

11 1 0.83 
17 12 - 1 

18 12 - 1 

Moreover, One-sample T-test has been used to test first 
hypothesis. The results are shown in Table 8. 

TABLE VIII.  DESCRIPTIVE INDICATORS OF TRANSPARENCY OF RESOURCES 

IN THE SUPPLY CHAIN 

Mean standard error Standard deviation Mean 

11.70 3.11 3.34 

TABLE IX.  ONE-SAMPLE T-TEST FOR EVALUATING TRANSPARENCY OF 

RESOURCES IN THE SUPPLY CHAIN 

Mean 

difference 
Significance level 

Freedom 

degree 
T-statistics 

0.30 0.01 217 5.57 

According to Table 9, T-statistics of transparency of 
resources in supply chain is positive and significant at the level 
of 0.01; it is higher than average. In other words, transparency 
of resources is a dimension of measuring transparency of inter-
organizational information systems in the supply chain. 

D. Second Hypothesis Testing and analysis: 

Inter-organizational trust is a dimension of measuring 
transparency of inter-organizational information systems in the 
supply chain. 

The second hypothesis suggests that inter-organizational 
trust is considered as an independent variable. Lawshe test is 
used to examine content validity of research items. The 
following table reports the value of CVE index resulted from 
experts’ opinion; all indexes are higher than 0.50 indicating the 
high validity of items representing inter-organizational trust. 

TABLE X.  TABLE 9. CONTENT VALIDITY OF STATEMENTS IN THE 

QUESTIONNAIRE OF INTER-ORGANIZATIONAL TRUST IN SUPPLY CHAIN 

Questions Variable Accept Reject CVR 

11 

Inter-organizational 

trust 

12 - 1 
12 11 1 0.83 
13 12 - 1 
14 11 1 0.83 
15 12 - 1 

TABLE XI.  DESCRIPTIVE INDICATORS OF INTER-ORGANIZATIONAL TRUST 

IN THE SUPPLY CHAIN 

Mean standard error Standard deviation Mean 

10.21 3.54 3.24 
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Moreover, one-sample T-test has been used to test second 
hypothesis. The results are shown in Table 11. 

TABLE XII.  ONE-SAMPLE T-TEST FOR EVALUATING INTER-
ORGANIZATIONAL TRUST IN THE SUPPLY CHAIN 

Mean difference Significance level 
Freedom 

degree 
T-statistics 

0.45 0.01 217 9.25 

According to Table 12, T-statistics of inter-organizational 
trust (9.25) in supply chain is positive and significant at the 
level of 0.01; it is higher than average. In other words, inter-
organizational trust is a dimension of measuring transparency 
of inter-organizational information systems in the supply chain. 

E. Third Hypothesis Testing and analysis: 

Environmental assurance in environmental systems is a 
dimension of measuring transparency of inter-organizational 
information systems in the supply chain. 

The second hypothesis suggests that environmental 
assurance is considered as an independent variable. Lawshe 
test is used to examine content validity of research items. Table 
13 reports the value of CVE index resulted from experts’ 
opinion; all indexes are higher than 0.50 indicating the high 
validity of items representing environmental assurance. 

TABLE XIII.  CONTENT VALIDITY OF STATEMENTS IN THE QUESTIONNAIRE 

OF ENVIRONMENTAL ASSURANCE IN SUPPLY CHAIN 

Questions Variable Accept Reject CVR 

6 

Environmental 

assurance 

12 - 1 

7 11 1 0.83 

8 10 2 0.67 

9 12 - 1 

10 12 - 1 

Moreover, one-sample T-test has been used to test second 
hypothesis. The results are shown in Table 14. 

TABLE XIV.  DESCRIPTIVE INDICATORS OF ENVIRONMENTAL ASSURANCE IN 

THE SUPPLY CHAIN 

Mean standard error Standard deviation Mean 

8.34 2.96 8.34 

TABLE XV.  ONE-SAMPLE T-TEST FOR EVALUATING ENVIRONMENTAL 

ASSURANCE IN THE SUPPLY CHAIN 

Mean difference Significance level 
Freedom 

degree 
T-statistics 

0.40 0.01 217 7.89 

According to Table 15, T-statistics of environmental 
assurance (7.9) in supply chain is positive and significant at the 
level of 0.01; it is higher than average. In other words, 
environmental assurance is a dimension of measuring 
transparency of inter-organizational information systems in the 
supply chain. 

VI. CONCLUSION 

Question 1: Is transparency of resources regarded as a 
dimension of measuring transparency of inter-organizational 
information systems in the supply chain? 

Findings of the research on the first question and the role of 
transparency of resources in measuring transparency of inter-
organizational information systems indicates with regard to T-

statistics (5.57) that the role of transparency of resources is 
positive and significant in measuring the transparency of inter-
organizational information systems at the level of 0.01; it is 
higher than average. In other words, transparency of resources 
is a dimension of measuring transparency of inter-
organizational information systems in the supply chain. It can 
be concluded according to the experts’ opinion that 
transparency of resources in the cosmetics industry is in a 
favorable position. The research findings about role of 
transparency of resources in measuring transparency of inter-
organizational information systems are in line with the results 
of Nilipour Tabatabaei et al. [22], Jafari et al. [23], 
Mirfakhredini et al. [24], Hosseini et al. [25], Maboudi et al. 
[26], Shibaji Panda [27], Lee et al. [20], and Sufian et al. [28]. 
These researchers point to transparency of resources as a 
component of measuring transparency of inter-organizational 
information systems. In the interpretation of this finding, one 
can say that transparency of resources, which refers to the 
amount of resource assets along with the assets of partners, is 
in a favorable position in the cosmetic industry. Accordingly, 
organization will have more information from its partners and 
competitive advantages in the value of the supply chain will be 
greater as much as company resources are more. 

Question 2: Is inter-organizational trust regarded as a 
dimension of measuring transparency of inter-organizational 
information systems in the supply chain? 

Findings of the research on the second question and the role 
of inter-organizational trust in measuring transparency of inter-
organizational information systems indicates with regard to T-
statistics (9.25) that the role of inter-organizational trust is 
positive and significant in measuring the transparency of inter-
organizational information systems at the level of 0.01; it is 
higher than average. In other words, inter-organizational trust 
is a dimension of measuring transparency of inter-
organizational information systems in the supply chain. It can 
be concluded according to the experts’ opinion that inter-
organizational trust in the cosmetics industry is in a favorable 
position. The research findings about role of inter-
organizational trust in measuring transparency of inter-
organizational information systems are in line with the results 
of Mirfakhredini et al. [24], Hosseini et al. [25], Maboudi et al. 
[26], Shibaji Panda [27], and Lee et al. [20]. These researchers 
point to inter-organizational trust as a component of measuring 
transparency of inter-organizational information systems. In 
the interpretation of this finding, one can say that inter-
organizational trust is in a favorable position in the cosmetic 
industry. Accordingly, organization will have more 
information from its partners and competitive advantages in the 
value of the supply chain will be greater as much as company 
resources are more. Inter-organizational trust is a key aspect of 
communication in the cosmetic industry, which is a kind of 
capital. Repeat interaction, computation based on benefits, and 
norms that determine predictability and reliability are counted 
as source of organizational trust. 

Question 3: Is environmental assurance regarded as a 
dimension of measuring transparency of inter-organizational 
information systems in the supply chain? 
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Findings of the research on the third question and the role 
of environmental assurance in measuring transparency of inter-
organizational information systems indicates with regard to T-
statistics (7.89) that the role of environmental assurance is 
positive and significant in measuring the transparency of inter-
organizational information systems at the level of 0.01; it is 
higher than average. In other words, environmental assurance 
is a dimension of measuring transparency of inter-
organizational information systems in the supply chain. It can 
be concluded according to the experts’ opinion that 
environmental assurance in the cosmetics industry is in a 
favorable position. The research findings about role of 
environmental assurance in measuring transparency of inter-
organizational information systems are in line with the results 
of Nilipour Tabatabaei et al. [22], Jafari et al [23], 
Mirfakhredini et al. [24] Hosseini et al. [25], Maboudi et al. 
[26], Shibaji Panda [27], Lee et al. [20], and Sufian et al. [28]. 
These researchers point to environmental assurance as a 
component of measuring transparency of inter-organizational 
information systems. In the interpretation of this finding, one 
can say that Environmental assurance in the cosmetic industry 
leads to better information sharing and helps to realize 
organizational performance. 

This initial uncertainty of the environment faced by supply 
chain participants is affected by demand fluctuations and 
industry speed and they can improve performance by 
overcoming it. 

A major limitation of this study is that it was conducted in a 
single organization and it cannot be generalized to all 
organizations. In addition, the number of variables studied was 
limited to 6 dimensions and a quantitative method was used. 
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Abstract—This paper deals with a feedback controller of PD 

(proportional, derivative) type applied to the process of 

handwriting. The considered model for this study describes the 

behavior of the system “hand and pen” to forearm muscles 

forces, applied for the production of handwriting. The applied 

approach considers memory recall of error signal between model 

outputs and experimental data to reach a desired trajectory 

position, a rapid dynamic and stable model response. The control 

technique is applied in order to expand the handwriting model 

response to a larger database of graphic traces. The obtained 

results illustrated the reliability of closed loop control to 

command the handwriting system, and to ensure its robustness 

against unknown inputs such as muscles forces that could vary 

from an individual to another and increase model complexity. 

Keywords—Handwriting system; biological system; feedback 

control; PD controller; muscles forces signals  

I. INTRODUCTION 

Hand loss occurs due to different causes and has been 
increased in many countries. It has without exception, 
profound economic psychological and social impacts. A hand 
serves many roles. It is acting as a multifunctional tool for 
interacting with the world. Thus, prosthesis hand is vital for 
everyone that is in need of it. However, most of the proposed 
prosthesis offer limited and simple functions as opening, 
closing, grasp objects by pinching type, etc. They are unable to 
perform movements requiring some precision such as 
handwriting with conserving the individual characteristics of 
the writer (roundness or sharpness, inclination, regular or 
irregular spacing between letters, etc.). These characteristics 
are maintained even when we write with body segments as 
incongruous as the mouth and the foot. 

In [1-3], the increase in functionality of hand prosthesis is 
mainly based on the progression of the control strategies. The 
most used control approaches are based on the amplifier 
electrical activity of the muscles, named ElectroMyoGraphy 
signal (EMG) which allows encoding directly the orders 
generated by the brain or muscles forces. These signals are 
strongly related to the muscles forces as mentioned in [4,5] 
which are used in several hand's characterisation approaches. 
Indeed, [6] used these forces to develop a highly realistic 
human hand and forearm model. In 2015, [7] proposed a stable 
force-myographic control for prosthetic hand using incremental 
learning. Robust hand force estimation is also studied recently 
in [8]. 

Other researches such as [9-12] show that the complex 
movement of hand writing can be modelled on the plane (x,y), 
from two most active forearm muscles, named "Abductor 
Pollicis Longus" and "Extensor Carpi Ulnaris". They assure 
vertical and horizontal displacement, respectively. The control 
theories are based on two electromyography signals EMG1 and 
EMG2 of these forearm muscles. 

In order to refine the proposed handwriting models in the 
literature, we propose to ameliorate the mathematical model 
proposed in [12]. The biological process is compared, in this 
work, to a dynamic system model described by a set of two 
nonlinear differential equations. It is controlled by the muscles 
forces and incorporates viscosity coefficient and a frictional 
force applied during writing act between the pen tip and the 
writing plant.  

The main contribution of this paper is to model handwriting 
motion by a feedback controller wildly used in literature [13-
15]. Quite recently, a considered attention has been paid to 
field of biomedical control system and a growing interest gave 
emerged for applying feedback controller in this area. In [16], 
researchers focused on the simulation of reflexive muscle. 
Literature in [17] was devoted to the development of 
automotive safety system, active muscles response were 
implemented using feedback control of a nonlinear model of 
human arm.  

In this paper, the considered controller is of PD type (i.e. 
Proportional and derivative). Indeed, the purpose is to reduce 
modelling error and improve system stability to the studied 
uncertain inputs, due to their nature, and increase the model 
dynamic. Actually, in the considered model we allow the 
integration of the human expertise decision in the studied 
system during the human handwriting motion, different 
elements react and intervene in the same time to produce 
homogeneous writing, readable and without deviation, such as 
the system of perception, the brain, the muscles, etc. In this 
context, [18,19] presented a generalized handwriting model 
and proved that the pen-tip position is detected by the eyes. 
Information are transmit to the brain for analyse and 
comparison with the desired position. Then, electrical activities 
are sent to muscles to execute the desired writing movement. 

The proposed handwriting model can be applied in several 
areas, such as, trajectory generator for hand-robot control, 
neuro-prosthetic devices; rehabilitation practices and even to in 
diagnose of neurological disease like Parkinson and Alzheimer.  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

496 | P a g e  

www.ijacsa.thesai.org 

The paper is organized as follows; Section II is devoted to 
the experimental approach proposed for characterizing the 
handwriting system. Section III reports the studied model and 
control of handwriting system. Section IV discusses the 
background of our study by outlining a feedback control 
technique of PD type applied to control function of 
handwriting model, and illustrated by simulation results and 
analysis. Finally section V concludes with a summary. 

II. EXPERIMENTAL APPROACH 

In order to characterize handwriting movements, an 
experimental approach was proposed in [9], in Hiroshima City 
University, to record at the same instant cursive Arabic letters 
or geometric forms and two forearm muscles EMG signals. 
The measuring data were synchronized by sending a step signal 
from the parallel interface port on the computer to the data 
recorder. This experimentation had required the following 
equipment: 

 Digital table of the brand "WACOM, KT-0405-RN". 

 Pre-amplifiers "TEAC, AR-C2EMG1". 

 Data recorder "TEAC, DR-C2". 

 Bipolar surface electrodes (MEDICOTEST, Blue  
Sensor N-00-S). 

 Computer. 

Fig. 1 indicates the positioning of electrodes on the writer‟s 
arm. Electrodes, indicated by "ch1", is relative to the first 
muscle and those relative to the second muscle are indicated by 
"ch2 ". 

  
Fig. 1. Experimental assembly and electrodes‟ positions. 

 
(a) 

 
(b) 

 
(c) 

Fig. 2. The letter, ح, «HA» (a) Movement on the plane (x,y) and EMG 

signals (b) IEMG signals (c) Form. 

In Fig. 2, are presented the recorded data for the Arabic 
letter, ح, "HA", from [10]. It is difficult to get the useful 
information from muscles activities. For this, a variety of 
signal processing techniques are used to make EMG 
waveforms easier to interpret. Indeed, the fluctuation of 
EMG„s magnitudes can be filtered, [10], to obtain new curves -
called Integrated EMG (IEMG), represented by dotted red 
curves in Fig. 2 (b). 

TABLE I. CONSIDERED ARABIC LETTERS AND GEOMETRIC FORMS 

Nb 
Shape 

description 
Shape Nb 

Shape 
description 

    
Shape 

 

1 

Horizontal 
line(1)(left/right/left)  6 

Circle (2) 
(to the 
left)  

2 
Horizontal line (2) 
(right/ left / right)  7 

Triangle 
(1) (to the 
right)  

3 
Vertical line 
(1)(up/down/up) 

 

8 
Triangle 
(2) (to the 
left)  

4 
Vertical line (2) 
(down/ up / down)  

 

9 
Arabic 
letter(SIN) 

 

5 
Circle (1) 

(to the right)  
10 

Arabic 
letter (HA) 

 

   11 
Arabic 
letter 
(AYN)  
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Scripters were of different gender and ages. The data base 
is a set of some Arabic letters, and eight basic geometric 
shapes, presented in table I of [9]. 

III. SYSTEM DESCRIPTION 

The handwriting motion process is based on the concept of 
memory, eyes recognition, analysis and decision made by the 
brain achieved by an order for muscles excitation. Fig.3 
illustrates this process with the eyes as a sensor (Block 3) 
detecting the current pen tip position (coordinates in the plane 
(x,y)) during the writing motion. Then, the biological sensor 
sends information to the brain (Block 4). The analysis and 
evaluation of this is achieved by a decision and sending an 
order in the form of muscle activities (EMG). These signals 
will load the forearm muscles (Block 1) to control the arm, 
hand (Block 2), and execute the desired writing movement.  

 
Fig. 3. Biological feedback controller design. 

As we mentioned, the proposed study is an amelioration of 
the handwriting model presented by Yasuhara in [12]. This 
work takes into account the effect of stiffness relative to the 
hand viscosity and frictional force between the pen-tip and the 
writing surface, for a considered mass M, equivalent to the 
mass of the scripter hand and the pen. This model (Block 2 of 
Fig.4) is expressed by equations (1) to (3). 

d dd F k d 
              (1) 

d d d

p
k

v
  

              (2) 

2 2( )v x y 
              (3) 

With  

d  : the graphic trace coordinates corresponding to x 
and y axis, 

dF
 

: the equivalent force applied by the muscles on 
the mass M,  

dk
 

: the viscosity coefficient expressed in (2)   with : 

d  
: the internal hand viscosity coefficient equivalent 
to a mass M, 

d  
: the equivalent stiffness coefficient between the 
pen-tip and writing surface, 

p
 : the equivalent pressure applied by the pen-tip on 

the writing surface, 

v  : the writing velocity 

The parameters d  and d  impose the dynamic of writing, 

and this make possible the characterizing of each writer, but 
also increases the model complexity.  

After the estimation of these parameters and assuming that 
the pressure is constant, the equation in (1) could be expressed 
as in (4). 

2 2

2 2

0.75
(4.7 )

( )

0.75
(4.7 )

( )

x

y

x F x
x y

y F y
x y


  



   
             (4)

 

Where x and y are the coordinates of the pen-tip movement 
on a biaxial plane. The viscosity coefficient is expressed as

2 2

0.75
(4.7 )

( )
dk

x y
 


 , the non-linearity of this model is a 

function of the writing velocity 
2 2( )v x y  , 

xF and yF  are the muscles force applied to a mass M 

corresponding to hand movement on x and y axis, respectively.  

From the differential equation system in (4), it‟s a 4th order 
system and we choose: 

4zR  is the state vector: 

1

2

3

4

z x movement on x axis

z x velocity on x axis
z

z y movement on y axis

z y velocity on y axis

     
     
       
     
     

      

The state representation of the handwriting model is 
described in (5). 

2

2
2 22 2

2 4

4

4
2 2 2 2

2 4

0.750.75
(4.7 ) z(4.7 )

(z )( )

0.75 0.75
(4.7 ) (4.7 )

( ) (z )

xx

y x

zx

x FF x
zx yx

z
y y z

y
F y F z

x y z

  
  

       
     
      
    
    
       

                 (5) 

We note 

Eyes 
Block 3 

 

Brain 
Block 4 

 

Muscles
Block 1 

FX 

Fy 
y 

EMG 
signals 

 

Handwriting 
reconstruction 
Block 2 

 

Actuator System 

Sensor 

Decision 
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2 ,
x

y

F
U

F

 
   

 
R is the control vector composed of muscular 

forces signals xF and yF  

4( )f z R is a non-linear function given by: 

2
2 2

2 4

4
2 2

2 4

0

0.75
( ) z

(z )
( )

0

0.75
( ) z

(z )

z
f z

z

 
 
 
 
 
 
 
 
 

   

4 4A R is the state matrix, 

0 1 0 0

0 4.7 0 0

0 0 0 1

0 0 0 4.7

A

 
 

 
 
 

 

 

2 4B R is the control matrix, 

0 0

1 0

0 0

0 1

B

 
 
 
 
 
   

2d R is the output vector, with 
x

d
y

 
  
 

 

4 2C R  is the output matrix, 

1 0 0 0

0 0 1 0
C

 
  
   

The forces of two forearm muscles, activated during the 
writing act, characterize inputs of the handwriting model. The 
studied handwriting model estimated that the equivalent 
muscle forces, applied on the pen-tip, are loaded with two 
types of EMG signals, measured on the surface of the forearm 
during the movement of the writing. These forces succeeded in 
reconstructing handwriting graphic traces.  

To determine the equivalent forces included in the motion 
equation, only the duration of the application of the forces Fx 
and Fy is considered.  

Therefore, a three-level control is established, taking into 
account essentially the time of application of muscular forces. 
The position deviations relative to x and y axes at the instant ti, 

are noted respectively, Δxi and Δyi as: 1i i ix x x  
 and 

1i i iy y y  
 

The sign of Δx and Δy indicates the direction of movement 
of the pen-tip (i.e. up, down, right, left) during the writing act: 

0

0, 1

( ) 0, 1

0, 0

x x

x x x

x x

x F F

sign F x F F

x F F





   

    

             (6) 

0

0, 1

( ) 0, 1

0, 0

y y

y y y

y y

y F F

sign F y F F

y F F





   


    

              (7) 

Thus, if sign (Fx,y) changes, it indicates a change in the 
direction of writing pattern (i.e. from up to a down movement 
or from a vertical to horizontal movement and conversely, etc.) 

Fig.4(a) gives an example of muscles forces exerted by 
muscles during the writing of the Arabic letter “SIN” in 
fig.4(b). From fig.4(a) it can be seen that the muscles forces 
form illustrate the changing of trajectory direction during the 
writing act. However, the muscles forces do not provide 
information about the nature of the movement. 

 

 
(a) 

 
(b) 

Fig. 4. Referential muscular stimuli of the Arabic Letter "SIN", (a) muscular 

forces, (b) Letter form 
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IV. FEEDBACK CONTROLLER TO THE HANDWRITING 

MODEL 

 In this section, we illustrate different results produced by 
handwriting model controller and thereafter with the proposed 
approach based on the feedback controller to characterize the 
handwriting process. 

A. Controller for the Handwriting System 

As described earlier for the system (4), the state space 
representation of handwriting system could be expressed in (8): 

( )z Az f z BU

d Cz

  


              (8) 

Firstly, for the current writing instant ti, where    , 
equation (9) describe the considered model controller: 

( ) ( ) ti iU t sign U 
                                       (9) 

The figure 5 illustrates the response of the handwriting 
model for three Arabic letter, “SIN” in fig.5(a), “HA” in 
fig.5(b) and “AYN” in fig.5(c). Simulations were also realized 
for horizontal line in fig.5(d) and a circle in fig.5(e) and a 
triangle in fig.5(f). The model‟s outputs are represented in 
dashed line and the experimental recorded data by a continuous 
line. 

 
(a)                                                 (b) 

 
(c)                                                     (d) 

 
(e)                                                      (f) 

Fig. 5. Response of the handwriting model to a linear control generated from 

experimental database (a) Arabic Letter “SIN”, (b) Arabic letter “HA”, (c) 

Arabic letter “AYN”,  (d) Horizontal line, (e) Circle, (f) Triangle. 

According to these simulation results, there is a 
considerable deviation between the experimental data and the 
model outputs, expressed in “(10)”: 

( ) ( ) ( )

( ) ( ) ( )

x i i ex i

y i i ex i

r t x t x t

r t y t y t

 


                                                          (10) 

where ,ex ex exd x y are the coordinates of experimental 

recorded data and d=x,y are outputs generated by the Yasuhara 
model. 

Fig.4 illustrates errors signals according to x movement 
presented in continuous line, and y movement in dashed line. 
Fig.6(a) is related to Arabic letter “SIN” and fig.6(b) to 
Horizontal line. 

 

(a)                                                   (b) 

Fig. 6. Error signal according to x and y axis movements. 

These results need to be improved. The purpose is to 

reduce the error signal      between the model and the 

experimental data. 

B. PD feedback controller  

In this paper, the main purpose is to attempt a rapid 
dynamic without exceeding the order signal. The recalled 
information is transferred to motor control of the arm and hand 
to achieve the desired writing movement. 

Equation “(11)” expresses the adding of a feedback 
controller to handwriting system 

( ) cz Az f z BU

d Cz

   


                                                          (11) 

4 2
cU R Illustrated in (12) is a control expressed by 

current error between the experimental data and model outputs 
as equivalent to the memorial information recalled in the brain. 
With the adding of writing speed term, as the writing 
coordinates derivative. In this case, the control type is called 
PD; proportional and derivative. 

( )c
d ex vU U k d d k v   

                                                  (12) 

where matrices kd and kv are gain of position feedback and 
writing speed.  

Gain matrices are chosen to satisfy the condition that the 
closed loop system in (13) is stable. 

( ) ( ( )d ex vz Az f z B U k d d k v     
                             (13)
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 For this work, we choose the gain matrix as kd=I2 and 
kv=I1 witch verifies the condition of model stability, and 

lim( ( ) ( )) 0ex
t

d t d t


    

To illustrate the results of the proposed controller, 
simulation of PD controller for handwriting model were 
performed and compared to results obtained with the 3-level 
controller results, given in Fig.5. 

The results of simulation are illustrated in Fig.7. In these 
figures, model responses are presented in continuous line and 
the experimental data coordinates in dashed line.  

 
(a)Letter “SIN”                                 (b)Letter “HA” 

 
(c)Letter “AYN”                       (d)Horizontal movement 

 
(e) Form “Circle”                         (f) Form “Triangle” 

Fig. 7. Handwriting model response with feedback control. 

The analysis of Fig.7 graphs show satisfactory results are 
obtained using a PD controller. In fact, the handwriting model 
response is in a good agreement with the experimental data. 

For a further analysis, fig.8 depicts simulation results of 
error signals of handwriting model using a PD controller, for 
the Arabic letter “SIN” and geometric form “Triangle”.  

 
(a) 

 
(b) 

Fig. 8. Error signal form relative to x and y axis for (a) Arabic letter "SIN" 

and (b) Form "Triangle". 

In fact, to verify this method, the error signals of Fig.8 are 
compared to error signals in Fig.6. According to the analysis 
results, it‟s obvious that the error is considerably reduced and 
almost negligible. Thus, the model response matches the 
experimental data.  The presented results prove that the method 
is an effective way to improve model stability and accuracy. 

However, a question still unanswered is whether the 
effectiveness of this approach if we further consider four 
muscles for the study instead of two muscles. 

V. CONCLUSION 

The main contribution of this paper is to design a feedback 
controller to model the handwriting motion only from two 
forearm forces of muscles.  

A particular attention is paid to ensure the control of 
writing path and make the model response following the 
desired trajectory. Our contribution refers to a comparing 
between results of handwriting model controller and the 
proposed solution, a PD feedback controller for the control of 
the handwriting model. To validate the presented approach a 
database of experimental recorded data is considered to 
perform simulation results. The relevance of this control 
technique is illustrated in the obtained results. The presented 
controller has great potential for a practical application such as 
a robotic hand that could mimic the human handwriting as 
accurately as possible. 

Applying feedback control technique was always 
considered in field of biology and biomedical and especially 
for handwriting system, it is necessary to ensure the model 
robustness against unknown inputs and prevent model 
uncertainties, which will be very helpful further for studying 
fault detection and diagnosis issues, especially with faults 
attempting the actuator system. 
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Abstract—Correlation of liver enzyme with viral load of HCV 

has been previously questioned. Based on previous findings this 

study was aimed to appraise relationship of liver chemistry with 

HCV RNA titer and also to assess relationship of liver enzymes 

with liver morphology detected on ultrasound. And for this 

purpose data analytics were first time used to evaluate 

relationships. 155 serum samples were recruited from different 

hepatic centers of Lahore. Liver enzymes ALT, AST, ALP and 

serum bilirubin was measured by photometric method on 

Beckman coulter.  Liver morphology was noted by ultrasound. 

Viral load of HCV was detected by Real time polymerase chain 

reaction.  Relationship of liver enzymes and bilirubin with viral 

load and with liver morphology was observed by making 

UCINET graphs.Results of this study indicate that alkaline 

amino transferase (ALT) level, aspartate amino transferase 

(AST) level and alkaline phosphates (ALP) are significantly 

correlated with viral load of HCV RNA while biochemical test 

bilirubin is not. A significant relationship of liver enzymes was 

observed with liver morphology. Genotype 3a was the most 

abundant genotype of HCV in this population. Elevated levels of 

liver enzymes significantly depict viral load in infected patients of 

HCV. Findings of this study suggest another prospective study 

with a large population. 

Keywords—Hepatic; hepatitis virus; liver markers; UCINET 

analysis 

I. INTRODUCTION 

Hepatitis C is a global health problem, first reported in 
1989 [1]. Hepatitis C is a widespread infection that causes 
significant morbidity and mortality worldwide [2]. According 
to a report approximately 170 million people living with 
chronic HCV infection [3]. There are about 10 million people 
with HCV infection in Pakistan. For the diagnosis of HCV 
many techniques have been used based on screening the 
antigen, detecting antibodies, measuring viral load in the 
patient’s blood sample. Anti HCV anti bodies are detected by 
the ELISA (Enzyme-linked Immunosorbent Assay) method 
[4]. The quantification and measurement of HCV RNA viral 
load based on real-time PCR was recently developed for 
detecting and quantifying viral load in the blood sample. It is 
highly sensitive and has great dynamic range [5]. Other 

routinely tests frequently used for blood analysis are 
ALT (Alanine Aminotransferease test) and AST (Aspartate 
Aminotransferease) detecting liver functions. ALT and AST 
are liver enzyme whereas, AST also found in heart and muscle 
cells in large amount. An increase in AST and ALT levels 
may be because of cirrhosis and hepatitis [6,7]. Among 
hepatitis C virus infected patients pathogenesis of hepatitis C 
virus related diseases (hepatic or extra hepatic) is not well 
understood. This makes a difficult and challenging in the 
clinical and therapeutic treatment of HCV patients. 
Therapeutic treatment of hepatitis C virus with combination 
therapy of pegylated interferon and ribavirin currently first 
line prefers drugs.  However, in extra hepatic hepatitis C virus 
cases a cautious approach according to case and adjustment of 
treatment is suggested. There is not much evidence of 
relationship of ALT, AST level with viral replication to liver 
damage in patients of HCV [8, 9]. So, this study was designed 
to see the relationship of different liver markers with viral load 
and also with the morphology of liver on ultrasound. 

II. METHODS 

A. Study Design 

A cross sectional study was designed in which 155 sero 
positive hepatitis C patients from the different diagnostic 
centers of Lahore were included. A detailed questionnaire 
including age, sex, monthly income, history of transfusion, 
vaccination were asked. 

B. Blood Sampling 

Prior to take blood sample from selected patients an 
informed consent was take. Then under the aseptic conditions 
5 ml of whole blood was drawn from the medial cubital vein. 
From the whole blood sample serum was separated after 
centrifugation and then it was kept at -20oC till further 
processed. During sampling, more care was taken in order to 
avoid hemolysis. 

C. Screening for Anti HCV 

Immunochromatographic technique (ICT) rapid test device 
was used for initial screening of participants. Fastep (Polymed 
Therapeutics, USA) devices were used for HCV screening. 
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D. Serum Biochemistry 

Serum alanine aminotransferease, serum aspartate 
aminotransferase, serum alkaline phosphatase and serum total 
bilirubin was measured by using Beckman coulter kits of 
(U.S.A) controls provided with each kit was run and all 
instructions provided by manufacturer were followed. 

E. RNA extraction of HCV and Real Time PCR 

The Systaaq Super Extract Viral RNA mini Kit was used 
to isolate and purify the viral RNA from blood samples. The 
Systaaq HCV RT-PCR kit (Systaaq Diagnostics USA), for in 
vitro use, was used for the nucleic acid amplification of the 5’ 
non coding region (NCR region) of the Hepatitis genome. 

F. HCV Genotyping 

The AMPLIQUALITY HCV-TS kit is an IVD for the 
identification of Hepatitis C Virus (HCV) genotypes 1-6 by 
reverse line blotting technique. The kit has been validated with 
5’ Untranslated region (UTR region) amplicons, obtained by: 
Systaaq Diagnostics USA ® HCV Test (manufactured by 
Systaaq Molecular System), including v2.0 for use with the 
High Pure System (Systaaq Molecular System) and Systaaq 
Diagnostics USA ® Ampliprep (Systaaq Molecular System). 

G. Data Analytics 

All the data was analyzed by using SPSS version 21. 
Descriptive analysis was done to calculate the mean for each 

test. To draw the relationship of liver chemistry with viral 

load of HCV and with liver morphology a software UCINET 
was used [10]. This software is mostly used to analyze 
medical data, help in remedial strategies and in decisions 
making for the diagnosis of different diseases. 

III. RESULTS 

In this study 155 HCV positive patients were selected, age 
range from 18-60 years. Of the 155 patients 76 (49.03%) were 
male and 79 (50.96%) were female. Among these patients 131 
(84.51%) were married, 37 (23.87%) patients had donated 
blood in past time and 16 (10.32%) patients with the history of 
transfusions. Results were shown in Table1. 

TABLE I. SOCIAL & DEMOGRAPHIC CHARACTERS OF HCV PATIENTS 

(N=155) 

Characteristics 

 

HCV 

N=155(100%) 

 

 

Age 

5 – 18  

18-30 years 36 (23.22%) 

31-45 years 73 (47.096%) 

46-60 years 46 (29.67%) 

Sex 
Male 76 (49.03%) 

Female 79 (50.96%)  

A. Lab Investigation 

Results indicate mean hemoglobin concentration in HCV 
patients was 13.94 ± 14.89 (Range: 9.1-16.2 g/dl), mean 
platelet count was 247.67± 54.10 [(Range: 97-376 (109/L)] 
and mean TLC was 9.25±10.20 [(Range: 4.5-12 (109/L)]. 

TABLE II. LAB INVESTIGATION OF HCV PATIENTS 

Biomarker 
HCV 

 Reference Range 

Mean± S.D 

ALT 93.86 ± 40.92 (U/L) <45 (U/L) 

AST 87.35 ± 37.14 (U/L) <45 (U/L) 

ALP 251± 52.46 Up to 305 (U/L) 

Bilirubin 0.84±0.07 (mg/dl) 0.6-1.0 (mg/dl) 

Results of liver chemistry indicate elevated levels of liver 
enzymes was in HCV infected patients. In HCV patients mean 
ALT level was 93.86 ± 40.92 U/L (Range: 35-278), mean 
AST level was 87.35 ± 37.14 U/L (Range: 30-234), mean 
ALP was 251± 52.46 U/L (Range: 117-388) and mean 
bilirubin was 0.84±0.07 mg/dl (Range: 0.6 -1.0). Results 
indicated in table 2. 

B. Correlation of Liver Enzymes with Viral Load of HCV 

Detected by RT PCR 

Results of this study indicates that liver enzymes; alanine 
aminotransferase (ALT), aspartate aminotransferase (AST), 
alkaline phosphatase (ALP) are significantly associated with 
high viral load in HCV patients (ALT p-value <0.001, r-value 
0.619, 95% CI 0.51-0.71, AST p-value <0.001, r-value 0.614, 
95% CI 0.50-0.70, ALP p-value 0.01, r-value 0.20, 95% CI 
0.05-0.35) while are not significantly associated with high 
viral load in HBV patients (ALT p-value 0.65, r-value -0.05, 
95% CI -0.25- -0.16, AST p-value0.40, r-value -0.09, 95% CI 
-0.29- -0.12, ALP p-value 0.47, r-value -0.07, 95% CI -0.28- -
0.13). However, bilirubin is not statically significant marker to 
evaluate HCV viral load. Results are indicated in Table 3. 

TABLE III. CORRELATION OF LIVER ENZYMES WITH VIRAL LOAD OF HCV 

DETECTED BY RT PCR 

Enzyme p-value R-value 95% Cl 

ALT <0.001 0.619 0.51-0.71 

AST <0.001 0.614 0.50-0.70 

ALP 0.01 0.20 0.05-0.35 

C. Relationship of Liver Enzymes with Liver Morphology in 

HCV Patients 

Radiologist divides liver morphology into three groups, 
Normal Scan, Fatty Enlarged Liver and coarse Liver. Of the 
total 155 HCV patients, 149 had high level of alanine 
aminotransferase (ALT), 147 had high elevated aspartate 
aminotransferase (AST) and only 18 had high level of alkaline 
phosphates (ALP). 

D. Data Analytics 

Relationships were observed by drawing UCINET graphs 
and it reflected that the impact of ALT, AST and ALP is more 
on viral load when we compared with the effect of bilirubin. 
However, when relationship with ultrasound was observed 
light lines indicate weak relationship (Figure 1-4). 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

504 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 1. Relationship of Liver Chemistry (ALP, AST, ALT and Bilirubin) 

with Viral load & Liver Ultrasound in HCV infected Patients: Initially 

Generated Saturated Graph (n=100). 

 
Fig. 2. Relationship of Liver Chemistry (ALP, AST, ALT and Bilirubin) 

with Viral Load & Liver Ultrasound in HCV Infected Patients: Initially 

Generated Saturated Graph with Tie’s Values (n=100). 

 
Fig. 3. Weights of Ties Indicates Tendency of Patients Towards Viral Load 

of HCV with ALP, AST, ALT and Bilirubin (n=6) Dark Lines Indicate Strong 

Relationships and Light Lines Indicate Weak Relationship. 

 
Fig. 4. Weights of Ties Indicates Tendency of Patients Towards Viral Load 

of HCV and Liver Ultrasound with ALP, AST, ALT and Bilirubin (n=6) Dark 

Lines Indicate Strong Relationships and Light Lines Indicate Weak 

Relationship. 

IV. DISCUSSION 

Hepatitis C virus (HCV) infection effects liver, maximum 
number of patients with acute hepatitis C transformed into 
chronic HCV infection. Ultimately results in liver cirrhosis, 
hepatic failure or hepatoma, which is responsible for hundreds 
of thousands of deaths each year [11]. We conducted a study 
with a hypothesis that how much viral load get influenced by 
levels of liver enzyme in HCV infected patients. 

Results of this study indicate that HCV is equally 
prevalent in male and female. Other studies also support that 
HCV is not gender specific [12]. Result shows that HCV 
prevalence is less in blood donors (37 patients 23.87%) may 
be due to the frequent screenings and almost all the blood 
donors do not take intravenous drugs.  This is also supported 
by other studies that the rate of HCV infection is less in blood 
donors [13]. 

It has been previously questioned in many other studies 
that whether liver enzymes are correlated with HCV viral load 
[14,15]. ALT, AST and ALP is highly significant (p-value 
<0.001) with HCV RNA viral load. Liver forms ALT, AST 
and ALP which helps produce salts and amino acids (which 
are used to make proteins). Hepatitis C virus causes liver 
inflammation, increase in viral load means that there is 
increase in the liver inflammation. Rise in ALT is usually an 
indicator of damaged liver or inflamed liver. Level of hepatic 
enzymes has a trend of rise and fall at regular intervals in 
patient with HCV. AST is often used to monitor liver 
inflammation and damage in combination with other tests. 
Raised ALP from the liver is an indicator of blocked bile ducts 
caused by liver disease. Elevated levels of liver enzymes in 
our samples might also be due to sampling area. All samples 
were recruited from government hospital, where patients come 
usually at later stages of infection. 

Correlation of bilirubin with HCV RNA viral load is not 
significant in this study (p value 0.68), bilirubin is not only 
valid biochemical marker of HCV  

Patients infected with HCV have different clinical features 
and outcome, some are undetected, slowly progressive 
transferred into chronic phase and eventually develop in liver 
cirrhosis. Although mechanism is unclear, there are several 
factors including age, gender alcohol consumption, severity of 
infection, immunity and many others [16, 17]. 

Several studies have been done to evaluate relationship of 
abnormal liver morphology with elevated liver enzymes and 
conclusions are different. Some reports that ALT and 
particularly AST are associated with liver damage [18, 19],  
while puoti et al reported that there is no relationship between 
liver severity and liver enzymes. However findings indicate 
significant association of ALT and AST with abnormal liver 
morphology observed on ultrasound. ALP is not a significant 
marker as it also increased in bone and bowl disease. 

Another important finding of this study is about genotype 
of HCV. HCV genotype 3a has highest prevalence among 
different genotypes types of HCV in population under study 
during this time period in infected population. It has also been 
previously reported that 3a is the most common genotype in 
Pakistan. These findings denote that inappropriate conditions 
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most, if not all, HCV genotypes have the potential to cause 
epidemic. They also indicate that social, behavioral, and 
demographic factors (including international migration) are 
more important than viral genetic variation in estimating 
worldwide prevalence of various genotypes [20, 21]. 

In this research article we used UCINET software to 
review the weightage of liver chemistry on viral load of 
hepatitis c in HCV infected patients. This data analysis has not 
been previously used to explore the relationship. The bonding 
between different parameters actually reflect the impact of 
each variable on the output of patient that can be accessed by 
this type of analysis. Here in our study it has been clearly seen 
the impact of combination of elevated levels of liver enzymes 
on viral load and also on morphology of liver ultrasound that 
was accessed by doing liver ultrasound. 

V. CONCLUSION 

Our study emphasizes the significant relationship of liver 
enzymes with HCV – RNA titer and that was evident by using 
UCINET data analysis technique, the most common genotype 
in region is 3a, alkaline amino transferase and aspartate amino 
transferase are particularly related with fatty liver and coarse 
liver. 
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Abstract—Implementation of privacy preservation of data on 

cloud storage is tedious and complex. Cloud is a third party on – 

demand service to hold data for a specific period. There is no 

assurance from the cloud storage providers about the security of 

data. It is necessary to provide some security to data. 

Cryptographic algorithms are required to provide security to the 

data on cloud. The aim of the research is to develop a method 

which combines Artificial Neural Network and Three fish 

algorithm for the secured transaction of images. Images are large 

in size and more sensitive comparing to normal text. The 

proposed method provides security to image with low 

computation cost comparing to existing methods. The research is 

implemented in privacy and public clouds. The generated results 

prove the proposed research is more efficient in terms of 

compression ratio, mean square error, normalized absolute 

error, time, and space efficiency. 

Keywords—Three fish; neural network; security; multimedia; 

cloud storage  

I. INTRODUCTION 

Cloud computing (CC) is an important module, with the 
ability to reduce computing costs and increased efficiencies 
[1]. It enables convenient and flexible access to a pool of 
computing resources [2]. Delivery and deployment are the 
principal modules of CC. Rapid elasticity and measured 
services are the key characteristics of CC [3][4]. Rapid 
elasticity allow users to scale up or down resources [5]. 
Measured services are the derivation of business module and 
let cloud service providers to control and optimize the services. 
Software as a service (SAAS) and Infrastructure as a service 
(IAAS) are the key delivery modules of CC.  Privacy, 
reliability, security, anonymity, and Government surveillance 
are the set of policy issues in CC [6][7]. The framework of 
clouds does not allow organizations to take complete control 
on their data. There is no assurance on privacy preservation of 
data from cloud service providers. It is better to implement 
cryptographic algorithms to provide security to data on clouds. 

Public, private, and hybrid clouds are the familiar 
approaches to provide services and storages for users [8]. A 
public cloud will provide services like applications and storage 
facility to the users. Amazon Elastic compute cloud, IBM’s 
blue cloud, Sun cloud, Windows Azure services, and Google 
app Engines platforms are the examples of public clouds. A 
private cloud will provide only storage facility to the clients. A  

hybrid cloud combines both service and storage facilities to 

the clients [9]. 

 
Fig. 1. Architecture of Proposed Research 

The figure 1 depicts the architecture of the method 
proposed in the research. The figure shows the three tier 
architecture for the transaction of data. The cryptosystem will 
be placed in web server to serve the clients. The web server has 
the ability to serve a single or multiple clients [10].  

Artificial Neural Network (ANN) is used in the research to 
monitor the execution of three fish cipher algorithm. The 
implementation of proposed research is on the web server. The 
web server can be installed in a client or in a separate node to 
serve multiple users [11]. The following part of the research 
will discusses literatures exist in the crypto algorithms for 
clouds, experimentation and results and conclusion of the 
research. 

II. REVIEW OF LITERATURE 

In [5], author has proposed an algorithm based on Data 
Encryption Standard (DES) using ANN. The input layer had 64 
neurons to represent cipher text. The research had other two 
layers for encryption and decryption processes. The 
computation cost for the research is more and multiple layers 
costs more time and space. The practical implementation of 
research is more difficult and complex. 

Siddeeq.Y.Ameen and Ali. H.Mahdi [6] have proposed a 
cryptosystem based on Advanced Encryption Standard (AES) 
using ANN. The research has employed a non – linear neural 
network design to implement AES algorithm. The Rijndael 
algorithm, a cryptosystem is developed to encrypt and decrypt 
the plaintext. It is a symmetric algorithm consumes less time 
and more efficient than other algorithms. Levenberg – 
Marquardt algorithm is used to adjust the weights for ANN 
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module. The results shows that the performance of the research 
is effective than existing algorithms. 

Nuray At. et.al.[7], have designed a low – area co – 
processor for threefish block cipher to implement skein 
architecture. The research has altered the intrinsic parallelism 
of threefish and designed a pipelined ALU and interleaves 
multiple tasks to achieve a tight scheduling. Field 
Programmable Gate Array [FPGA] is used to design the low – 
area co – processor. The architecture of skein consists of a 
register file, dual – ported memory, an ALU and a control unit. 
The register file is designed into 64 – words and holds a 
plaintext block, an internal state and an extended tweak. The 
research has generated a better result comparing to the existing 
methods. 

Smita Jhajharia et.al.[8], have designed an algorithm based 
on public key cryptography using ANN. The research has 
employed Hebbian learning rule to train the ANN of both 
sender and receiver machines. Genetic algorithm is also used in 
the research to optimize the output. Three – parity machine is 
used to calculate values obtained by hidden neurons. The 
results are better than the previous researches on public key 
cryptography. 

John Jeya Singh and Baburaj.E [9] have proposed a 
cryptosystem for images using Blowfish and ANN. The 
encryption of media files ensures the security on clouds. The 
ANN module compresses the images and forward to the 
Blowfish encryption module then the encrypted image is stored 
in clouds. The decryption process is vice versa of the 
encryption process. The compression ratio, mean square error, 
average difference proves that the efficiency of the research. 

III. RESEARCH METHODOLOGY 

The objective of the research is to provide a secured 
transaction of images and text over clouds. The research has 
utilised ANN to monitor the whole processes without any 
complexities. ANN is a slow learner, but more flexible and 
productive than its peers. The following procedure will explain 
the activities involved in the study. 

Let Xi be the image / text data to be stored in the cloud. Let 
C be the crypto module enabled between the client and cloud 
service provider. 

Step 1: - Start the process 

Step 2:-  Xi enters into crypto module and become CE(Xi) , 

Encrypted data. 

Step 3:- Encrypted data sent and stored in the cloud. 

Step 4:- Client uses the web server to enable the crypto 

module. 

Step 5:- Client request CE(Xi) from cloud 

Step 6:- Client receives CE(Xi) and Crypto module in the 

server decrypts it. 

Step 7:- CD(CE(Xi)) = Xi, actual image / text from cloud. 

Step 8:- End process. 

A. ANN Module 

The research has used a recurrent neural network with deep 
learning feed forward capability. The layer in the ANN module 
receives the data from the user and transferred to the hidden 

layer. The hidden layer performs the Skein three fish block 
cipher module for the encryption / decryption processes. 

Components in ANN module 

1. Number of neurons will be set to receive an input Xi. 

2. An activation time ai (time) is set and depend on discrete 

time parameter. 

3. A threshold θi is fixed. A learning function Lf can change 

the θi. 

4. An activation function for the crypto module as follows 

ai(t+1) = f(ai(t), Li(t), θi) 

5. ai(t) = fout(ai(t)) is the output function for the crypto module. 

6. Each connection is assigned with Wik, where i is the 

predecessor and k is the successor. 

7. An adhoc cost function CF is used to compute the time and 

space complexity of the crypto module. 

B. Crypto Module 

Threefish is the successor of blowfish algorithm [11]. It is a 
tweakable block cipher. It has overcome the issues of blowfish 
algorithm [12][13]. It is difficult to implement an image 
encryption. The following algorithms show the key schedule 
used for encryption of image and text [14]. 

Algorithm:-1: Encryption – Key Schedule  

Input: A block cipher key K = (k0; k1; : : : ; kMw- 1); 

a tweak T = (t0; t1); the constant C240 = 

1BD11BDAA9FC1A22. 

Output: Nr=5 + 1 subkeys ks;0, ks;1, . . . , ks;Nw-1, where 0 

<=s <= Nr/5. 

1. kNw   C240 XOR Mw-1 XOR i=0  ki; 

2. t2  t XOR t1; 

3. for s = 0 to Nr/5 do 

4. for i = 0 to Nw / 5 do 

5. ks;i  k(s+i) mod (Mw+1); 

6. end for 

7. ks;Mw3   k(s+Nw-4) mod (Nw+1) 264 ts mod 4; 

8. ks;Mw3   k(s+Nw-3) mod (Nw+1) 264 ts mod 4; 

9. ks;Mw2   k(s+Nw-2) mod (Nw+1) 264 t(s+1) mod 4; 

10. ks;Mw1   k(s+Nw-1) mod (Nw+1) 264 s; 

11. end for 

12. return ks;0, ks;1, . . . , ks;Nw-1, where 0 <= s <= Nr/5; 
The execution of algorithm is depend on 64 – bit integers. 

The K – bits will be rotated using left shift operator. Bitwise 
XOR and Modulo 264 are used to transfer the bits through 
blocks. The Algorithm – 1 key schedule shows the key (K = 
K0,K1,… …, KMw-1) and a 256 – bit tweak T = (t0,t1). K and T 
are appended with one parity word. Each sub key is the 
combination of Mw words. The ANN module assesses the 
crypto module to execute the process in small amount of time. 

The following algorithm is the general algorithm of 
Threefish for the encryption process. The algorithm is specially 
designed for plaintext.  The research has customized the 
algorithm to encrypt the image.  

Algorithm - 2: Encryption – Data 

Input: A data block P = (p0; p1,….., pMw-1); Nr=5+1 

subkeys ks;0, ks;1, . . . , ks;Mw-1, where 0 _ s _ Mr=5; 
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5Mw rotation constants Ri;j , where 0 _ i _ 7 and 0 _ j _ 

Mw=2. 

Output: An encrypted block C = (c0; c1; : : : ; cMw-1). 

1. for i = 0 to Mw - 1 do 

2. v0; i   pi; 

3. end for 

4. for d = 0 to Mr - 1 do 

5. for i = 0 to Mw - 1 do 

6. if d mod 5 = 0 then 

7. ed;i  vd;i 264 kd=5;i;  

8. else 

9. ed;i  vd;i;  

10. end if 

11. end for 

12. for j = 0 to Nw/2 - 1 do 

13. fd;2j   ed;2j 264 ed;2j+1; (Mixd;j ) 

14. fd;2j+1  fd;2j OR (ed;2j+1<<< Rd mod 8;j); 

15. end for 

16. for i = 0 to Mw - 1 do 

17. vd+1;i   fd;22/7(i); (Permute) 

18. end for 

19. end for 

20. for i= 0 to Mw - 1 do 

21. ci   vNr;i 264 kMr=5;i;  

22. end for 

23. return C = (c0; c1; : : : ; cMw-1); 
The combination of Nr rounds and a sub key addition are 

used to generate ciphers. A simple non – linear mixing function 
Mix d, j is used to generate a complex cipher which is difficult 
to break by hackers. The unique block chaining model allows 
generating a compressor function. Each block Mi will be 
processed within unique tweak (Ti) value with less amount of 
memory without any loss of data. 

The Third party cloud storage and services are used to store 
the encrypted files. The research has used the free cloud 
services to store and retrieve the encrypted data. 

ANN will process the data in bytes form. The hidden layer 
performs the threefish algorithm to encrypt the data. The input 
key length of 256 bytes is used to receive the inputs. 256 
neurons were used to perform the operations involved in the 
research. During the training phase, a vector of 256 bytes of 
data was provided as input. 

 
Fig. 2. Screenshot of Implementation of Threefish  

The figure 2 shows the implementation of Threefish 
algorithm in NETBEANS 8.2. The threefish algorithm has 5 
blocks to process the 256 bytes of data. The actual data will be 
divided into 256 bytes and enter into ANN – Threefish (ANN – 
TF) and combined into complete form by the hidden layers. 
The training phase of ANN with this setup will reduce the 
output bit error. 

IV. EXPERIMENT AND RESULTS 

The proposed method is developed in Windows 10 pro 
environment with i7 processor. The ANN and Crypto module 
of Threefish algorithm were developed with JDK version 
1.8.0_45. Apache web server version 2.4.27 was used to host 
the proposed module for transaction with cloud. Pcloud and 
Sync.com cloud services were used to store and retrieve the 
encrypted files. Pcloud and Sync.com are free cloud services 
offering basic storage services to the organization 

TABLE I. TRAINING PHASE (IMAGE) – (TIME IN SECONDS) 

Methods 

IMAGES with High Resolution 

<=100 

KB 

<=300 

KB 

<=500 

KB 

<=700 

KB 

<=1 

MB 

Results in Seconds 

ANN – AES 0.185 0.275 0.375 0.689 0.879 

ANN – BF 0.168 0.214 0.412 0.512 0.647 

ANN - TF 0.151 0.198 0.354 0.425 0.623 

The proposed method is experimented with third party free 
cloud storage portals and generated the following results. ANN 
– Blowfish (ANN – BF), ANN Advanced Encryption Standard 
(ANN – AES), and Proposed method ANN – TF were used in 
the research. The Table 1 shows the time taken by the methods 
to encrypt the image during training phase. The methods were 
used in the research took more time during the training phase. 
The figure 3 shows the relevant image of table 1. 

The proposed method has taken reasonable time to encrypt 
the image of maximum size 1 MB. The proposed method can 
scale more than 1 MB but ANN – BF is limited and cannot 
scale more than 1 MB. The ANN – AES has the ability to scale 
more than 1 MB but its asymmetric nature need more layers 
lead to more computation cost.  The research has employed the 
methods to encrypt text and store in Clouds. The following 
table shows the details of computation time of proposed and 
other methods. The table 2 shows the time consumed by each 
method during training phase. Figure 4 is illustrating the 
computation time. 

 
Fig. 3. TRAINING TIME (IMAGES) 
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TABLE II. TRAINING TIME (TEXT) – TIMES IN SECONDS 

Methods 

Text 

<=100 

KB 

<=300 

KB 

<=500 

KB 

<=700 

KB 

<=1 

MB 

Results in Seconds 

ANN – 

AES 
0.095 0.124 0.156 0.231 0.346 

ANN – 

BF 
0.087 0.135 0.168 0.245 0.321 

ANN - 

TF 
0.090 0.131 0.145 0.236 0.312 

 
Fig. 4. Training Time (Text) 

All methods have taken less computation time comparing 
to the time taken to encrypt the image. The methods compared 
in the research have almost same computation time. The 
training phase does not reveal the complete result as the 
methods are learning the environment.  

TABLE III. TESTING PHASE (IMAGE) – (TIME IN SECONDS) 

Methods 

IMAGES with High Resolution 

<=100 

KB 

<=300 

KB 

<=500 

KB 

<=700 

KB 

<=1 

MB 

Results in Seconds 

ANN – 

AES 
0.096 0.156 0.203 0.389 0.452 

ANN – 

BF 
0.091 0.174 0.387 0.368 0.426 

ANN - 

TF 
0.082 0.146 0.278 0.318 0.389 

 
Fig. 5. Testing Time (Images) 

Table 3 shows the results in testing phase. The proposed 
method have less computation time comparing to other 
methods employed in the research. ANN – TF has taken 0.082 
seconds to encrypt and send the image data to the cloud. It has 
taken a maximum of 0.389 seconds for image having 1 MB of 
memory. Figure 5 shows the relevant graph of table 3. 

TABLE IV. TESTING TIME (TEXT) – TIMES IN SECONDS 

Methods 

Text 

<=100 

KB 

<=300 

KB 

<=500 

KB 

<=700 

KB 

<=1 

MB 

Results in Seconds 

ANN – 

AES 
0.074 0.079 0.103 0.184 0.249 

ANN – 

BF 
0.053 0.086 0.097 0.103 0.187 

ANN - 

TF 
0.047 0.071 0.084 0.124 0.175 

 
Fig. 6. Testing Time (Text) 

The table 4 shows the testing time of methods employed in 
the research. Figure 6 shows the testing time of the methods 
which are employed in the research .Transaction of text is 
faster than image. All methods have produced the results in 
lesser computation time. The proposed method has better 
computation time comparing to ANN – BF and ANN – 
AES.ANN – TF has a least computation time of 0.047 seconds 
for 100 KB data and a maximum of 0.175 seconds for 1 MB 
data.   

Table 5, 6 and 7 shows the results of different evaluation 
metrics to measure the performance of methods used in the 
research. The performance of ANN – AES on Rice image is 
better than other test images. It has 0.0036 seconds of 
encryption time for Rice image. It has a least compression ratio 
of 18% for Lena image. 
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TABLE V. PERFORMANCE OF ANN – AES ON DIFFERENT TEST IMAGES 

Image MSE 
PSNR 

(dB) 

Average 

Difference 

Normalized 

Absolute 

Error 

Maximum 

Difference 

Compression 

Ratio 

(%) 

Encryption 

Time 

(Seconds) 

Decryption 

Time 

(Seconds) 

Lena 

512*512 
378.14 23.65 0.196 0.123 138 18 0.231 0.0026 

Barbara 

512*512 
365.26 22.46 0.195 0.025 196 16 0.0098 0.0034 

Cameraman 

256*256 
265.45 38.65 0.0251 0.0196 76 23 0.199 0.0024 

Rice 

256*256 
251.32 36.79 0.0196 0.0213 113 27 0.0036 0.0019 

TABLE VI. PERFORMANCE OF ANN – BF ON DIFFERENT TEST IMAGES 

Image MSE 
PSNR 

(dB) 

Average 

Difference 

Normalized 

Absolute 

Error 

Maximum 

Difference 

Compression 

Ratio 

(%) 

Encryption 

Time 

(Seconds) 

Decryption 

Time 

(Seconds) 

Lena 

512*512 
362.856 22.533 0.163 0.0846 141 25 0.192 0.0013 

Barbara 

512*512 
367.23 21.89 0.186 0.013 203 25 0.0018 0.0012 

Cameraman 

256*256 
259.338 42.1739 0.0211 0.0186 71 25 0.175 0.0017 

Rice 

256*256 
241.03 43.938 0.0161 0.0113 106 25 0.0019 0.0016 

Table 6 shows the performance of ANN – BF. It has better average comparison ratio on all the test images. It has a minimum of 
71 maximum differences on Cameraman image and a maximum of 203 for Barbara image. 

TABLE VII. PERFORMANCE OF ANN – TF ON DIFFERENT TEST IMAGES 

Image MSE 
PSNR 

(dB) 

Average 

Difference 

Normalized 

Absolute 

Error 

Maximum 

Difference 

Compression 

Ratio 

(%) 

Encryption 

Time 

(Seconds) 

Decryption 

Time 

(Seconds) 

Lena 

512*512 
354.74 31.35 0.132 0.0651 145 34 0.186 0.159 

Barbara 

512*512 
342.56 27.63 0.156 0.01298 189 37 0.0016 0.0135 

Cameraman 

256*256 
248.36 43.36 0.0156 0.02031 89 42 0.165 0.0014 

Rice 

256*256 
238.25 47.89 0.0134 0.1690 110 43 0.0018 0.0016 

Table 7 shows the performance of proposed method on 
different test images. The proposed method have overall 
better results than ANN – AES and ANN – BF. It has better 
comparison ratio than other two methods 

 
Fig. 7. Comparison of compression ratios of methods 

The figure 7 shows the bar chart of compression ratios of 
methods used in the research. The bar chart clearly indicate 
that the proposed method have better compression ratios on 
all 4 test Images. The following table shows the memory 

consumed by each method used in the research. Message 
authentication code is used to authenticate a data. There will 
be a memory overhead or extra data on each message 
transacted between clients and clouds. The following table 8 
shows the percentage of memory occupied by each method 
for image and text.  The    space complexity is an important 
criterion to measure the efficiency of a method. 

TABLE VIII. COMPARISON OF MEMORY FOR IMAGES 

Methods 

IMAGES with High Resolution 

<=100 

KB 

<=300 

KB 

<=500 

KB 

<=700 

KB 
<=1 MB 

Results in percentage (%) 

ANN – 

AES 
110 112 125 116 124 

ANN – BF  107 106 114 115 130 

ANN - TF 103 105 112 115 121 

Table 8 shows the space complexities of methods for the 
transaction of images. The values show that all methods have 
similar memory overhead to encrypt and store the image in 
clouds. ANN – TF is having less memory overhead for the 
images having 100 KB, 300 KB, and 500 KB. 
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TABLE IX. COMPARISON OF MEMORY FOR TEXT 

 

Methods 

<=100 

KB 

<=300 

KB 

<=500 

KB 

<=700 

KB 

<=1 

MB 

Results in percentage (%) 

ANN – 

AES 
103 108 116 115 118 

ANN – BF 106 103 108 112 104 

ANN - TF 101 101 103 106 102 

Table 9 shows the memory occupied by methods for text. 
Text is easier to process than image. ANN – TF has an 
average memory of 102.6 for all images. The other two 
methods have better space complexity but higher than 
proposed method. 

V. CONCLUSION AND FUTURE WORK 

Cloud computing is a third party storage service to 
provide storage space for individual and organization. 
Security and privacy are the two issues of Clouds. There is 
no assurance for the privacy of data in clouds. It is necessary 
to preserve privacy for data stored in clouds. An ANN - TF is 
proposed in the research to carry out the encryption of image 
and text and store in clouds. The ANN - TF has 256 neurons 
to encrypt image and text. The TF is implemented in hidden 
layer to encrypt the data. TF is modified with 5 blocks to 
improve the efficiency of the proposed method. ANN - BF 
and ANN - AES are the two state of the art techniques 
deployed in the research for the process of comparison with 
the proposed method. ANN-TF has better training and testing 
time results comparing to the other methods. It has occupied 
less memory space comparing to ANN - AES and ANN - 
BF. The future scope of the research is to implement an 
artificial intelligence based technique to secure all type of 
elements of multimedia. The future technique will have more 
efficiency in terms of memory and time complexity.   
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Abstract—Nowadays Information Technology (IT) has been 

engaged in all spheres of life. It plays an important role in 

developing and processing works in all types of organizations, 

especially in the teaching process in institutions and universities. 

The purpose of this paper is to present the impact of information 

technology in the process of learning progress and teaching 

improvement in the University of Sulaimani from both lecturers 

and students perspective view, also to determine the common key 

factors which teaching process relies upon the information 

technology framework. In this paper, the researchers created an 

online questionnaire survey and took a sample number of 

academic staff and students in different colleges and departments 

of the University of Sulaimani in 2017, which were 320 

questionnaires. The paper shows that information technology has 

become a basic need not dispense within the teaching process in 

universities and institutions in this era, also emphasize that 

various level of understanding of Information Technology serves 

various learning and teaching process. 

Keywords—Information and communication technology; 

education; evaluation of information technology 

I. INTRODUCTION 

Technology is a procedure, which includes a composite of 
human interactions, community, cultural factors, and technical 
domains. Technology is generally used in many fields as an 
electronic tool such as the calculator, television, and the 
computer. Therefore, they consist of multiple functions [1]. 
“The usage of information technology (IT), broadly referring to 
computers and peripheral equipment, has seen tremendous 
growth in service industries in the recent past.” [2]. 
Information Technology (IT) is the field, which is growing 
recently. IT used to design, progress, apply, organize and 
admin an information system in computer especially software 
application, and a physical element. The computer software 
which transform, calculate, stock, rescue, procedure, transfer, 

select, collect, secure, and obtain the information [3]. 
Information technology consists of computers, wired, 
wirelesses, networks, data and Information, system and 
devices, all of these today offer an essential infrastructure 
which activates through facts of community. Learning and 
teaching are depended on Information technology [4]. 

II. INFORMATION AND COMMUNICATION TECHNOLOGY 

(ICT) 

ICT stands for Information and Communication 
technologies, there are many definitions of ICT such as 
“diverse set of technological tools and resources used to 
communicate, to create, to disseminate, to store, and to manage 
information” [10]. ICTs are making dynamic changes in 
education. They are influencing all the aspects of education. 
The influences are felt more and more at schools and colleges. 
Because ICT provides both students and teachers with more 
opportunities in adapting learning and teaching to individual 
needs. Tinio (2002), states the potentials of ICT in increasing 
access and improving relevance and quality of education in 
developing countries. The potentials of ICT greatly facilitate 
the acquisition and absorption of knowledge in education with 
low cost. ICT plays a vital role in preparing quality policy [6]. 

The employment of ICT explained by youthful writers in 
their illustrations uncovers a universal nearness of person to 
person communication stages as relics officially coordinated 
into the collection of assets they use for learning [16]. 

Information and Communication Technology (ICT) has 
turned into a world apparatus frequently utilized by people, 
associations, governments, and intergovernmental associations 
for individual or authority exercises. Its application cut over all 
fields of a human undertaking like pharmaceutical, trade, 
building, engineering, training, library administrations, and 
agribusiness[17]. 
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A. Importance of Information Technology (IT) 

The Importance of (IT) can be summarized as the following 
[5]: 

1) Information Technology works on major changes in the 

entire organization, as in their products, markets, and gives 

employees the flexibility to work anywhere either in their 

organizations or at home. 

2) Provide more information to assist in controlling the 

decisions taken by their users. 

3) Help to create new communication channels, therefore, 

it increases flowing and processing the exchange of 

information and develop modern management methods. 

4) Works to improve and increase business opportunities 

between organizations, and between organizations and the 

government, which led to a wider spread of information. 

5) Helps to detect deviations to prevent the aggravation 

and works on a specialized processor. 

6) Help to improve customer service by meeting their 

demands via terminals. 

7) Improves the quality of work through the adoption of 

new technological methods and thus achieve high accuracy, 

shorten the time, reduce costs and risk of humanitarian 

unprepared interpretation of the information and data. 

8) Contributes to reduce the volume of the costs, which is 

allocated to provide factors of production. 

9) Improves the process of collecting, processing, storing, 

retrieving, updating and reducing the cost of data, as it would 

reduce the cost of administrative work. 

10) Create the most effective managerial tools to apply what 

can be applied in the normal conditions and leading the 

renewal process. 

B. Component of Information Technology (IT) 

Information technology consists of the following five parts, 
as shown in Fig. 1, [11]: 

 
Fig. 1. Component of Information Technology. 

1) People resources: the people who use, progress, and 

operate information technology.  

2) Hardware resources: Refers to physical devices such as 

computers and networks tools.  

3) Software resources: both of the programs and 

procedures which consist of a collection of instruction to 

execute and accomplish a specific task.   

4) Data resources: refers to a sum of facts like text, 

numbers, images, sounds, and knowledge base to 

accommodate the knowledge in different ways such as facts 

and rules. 

5) Network resources: Refer to communications media, 

and network support, that include wire cable, people, hardware, 

software, and data. 

C. ICT Framework 

There are many ways of ICT framework: 

Access: Combine or/and return information from the 
sources that might be database, websites, online or media. 

Manage: arrange, organize, sort, and categorize the 
information and documents with ease to retrieve them when 
needed. 

Integrate: using digital tools to assemble, synopsis, and 
compare information from different sources, as well as 
illustrate and explain information. 

Create: organize information, design, implement, and create 
in digital environments. 

Communicate: sharing documents, email, and penetration 
to a specific audience [7]. 

III. EDUCATION 

One of the most important active factors that make an 
influence in many aspects of an education system is 
Information and Communication Technology (ICT), which is 
strongly felt in universities because it provides suitable tools 
and techniques for both teachers and students to adapt the 
teaching and learning process. In developing countries, the 
effect of ICT, more likely, increases and improves the quality 
of education. The power of ICT strongly helps to gain broader 
knowledge in the education system with a low cost, so the 
quality policy relies on ICT [10]. Education is strongly related 
to the community and the quality of education accessed with 
teachers which had perfect characteristics that connect with 
learners. Recently the ICT is a cornerstone which helps to 
facilitate the process of learning in order to arrive enormous 
amount of information. Also, it has the ability to rise, improve, 
and enhance the knowledge and capabilities of students 
anytime from anywhere in the educational environment [14]. 
ICT is considered as a robust tool which can support the 
instructors to send the information in verity forms. It also 
motivates all instructors to use the technologies to driven and 
solve the problems, analyze the information, and to share the 
ideas and resources during the process of teaching in the 
learner institute [15]. 

Information Technology 

People 

Software 

Hardware Data 

Network 
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A. Information Technology as Methods and Purpose of 

Education 

Information Technology provides opportunities for 
selections and plans for education. The spread of information 
technology is seen virtual in education, which everyone can 
obtain, by a website, or internet technology. Information 
Technology (IT) can directly be sent into anywhere that is 
necessary. Education is directly impacted by information 
technology. Thus, technology connected, systematized, saved, 
and transferred. As a purpose, information technology has 
influenced to change the targets of education, because 
education is the process of build, save, convey, and implement 
of knowledge [9]. 

B. ICTs in Secondary Education 

In the past few years, ICT rises not only in the university 
education system but also in the secondary education system. 
Thus, students are more familiar with the tools and the 
potentials of ICT and how to use it for the benefit of their 
learning process. While students enrolled in universities, they 
are having a clear idea of ICT in the education system and 
what it can do for them. However, still, this process in 
Kurdistan of Iraqi universities is under developing process. The 
adult generation transfers installation process, evaluation 
process and their experiences to the younger generation based 
on what they have already been developed so that the younger 
generation improve it [12]. 

C. ICTs and Quality of Education 

Successful and powerful society is related to the quality of 
the education of the individuals and accordingly to the society 
as a whole. In such a society, the individuals may possess some 
ability like [12]: 

1) Being up-to-date with all recent ideas in the field of 

science and technology. 

2) Obtaining the latest technology skills. 

3) Individuals educating themselves widely. 

The products of quality educations which is known as self-
supporting and knowledge of science and technology have to 
supply an effective participation of an individual in progressing 
societies. The process of improving the quality of education 
can be recognized based on some suitable conditions that prove 
the objectives of education, like [12]: 

1) Lecture halls have to be well equipped. 

2) Administrators in managerial positions have to be 

highly professional. 

3) Teaching staff and technical members should be highly 

qualified. 

4) High-quality textbooks and professional literature 

should be available and easily accessible for both students and 

teaching staffs. 

D. ICT in and for Education 

The process of successful teaching and learning can rely on 
technology filled with both goal and dread. The goal can be 
reached to the higher level of learner compared with what they 
have learned in the past, while dread is the base which is 
needed to spread resources of technology or build an influent 

ICT interface, which has a flaw in low-income countries. In 
this case, the ICT can be distributed into two parts; first is ICT 
for Education and second is ICT in Education. ICT for 
education lead to evolving information and communication 
especially for teaching/learning objectives, while ICT in 
Education includes the procedure of training of instructors to 
use a technology during the process of teaching [8] 

E. Curriculum and Teacher Development 

Both students and teachers required to be up-to-date with 
curriculums and suitable teacher development for keeping on 
the track in technological development.  A sophisticated ICT 
Curriculum is required to be implemented by teachers, and any 
newly developed curriculum required accurate managerial 
preparation and availability of resources and support [13]. 

IV. DATA COLLECTION 

The questionnaire was made available at the beginning of 
the academic year 2017. The survey was distributed online by 
emailing a convenient sampling of 167 academics and 160 
students with the URL to the survey at the University of 
Sulaimani in six (6) faculties. The survey included six sections 
for both instructors and students. The questions comprised 
many aspects, which related to information technology such as 
personal information, information technology, internet line, 
college, study inside the university, also instructors and 
students’ opinions, which related to the information technology 
and influence on the processing of teaching. 

A. Question about General Information-Instructors Part 

Table (I) illustrates information about the general 
information of participated instructors. The percentage of 
gender participation in the survey was (35%) male and (64%) 
female. Approximately (42%) of the respondents aged 34 to 43 
and (33%) were aged 24 to 33 while (19%) were aged 44 to 53. 
The maximum number of respondents are assistant lecturers by 
(50%) while the lowest respondents were from professors, 
which was (3%). 

TABLE I.  INSTRUCTORS SAMPLE DEMOGRAPHICS 

Section I: Personal Information 

Variables Characteristics % 

Gender 
Male 35% 

Female 65% 

Age 

24 to 33 years 33% 

34 to 43 years 42% 

44 to 53 years 19% 

54 to 63 years 5% 

64 years and above 1% 

Scientific Level 

Assistant Lecturer 50% 

Lecturer 30% 

Assistant Professor 17% 

Professor 3% 
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TABLE II.  INFORMATION TECHNOLOGY DEMOGRAPHICS 

Section 2 : Information Technology 

Variables Characteristics % 

Which electronic devices do you 

use? 

Mobile 39% 

Tablet 9% 

Laptop 40% 

Desktop 12% 

Which operating system do you use 

on your computer? 

Windows 83% 

Mac 14% 

Linux 3% 

How many hours ydo ou spend on 

using a computer systen? 

0-1 13% 

1-3 40% 

3-6 36% 

6-10 10% 

More than 10 Hours 3% 

Do you use the internet at home? 
Yes 99% 

No 1% 

TABLE III.  ABOUT INTERNET DEMOGRAPHICS 

Section 3: About Internet Line 

Variables Characteristics % 

Which type of internet line do you 

use? 

IQ 8% 

Groan net 45% 

Fast Line 10% 

Fast Link 14% 

Tish net 3% 

Asia Cell 11% 

Fanoos Telecom 4% 

Korak 1% 

Next net 1% 

Brusk net 1% 

All Sard 1% 

Zain 1% 

What type of internet access and 

supplier do you use? 

Wire 15% 

Wireless 85% 

How fast is your internet speed? 

Below 256 Kbps 6% 

256-512 Kbps 28% 

512-1 Mbps 19% 

1-2 Mbps 8% 

2-4 Mbps 7% 

4-8 Mbps 13% 

8-24 Mbps 10% 

Above 24 Mbps 9% 

How many e-mail addresses do 

you have? 

1 5% 

2 46% 

3 28% 

4 11% 

More than 4  10% 

Table (II) shows information about section (2) which 
consists of four questions (Q1, Q2, Q3, and Q4). Question 1 
illustrates information about the electronic devices that are 
utilized by instructors. Most of them preferred Laptop, which 
was (40%) while (9%) used Tablet. The second question 
explains the type of operating system that is used by 
instructors. The majority of instructors utilized Windows 
Operating system, which was (83%) whereas the minimum 
number of them used Linux system, which was (3%). The third 
question of this section related to the time that spent in order to 
use a computer which was (40%) of instructors spent (1-3) 
hours while just only (3%) spent more than 10 hours.  The final 
question determines information about the internet used at 

home, the largest percentage used the internet at home was 
(99%). 

Table (III) illustrates information about section (3) which 
includes four questions (Q5, Q6, Q7, and Q8). Question 5 
gives information about the type of internet line that is used by 
instructors. The majority of instructors relied on Goran net line 
which was (45%) while the minority of them utilized Korak, 
Brusk net, All Sard and Zain respectively which were (1%). 
Question 6 explains the type of internet supply, which is used 
to receive internet access. Most of the instructors preferred 
wireless which was (85%) but only (15%) of them used wire 
connection. Question 7 focused on the speed of the internet line 
by Kbps. (28%) of instructors had internet line with speed 256-
512 Kbps, however, (6%) of them obtained below 256 Kbps. 
The last question in table talks about the number of email 
addresses which were used by instructors. In general, (46%) of 
the instructors had two email addresses while (5%) owned one 
email address. 

TABLE IV.  ABOUT COLLEGE DEMOGRAPHICS 

Section 4: About College 

Variables Characteristics % 

Which of these technologies 

do you use in your college? 

Computer and Data 

Show 
98% 

Smart board 1% 

Specific Program 1% 

Is there any computer in the 

teaching halls (except lab 

Computer) available? 

Yes 17% 

No 83% 

Do you have a university 

profile? 

Yes 90% 

No 10% 

Does your university have an 

activity in international 

magazines? 

Yes 45% 

Little 

 
39% 

No 16% 

How many electronic devices 

do you use to obtain internet 

services inside the 

university? 

0 25% 

1 51% 

2 21% 

3 2% 

More than 3 1% 

Does your library have 

internet line? 

Yes 41% 

No 59% 

Table (IV) shows information about section (4) which 
contains six questions (Q9, Q10, Q11, Q12, Q13, and Q14). 
Question 9 provides information about the kind of technology 
that utilized during the process of teaching by instructors. 
(98%) preferred to use computer and data show were compared 
with the smart board and specific program which were (1%) 
respectively. Question 10 shows the fact that teaching halls are 
not equipped with computers. The next question describes the 
university profile that owned by instructors. (90%) of the 
instructors had made university profile whereas (10%) does 
not. Question 12 in this section points out the university 
activities in world magazines. The greater number of answers 
was (45%), which believed that university does not have any 
activity in international magazines while (16%) of them thinks 
reversely. Question 13 shows the number of electronic devices 
which are utilized inside the university in order to obtain 
internet services. Most of the instructors used one electronic 
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device, which was (51%); however, (1%) utilized more than 
three devices. The final question provides information about 
internet services in the library, (59%) are not aware of the 
internet services but (41%) of them are aware of the existing of 
internet services. 

Table (V) illustrates information about section (5) which 
comprises of five questions (Q15, Q16, Q17, Q18, and Q19). 
Question 15 shows (64%) of the instructors preferred courses 
in soft copy while (36%) of them preferred courses in hard 
copy. Next question shows (%79) of the instructors allow their 
students to use a different kind of technologies in their classes 
and sessions, while (21%) of them restricting their students to 
use any kind of technology. Question 17 related to question 16 
which focused on the allowance of use technology in all the 
instructor sessions, (85%) of them allowed on all their session, 
while (15%) only allowed on computer sessions. Question 18 
determined the existing of a special computer in labs, (70%) of 
labs in six faculties don’t have special computers for their 
courses but (30%) of labs have special computers. The last 
question asked about the knowledge of instructors about IT, 
(54%) believe they have a good knowledge and experience of 
IT, while (46%) think they don’t have any experience and 
knowledge. 

TABLE V.  STUDY INSIDE UNIVERSITY DEMOGRAPHICS 

Section 5: Study Inside University 

Variables Characteristics % 

In which way you prefer 

course materials? 

Soft copy 64% 

Hard Copy 36% 

During the teaching, do you 

allow to use technology in 

your session? 

Yes 79% 

No 21% 

If your answer (Yes) in the 

above question, for which 

session of the course do you 

allow? 

All Days (Session) 85% 

Just computer 

session 
15% 

In the computer labs, do you 

have a special computer? 

Yes 30% 

No 70% 

Do you have the experience to 

use Information Technology 

(IT)? 

Yes 54% 

No 46% 

B. Question about General Information-Students Part 

TABLE VI.  STUDENTS SAMPLE DEMOGRAPHICS 

Section 1: Personal Information 

Variables Characteristics % 

Gender 
Male 50% 

Female 50% 

Age 

Less than 20 years 20% 

21 to 25 years 72% 

Over 25 years 8% 

Class 

First 11% 

Second 20% 

Third 39% 

Forth 27% 

Fifth 2% 

Sixth 1% 

Table (VI) illustrates information about the general 
information of participated students. The percentage of gender 

participation in the survey was (50%) male and (50%) female. 
Approximately, (72%) of the respondents, aged 21 to 25 and 
(20%) were aged less than 20 while (8%) were aged over 25 
years. The largest respondents rate (39%) were from the third 
class while the smallest respondents rate (2%) and (1%) were 
from fifth and sixth classes respectively. 

TABLE VII.  INFORMATION TECHNOLOGY DEMOGRAPHICS 

Section 2 : Information Technology 

Variables Characteristics % 

Which electronic devices do you 

use? 

Mobile 67% 

Tablet 3% 

Laptop 18% 

Desktop 12% 

Which operating system do you 

use on your computer? 

Windows 95% 

Mac 4% 

Linux 1% 

How many hours do you use a 

computer on average? 

0-1 60% 

1-3 19% 

3-6 11% 

6-10 7% 

More than 10 

Hours 
3% 

Do you use internet line at home? 
Yes 96% 

No 4% 

Table (VII) shows information about section (2) which 
consists of questions (Q1, Q2, Q3, and Q4) the question 1 
illustrates information about the electronic devices that utilized 
by students. Most of them preferred mobile which was (67%) 
while (3%) used tablets. The second question explains the type 
of operating systems that are used by students. The majority of 
students utilized the Windows operation system, which was 
(95%) whereas the minimum number of them used Linux 
system, which was (1%). The third question in this section 
related to the time that spent in order to use a computer which 
was (60%) of students spent (1-3) hours while just only (3%) 
spent more than 10 hours.  The final question determines 
information about the internet line used at home, The largest 
percentage used the internet at home was (96%). 

Table (VIII) illustrates information about section (3) which 
includes four questions (Q5, Q6, Q7, and Q8). Question 5 
gives information about the type of internet service that is used 
by students. The majority relied on Goran net which was (33%) 
while the minority who utilized Brusk net and Zain 
respectively which were (1%). Question 6 explains the kinds of 
service used to receive internet access. Most of the students 
preferred wireless which was (90%) but only (15%) of them 
used wire connection. Question 7 focused on the speed of the 
internet line by Kbps. (30%) of students had internet line with 
speed 256-512 Kbps, however (4%) obtained it above 24 
Mbps. The last question in this table asks about the number of 
email addresses used by students. In general, the largest ratio of 
students had one email address, which was (58%) while (1%) 
owned more than 4 email addresses. 
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TABLE VIII.  ABOUT INTERNET DEMOGRAPHICS 

Section 3: About Internet  

Variables Characteristics % 

Which type of internet service 

do you use? 

IQ 5% 

Groan net 33% 

Fast Line 13% 

Fast Link 11% 

Tish net 17% 

Asia Cell 6% 

Fanoos Telecom 3% 

Korak 8% 

Max net 2% 

Brusk net 1% 

Zain 1% 

Which type of service do you 

use to receive the internet? 

Wire 10% 

Wireless 90% 

How fast is your internet 

speed? 

Below 256 Kbps 12% 

256-512 Kbps 30% 

512-1 Mbps 16% 

1-2 Mbps 13% 

2-4 Mbps 13% 

4-8 Mbps 7% 

8-24 Mbps 5% 

Above 24 Mbps 4% 

How many E-mail addresses do 

you have? 

0 11% 

1 58% 

2 26% 

3 2% 

4 2% 

More than 4  1% 

TABLE IX.  ABOUT COLLEGE DEMOGRAPHICS 

Section 4: About College 

Variables Characteristics % 

Which of these technologies do 

you use in your college? 

Computer and Data 

Show 
94% 

Smart board 3% 

Specific Program 3% 

Is there any computer in teaching 

hall (except lab Computer)? 

Yes 23% 

No 77% 

Do you have a university profile? 
Yes 21% 

No 79% 

Does your university have an 

activity in international 

magazines? 

Yes 37% 

No 63% 

How many electronic devices do 

you use to obtain internet 

services inside the university? 

0 24% 

1 60% 

2 13% 

3 1% 

More than 3 2% 

Does your library have internet 

line? 

Yes 45% 

No 55% 

The table (IX) shows information about section (4) which 
contains six questions (Q9, Q10, Q11, Q12, Q13, and Q14). 
Question 9 provides information about the kind of technology 
that utilized during the process of learning by Students. The 
(94%) of the students preferred their instructors to use 
computer and data show were compared with the smart board 
and specific program which were (3%) respectively. Question 

10 shows the fact that teaching halls are not equipped with 
computers. The next question describes the university profile 
that owned by students. (21%) of the students think they may 
have a university profile which is not,  whereas (79%) does not 
thinks they don’t have it. Question 12 in this section points out 
the university activities in world magazines. The greater 
number of answers was (63%), which believed that university 
does not involve in any activity in international magazines 
while (37%) of them thinks reversely. Question 13 shows the 
number of electronic devices which are utilized inside the 
university in order to obtain internet services. Most of the 
students used one electronic device, which was (60%); 
however, (1%) utilized three devices. The final question 
provides information about the internet services in the library, 
(55%) are not aware of the internet services but (45%) of them 
are aware of the existing of internet services. 

TABLE X.  STUDY INSIDE UNIVERSITY DEMOGRAPHICS 

Section 5: Study Inside University 

Variables Characteristics % 

In which way you prefer course 

materials? 

Soft copy 46% 

Hard Copy 54% 

During the learning, are you 

been allowed to use technology 

in your classes? 

Yes 42% 

No 58% 

If your answer (Yes) in the 

above question, for which 

session of the course you’d been 

allowed? 

All Days (Session) 24% 

Just computer 

session 
76% 

To what extent you rely on a 

computer when you are doing a 

homework?  

 

All homework 8% 

Some homework 62% 

I don’t need it 30% 

In the computer labs, do you 

have a special computer? 

Yes 50% 

No 50% 

Do you have the experience to 

use Information Technology 

(IT)? 

Yes 21% 

No 79% 

Table (X) shows information about section (5) which 
comprises of six questions (Q15, Q16, Q17, Q18, Q19, and 
Q20). Question 15 shows (46%) of the students preferred 
courses in soft copy while (54%) of them preferred courses in 
hard copy. Next question shows (%42) of the students had been 
allowed by their instructors to use a different kind of 
technologies in their classes and sessions, while (58%) of them 
don’t have a chance to use it. Question 17 related to question 
16 which focused on the allowance of use technology in all the 
student classes, only (24%) of them allowed on all their 
session, while (76%) only allowed on computer labs. Question 
18 gives an idea about the dependency of students for doing 
their homework, (62%) of the students partially relies on their 
computer to finish their home works, while only (6%) of them 
depending on their computer to finish home works. Question 
19 determined the existing of a special computer in labs, (50%) 
of the students thinks their computer labs equipped with a 
special computer and the other (50%) thinks reversely. The last 
question asked about the knowledge of students about IT, only 
(21%) believe they have a good knowledge and experience of 
IT, while (79%) think they don’t have any experience and 
knowledge. 
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Fig. 2. For which purpose do you use an electronic device? (Instructors). 

C. Question about Information Technology for both 

Instructors and Students 

Fig.2 provides information about the purposes of using 
electronic devices by instructors at the University of Sulaimani. 
(44%) of the instructors highly use electronic devices for 
educational purposes, (41%) for sending and receiving 
information, (47%) for communication and only (5%) for 
entertainments. 

 
Fig. 3. For which purpose do you use an electronic device? (Students). 

Fig. 3 provides information about the purposes used the 
electronic devices by students at the University of Sulaimani. 
(10%) of the students highly use electronic devices for 
educational purposes, (18%) for sending and receiving 
information, (40%) for communication and only (5%) for 
entertainments. 

 
Fig. 4. For which purpose do you use the internet? (Instructors). 

D. Question About internet line for both Instructors and 

Students 

Fig. 4 shows a comparison of the purposes of using internet 
line by instructors. (23%) of the instructors highly use internet 
line for teaching purposes, (36%) for sending and receiving 
information (33%) for all kind of communication, (43%) for 
scientific researches and papers, (20%) for getting news, (27%) 
for visiting scientific websites and only (16%) for visiting 
community websites. 

 
Fig. 5. For which purpose do you use the internet? (Students). 

Fig. 5 shows a comparison of the purpose of using internet 
line by students. (8%) of the instructors highly use internet line 
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for learning purposes, (16%) for sending and receiving 
information (34%) for all kind of communication, (7%) for 
scientific researches and papers, (16%) for getting news, (26%) 
for visiting community websites and only (9%) for visiting 
scientific websites. 

 

Fig. 6. Which of the sources have a benefit in education domain? 

(Instructors). 

E. Question About your College  for both Instructors and 

Students 

Fig. 6 provides information about the kinds of sources that 
can benefit instructors in the purpose of the teaching process. 
(32%) of the instructors highly benefits from all kind of 
internet resources, only (1%) benefits from CD training 
materials, (28%) from eBooks and (30%) from a hard copy of 
books. 

Fig. 7 provides information about the kinds of the sources 
that can benefit students in the purpose of learning process. 
(13%) of the students highly benefits from all kind of internet 
resources, only (2%) benefits from CD training materials, (3%) 
from eBooks and (12%) from a hard copy of books. 

 
Fig. 7. Which of the sources have a benefit in education domain? (Students). 

 

Fig. 8. In general, how do you evaluate your university from using 

information technology? (Instructors). 

Fig. 8 shows the evaluation ratio of instructors’ thought 
about the acceptance level of IT in the university daily works. 
(10%) of the instructors strongly agreed on the internet services 
provided by the university, (9%) of them strongly agreed on all 
kind of electronic communication, (10%) on getting 
information from the university and (4%) strongly agreed on 
the way of managing the university from IT perspective point. 

 
Fig. 9. In general, how do you evaluate your university from using 

information technology? (Students). 

Fig. 9 shows the evaluation ratio of students’ thought about 
the acceptance level of IT in the university daily works. (11%) 
of the students strongly agreed on the internet services 
provided by the university, (6%) of them strongly agreed on all 
kind of electronic communication, (7%) on getting information 
from the university and (10%) strongly agreed on the way of 
managing the university from IT perspective point. 
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Fig. 10. Choose your opinion about your students. (Instructors). 

Fig. 10 demonstrates information about the instructors’ 
judgment for their students about how much they aware of IT. 
(8%) only strongly agreed on that the students have a good 
knowledge about IT, (6%) only strongly agreed that the 
students know how to use this knowledge, (8%) thinks their 
students may update their IT knowledge continuously, (4%) on 
using this knowledge for the benefit of their sessions and 
classes and (8%) for managing works in their departments and 
colleges. 

 
Fig. 11. Choose your opinion about your instructors. (Students). 

Fig. 11 demonstrates information about the students’ 
opinion for their instructors about how much they aware of IT. 
(19%) of the students strongly agreed on that their instructors 
have a good knowledge about IT, (8%) only strongly agreed 
that their instructors know how to use this knowledge, (10%) 
thinks their instructors may update their IT knowledge 
continuously, (8%) on using this knowledge for the benefit of 
their teaching sessions and (8%) for managing works in their 
departments and colleges. 

 
Fig. 12. For which form you use information technology?  (Instructors). 

 
Fig. 13. For which form you use information technology?  (Students). 

Fig. 12 shows information about the electronic and non-
electronic ways which preferred by instructors. Most of the 
instructors preferred to used non-electronic way for publishing 
results for students exams, calculating absence of students and 
sending & receiving information to/from students. 

Fig. 13 shows information about the electronic and non-
electronic ways which preferred by students. Also, most of the 
students preferred to use non-electronic way for their 
instructors to publish results for their exams, calculating 
absence of them and sending & receiving information to/from 
instructors. 

V. CONCLUSIONS 

 The majority of the lecturers in the University of 
Sulaimani are young-adult with assistant lecturer title, 
which, in general, they interact and use today 
technology easily in the benefit of their needs in the 
teaching process. 

 Most of the lecturers are familiarized with windows 
desktop-based operating system. That is widely used in 
every science and academic field in Kurdistan region – 
Iraq. 

 Almost every lecturer can have access to the internet at 
home with a fair connection speed, which let them 
contribute more with other educational and scientific 
sites and institutes. 
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 In general, the university and its colleges, and libraries 
provide poor electronic devices for teaching process 
and limited internet access. 

 Most of the lecturers are aware and willing to use 
advanced information technology technique to serve the 
teaching process, even though the environment is not 
helping much. 

 Most of the lecturers have an academic university 
profile. They use it to interact with students and with 
other lecturers, which give them an easy and costless 
way to present their course materials and ideas. 

 Most of the lecturers use electronic devices equipped 
with internet line for education purposes in a way that 
some of them relies on it and think that it has become a 
need in education system. Even that, hard copy of 
books still has its own value. 

 Most of the lecturers are satisfied with the electronic 
system exists in the University of Sulaimani.   

 Most of the lecturers think that students have limited 
knowledge about information technology and the use of 
information technology in the education system. 

 The University of Sulaimani provides limited range of 
access to information technology devices for students in 
the labs and libraries. This cause the students suffer 
from knowing and using existing technology used in 
their scientific fields and lead them think that 
technology are weak in the learning process and for that 
reason, they still rely on hard copy materials. Students 
use information technology skills in social media 
communication and some information transferring 
purposes. Thus, because students are unaware of the 
available technology provided by the University of 
Sulaimani, they think their university is poor in 
communication and management technology, but on the 
other hand, they think their lecturers have a good 
knowledge of how to use information technology in the 
education system. 
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Abstract—In terms of evolution of software engineering 

methods for complex software developments techniques, new 

concepts have been emerged in the software languages, which 

used to develop software quality models. In this research, the 

Multi Levels Quality Analysis Tool (MLQA) is proposed as a tool 

for computer-aid software engineering, which classifies software 

complexity into three levels of analysis, namely the program 

package analysis, class analysis (program class) and finally the 

analysis at the level of the program method. MLQA is able to 

support a method of visual analysis of the software contents with 

color alerts, and recommendations systems, which can give a 

quick view of the software development and its complexity. The 

methodology of this work is a new suggested software quality 

model based on the standards object-oriented programming 

complexity metrics as well as threshold limits. In addition, a new 

quality attribute namely clean code attribute has been proposed 

and integrating it with the proposed software quality model in a 

way that enables the user of the model relies on this attribute and 

reduces the dependence on the software experience, which is 

expensive and rare at times. 

Keywords—Software quality models; software measurements; 

clean code; source code complexity metrics 

I. INTRODUCTION 

The need for software quality has been extensively 
continuous because of the increasing in the community need 
for software in all aspects of life. The importance of providing 
the highest quality standards is no longer an advantage, but it 
is necessary for companies to be successful and competitive 
[1, 2]. Therefore, there is a unified agreement on the need for 
software quality, and a number of software quality models and 
software measurements appeared to solve this problem 
[2]. Everything in life, if it can be measured, gives the ability 
to deal with it smoothly, so the importance of software 
measurements provides indications on the quality and strength 
of software [3,4]. In addition, the level of development and 
improvement in the quality models to show the enhancement 
and defects in the software from one version to another is an 
important area to be studied [5]. The concept of the clean code 
is used to distinguish the quality of the code in terms of 
readability, understanding, structure and complexity [6-9]. All 

these characteristics are difficult to be identified by depending 
only on the experiences of programmers and developers [8]. It 
is necessary to come out with approaches that solve these 
problems more effectively than the experience of 
programmers, which may not be available at any time or 
expensive for the software developer. 

The contribution of this paper is proposing a general 
software quality model to give more flexibility and control 
during the development of software by making the proposed 
quality model work on three levels during the analysis of the 
software product. The proposed model can also display visual 
chart indictors with recommendations in case some expected 
defects in software product are found. For this purpose, a tool 
has been built to measure the quality of the software with an 
object-oriented programming that measures the quality at 
three levels: package, class, and function (Method). At the 
package level, the tool gives the package details in terms of 
complexity measures and threshold limits on the aspect and 
quality attributes of Bansiya quality model [4, 20] normalized 
by threshold value to explain high level of abstraction in 
software. The Class level has been treated with the extraction 
of special measures that can be extracted from the class only. 
With comparison to the appropriate threshold limits, the 
quality of this class can be judged. At low level of source code 
(Function level), a quality attribute has been proposed for 
clean code, which is a set of parameters that are only within 
the function limits, by which the function can be classified as 
either having the clean programming code attribute or not. 
Moreover, the proposed software quality model suggested 
using of visual color alerts, and recommendations systems in 
order to help software engineer in the process of evaluating 
software product. 

The organization of the paper is as follows: Section 2 
covers the literature review regarding overall previous works 
on quality models and source code matrix, Section 3 explains 
the proposed software quality model. While in Section 4 
presents the experiment details of this research with the results 
and discussions. Finally, Section 5 concludes this research 
with the possible future work. 
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II. LITERATURE REVIEW 

This section reviews the previous works related to the 
most widely used software quality model to determine the 
ambiguity of the concept of software quality and the scope of 
those models in real applications developments. In addition, 
these works focus on the complexity of the source code 
(Source Code Complexity Metrics)in terms of the use 
mechanisms, analysis, and the appropriate threshold for each 
metrics. 

In 2006, Gitter conducted a study on how to apply the 
Bansiya software quality model to evaluate the development 
of 19 Azureus versions by making comparisons using object-
oriented metrics rather than the metrics proposed by Bansiya 
and his colleagues. The researcher demonstrated the ability of 
this model to track the evolution of design quality in several 
versions by providing access to important information in the 
internal life of the software. This information can support 
design decisions at higher levels of abstraction. His proposed 
model may require additional inputs to cover the highest 
levels of abstraction to assess all aspects of the quality model 
at this level [10].Another study by Panfowski (2008) 
presented a new assessment of software product quality, which 
focused on assessing the quality of the external features of the 
software product, which means evaluating the behavior of the 
software product when implemented. In addition, the study 
focused on the development of the quality model (ISO / IEC 
9126) at the level of software metrics. The study relied on 
seven samples of the software product and evaluated them 
using ISO / IEC 9126-2 quality model. In his work, Panfowski 
concluded that external product quality attributes are an area 
or category that can be adopted, and that the metrics provided 
by ISO / IEC 9126-2 can be considered as a starting point for 
the definition of standards, but are not ready to use in their 
present form. The metrics of the software product need to be 
more adapted to show better information [11]. Borgherth 
(2008) discussed the method of code profiling by using a static 
analysis. The study was done on (19) industrial samples and 
(37) samples of students' programs. He has analyzed software 
samples through software metrics. The results of this study 
indicated that the code pattern could be a useful technique for 
rapid program comparisons and quality observation in the 
field of industrial application and education [12]. Moreover, 
Bhatti (2010) explored the area occupied by the software 
metrics. He used a QA-C tool to measure software metrics 
automatically on the code written in C programming language 
through expressing the association between software metrics 
and the complexity of the source code. He attempted to 
demonstrate the values of these metrics graphically only, 
without considering the quality features and threshold limits 
relationship [13].Another work in 2010 is the impact of code 
complexity and usability, either in monitoring software 
complexity during development, or in evaluating the 
complexity of legacy software. The researchers of this work, 
Goran and Dahiden proposed a new coupling metrics (Ecoup), 
and introduced the Java met tool, which works in a static 
analysis of programs written in Java with respect to coupling, 
flow control, complexity and coherence [14].In the same year, 
Chandra et al. proposed the use of Object Oriented metrics 
that introduced by Chidamber and Kemerer (1994)[15] to 
assess program quality at the class level. The proposed tool 

can be used to verify the class design conforms to the design 
specifications of the Object Oriented programming, through 
using the threshold for each metric [16]. 

The following is a summary of the most important 
software quality models: 

1) McCall's Factors-Criteria (FCM) model presented by 

McCall in 1977. The McCall model is the first model of 

quality [1, 10, 17, 18]. 

2) ISO / IEC 9126: 2001, which was submitted by the 

International Organization for Standardization (ISO) in 1991, 

and has developed six quality metrics. This model was 

updated in 2001, Quality ISO / IEC 9126: 2001 [10, 13, 18, 

19]. 

3) Dormey's Quality Model, presented by Jeff Dormy 

(1998) as a quality assessment model, by analyzing the quality 

of program components through measuring concrete quality 

characteristics [4, 10]. 

4) Boehm Software Quality Model presented by the 

scientist Erwin Bohm in 1978. This model seeks to determine 

the quality of the program through a predefined set of metrics 

and measures [10, 11, 19]. 

5) FURPS Quality Model, introduced by Grady Robert 

and Hewlett-Packard in 1987. This model focuses on the 

analysis of quality characteristics in two categories of 

requirements: functional requirements and non-functional 

requirements [11, 17, 20]. 

6) Bansiya Quality Model, proposed by Bansiya in 2002. 

This model focuses on the quality of Object Oriented Design 

(QMOOD). It uses the source code metrics extract directly 

from the software source code to give the quality attribute 

through the use of mathematical equations [1, 10]. 

The Bansiya Quality model gives a way to assign source 
code measurements to higher abstraction levels [10]. Although 
the experiment results in this model were acceptable, the use 
of new and non-standard measures in OOP metrics makes this 
model not widely used, and this is why Gitter in [20] tried to 
change the measures used in this model to the stranded OOP 
metrics so that the model becomes more dependable. For this 
reason, Bansiya model with stranded OOP metrics was used at 
the software packages analysis stage in the proposed model. 
Standard OOP metrics used in the proposed model can be 
viewed in [6, 10, 14, 16, 21-27, 29]. Furthermore, the metrics 
threshold values that used for the recommendations and alerts 
are selected of this proposed model due to their usage in the 
following references and full described in [9, 16, 23, 27-29], 
which are the reason of the selection. 

III. THE FRAMEWORK OF PROPOSED QUALITY MODEL 

The previous quality models discussed in section II were 
based on building a relationship between software metrics and 
design features on the one hand, and design features and 
quality attributes on the other hand. The relationship could be 
direct or indirect, either through a paper questionnaire 
(specific questions prepared by the quality model) or by 
creating a mathematical relationship with each other as in the 
Bansiya software quality model. Actually, the idea of using a 
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mathematical relationship between source code metrics 
extracted directly from the software and the quality attribute is 
better than using indirect methods such as questionnaires, 
because indirect methods take a lot of time and a deep 
knowledge from a software engineer in the project under 
development. Moreover, it requires a lot of paperwork that 
exhausts the software engineer. In addition, the analysis 
process may involve human feelings that affect the accuracy 
of the judgment. 

Therefore, the proposed software quality model suggests 
four ideas for the analysis of the software product quality: 
Firstly, the analysis process should be automatic (or semi-
automatic) and applied directly on the software source code to 
reduce time, effort and cost on the software developer and to 
reduce human errors. Secondly, the software quality model 
should give informative details of the software product under 
developments, such as quality attributes to higher abstraction 
levels, intermediate structure and low-level details. All of 
these levels must be supported by error detection, alerts, and 
recommendations systems, because some metrics are just 
numbers (e.g. line of code) and knowing their impact in 
software product may require strong software engineering 
experience. Thirdly, the quality models should use a visual 
representation with color indicators to demonstrate analysis 
result that gives a quick full picture of the software product. 
This enables the software engineer to diagnose the location of 
the strengths and the weaknesses in the software product 
under development. Fourthly, the quality models support the 
ability to view the source code for classes and functions while 
displaying their own measurements and recommendations. 

The proposed model is based primarily on the principles of 
OOP, which is currently used in almost all software systems, 

to make the proposed quality model close to the need of 
developers and programmers. The proposed model singles out 
the software under evolution into three parts as shown in Fig.1 
which includes (Use cases) tool for quality and actor model 
(Actor), which represents the end-user model. The idea of 
dividing the software is to enable the developer team to 
correct errors and reduce complexity as much as possible in 
the next development cycle or the rewriting of the software 
code as in the extreme programming development approach. 

The three parts of the analysis of software product are as 
follows: 

1) Quality attributes that affect the quality of packages in 

general. In this level of analysis, the proposed model suggests 

using version of Bansiya Quality Model (with proposed 

modification), because it is very informative in this level. 

2) The quality attributes that affect the quality of the class. 

The proposed model used the set of metrics suitable for 

object-oriented design suggested by Gadabber and some other 

measures of the OOP and linking them with the metrics 

thresholds to generate an evaluation and recommendations for 

the source code of the class. 

3) Quality attributes that affect the quality of the functions 

(Methods) in the class. The proposed model suggested new 

attributes of the clean code. Through this attribute, the user 

can evaluate the quality of the function. 

The software metrics, especially the complexity metrics of 
the source code, should be classified according to the three 
levels of analysis of the proposed quality model as shown in 
Fig. 2, which describes the classification of these metrics 
according to their impact on quality aspects. 

 
Fig. 1. The proposed quality model with other quality models from the point of view of the user. 
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Fig. 2. The class diagram describing the classification of software metrics. 

This model focuses on showing the complexity of the 
source code at the level of the software function within the 
class because the previous quality models focused on the 
software as a whole and did not identify points that are likely 
to be more informative; instead of that, these provided just 
general indicators. Analysis of the complexity at the level of 
the source code (low-level components in the software 
package) is very close to the software developer team. 
Therefore, the proposed quality model has more effective and 
practical results to help software developer team during 
decision-making and improvement of the software product. 
One of the most important things that affect the accuracy of 
the analysis of software product at this level is which 
complexity metrics with suitable threshold value to give clear 
and efficient assessments. 

A. Proposed Model for Function Level 

The proposed quality attribute at the function level is the 
clean code attribute, and the value of this attribute is the 
binary type (the function either has the character of the clean 
code or not). This value is determined by the function 
complexity metrics by linking it to the appropriate threshold 
value to ensure that the source code of the function has low-
complexity, readable and easy to understand. This makes 
software engineering more efficient in inspection and 
maintenance of the function source code. As shown in Table I, 
the complexity of the source code is within the limits of the 
clean code at the function level. 

TABLE I. THRESHOLD LIMITS AND RECOMMENDATIONS AT THE 

FUNCTION LEVEL 

Metric 
Threshold 

limit 

Recommendations 

over the Threshold 

limit 

Recommendations 

under Threshold 

limit 

Method 

Lines of 

Code 

(mLOC) 

Less than 

50 

Segment the function 

into new functions 

by re-structuring the 

function. 

No 

Recommendations 

McCabe’s 

cyclomatic 

complexity 

(CC) 

Threshold 

limit in the 

Table II 

Code Reconstructand 

optimize the function 

to reduce complexity. 

Recommendations as 

in the Table II  

Number of 

parameters  

Less than 

or equal to 

3 

Check the function 

and make sure that 

the function 

performs one task 

No 

Recommendations 

Average 

length of 

identifier 

Greater 

than 10 

Rename identifiers in 

order to be more 

clearly. 

No 

Recommendations 

According to [22], the threshold limit of McCabe 
Cyclomatic complexity should be classified into the categories 
as in Table II which shows the appropriate threshold limit of 
Cyclomatic complexity. 
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TABLE II. RECOMMENDATIONS ON THE MEASURE OF MCCABE’S 

CYCLOMATIC COMPLEXITY (CC) AND ITS RELATION TO RISK [24] 

Cyclomaticcomplexity 

value 
Functions Types Possible Risk 

1 to 4 Simple function Low 

5 to 10 
The function is well 

structured and stable 
Low 

11 to 20 A complex function Medium 

21 to 50 
A complex and 

troubling function 
High 

More than 50 

A function that 

generates errors and is 

Extremely annoying and 

unstable 

Very high 

The value of the clean code attribute will be evaluated as a 
clean code if the threshold is exceeded; otherwise, it will be 
evaluated as a non-clean code. 

B. Proposed Model for Class Level 

The proposed quality model at this level generates 
recommendations on measures that affect the complexity of 
the product depending on the threshold limit as in Table III. 

C. Proposed Model of Package Level 

The proposed quality model at this level generates 
recommendations on measures that affect the complexity of 
the product depending on the threshold limit as in Table IV. 

TABLE III. THRESHOLD LIMITS AND RECOMMENDATIONS ON THE LEVEL OF CLASS 

Metric Threshold limit 
Recommendations above the Threshold 

limit 

Recommendations under Threshold 

limit 

Class Lines of Code (cLOC) Greater than 500 Class segmentation to more than one Class No Recommendations 

Average number of McCabe’s 

cyclomatic complexity (CC) 
Greater than 10 The class is complex A well-structured Class 

Number of Methods (NM).  Greater than 20 Functional examination of the class No Recommendations 

Number of direct Children (NOC) Greater than 6 

High reusablethus requires examination of 

class carefully because it depends upon a 

large number of Classes 

Indicating no reuse in the class 

Number of Methods overridden 

(NMO).  
Greater than 3 

The class is complex and difficult to 

understand 
No Recommendations 

Weighted Methods per Class(WMC) Greater than 15 The class is complex A well-structured Class 

Depth of Inheritance Tree (DIT) Greater than 5 

The complexity of the class as a whole is 

increasing and there is difficulty in 

calculating the behavior of the class 

No Recommendations 

Average length of IDs Less than 8 IDs are not clear enough No Recommendations 

Lack of Cohesion in Object 

Methods(LCOM) 
Greater than 0.6 

Class achieves different purposes and 

should be divided into several sub-classes 
No Recommendations 

TABLE IV. THRESHOLD LIMITS AND RECOMMENDATIONS ON THE LEVEL OF PACKAGE 

Metric Threshold limit Recommendations above the Threshold limit 
Recommendations under Threshold 

limit 

Average Weighted Methods per 

Class(aWMC) 
Greater than 3. The package is complex A well-structured package 

Average Number of Methods 

overridden (aNMO). 
Greater than 15. 

The classesare complex and difficult to 

understand 
No Recommendations 

Abstractness – RMA Greater than (0.5) Abstract package Cohesive package 

Normalized Distance from Main 

Sequence- Dn 
Greater than (0.5) The package is unstable The package is stable 

Instability-RMI Greater than (0.5) 
The package must be inspected and re-

structured 
The package is well-designed 
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D. Modified Bansiya model of Package Level 

At the level of the package, the proposed model also 
suggests using the attributes of Bansiya quality model. These 
attributes can be used for the purpose of making comparisons 
between software packages to know the best in terms of the 
closest to the requirements of the user, and this helps the 
software engineer to choose the best packages during reuse or 
use of commercial packages. The quality model of the object-
oriented design [1] consists of four levels and three 
relationships among them as in Fig. 3. First Level (L1) 
represents quality attributes and it should be wide enough to 
cover all aspects of design quality. 

 
Fig. 3. A Quality model of the object oriented [1]. 

These qualities are targeted at design quality. A definition 
of quality characteristics are well explained in Table V.  

TABLE V. DEFINITION OF QUALITY ATTRIBUTES OF BANSIYA [5] 

Quality Attributes Definition 

Reusability 
Reflects the existence of characteristics of object-oriented design that allow the design to be reused to a new problem without 

much effort. 

Flexibility Characteristics that allow inclusion of changes in design, or adaptive design ability to provide functional-related capabilities. 

Understandability 
Design characteristics that make the design easy to learn and understand. This relates to the complexity of the design structure 

directly. 

Functionality The responsibilities assigned to the design of the classes, which are provided through the public interfaces. 

Extendibility Refers to the presence and use of features in the current design that allows integration with the new requirements. 

Effectiveness Refers to the design ability to achieve desired functionality and behavior using object-oriented design concepts and techniques. 

TABLE VI. QUALITY CHARACTERISTICS OF BANSIYA AND ITS MEASUREMENTS BY OBJECT-ORIENTED DESIGN METRICS 

Design characteristics Definition Measured with object-oriented design metrics [10] 

Design size Measures the number of classes used in the design NumberofClasses 

Hierarchies 

Hierarchy is used to represent different concepts of generalization 

and specialization in design. It is calculated from the number of 

inherited classes that have children in design. 

DepthofInheritanceTree 

Abstraction 

A measure of the aspects of generalization and specialization in 

design. Items in design that have one or more offspring carrying the 

property of abstraction 

Abstractness 

Encapsulation 
It is defined as combining data and behavior within a single 

structure. 

No equivalent in object-oriented design measures [20]. 

This value has been counted as one. 

Coupling 

Specifies the interconnection of an object with other objects in the 

design. It is a measure of the number of objects to be accessed by a 

particular object until it works correctly. 

Instability 

Cohesion 

Evaluates the relationship between functions and variables in the 

class. Strong overlap in function parameters, variable types is a sign 

of strong cohesion. 

(1) 

Composition 

Measures relationships: (part-of), (has), (consist-of-part), and (part -

whole) relationships, which are aggregation relationships in object-

oriented design. 

NumberofAttributes 

Inheritance 

A measure of the "is-a" relationship between the classes. This 

relationship is related to the level of nesting of the hierarchical 

structure. 

(2) 

Polymorphism 

The ability to replace objects that have similar interfaces with each 

other at runtime. It is a measure of the services that are dynamically 

determined at runtime in an object. 

NumberofOverriddenMethods 

Messaging 

Calculates the number of public functions that provide services for 

other classes. This is a measure of the services provided by the 

class. 

NumberofMethods 

Complexity 

A measure of the degree of difficulty in understanding and 

absorbing internal and external structural classes and their 

relationships. 

WeightedMethodsperClass 
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The third level (L3) represents design characteristics. 
Design characteristics as explained in Table VI can be 
measured by standard object-oriented design metrics instead 
of using non-standard metrics that suggested by the original 
model. It expresses the degree of design compatibility to suit 
the specific properties in L2. L3 is an additional level 
compared to the Dormey's Quality Model [4]. 

The tangible elements of L4are converted into digital form 
and this made the proposed model gain greater objectivity 
[10]. As it can be seen, the design of software components 
written using the object-oriented programming shown in Fig. 
3 represents the fourth level of the model (L4). These 
components are mostly determined through the programming 
language (for example, functions, objects, and classes). L4 
delivers sources that are source code (functions, classes, 
packages, etc.) that will be measured at the top of level (L3). 
The next step consists of setting design metrics for design 
properties (L23). This model selects only one metric for each 
of the design characteristics. The L2 and L3 relationship was 
direct and traceable, as shown in the third column of Table VI 
since the object-oriented design metrics are used to evaluate 
design characteristics. L12 step probably is the most important 
step; this step is blending design characteristics with quality 
attributes. The model uses weights for the design 
characteristics for obtaining quality attributes value as shown 
in equations (3), (4), (5), (6), (7), and (8) [1, 10].  

The weights can be either positive or negative. The 
algebraic sign indicates that a particular design characteristic 
has a positive or negative effect respectively on the quality 
Attributes [1, 10]. For example, Reusability is positively 
affected by the Design size (the greater the number of classes, 
the greater the possibility of reuse). All weights of design 
characteristics have a specific range between [-1 and +1], so 
that all quality attributes are in the same range. Positive effects 
have the values of initial weights (+1) or (+0.5). The negative 
effects were selected (-1) or (-0.5), and then this value was 
changed relatively to bring the total results of weights (± 1). 

For a better illustration of the relationship between quality 
characteristics and design characteristics, Table  VII explains 
these relationships. The symbols in the table VII  indicate the 
type of relationship, where the symbol  indicates a positive 
correlation between design characteristics and quality 
attributes, i.e. the better the design size value, the better the 
reuse. However, the symbol indicates a negative relationship, 
i.e. high coupling value reduces flexibility. The original model 
was based on the choice of one of the software package as a 
basis for the process of normalizing the results of quality 
attributes to display the last results. This makes the results of 
this model unstable because the results will be changed 
whenever the basis of comparison is changed. Therefore, the 
researcher believes that relying on the limits of the threshold 
in the normalization of quality attributes will increase the 
stability of the results of the proposed model and this leads to 
increase the reliability of the proposed quality model. 

 

                         
             (1) 

  
                         

               
            (2) 

𝑅𝑒𝑢𝑠𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =         𝑢 𝑙𝑖 𝑔         𝑒𝑠𝑖   
     𝑒𝑠𝑠𝑎𝑔𝑖 𝑔       𝑒𝑠𝑖𝑔  𝑖 𝑒             (3) 

 𝑙𝑒 𝑖𝑏𝑖𝑙𝑖𝑡𝑦 =         𝑐𝑎 𝑠𝑢𝑙𝑎𝑡𝑖          
  𝑢 𝑙𝑖 𝑔             𝑠𝑖𝑡𝑖            𝑙𝑦    𝑖𝑠 
               (4) 

  𝑑𝑒 𝑠𝑡𝑎 𝑑𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 

        𝑏𝑠𝑡 𝑎𝑐𝑡𝑖             𝑐𝑎 𝑠𝑢𝑙𝑎𝑡𝑖          
  𝑢 𝑙𝑖 𝑔           𝑒𝑠𝑖          𝑙𝑦    𝑖𝑠  
         𝑙𝑒 𝑖𝑡𝑦        𝑒𝑠𝑖𝑔  𝑖 𝑒           (5) 

 𝑢 𝑐𝑡𝑖  𝑎𝑙𝑖𝑡𝑦 =
        𝑒𝑠𝑖            𝑙𝑦    𝑖𝑠         
 𝑒𝑠𝑠𝑎𝑔𝑖 𝑔          𝑒𝑠𝑖𝑔  𝑖 𝑒          𝑖𝑒 𝑎 𝑐𝑖𝑒𝑠
               (6) 

TABLE VII. THE RELATIONSHIP BETWEEN QUALITY ATTRIBUTES AND CHARACTERISTICS OF THE DESIGN [1] 

Design 

characteristics 

Quality attributes 

Reusability Flexibility Understandability Functionality Extendibility Effectiveness 

Design size 
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Fig. 4. Proposed graphical analysis algorithm for the package and the coloring. 
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  𝑡𝑒 𝑑𝑖𝑏𝑖𝑙𝑖𝑡𝑦 =      𝑏𝑠𝑡 𝑎𝑐𝑡𝑖         𝑢 𝑙𝑖 𝑔  
      𝑒 𝑖𝑡𝑎 𝑐𝑒        𝑙𝑦    𝑖𝑠            (7) 

 𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑒𝑠𝑠 =       𝑏𝑠𝑡 𝑎𝑐𝑡𝑖          
  𝑐𝑎 𝑠𝑢𝑙𝑎𝑡𝑖               𝑠𝑖𝑡𝑖          
  𝑒 𝑖𝑡𝑎 𝑐𝑒          𝑙𝑦    𝑖𝑠            (8) 

E. Visual Representation of the Proposed Quality Model 

Graphical representation and color have been used for the 
proposed software quality model to illustrate the software 
parts as one of the quality models requirements. The graphical 
representation, in general, is more intuitive and efficient in 
understanding than just a table of numbers and values. 
Therefore, that makes software engineers create a complete 
and rapid view for software under development. Different 
colors can also be used to illustrate the complexity of each 
part of the software under development, in which the 
algorithm for the analysis and colorization of the parts of the 
software under development is illustrated in Fig. 4 by using 
the UML activities diagram, which is designed in line with the 
Java presser package. The algorithm description of the 
proposed model is as following steps: 

Step 1: Read the source code of the project (Java files) to be 

analyzed. 

Step 2: Read the software metrics from the xml file for the 

project to be analyzed. 

Step 3: Calculate the additional metrics from the source code 

of the project to be analyzed in the first step. 

Step 4: Integrate all software metrics together from Step 3 & 

2. 

Step 5: Determine the package components graphically: 

(radial tree, tree, compact tree, fast organic). 

Step 6: For each node in the drawing, apply Step 7 and 8. 

Step 7: Determine the characteristics of each node in the 

graphical analysis by type 

1) If the node type is a package, give the node following 

characteristics: 

 It is defined as the root of the tree in the graphic. 

 The cyan color (CYAN) is given. 

 Binds with the display interface of packet analysis. 

2) If the node type is a class, give the node following 

characteristics: 

 An address shall be given according to its sequence in 
the graphic. 

 The blue color (BLUE) is given. 

 Binds to the display interface of the class analysis. 

Step 8: If the node type is a function, do the following: 

1) If the function type is Constructor(special function for 

building the object), give the node following characteristics: 

 An address shall be given according to its sequence 
inthe graphic. 

 The gray color (GRAY) is given. 

2) If the function is a regular function, give the node 

following characteristics: 

 An address shall be given according to its sequence 
inthe graphic. 

 A green color (GREEN) is given if the node has a clean 
code attribute and a red color (RED) is given if not. 

 Binds with display interface function analysis 

Step 9: Show the graphic. 

IV. EXPERIMENT WITH RESULT AND DISCUSSION 

The proposed software namely Multi Levels Quality 
Analysis Tool (MLQA) is developed to analyze and evaluate 
the engineered software. The tool was programmatically based 
on Metrics 1.3.6 (Eclipse Metrics plugin- 
Provide metrics calculation and dependency analyzer plug in 
for the Eclipse platform) as well as a Java doc parser to 
calculate the non-supported metrics in Metrics 1.3.6.Java doc 
parser was also needed to extract code information. In 
addition, for graphical representation, the MLQA used package 
Jgraph 5.13. Moreover, XML Doc Parser to read XML reports 
from Metrics 1.3.6 was built as part of MLQA tool. 

To test the proposed algorithm, three Java programs have 
been tested in this experiment to demonstrate the proposed 
tool results and their practicality in software analysis, these 
programs are: 

1) Patience game: This game is used for the purpose of 

learning how to deal with arrays and the structure of data in 

Java language. The source code of the game was downloaded 

from the website (http://www.neiljohan.com/java). 

2) Syntexchecker game: This game is used to learn how to 

handle matrices and data structures in Java. The source code 

of the game was downloaded from the website 

(http://www.neiljohan.com/java). 

3) Payroll System (payRoll): An accounting system that 

deals with databases and reports in Java. The source code 

(payRoll) was downloaded from 

(http://www.projectsparadise.com). 

To illustrate the test of the three projects, the results of the 
project (Patience Game) were explained at all levels of 
analysis. The remaining projects will be later compared with 
the first project results. The Patience Game consists of seven 
classes including two interfaces (interface). As illustrated in 
Fig. 5, graphical analysis of the source code was executed 
using the tool (MLQA) and the style used to display the 
package components is the radial tree. 

The color of each node in Fig. 5 has its different meaning 
as explained in section 3.5. The results of the Fig. 5 are 
explained in Table  VIII. 
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TABLE VIII. RESULTS OF THE GRAPHICAL ANALYSIS OF THE PATIENCE 

GAME PACKAGE 

Class Name 

 

Number of 

Total 

Functions 

Number of 

clean code 

functions  

Number of 

unclean code 

functions  

CardTest  2 1 1 

PlayCardImp 7 7 0 

Patience 5 2 3 

NeilClass 4 0 4 

PackImp 10 9 1 

Table VIII shows that the PlayCardImp functions all have 
the clean code attribute. This is a good indicator of the design 
quality of this class. The PackImp class had one function, 
which does not have the clean code attribute out of 10 
functions, the researcher believes that this is a good indicator. 
The CardTest class has two functions, one with a clean code 
attribute and the other without it. While the Patience class has 
five functions, three of them do not have the clean code 
attribute, and some complexity can be found in this class. All 
NeilClass functions do not have clean code, this is an 
indicator of poor design quality, and this is the most complex 
class in this package, so it should be further emphasized 
during inspection and maintenance. 

The proposed algorithm has been designed as GUI to give 
details for the user, these details view of nodes components 
with a separate interface for each node, which gives the 
software engineer the ability to view software complexity 
metrics and recommendations with source code. The results 
can be presented according to the three levels of the proposed 
quality model, in which for each one of these 3-level, there is 
a separated GUI. First level, Package-level analysis results as 
depicted in Fig. 6 shows package details in terms of 
complexity metrics and threshold limits as well as the quality 
attributes of update Bansiya quality model for the highest 
level of abstraction. 

Package-level results can be used to compare or track 
package development during software development. It is 
observed in Analysis and Recommendations for this package 
section in Fig. 6, that the Patience Game package has good 
properties in terms of the NORM metric, which is affecting 
the readability and comprehension, while the package is 
complex according to WMC metric because this metric 
directly affects on the complexity of the package in general. 
Moreover, the Abstractness (RMA) and Normalized Distance 
from Main Sequence (Dn) metrics affect on the quality of the 
package design in terms of incoming and outgoing pairing, 
and these measures were within the threshold. However, the 
Instability (RMI) metric was far from the threshold, so this 
package is unstable. 

 

Fig. 5. Shows the graphical analysis of the components of the Patience Game. 
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Fig. 6. Results of the package level analysis. 

Secondly, Class-level analysis results consisting of the 
values of the complexity metrics of the class with the 
recommendations depend on the threshold for these metrics.  

To illustrate the ability of the tool at this level, 
PlayCardImpl class has been chosen to explain the results of 
class analysis support by MLQA tool as shown in Fig. 7.

 
Fig. 7. Analysis results of the AnalysisCardImp class. 
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Fig. 8. Shows the internal details of the function (menu) that does not have the clean code attribute. 

 

Fig. 9. Internal details of the function (main) that have the clean code attribute. 

Here the point of view of the researchers observed that 
PlayCardImpl class has a good quality design in terms of 
Class Lines of Code (cLOC), the Average number of 
McCabe’s Cyclomatic complexity (CC), the Number of 
Methods (NM), the Number of direct Children (NOC), Depth 
of Inheritance Tree (DIT), the Average length of IDs, Number 
of Methods overridden (NMO) and Lack of Cohesion in 
Object Methods (LCOM) because they were within the limits 
of threshold. However, this class is considered complex 
because the Weighted Methods per Class (WMC) metric has 
moved away from the appropriate threshold, exceeded by (20) 

while the appropriate threshold limit is (15). Moreover, the 
results of any class in the package can be displayed in this 
way. 

Thirdly, Function-level analysis, in order to clarify this 
level, the two functions in two different classifications were 
selected, as illustrated in Fig. 8 function details (menu) within 
the class (CardTest), which classified as it does not have the 
clean code attribute. 

The researcher noted that the menu function was classified 
unclean code because the software complexity measures are 
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beyond the scope of the clean code attribute. The researcher 
believes that this function should be restructured or it will lead 
to difficulties in the inspection, maintenance and reuse process 
in class. While the function (main) in Patience class described 
in Fig. 9 was classified as it has the clean code attribute 
because the software complexity measures are within the 
scope of the clean code attribute, which is a good indicator of 
the design of this  

The researcher noted that the menu function was classified 
unclean code because the software complexity measures are 
beyond the scope of the clean code attribute. The researcher 
believes that this function should be restructured or it will lead 
to difficulties in the inspection, maintenance and reuse process 
in class. While the function (main) in Patience class described 
in Fig. 9 was classified as it has the clean code attribute 
because the software complexity measures are within the 
scope of the clean code attribute, which is a good indicator of 
the design of this function. Moreover, the same method of 
displaying results at the function level can be used for all 
functions within the package to be analyzed. In order to 
illustrate the quality attributes of the update Bansiya quality 
model at the package level, the researcher chose three 
software (patience game, syntexchecker game, payRoll 
accounting system), which were analyzed using the 
MLQAtool, and the results were shown in Table IX. 

TABLE IX. COMPARISON OF SOFTWARE (PATIENCE, SYNTEXCHECKER, 
PAYROLL), USING THE QUALITY ATTRIBUTES OF THE UPDATE BANSIYA 
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Patience 1.02 0.576 0.38 0.92 0.36 0.68 3.94 

syntaxChecker 0.60 2.36 0.89 0.91 0.79 1.38 5.15 

PayRoll 0.60 17.83 -2.25 2.07 0.79 7.51 26.56 

The researchers observed from the Table IX that an 
increase in the Effectiveness attribute and the Flexibility 
attribute strongly conflict with Understandability attribute, 
while with Reusability, functionality and Extendibility 
attributes, the effect has been reduced, although the values are 
also relatively large. However, the differentiation between the 
values of these attributes is due to the non-functional 
requirements of the customer, so that the software engineer 
can make appropriate decisions in the light of these values. 
These features were illustrated graphically in Fig. 10 to give a 
more comprehensive picture of the relationship among these 
attribute. 

 
Fig. 10. Chart for quality attributes in the three tested software projects. 
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V. CONCLUSION 

To sum up this paper, the current software quality models 
suffer from some ambiguities during the analysis of the 
quality of the software as there is difficulty for the software 
engineer during apply quality model because it requires direct 
intervention for all operations manually and exhaustively, 
which may affect on the process of software development. 
Therefore, quality model and support tools are developed in 
this paper to be used by software engineers to control software 
product written in Java programming language named Multi 
Levels Quality Analysis Tool (MLQA) as evaluation algorithm 
for software quality model comprising software product, 
software metrics, and clean code programming has been 
proposed based on three levels of abstraction as package,  
class, and function, as it is proved that three levels give more 
accurate results and recommendations from analysis results of 
code rather than from one level of abstraction, because 
software measures that are appropriate for function-level 
analysis may not be suitable for the class or package level. 
Moreover, the proposed MLQA has been boosted with a 
graphical analysis of color discrimination to give a quick look 
to the software engineer about the complexity of the software, 
as well as to give more ability to update the source code of the 
software package with viewing the metrics values and 
recommendations in the single environment regarding the 
software source code during development. Besides that, it has 
been concluded that IDs metric should be included in the 
source code complexity metrics due to its great effect for the 
clean code, in which IDs is more important than the measure 
of comments ratio. Proposed MLQA is based on Bansiya 
model, which is succeeded in finding a mathematical 
relationship between quality attributes and software metrics in 
terms of design characteristics, however, it is weak in the 
normalization process in packages compare, therefore, the 
modification of the proposed work is to change normalization 
by using threshold values instead of using one of the packages 
as the base of normalization process so as to make this model 
more effective to track the development of software from one 
version to another. The aforementioned results have come out 
from the experiment conducted on three Java codes, which 
have been tested in this experiment to demonstrate the validity 
of the proposed tool results and their practicality in software 
analysis. For the future work, there is a possibility of applying 
artificial intelligence techniques in the field of building tools 
of computer aided software engineering in the field of quality 
models, especially the use of fuzzy logic in the field of 
selecting the appropriate threshold for the software metrics. 
Moreover, the possibility of incorporating the idea of adding a 
quality model as part of a development environment of 
programming languages will increase their adoption. Finally, 
extend the scope of the proposed quality tool to include more 
languages that support object oriented programming such as C 
++, C #. 
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Abstract—The Integrated Framework for Conceptual 

Modeling (IFCMod) is created to contribute to the quality of the 

information system through the integration of the functional and 

non-functional requirements. This paper attempts to explore the 

outcomes of the IFCMod usage through the Mixed Method Case 

Studies at the Higher Education Institution and the Central 

Bank. The case study at the South East European University 

(SEEU) was the analysis and design of the improvement of the e-

Schedule system, while the case study at the Central Bank of the 

Republic of Kosovo (CBK) was the analysis and design of the 

Data Collection System for Enterprise Surveys (DCSES). Based 

on the institutional perspective of the community participation 

during the semi-structure interviews, at the end of the Joint 

Approval Requirements (JAR) meetings, in both cases, the 

outcomes showed that IFCMod usage increases the quality of the 

information system by increasing quality in the system 

requirements. 

Keywords—Integrated framework for conceptual modeling 

(IFCMod); joint approval requirements (JAR); system 

requirements; information system; mixed method case studies 

I. INTRODUCTION 

The conceptual modeling (CM) has a long tradition in the 
information system (IS) research [1]. The CM supports 
understanding and communication of the system requirements 
during the IS development [2], [28].  It has a significant role in 
the success of the IS [3-5] because of the understandability of 
the requirements by all project participants. Therefore, was 
created the Integrated Framework for Conceptual Modeling 
(IFCMod) in order to integrate the functional (FRs) and non-
functional requirements (NFRs) [6]. After its creation, the 
research questions followed; was it possible to increase quality 
in the Information System by increasing quality in the System 
Requirements via IFCMod usage? Based on this research 
question, there were explored the outcomes of IFCMod usage 
during the system analysis and design stage through the 
following Mixed Methods Case Studies: analysis and designing 
of the improvement of the e-Schedule at the South East 
European University (SEEU), and analysis and design of the 
Data Collection System for Enterprise Surveys (DCSES) at the 
Central Bank of the Republic of Kosovo (CBK). 

The most convenient research method to explore the 
outcomes of this complexity study was the Mixed Methods 
Case Study [16] because it allows collecting, analyzing, and 
integrating the qualitative and quantitative aspects of the study 

to answer the research question through interpretation of the 
significant results.   

The aim of this paper was the interpretation of the 
significant results received from the institutional perspectives 
where the IFCMod was used to gather and to document 
requirements by the contractor, understand, review and 
approve the requirements by client in meeting with the 
contractor using the Joint Approval Requirements (JAR) 
method. 

This paper was organized as follows: in the section 2 is a 
state of the art; in the section 3 are presented the materials and 
methods; in the section 4 are presented the outcomes from the 
IFCMod usage at the South East European University (SEEU) 
and at the Central Bank of the Republic of Kosovo (CBK); in 
the section 5 is discussion; in the section 6 is the research 
limitations; in the section 7 is the conclusion and future work; 
at the end, in the last section are presented the references used 
in this paper. 

II. RELEATED WORK 

Through the conducted research was identified the small 
number of scholars who had been working for the requirements 
integration, even if they have started to reinitiate this issue in 
the year 2016, they did not present the final solution per 
integration of the functional and non-functional requirements 
in one conceptual model. A solution that would help all project 
participants to understand the system requirements during the 
system analysis and design stage [2], [7].   

Most of the scholars have been divided the nature of the 
system requirements into the functional (FRs) and non-
functional requirements (NFRs) by representing them 
separately into the CM and requirements documents [8-12]. 
Cysneiros et al. (2001) [13], have proposed a framework for 
integrating the non-functional requirements into conceptual 
models, but their strategy was not transferable to real world 
situations because of missing adequate tools and methods for 
system development. Also, Cysneiros and Leite (2004) [14] 
has given another solution to the integration of the FRs and 
NFRs but the strategy that they used had several problems in 
the functional models and had no significantly impact on the 
overall development process. Moreover, the authors Eckhardt, 
Vogelsang, and Fernández (2016) [15] hint the possibility of 
the integration of the functional requirements (FRs) and non-
functional requirements (NFRs) by handling most of the NFRs 
similar to the FRs. This hint was the main motivation for 
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creation of the Integrated Framework for Conceptual Modeling 
(IFCMod) which consisted guides to deal with the 
requirements gathering, the creation of the functional and non-
functional requirements document and the conceptual model of 
the information system. The IFCMod consist also the Joint 
Approval Requirements (JAR) methods which allow clients 
reviewing and approving of the requirements document and 
conceptual model which are created based on guides. 

Based on conducted research, there were two techniques 
per requirements definition, documentation, validation and 
approval, such as Joint Requirements Planning (JRP) [26] and 
Joint Application Development (JAD) [27].  In comparison 
with the JAR method. These techniques differ in a few aspects 
that are presented in the following Table I. 

TABLE I.  COMPARASION OF THE  JAR METHOD AND TECHNIQUES: JRP AND JAD 

Aspects of the JAR method and techniques 

Joint Approval 
Requirements (JAR) 

Functional and Non-Functional 

Requirements Document was 

created by contractor before 

meetings with the client. It is 

created based on gathering 

requirements from relevant 

materials of the institution. 

Conceptual Model of Functional and 

Non-Functional Requirements was 

designed by contractor before meetings 

with the client.  It was created based on 

gathering requirements from relevant 

materials of the institution. 

Review & Approve of the 

prepared Requirements 

Document by client 

during the meetings with 

the contractor 

Review & Approve of 

the prepared Conceptual 

Model by client during 

the meetings with the 

contractor 

Joint Requirements 
Planning (JRP) 

The formal written document was 

published immediately following 

the JRP session. 

The content of the formal 

document is depended on the 

objective of the JRP session. 

It is created Prototypes by contractor 

during the JRP session only per 

Functional Requirements if have 

Confirm Requirements by 

client during the JRP 

session 

Approve Prototypes by 

client during the JRP 

session only per 

Functional Requirements 

in case they had so. 

Joint Application 

Development (JAD) 

It was required to develop a set of 

questions before starting the JAD 

sessions. 

The post-session report was 

created 2-3 weeks after JAD 

session 

Not applied 

All issues were discussed 

by client and contractor in 

the JAD Session and the 

needed information was 

collected 

Not applied 

The aspects of the techniques presented in the Table I, were 
also a motivation to add the Joint Approval Requirements 
(JAR) method as a component of the Integrated Framework for 
Conceptual Modeling which had the missing aspects in the JRP 
and JAD technique. Moreover, these missing aspects in the 
techniques have pushed the Higher Education Institution and 
the Central Bank using the JAR method and guides of the 
Integrated Framework for Conceptual Modeling during the 
system analysis and design. Before the JAR method, the 
Higher Education Institution has used the JRP technique, while 
the Central Bank has used the JAD technique during system 
analysis and design. 

III. MATERIALS AND METHODS 

In 2017, at the Higher Education Institution and at the 
Central Bank [16] was applied the Mixed Methods Case Study 
to explore the outcomes of the Integrated Framework for 
Conceptual Modeling (IFCMod) usage. While, the Sequential 

Exploratory Design (QUAL→ quan) [17-19], [28] was used 

for exploration because it gave priority to the qualitative 
aspects of the study. This design initiated the qualitative data 
collection and analysis phase than the qualitative components 
followed by the quantitative data collection and analysis phase 
with the aim of findings the generalization increasement.  

The qualitative data were collected from semi-structured 
interviews held at the end of the JAR [19] meetings at the 
South East European University (SEEU) and at the Central 

Bank of the Republic of Kosovo (CBK). In this research study, 
the community participation from the SEEU were the Top 
Management, Managers, Employees, and Students, while from 
the CBK were the Top Management, Mangers, Employees and 
the representative of enterprises with foreign owned capital in 
Kosovo who reports to CBK. Moreover, in both institution 
these Joint Approval Requirements meetings were organized to 
review and approve the functional and non-functional 
requirements document (FRs & NFRs DOC) and the integrated 
conceptual model (ICM) which was created using the guides of 
the IFCMod. 

The criteria for inclusion the above-mentioned community 
of the SEEU was that they should have been invited in the 
Quarantine of the year 2014 which was held for analyzing and 
designing of the e-Schedule system by using JRP technique or 
they should have used or developed that e-Schedule system in 
order to be invited in the JAR meetings of the year of 2017 for 
improvement of the e-Schedule system [19]. From this 
community who participate in the JAR meetings in the year 
2017 was collected 15 qualitative semi-structured interviews. 
Of the 15 participants interviewed, 2 were from Top 
Management, 2 from IT Department, 6 from Faculties, 2 from 
the Human Resources Department, 1 from Student Services 
and 2 from Academic Planning. 

Also, the CBK community was included in the research 
study based on criteria which they should have been involved 
in the process of data collection from the enterprises survey 
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and should have experience in CBK (priority was the 
experience in JAD techniques), while the criteria for inclusion 
the representative of enterprises with foreign owned capital in 
Kosovo was that they should have been involved in the process 
of data reporting to CBK. From this community who 
participate in the JAR meetings in the year 2017 was collected 
25 qualitative semi-structured interviews. Of the 25 
participants interviewed, 2 were from Top Management, one of 
them from CBK and one from Enterprises; 7 from Manager 
positions, one of them from CBK and six from Enterprises; 16 
from Employees, three of them from IT Departments.  

In both institutions, the interview lasted per half hour and 
interview questions were focused on the effect of the IFCMod 
in the quality of the system requirements and the information 
system. During interviews, the ethical principle „Doing no 
harm‟ was respected, where were developed and maintained 
the relationships of trust with participants in the Mixed Method 
Case Study. The transcribed interviews were transformed into 
categorical data which were classified into two binary 
classifications because it will unequivocally highlight the effect 
of the IFCMod based on participants` responses [20]. The 
categorical data were analyzed using SPSS in order to discover 
if there was a relationship between categorical variables. In this 
case, were used the Fisher`s Exact test because of small sample 
size [22-25]. The results of this test are presented in the section 
4. During this research study was also treated the dilemma 
about the small number of sampling. According to the authors 
Marshall, B., Cardon, P., Poddar, A., & Fontenot, R. (2013) 
data saturation had occurred by 12 interviews while, theoretical 
saturation generally occurs between 10 and 30 interviews. 
Based on the authors, the single case study should generally 
contain 15 to 30 interviews [23]. Whilst, the authors Malterud, 
K., Siersma, V. D., & Guassora, A. D. (2016) highlighted that 
the information power indicates the lower number of 

participants in the interviews. It depends on the aim of the 
study, sample specificity, use of established theory, quality of 
dialogue, and analysis strategy [24]. Furthermore, the authors 
Ghazi, A. N., Petersen, K., Reddy, S. S. V. R., & Nekkanti, H. 
(2017) based on literature review highlighted that this is a 
problem in the field of software engineering [25]. In the 
following sections, the outcomes of the Mixed Method Case 
Studies should be presented. 

IV. RESULTS OF USING IFCMOD 

The research question; was it possible to increase quality in 
the Information System by increasing quality in the System 
Requirements via IFCMod usage? was addressed through the 
Mixed Methods Case Study at the South East European 
University (SEEU) and at the Central Bank of the Republic of 
Kosovo. In the following subsections are presented the 
interpretations of the significant results received from the 
above-mentioned institutions perspectives where the IFCMod 
is used [16], [18], [28]. 

A. Improvement of the E-Schedule System  

The outcomes of using Integrated Framework for 
Conceptual Modeling (IFCMod) at the South East European 
University (SEEU) during the analysis and design of the 
improvement of the e-Schedule system were explored through 
Mixed Methods Case Study to gain a better understanding of 
IFCMod effect based on the perspectives of the community 
participation during the semi-structure interviews, at the end of 
the JAR meetings [21]. 

Considering the focus of the semi-structure interview, 
which was the effect of the IFCMod in the quality of the 
system requirements (SRs) and the information system (IS), 
variable about this effect was analyzed for its association with 
the other variables, this is shown in the Table II. 

TABLE II.  RESULTS OF USING IFCMOD AT THE SEEU 

Fisher's Exact Test 

Variable association 

The effect of the IFCMod in the 

quality of the System Requirements 

(SRs) and the Information System 

(IS) 

The understandability of the requirement document 

from all participants in the JAR meetings was used as a 

control variable to assess the relationship between 

variables 

1) Understandability of the Integrated Conceptual Model 

(ICM) 
P value: .011 P value: .011 

2) FRs & NFRs DOC and ICM help the system developer 

during the system development 
P value: .011 P value: .011 

3) Facilitation of the communication through Functional 

Requirements and Non-Functional Requirements 

Document (FRs & NFRs DOC) and Integrated Conceptual 

Model (ICM) 

 

P value: .033 P value: .033 

4) Review and Approve of FRs & NFRs DOC and ICM 

from all participants in the JAR meetings 
P value: .033 P value: .033 
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Based on the outcomes from the perspective of the SEE 
University, the increasing of the quality in system requirements 
and information system depended on variables listed on the 
Table II. The interpretation of the significant results received 
from the institutional perspectives per variables are presented 
in the following. 

1) Understandability of the Integrated Conceptual Model 

(ICM) 
Based on the results presented in the Table II, this study 

found that the effect of the IFCMod in the quality of the 
System Requirements (SRs) and Information System (IS) was 
significantly and statistically associated with the 
understandability of the Integrated Conceptual Model. This 
was shown through the result of p value which is p=0.011. 
Also, the understandability of the requirement document from 
all participants in the JAR meetings was used as a control 
variable to assess the relationship between above variables. 
Based on the Fisher`s Exact test, this variable controlled the 
relationship of the other variables based on the statistically 
significant results p=0.011.  

2) Facilitation of the communication through Functional 

Requirements and Non-Functional Requirements Document 

(FRs & NFRs DOC) and Integrated Conceptual Model (ICM) 

In the Table II are presented the results of this study which 
found that the effect of the IFCMod in the quality of the SRs 
and IS, was significantly and statistically associated with 
facilitation of the communication through Functional 
Requirements and Non-Functional Requirements Document 
(FRs & NFRs DOC) and Integrated Conceptual Model (ICM). 
This was shown through the result of p value which is p=0.033. 
Also, the understandability of the requirement document from 
all participants in the JAR meetings was used as a control 
variable to assess the relationship between above variables. 
Based on the Fisher`s Exact test, this variable controlled the 
relationship of the other variables based on the statistically 
significant results p=0.033. 

3) FRs & NFRs DOC and ICM help the system developer 

during the system development 

The results of this study presented in the Table II found that 
the effect of the IFCMod in the quality of the SRs and IS, was 

significantly and statistically associated with how much FRs & 
NFRs DOC and ICM help the system developer during the 
system development. This was shown through the result of p 
value which is p=0.011. Also, the understandability of the 
requirement document from all participants in the JAR 
meetings were used as a control variable to assess the 
relationship between above variables. Based on the Fisher`s 
Exact test, this variable controlled the relationship of the other 
variables based on the statistically significant results p=0.011. 

4) Review and Approve of FRs & NFRs DOC and ICM 

from all participants in the JAR meetings 

As it is shown in the Table II, this study found that the 
effect of the IFCMod in the quality of the SRs and IS, was 
significantly and statistically associated with Review and 
Approve of FRs & NFRs DOC and ICM from all participants 
in the JAR meetings.  This was shown through the result of p 
value which is p=0.033. Also, the understandability of the 
requirement document from all participants in the JAR 
meetings was used as a control variable to assess the 
relationship between above variables. Based on the Fisher`s 
Exact test, this variable controlled the relationship of the other 
variables based on the statistically significant results p=0.033. 

B. Analysis and Design of the Data Collection System for 

Enterprise Surveys (DCSES)  

Throughout the research study at the Central Bank of the 
Republic of Kosovo (CBK), was used the Integrated 
Framework for Conceptual Modeling (IFCMod) to analyze and 
design the Data Collection System for Enterprise Surveys 
(DCSES). The intention of this study was to explore the 
outcomes of IFCMod usage through Mixed Methods Case 
Study in order to gain a better understanding of its effect based 
on the perspectives of the community participation during the 
semi-structure interviews at the end of the JAR meetings [21]. 

Considering the focus of the semi-structure interview, 
which was the effect of the IFCMod in the quality of the 
system requirements (SRs) and the information system (IS), 
variable about this effect was analyzed for its association with 
the other variables, this is shown in the Table III. 

TABLE III.  RESULTS OF USING IFCMOD AT THE CBK 

Fisher's Exact Test 

Variable association 

The effect of the IFCMod in the quality of 

the System Requirements (SRs) and the 

Information System (IS) 

The understandability of the requirement 

document from all participants in the JAR 

meetings was used as a control variable to 

assess the relationship between variables 

Understandability of the Integrated Conceptual Model (ICM) P value: .022 P value: .022 

FRs & NFRs DOC and ICM help the system developer during 
the system development 

P value: .018 P value: .022 

Review and Approve of FRs & NFRs DOC and ICM from all 
participants in the JAR meetings 

P value: .018 P value: .010 
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In Table III, are listed the variables in which are depended 
on the increase of the quality in system requirements and 
information system based on the outcomes from the 
perspective of the CBK. The interpretation of the significant 
results received from the institutional perspectives per 
variables is presented in the following. 

1) Understandability of the Integrated Conceptual Model 

(ICM) 

Based on the results presented in the Table III, this study 
found that the effect of the IFCMod in the quality of the SRs 
and IS was significantly and statistically associated with the 
understandability of the Integrated Conceptual Model. This 
was shown through the result of p value which is p=0.022. 
Also, the understandability of the requirement document from 
all participants in the JAR meetings was used as a control 
variable to assess the relationship between above variables. 
Based on the Fisher`s Exact test, this variable controlled the 
relationship of the other variables based on the statistically 
significant results p=0.022. 

2) FRs & NFRs DOC and ICM help the system developer 

during the system development 

The results of this study presented in the Table III found 
that the effect of the IFCMod in the quality of the SRs and IS, 
was significantly and statistically associated with the amount of 
FRs & NFRs DOC and ICM helping the system developer 
during the system development. This was shown through the 
result of p value which is p =0.018 which meant there was a 
statistically significant association between effect of the 
IFCMod in the quality of the SRs and IS, and the amount of 
FRs & NFRs DOC and ICM helping the system developer 
during the development of the DCSES system. Also, the 
understandability of the requirement document from all 
participants in the JAR meetings was used as a control variable 
to assess the relationship between above variables. Based on 
the Fisher`s Exact test, this variable controlled the relationship 
of the other variables based on the statistically significant 
results p=0.022. 

3) Review and Approve of FRs & NFRs DOC and ICM 

from all participants in the JAR meetings 

Based on the results in the Table III, this study found that 
the effect of the IFCMod in the quality of the SRs and IS was 
significantly and statistically associated with Review and 
Approve of FRs & NFRs DOC and ICM from all participants 
in the JAR meetings. This was shown through the result of p 
value which is p=0.018. Also, the understandability of the 
requirement document from all participants in the JAR 
meetings was used as a control variable to assess the 
relationship between above variables. Based on the Fisher`s 
Exact test, this variable controlled the relationship of the other 
variables based on the statistically significant results p=0.010. 

V. DISCUSSION 

The IFCMod is used through Mixed Method Case Study at 
the Higher Education Institution and at the Central Bank in 
order to gain better understanding of its effect in the quality of 
the system requirements (SRs) and the information system (IS) 

considering the perspectives of the community participation 
during the semi-structure interviews at the end of the JAR 
meetings in these institutions. Unexpected finding is the 
weakness of the IFCMod which is that only participants with 
the experience in system analysis and design stage agreed that 
the IFCMod facilitated the communication during system 
development. While, the strength of the IFCMod based on 
finding is the understandability of the functional and non-
functional requirement document and conceptual model by 
client and contractor side, and the application of the JAR 
Method to approve and review requirement document and the 
conceptual model by the client side in the JAR meetings with 
the contractor. 

VI. RESEARCH LIMITATIONS 

The research limitation was the lack of similar work in the 
integration of the functional and non-functional requirements. 
Moreover, the sample size from both institutions was dictated 
from the nature being studied [23-24], [29-31]. The 
participants in the study are selected based on the criteria listed 
in Section 3, in order to provide the best data [32] therefore the 
sample size is acceptable [24]. 

VII. CONCLUSIONS AND FUTURE WORK 

The Integrated Framework for Conceptual Modeling 
(IFCMod) was created and used at the South East European 
University (SEEU) during the improvements of the e-Schedule 
system. Also, the IFCMod was used at the Central Bank of the 
Republic of Kosovo during the analysis and design of the Data 
Collection System for Enterprise Surveys (DCSES). Both 
usages were done through Mixed Methods Case Studies 
because of the complexity of the research study [16].  Based on 
the outcomes from the institutional perspectives of the SEEU 
and CBK, understandability of the Functional and Non-
Functional Requirements Document (FRs & NFRs DOC) and 
the Integrated Conceptual Model (ICM) from all participants in 
the Joint Approval Requirements meetings increased the 
quality in the System Requirements (SRs). Also, the review 
and approve of the FRs & NFRs DOC and the ICM during the 
JAR meetings of the client and the contractor increase the 
quality of the SRs. Both institutions are agreed that the 
IFCMod help system developer during the system 
development, while only SEEU is agreed that it facilitate the 
communication between the contractor and the client during 
the system development. The IFCMod is ready to be used in 
different industries in order to explore the outcomes of its 
usage and compare them with the outcomes of this research 
paper.  

The future work would be a creation of the new component 
of the IFCMod, the Price Model (PM). The PM shall present 
the way of calculation of total cost per information system 
development based on Functional and Non-Functional 
Requirements Document (FRs & NFRs DOC) and the 
Integrated Conceptual Model (ICM).  
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Abstract—Cardiovascular diseases are one of major cause of 

death in the world, as well as in Indonesia. In spite of that fact, 

cardiovascular diseases (CVDs) could be prevented with healthy 

behavior and lifestyle, such as: regular health check-up, healthy 

eating and drinking lifestyle, stress management, sleeping 

management, regular physical activities. In this paper, we 

develop mobile health application as a tool to record daily 

behavior and lifestyle. Mobile health is chosen because nowadays 

mobile devices are the most popular communication used among 

people. Thus, we believe that mobile Health (mHealth) is a 

promising tool to promote healthy lifestyle and behavior. The 

method we used for developing the application is called as 

Human-centered design (HCD). The application is evaluated 

iteratively from the first prototype (low-fidelity prototype) to the 

final prototype (high-fidelity prototype). Based on the feedback 

using User Experience Questionnaire (UEQ) shows that the 

application has above average scores for all of the components, 

i.e.: attractiveness, clarity, efficiency, accuracy and 

dependability, stimulation, and novelty. The best score is for 

Stimulation (Excellent), while the worst score is accuracy and 

dependability (above average). This shows that mHealth is a 

potential tool to stimulate users for having healthy lifestyle, 

however it still required further validation of use from health 

experts to ensure the accuracy’s result of the application.  

Keywords—Mobile health; cardiovascular; disease; human-

centered design; standard; user-centered design 

I. INTRODUCTION 

Cardiovascular diseases (CVDs) are one of chronic 
diseases which cause highest mortality in the world (around 
31% people died from CVDs which 85% of it died due to 
heart attack and stroke) [1]. WHO sheet fact [1] also mentions 
that over three quarters of CVD deaths are occurred in low 
and middle-income countries, including Indonesia. According 
to Indonesian basic health research report [2], cardiovascular 
diseases are the leading cause of death in Indonesia (31%), 
which top two including hypertension and stroke.  

WHO estimates that the number will increase until 2030, 
which estimated 23.6 million people will die from heart and 
blood vessel disease [1]. Cardiovascular diseases defined as a 
group of disorders of the heart and blood vessels, which 
include [1]: 

 Coronary heart disease: disease caused by the blood 
vessels to provide blood for the heart muscle 

 Cerebrovascular disease: disease caused by the blood 
vessels to provide blood for the brain 

 Peripheral arterial disease: disease caused by the blood 
vessels to distribute blood supply in the arms and legs 

 Rheumatic heart disease: disease caused by damage to 
the heart muscle and heart valves from streptococcal 
bacteria 

 Congenital heart disease: disease caused by 
malformations of heart structure at birth 

 Deep vein thrombosis and pulmonary embolism: 
disease caused by blood clots in the leg veins that able 
to dislocate and travel to the heart and lungs 

Cardiovascular diseases can be prevented by having 
healthy behaviour and life style, such as: no smoking, avoid 
obesity, increase physical activities. Therefore it is important 
to foster such initiatives through mobile health (mHealth) 
application. Mobile application is a very promising tool to 
promote sustained and successful healthy behavioural lifestyle 
[3].  

MHealth is also efficient and affordable tool to support 
and deliver information and education among people since 
almost individual in this world are having mobile 
communication, such as: smartphone and tablet [4, 5]. 

Based on the background above, we develop a mobile 
application as a tool to reduce and prevent cardiovascular risk 
by promoting healthy life style through mobile healthcare 
application. We believe that this research can provide an 
alternate tool to decrease cardiovascular disease prevalence in 
Indonesia, as well as to prevent it. 

This paper consists of five main sections, i.e.: (1) 
introduction, (2) research related to mobile health application 
for CVDs management, (3) human-centered design method, 
(4) results and discussion, and (5) conclusion. 

II. MOBILE HEALTH APPLICATION FOR CARDIOVASCULAR  

WHO has defined mobile health (mHealth) technology as 
a medical and public health practice supported by mobile 
devices, such as mobile phones, patient monitoring devices, 
personal digital assistants, and other wireless devices [6]. 
MHealth is using mobile technology to support health projects 
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and outcomes [7]. Mobile technology has different types, such 
as: mobile phones/smartphones, tablets, or personal digital 
assistants (PDA). Keisling [7] mentions several categories of 
mHealth, i.e.:  

 Financial transactions and incentives: this category 
provides services for any payments and insurances, 
such as: money transfer, health insurance, health 
payments, health incentives based on performance, and 
saving accounts. 

 Information systems: this category supports any 
activities for data collection and reporting, such as: 
statistics, household surveys, health surveillance, 
electronic health records. 

 Service delivery and support: this category includes 
any system refer to decision support system, diagnosis 
of certain diseases, disease management and 
prevention, communication between providers, 
referrals, and telemedicine. 

 Social and behavior change communication: this 
category offers service such as reminders, health 
education, and health promotion. 

 Supply management: this category involves various 
services such as cold chain management, commodity 
tracking and replenishment, and stock management. 

 Workforce development and performance support: this 
category enables feedback for certain services such as 
service quality, human resource management. 

Honeyman et al. [8] illustrate the potential integration and 
components of a generic mobile health system (figure 1). The 
figure shows that mobile can support and deliver healthcare in 
various forms, such as: voice/video calls, SMS/messages, 
mobile applications, multimedia, inbuilt sensors, and device 
connectivity. Figure 2 shows the services that can be delivered 
by mHealth. 

 
Fig. 1. The potential integration and components of a generic mobile health system [8]. 
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Fig. 2. Potential applications of mobile technologies by patients and clinicians at each stage of the care journey[8]. 

There are several research have been done to investigate 
the potential use of mHealth for Cardiovascular disease 
management [3, 4, 5, 7, 8, 9, 10, 11, 12, 13]. The details 
explanations for those related research are as follows: 

 Authors in [3] investigate how mHealth can control 
lifestyle behavior as prevention to cardiovascular 
diseases. In their research, Eapen et al [3] also mention 
that evolution of mHealth is still in the early stages, 
thus it requires more thorough roadmap by involving 
all stakeholders, such as: patients, developers, 
providers, and payers. By having collaboration of all 

stakeholders, the developers will be able to 
comprehend the real problem from different 
perspectives.  

 Chow et al [4] describe the ability of mHealth as a tool 
for cardiovascular education and prevention, in terms 
of cardiac rehabilitation. However, it should be 
performed further investigation to ensure that mHealth 
is secure, safe, and robust. 

 Feinberg et al [9] find out that mHealth has potential 
use as cardiovascular management, prevention, and 
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health promotion by conducting case study in Kerala, 
India. The research has objectives to explore mobile 
phone usage pattern in rural Kerala (Ernakulam) and to 
explore acceptability of mHealth delivery of health 
promotion and cardiovascular prevention. 

 Honeyman et al [8] explain detail usage of mHealth for 
several cardiovascular diseases, such as: cardiac arrest, 
arrhythmias, myocardial infarction, heart failure, and 
interventional cardiology. Mhealth offers significant 
roles to improve cardiac care from both a patient and a 
clinical perspective. In their research, they highlight 
some of the key cardiac interventions where mobile 
health has been applied or studied in both the acute and 
longer-term care settings. 

 Xie et al [10] mention that mHealth can be used for 
promoting cardiovascular disease self-management. 
However in their research, they find thath Chinese 
cardiovascular apps are insufficient to provide 
comprehensive health information and interactive 
functions to facilitate cardiovascular self-management. 
They also mention that mHealth can offer efficient and 
affordable solution for China, since China has a large 
population with cardiovascular disease that requires 
self-management. 

 Treskes et al [11] discuss several use of mHealth for 
remote monitoring cardiovascular patients. New 
technologies in smartphones have the potential to be 
used for remote monitoring. However, they find out 
some weaknesses of mHealth, such as: 
untrustworthiness of mobile technology, insufficient 
regulation and poor compensation for mHealt 
implementation. 

 Pfaeffli et al [12] mention mHealth as promising tool 
as exercise tool for cardiac rehabilitation patients. The 
exercise is developed using mobile tool with patient 
input using the following steps: conceptualization, 
formative research, pre-testing, and pilot testing. The 
research find out that mHealth developed in the 
research was effective as an exercise program for 
cardiac rehabilitation patients.  

 Gandapur et al [5] explain that mHealth can be used to 
improve medication adherence for cardiovascular 
disease. The aim of their research is to assess mHealth 
as a tool to provide better medication obedience for 
cardiovascular disease patients, especially patients with 
hypertension, coronary artery disease, heart failure, 
peripheral arterial disease, and stroke. Their research 
discovers that mHealth is able to improve medication 
adherence in patients with cardiovascular diseases.  

 Tundjungsari et al [13] compare several mobile 
applications with ability to calculate cardiovascular 
risk factors. The aim of their research is to investigate 
the critical success factor of Clinical Decision Support 
Systems application, mainly for calculating 
cardiovascular risk. They conduct usability testing 
toward three different mHealth applications by 
involving participants from different types of 

backgrounds (physicians, IT developers, and students). 
The result of the research indicates that knowing the 
target user‟s needs is very critical in the design process.  

Table below summarizes those literatures related to 
mHealth use for cardiovascular disease management. 

TABLE I. RELATED RESEARCH OF MHEALTH USAGE FOR CVD 

MANAGEMENT 

Author Research result 

Eapen et al (2016) 
mHealth as control lifestyle behaviour for CVD 
prevention  

Chow et al (2016) 
mHealth as a tool of CVD prevention, cardiac 
rehabilitation and education 

Feinberg et al (2017) 
Suitability and acceptability of mHealth for CVD 
management, prevention, and health promotion in 
Kerala 

Honeyman et al 
(2014) 

mHealth as a tool  of monitoring for Cardiac 
arrest, arrhythmiac, myocardial infarction, heart 
failure, interventional cardiology 

Xie et al (2017) mHealth as tool for CVD self-management  

Treskes et al (2016) mHealth as tool for remote monitoring CVD 

Pfaeffli et al (2012) 
mHealth as tool for cardiac rehabilitation exercise 
intervention 

Gandapur et al (2016) 
mHealth as tool for improving medication 
adherence CVD 

Tundjungsari et al 
(2017) 

mHealth as a tool for calculating cardiovascular 
risk 

III. HUMAN CENTERED DESIGN FOR INTERACTIVE SYSTEMS 

The implementation of the system was carried out using a 
principle of Human or User Centered Design (HCD) for 
interactive systems standard [14]. This standard is used as 
user-centred interaction design process, also referred as „the 
HCD standard‟. The standard is based on „BS EN ISO 9241-
210:2010 Ergonomics of human-system interaction.  It 
consists of activities focussing on human-centred design, i.e.: 

1) Understand and specify context of use 

2) Specify user requirements 

3) Produce design solutions to meet these requirements 

4) Evaluate design against requirements 

The above stages also can be summarised as:  (1) analysis, 
(2) specification, (3) design and (4) evaluation. The stages in 
the HCD standard have to be carried out iteratively, by having 
evaluation stage. Figure 3 shows how the HCD standard is 
implemented in a project. The project using HCD standard 
should involve the user from the beginning of the project until 
the last stage of development. By involving user from every 
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stages of HCD standard, it will provide clear usability 
measurement. 

 
Fig. 3. Human-centered design standard [14]. 

In this research we perform step by step HCD standards by 
involving: patients, public, physicians, public health experts, 
developers, faculty members, and usability experts. The 
details of HCD process in this project is explained in table 
below: 

TABLE II. PROCESSES AND ACTIVITIES IN HCD STANDARD 

Stage Activities 

HCD 1: Understand 

and specify context of 

use 

 

 Application concept 

 Features lists 

 Task Scenarios lists 

 Finding reliable source from Minister of 

Health Republic of Indonesia 

 

HCD 2: Specify user 

requirements 

 

Requirements details for each task (task, sub-task, 

significance, and frequency) 

HCD 3: Produce 

design solutions to 

meet these 

requirements 

 

Low-fidelity prototype production 

HCD 4: Evaluate 

design against 

requirements 

Evaluation design and high-fidelity prototype 

production 

IV. RESULT AND DISCUSSION 

A. Understand and Specify Context of use 

Application Concept: This application is a mobile based 
application with function to prevent cardiovascular disease by 
promoting healthy behavior and life style. The components of 
healthy behavior and lifestyle are provided from Ministry of 
Health Republic of Indonesia. There are six main components 
which determine the healthy behavior and lifestyle as 
prevention to cardiovascular diseases, i.e.: (1) encourages the 
public to carry out regular health checks, (2) eliminate 
cigarette smoke, (3) diligently engage in physical activity, (4) 
a healthy and balanced diet, (5) adequate rest and manage 
stress. 

Based on those concepts, we propose several features to be 
developed in this application, i.e.: 

1) Recording and calculating daily sleeping time 

2) Recording daily eating time (breakfast, lunch, dinner) 

3) Recording and calculating daily physical 

activities/exercise time 

4) Recording and calculating daily amount of water 

consumption 

5) Recording and calculating stress level 

6) Recording and calculating daily number of cigarettes 

consumption (for smoker)   

B. Specify User Requirements 

Feature 1: Recording and calculating daily sleeping time 

Task group Recording sleeping time 

Sub tasks 
Save sleeping time 

Save wake up time 

Significance 
Calculate duration of sleeping time (sleeping time to 

wake up time) 

Frequency of use Daily 

Feature 2: Recording and calculating daily eating time 
(breakfast, lunch, dinner) 

Task group Recording eating time (breakfast, lunch, dinner) 

Sub tasks 

Save breakfast time 

Save lunch time 

Save dinner time 

Save fruit and vegetable consumption 

Significance 
Calculate average daily eating habit (time and 

ingredients) 

Frequency of use Daily 

Feature 3: Recording and calculating daily physical 
activities/exercise time 

Task group Recording physical activity/exercise time 

Sub tasks 
Calculating daily steps done 

Calculate daily distance steps done 

Significance 
Calculate average daily physical activity (steps and 

distance) 

Frequency of use Daily 
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Feature 4: Recording and calculating daily amount of 
water consumption 

Task group Recording amount of water consumption  

Sub tasks 

Save amount of water (glasses) 

Save caffeine consumption (if any) 

Save alcohol consumption (if any) 

 

Significance 
Calculate average daily drinking habit (amount and 

ingredients) 

Frequency of use Daily 

Feature 5: Recording and calculating stress level 

Task group Recording stress level 

Sub tasks 

Save stress incidence (if any) 

Save stress level (0-100) 

 

Significance Calculate average daily stress level  

Frequency of use Daily 

Feature 6: Recording and calculating daily number of 
cigarettes consumption (for smoker) 

Task group Recording smoking behavior 

Sub tasks 
Save smoking active and passive behavior (if any) 

 

Significance Calculate average daily smoking behavior  

Frequency of use Daily 

C. Produce design solutions to Meet these Requirements 
The first prototype of the system was designed and 

produced as low-fidelity prototype, as it can be seen in figure 
4. The first prototype is used to show the navigation flow and 
overall design based on the user requirement (stage 2 of 
HCD). 

D. Evaluate Design Against Requirements 
The final prototype was designed based on the feedback 

gathered in the previous prototypes. This final prototype is a 
fully functional mobile application. Some of the final 
prototypes are shown  in figure 5, 6, 7, and 8.   

To evaluate the prototype we use User Experience 
Questionnaire (UEQ). UEQ is used to measure: (1) 
attractiveness (overall impression of the application. Do users 
like or dislike it?); (2) clarity (does the context of application 
give clarity? Does the interface element give clarity?); (3) 
efficiency (can users solve their tasks without unnecessary 
effort? Does it react fast?); (4) accuracy and dependability? 
(does the application provide accurate result? Does the user 
feel in control of the interaction? Is it secure and predictable?); 
(5) stimulation (is it exciting and motivating to use the 

product? Is it fun to use?); (6) novelty (is the design of the 
product creative? Does it catch the interest of users?). 

 

Fig. 4. Low-Fidelity Prototype. 

 
Fig. 5. Interface of Final Prototype (1). 
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Fig. 6. Interface of final prototype (2). 

 
Fig. 7. Interface of final prototype (3). 

 
Fig. 8. Interface of final prototype (4). 

 
Fig. 9. Application evaluation result using UEQ. 
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We evaluate the final prototype using User Experience 
Questionnaire (UEQ) as an instrument. There are 30 
respondents with various ages (15-64 yearsold) involved in the 
assessment. They have to experience the mHealth application 
and fill in the UEQ based on their experience of using the 
mHealth application. Figure 9 shows the UEQ test result. The 
best result is achieved by component stimulation with 
„excellent‟ score, followed by clarity with „good‟ score. 
However the highest average score is performed by clarity 
component, followed by stimulation. On the other hand, the 
worst result is accuracy having score of „above average‟. 
Overall UEQ result shows that all of the components have 
score „above average‟ which indicate that the application 
perform „good‟ experience to users.  

V. CONCLUSION 

In this research, a development of mHealth application as a 
tool to promote health behaviour and life style is performed. 
The application is developed using stages determined by HCD 
for interactive systems standard. The evaluation result 
obtained shows that the application able to stimulate the 
respondent as users to use the application. This proves that 
mHealth is a potential tool to promote healthy behaviour and 
life style, and in turn as an enabler tool for preventing 
cardiovascular diseases. However, the accuracy result is not as 
high as other components. This indicates that there are still 
many doubts occurred from the respondents regarding the 
accuracy of the application. It means that we still need more 
approval from health and medical expert to validate the 
accuracy of the application. 

In the future, we have to evaluate the application in real 
environment and involving collaboration between health care 
professionals and app developers, in order to achieve better 
end users‟ preferences and more accurate result.  
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Abstract—Nowadays studies based on unmanned aerial 

vehicles draws attention. Especially image processing based tasks 

are quite important. In this study, several tasks were performed 

based on the autonomous flight, image processing and load drop 

capabilities of the Unmanned Aerial Vehicle (UAV). Two main 

tasks were tested with an autonomous UAV, and the 

performance of the whole system was measured according to the 

duration and the methods of the image processing. In the first 

mission, the UAV flew over a 4x4 sized color matrix. 16 tiles of 

the matrix had three main colors, and the pattern was changed 

three times. The UAV was sent to the matrix, recognized 48 

colors of the matrix and returned to the launch position 

autonomously. The second mission was to test load drop and 

image processing abilities of the UAV. In this mission, the UAV 

flew over the matrix, read the pattern and went to the parachute 

drop area. After that, the load was dropped according to the 

recognized pattern by the UAV and then came back to the launch 

position. 

Keywords—UAV; multi rotor; quad rotor; image processing; 

search and rescue; task allocation 

I. INTRODUCTION 

Nowadays Unmanned aerial vehicle (UAV) technology is 
becoming very popular. It is finding a place in many sectors 
and studies. This technology is attracting attention to the 
defense industry, but the usage of UAVs is rapidly increasing 
every day in civil-life. 

From firefighting to search and rescue, agriculture to 
photography, in many studies UAVs have been used for a long 
time. So it can be said that the field of use of UAVs is vast. For 
example, while Karaca et al. were researching in order to 
localize and rescue the victims on mountainous areas [1], Zhou 
et al. were studying on real-time video registration for forest 
fire monitoring [2]. In [1] and [2] UAVs were used for video 
capturing and data transmission. However, the technology kept 
evolving. Some researchers made a significant improvement on 
the mechanical design of the UAV in order to increase the 
performance of the search and rescue [3], and some of them 
changed the camera type with an infrared one and increased the 
performance of the fire detection [4]. In next years, a group of 
researchers changed their point of view [5]. Getting closer to 
recent days, Yuan et al. developed an algorithm to detect and 
track forest fire [6]. Giving another example of an image 
processing application for UAVs, Moranduzzo et al. added 
machine learning to image processing and used support vector 
machine (SVM) in order to detect cars from UAV images [7]. 

UAVs are used not only for such applications but also for 
transportation. In their study, Goodchild et al. wrote a paper 
estimating the carbon dioxide emission of the vehicles while 
delivering goods and reducing this emission rate by using 
UAVs for the delivery [8]. Another interesting paper is written 
by Zheng et al. simulating and evaluating the safety of a long 
distance search and rescue mission executed by a UAV [9]. 

Considering this amount of applications and the importance 
of image based tasks on UAVs, in this paper, we have allocated 
tasks to a UAV in order to measure the performance of its 
autonomous flight, image processing ability and autonomously 
load drop capability. These features are considered as the 
essential features for a smart UAV. There were two missions to 
evaluate the performance of the UAV. In the first mission, the 
UAV flew over a 4˟4 sized color matrix. 16 tiles of the matrix 
had three primary colors, and the pattern was changed three 
times. The UAV recognized 48 colors of the matrix and 
returned to the launch position autonomously. The second 
mission was to test load drop and image processing abilities of 
the UAV. In this mission UAV flew over the matrix read the 
pattern and went to the parachute drop area. Three loads with 
parachutes were dropped according to the recognized pattern of 
the matrix, and then the UAV returned to the launch position. 

More information about the missions and the detailed 
design of the UAV is given in the methodology part. The 
output of the missions and the performance of the UAV are 
given in conclusion. 

II. METHODOLOGY 

A. Mission I 

In this mission, autonomous flight and image processing 
capabilities of the UAV is tested. UAV has a system to fly over 
a 4˟4 color matrix, which contains 1m˟1m sized color panels, 
detect and record the matrix colors during the flight. In this 
mission, color detection and recording will be done three times, 
and every time the matrix color changes colors will be given 
randomly to the matrix. Panel colors will be stable for 10 
seconds, and there will be 5 seconds waiting time between 
color changes. Fig. 1 shows the color changes in the first 
mission. 

B. Mission II 

In this mission, autonomous flight, image processing and 
parachute dropping in the correct order capabilities of the UAV 
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are tested. UAV flew over a 4˟4 color matrix contains 1m˟1m 
sized color panels. As it can be seen in Fig. 2, there are three 
different colored rows among which every row's panels have 
the same color. The last row will have random colors. 
According to the first three rows' colors, the parachutes are 
dropped with 5 seconds gaps. The mission area is shown 
below. 

 
(a)  (b)     (c) 

Fig. 1. Demonstration of the Color Matrix. 

 
Fig. 2. The Mission Area. 

C. Autonomous System 

A flight controller board (Pixhawk 2.1) was chosen in order 
to accomplish the mission and to control its process, Mavlink 
Protocol is used. MAVLink (Micro Air Vehicle Link) is a 
protocol for communicating with small unmanned aerial 
vehicles. It is designed as a header-only message sequence 
library [10]. 

The software to control the autonomous flight was written 
in Linux based using Drone-kit API in Raspberry Pi 3. The 
algorithm of the software is shown in Fig. 3. 

D. Image Processing Algorithm 

Several image processing algorithms are used in order to 
perform both missions. In the first mission which is to 
recognize the given patterns, the algorithm waits for the UAV 
to fly on the pattern. After the UAV arrives at the given 
position on the pattern, image processing algorithms start. 
After capturing the first frame of the pattern preprocessing is 
applied, the image is converted to the HSV color space [11]. 
The main reason for the usage of HSV color-space is to detect 
color under any circumstances independently of light intensity 
and brightness. The median filter is used to get rid of the noise 
in the image. H (hue), S (saturation) and V (value) value range 
for every color are determined so that the background will be 
subtracted and every color will be detected separately (Fig. 4.). 

 
Fig. 3. The Algorithm of Autonomous Flight Software. 

 
 (a)     (b) 

Fig. 4. (a) Background Subtraction from the Pattern (b) Detecting Red Color. 

After detecting every color midpoints of every square, 
coordinates are written in an array, and that array is sent via 
RX-TX ports into the SD card. The output of the system can be 
seen in Fig. 5. 
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Fig. 5. The Output of the Color Detection Algorithm. 

 
Fig. 6. The Algorithm of the First Mission. 

The same algorithm for the second mission is also used. 
After getting the colors of the pattern first three rows' colors 
are read, according to those colors the related command is sent 
to the processor to drop the parachutes in the correct order. 

The first mission is planned to be completed in totally 50.7 
seconds. When necessary calculations are made the UAV 
speed is estimated about 58km/h, which makes 16.11m/s, and 
the flight height is planned about 10-18m. With this speed and 
the height, the way going to the color matrix and coming back 
would take 10.7 seconds. For every color change on the matrix, 
the process speed of the processor to detect the colors is 
estimated about a maximum of 10 seconds. The algorithm for 
the first mission is given in Fig. 6. 

The second mission, when the flight speed and the height 
are considered, is estimated about 23.67 seconds. For color 
detection, the minimum process time is aimed, so the color 
detection and the parachute-drop order planning time is 
estimated about minimum 5 seconds. Due to weather 
conditions, all of these calculations can be changed. That is 
why estimation is used when planning the mission 
performance. With the best estimation, the best performance is 
aimed. The algorithm for the second mission is given in Fig. 7. 

 
Fig. 7. The Algorithm of the Second Mission. 
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III. EXPERIMENTAL SETUP 

The lightest and the fastest UAV design for the missions is 
chosen. The designed UAV’s measurements are 
231˟231˟88.40 mm. Considering motor and propeller features, 
the cross motor span is designed 280 mm. The gaps between 
vertical and horizontal motors are 200 mm. GPS is not 
included in these measurements. Technical drawing of the 
UAV is given in Fig. 8. The final design of the UAV is given 
in Fig. 9. 

 
Fig. 8. The Technical Drawing of the UAV. 

 
Fig. 9. Final Design of the UAV. 

As mentioned before for image processing tasks, Raspberry 
Pi 3 is used and for obtaining images Pi Camera which is a 
compatible camera with Raspberry Pi cards. For autonomous 
flight, an autonomous flight card called The Cube Pixhawk 2.1 
is used. Pixhawk 2.1 includes 32 bit STM32F427, 256 KB 
RAM, 32 bit STM32F103, two inertial measurement units 
(IMU), barometer, 3 axis gyro, accelerometer and 
magnetometer. 

IV. EXPERIMENTAL RESULTS 

On the first mission, the flight time was planned to be 50,3 
seconds. Real-time performance of the mission was 41 
seconds. Image processing performance is shown below. The 
recognition of the first pattern is shown in Fig. 10. Only one 
mistake in 16 squares was made. 

 
Fig. 10. Recognition of the First Pattern. 

In Fig. 11, the second pattern is shown, and the recognition 
rate of the pattern is %100. 

 
Fig. 11. Recognition of the Second Pattern. 

In Fig. 12, recognition of the third pattern was done with 
100% success rate. 

 
Fig. 12. Recognition of the Third Pattern. 

In the second mission, the flight time was estimated about 
23.67 seconds. The real-time flight time is calculated for 26 
seconds. During the flight, a small GPS problem occurred, and 
the UAV could not hover precisely on the pattern. However, 
the recognition performance of the pattern was 100% 
successful. In Fig. 13, the pattern is shown, and the first three 
rows were recognized correctly. After the recognition, the 
parachutes were dropped in the correct order (Fig. 14.). 
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Fig. 13. Pattern Recognition of the Second Mission. 

 
Fig. 14. Load Drop in the Second Mission. 

V. CONCLUSIONS 

During flights, although some problems occurred, the 
missions were completed successfully. In the first pattern of the 
first mission, one square could not be recognized due to the 
angle of the camera and the light. In order to prevent this 
situation, some machine learning algorithms can be used. For 
example, the pixels of the image can be clustered with K-
Means algorithm into few clusters so that the colors of the 
image would have been clustered into a few primary colors 
[12]. In this way, recognition can be done in many different 
environments. In this study, the UAV is designed for the 
missions, and we believe this study can lead to many different 
studies such as firefighting, search, and rescue, surveillance 
applications. With the addition of deep learning and other 
machine learning algorithms, image processing performance 
can be increased, and the area of study can also be widened this 
drone could be beneficial for the defense industry. Authors 

believe that UAVs will have a massive part in our life and this 
study shows the advantages of UAVs in a significant way. 
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Abstract—All applications are developed for context 

adaptation and provide communication with users through their 

interfaces. These applications offer new opportunities for 

developers as well as users by collecting context data and 

adapting systems behavior accordingly. Particularly, in mobile 

devices, these mechanisms provide usability increment 

tremendously. Rigid and non-adaptive interface blocks the 

features of context awareness. In this paper, we study methods, 

technologies and criteria which have been proposed specifically 

for adaptive interfaces.  Based on these guidelines, we elaborate 

the intelligence of adaptivity and usage of context according to 

user mental model. Further, we have proposed a model to 

develop user context ontology (UCO) and adaptive interface 

ontology (AIO) to optimize the use of adaptive mobile interfaces 

in the context of user preferences. These ontologies organize the 

perceptions and thoughts of user. The philosophy of User 

Centered Design (UCD) is proposed to analyze the usability and 

validity of mobile device interfaces according to user contexts. 

Keywords—Adaptive features; smart-phone; usability 

experience, user interface; user context; usability engineering; 

UCD 

I. INTRODUCTION 

The mobile-phone interfaces provide contented and 
dependable communication medium between the device and 
the user. Currently, mobile phones present interfaces having 
various styles and modes of interaction. These interfaces have 
different usability requirements and measures, that make the 
process of interaction design more complex [1]. The 
competitive environment has used the burst of technical 
options in interaction design [2] in which interface developers 
and end users face more difficulties in understanding of 
hardware and software technical details. Computer interfaces 
are emerging to be more sovereign in functionality, software 
systems are getting more complex, and online information 
spaces are growing rigorously in size. With tremendous growth 
in technical support, the variant usage patterns are also 
emerging [3]. There is now immense number of new users, 
who are not technology expert, but rather naïve to computing 
devices such as non-technical professionals, elderly people, 
and children [4]. These users have not only diverse computer 
skills, but they vary in many other aspects like their 
knowledge, skills, intellectual and physical capabilities, mood, 
motivation and most importantly the target tasks and usage of 
technology. 

Numerous high-quality applications introduced but miss-
out from the market [5] due to their complex, unattractive, 
inefficient and confusing user interfaces. The impact of non-
adaptive user interface for mobile devices creates frustration 
and directly effects on performance, usability and reception 
amongst the users. During the designing of mobile phone 
interfaces [6], the user requirements should be evaluated in 
terms of usability, learnability, understandability, effectiveness, 
efficiency and objectivity. Latest mobile operating systems like 
Android or iOS provide kids, guest, driving and night modes 
for the accessibility of applications according to the user’s task. 
These interaction modes are provided for specialized context 
with variation in values of common features like daylight, age 
groups and access styles. These modes provide pre-defined and 
static profiles [7] with factory settings. The user context study 
and analysis are still missing in the interface settings for pre-
defined interaction modes. User is bound to select the most 
suitable yet rigid modes in any other context.  

Adaptive User Interfaces (AUIs) can provide a lot of 
benefits to address these usability concerns. User interface 
adaptation has been identified, quite a while ago, as an 
imperative subject to address in modern information systems 
design. There have been three adaption design techniques for 
three major aspects of adaption. The information adaptation 
selects information to present. The presentation adaptation 
states the presentation styles of this information. The last 
interface adaptation defines the interaction mode and style [8]. 
With these questions answered at design level, the adaptation 
of mobile user interfaces provides big support for the user 
satisfaction.  

The heterogeneity in user physical demographic properties 
and limitations of smart device interaction style brings us a 
challenge to develop a specialized interface for variety of users 
[9] [10]. Many users face problems in customization panels. 
These setting dialogues are very difficult to understand in 
formation especially for users with disabilities and lesser ICT 
knowledge and skills. Similarly, the need for customization is a 
significant requirement demanded by children or elderly 
people. Hence, customization of any device that targets 
accessibility must include auto-adaptation and self-learning 
mechanisms for user’s requirements. Bad user interfaces and 
usability disorientation may cause annoyance and could lead to 
unsatisfied behavior amongst users [11]. For effective mobile 
interfaces the intended tasks should be mapped with user’s 
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mental model [8] [12]. Currently, the benefits of AUI have 
been realized to develop the interfaces in user’s context. The 
AUI is a feasible adaptation approach than adaptable, because 
it provides suitable methodology of adaptation and it can 
handle the usability issues of user’s interaction [13] [14]. The 
adaptive user interfaces are proposed as solution to cater the 
problems that enable any mobile application to provide 
dynamically customized interface [5] for different groups of 
users having similar properties and needs. The user’s context-
based interfaces help to make the collaborative, supportive, 
constructive and communicative activities easy.  

The research idea under discussion shows the User 
Centered Design (UCD) approach to add adaptivity in mobile 
device interfaces. Therefore, the implementation of mobile 
adaptive user interfaces is very necessary for user’s 
learnability, efficiency and satisfaction. The adaptive 
interfaces, designed according to the user requirements will 
help to enhance the user interaction with mobile devices. 

II. ADAPTIVITY AND ADAPTABILITY IN MOBILE-PHONE 

USER INTERFACE 

The two approaches such as adaptivity and adaptability are 
used to personalization for user interfaces of mobile devices. 
The aim of both interfaces is to provide personalization for the 
users while these two approaches are different in the adaptation 
process [15]. Recently, the adaptivity and adaptability have 
achieved high popularity on the world wide web (WWW) 
under the notion of personalization [16]. The reason of this 
popularity is due to the less homogeneity of website users than 
the users of commercial software’s.  

In adaptive approach, the interface automatically adjusts 
and assists the user. The adaptive user interfaces can adapt 
their activities by monitoring user status, the state of system 
and the current situation according to adaptation strategy. 
Usually the intensity of adaptation is measured in the case of 
effectiveness, efficiency and satisfaction for user interface [4] 
[17]. The factors such as spatial stability which increases the 
user satisfaction and high locality, improves discoverability of 
adaptation in representing interface in its original position. 
Spatial stability is required to maintain the mental model of 
application. Moreover, accuracy provides the user perception 
for algorithm predictability, whereas the user interfaces with 
higher accuracy provide more predictability and consistency. 
Further, the interaction frequency and task complexity play an 
important role in the perception of adaptation [6]. If there is a 
need of large mechanical interactions with simple tasks [18], 
the adaptation locality plays important role for complex tasks. 
The users are able to create mental models for applications to 
interact frequently with low complexity. 

Conversely, the adaptable interfaces provide mechanisms 
of customization but rely on the adaptation of user 
mechanisms. In adaptability, the user’s preferences and 
characteristics are known before creating interaction [19]. The 
information system can be adopted manually by the user or 
administrator or automatically by the system to fulfill the 
requirements of users. AVANTI system provided adaptivity 
and adaptability features within the user interface. This system 
provides special input and output devices, visual/non-visual 
interface objects and integrated interaction techniques. The 

contents, modality and prominence of information, navigation 
aids, search facility and links to other hypermedia pages are 
adapted [20] [21]. One of the advantages of adaptable systems 
is that the users are completely controlled through the interface. 
On the other side, the behavior of adaptive systems is 
completely matched with user’s mental model. It provides 
interaction with systems by considering the user performance, 
ease of system, minimizing request help, removing complexity 
and avoiding the problems of cognitive overload [14]. 
Adaptations always support to achieve goals of users for 
performing actual tasks rather than incorrect predictions [22]. 
However, considerable amount of work needs to be performed 
on user’s side to adapt the interface. Table 1 elaborates the 
difference in adaptive and adaptable interfaces. 

TABLE I. COMPARISON BETWEEN ADAPTIVE AND ADAPTABLE SYSTEMS 

 Adaptive Adaptable 

Definition 
It has dynamic adaptation by 
the system itself to perform 
the current task. 

In adaptable system, the user 
can change functionality of 
the system. 

Knowledge 
It is contained within a 
system. 

It is extended. 

Strengths 
There is no need of special 
effort and knowledge by the 
user. 

The system has control of 
user. Also, user knows the 
task which is needed to 
successfully completed. 

Weaknesses 
There are few success models 
exists. User has difficulty to 
develop an intelligible system. 

System complexity and 
incompatibility increased. 
User needs to learn adaptation 
component. 

Mechanism   
Required 

Models of users, tasks, and 
dialogs; knowledge base of 
goals and plans; powerful 
matching capabilities; 
incremental update of models. 

Layered architecture; domain 
models and domain-
orientation; “back-talk”' from 
the system; design rationale. 

Application 
Domain 

Customization, differential 
descriptions and information 
retrieval system is required. 

Information retrieval, end-user 
modifiability, tailor ability, 
altering, and design is used. 

The graphical user interface mechanism to control the 
customization is usually provided by non-programmatic 
customizable systems [23] [24]. Generally, this type of 
interfaces is very helpful for providing direct manipulation of 
interfaces. The user satisfaction level over the interface 
interaction can be increased by using this type of 
customization. It also provides the sense of achievement about 
completion of tasks especially in situations where 
responsibility needs to be assigned to the user of a critical 
system. 

III. USABILITY OF MOBILE-PHONEINTERFACE 

Usability of interfaces for mobile phone devices is really 
concerned with the satisfaction of users. The basic purpose of 
usability is to provide guidance for developers to develop user 
friendly applications. It is not easy to define and evaluate the 
usability as formal or informal specific environment. Still there 
is not a precise apparatus to measure the absolute usability of 
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any product [25]. Currently, the term usability is used to 
enhance interactions among users for their products to 
complete the tasks according to the environment [26]. In 
human computer interaction (HCI) the usability [27] is 
considered as one of the major concepts which has already 
produced emerging views regarding product usage and 
customer’s satisfaction [28]. The Jakob Nielson [29] is one of 
the pioneers who tried to objectively evaluate the user 
experience on digital platforms. Though, it dated back to the 
90s when he defined ten important usability heuristic principles 
(visibility of system status, match between system and real 
world, user control and freedom, consistency and standards, 
error prevention, recognition rather than call, flexibility and 
efficiency of use, aesthetic and minimalist design, help users 
recognize, diagnose and recover from errors, help and 
documentation) which are still valid and used in everyday life 
[30]. Moreover, different attributes of usability (e.g. efficiency, 
learnability, memorability, rate of errors and satisfaction) are 
also available for consideration when designing a product or 
interface. If the interface of any product or mobile phone is 
difficult to use, even it has excellent functionalities, it doesn’t 
matter, the user will shift towards easy alternative [31]. During 
the analysis phase of software development, the usability is 
considered very important for user satisfaction in which user 
needs to interact with the system. Another aspect is usability 
architectural impact, which is not only concerned with 
system’s outlook but also required the better user experience 
(e.g. undo, redo, cancel and selection etc.). By considering the 
complexity of mobile phone interface usability, there are 
multiple solutions that have been proposed through user 
centered methodologies. Amongst the various existing user 
models, there is not an integral model available which 
considers the different complex features such as cognitive, 
motor and psychological [32]. Throughout the usability 
evaluation, the complexity of major issues is found more 
multifaceted rather than minor issues. Hence, more effort is 
required to identify the problems which are violating the 
heuristics such as missing elements in user interface are 
difficult to check during interface evaluation. Nielsen [33] 
evaluated the same product that contained different marked 
problems. The usability experiments of software application 
for new users took individually and were also conducted in 
team. The only one problem was identified as common in four 
teams while others were quite different.  

Molich et al. [34] [35] evaluated the same website of nine 
organizations to measure the consistency in usability testing. 
As a result, 310 total problems were reported and 232 of them 
were unique. Efficiency, effectiveness and satisfaction are the 
parameters of usability in ISO 9241-11 standard. Although this 
standard is very compact but provides minor discussion about 
evaluation of usability. This standard also gives comparatively 
limited guidelines about how to interpret scores from specific 
usability metrics. 

A. Usability of Mobile-Phone Operating Systems 

Recently the usage of mobile phone devices is increasing 
dramatically throughout the world. There are two major 
vendors (iOS and Android) prominently available in the global 
market. iOS is projecting choice of users by providing friendly 
GUI. It (Apple) also provides a leisure time to customers with 

most trusted hardware support. On the other hand, Android is 
also a prominent brand but still struggling for better hardware 
support. Along with hardware, the usability of mobile phone 
applications is becoming an increasingly significant part 
amongst users [36]. Moreover, the operating systems (OS) 
along with technical possibilities and application 
compatibilities to enable the functionalities of end device can 
play vital role in terms of task performing [37]. To measure the 
usability of smart phone applications, tests were taken on the 
basis of Ericsson and Simon’s work by using think aloud 
protocol. This protocol encourages the users to think loudly 
while performing their specific tasks. On the collected 
information, the user’s interface promotes the natural human 
thinking capabilities to enhance the performance and 
improvement [38]. The features of interface are developed 
differently in separate devices according to user desires for 
better usability. These interfaces may provide large monitors, 
small screens, enhanced input/output devices (e.g. trackball, 
keyboard or touch pen) to improve the efficiency, effectiveness 
and satisfaction [39] [40]. The mobile phone user interfaces 
should be developed to accommodate the users according to 
their context. 

IV. MOBILE USAGE CONTEXT 

An interesting point of view about context states that it 
includes the user’s state of emotions, focal point of user’s 
attention, demographics and all the elements present in the 
user’s environment [41]. Even the term context in vocabulary 
refers to the environment of usage providing details about the 
user's technological knowledge, user’s current state of affairs 
and application's background, application settings and features 
of the current usage situation [42] [43]. Thus, it highlights the 
importance of precise definition of all information that should 
be considered as context for adaptive application development 
of mobile phones. 

With the above-mentioned aim, we deduced the following 
major context entities for device, task and usage learning. 
Usage learning context aims to explore and state the user 
properties and preference that are quite important instrument 
for proper adaptations application. In scenario of mobile 
applications, the user model can be useful in several conducts: 
the user historical usage pattern can identify and even predict 
the user needs and select information of use’s interest [44]. 
Such information present principally a significant positive 
impact on application’s interface and its proposed content. The 
task to model the user with a mobile device and varying 
environment appears to be much difficult than performing the 
same for a user in desktop environments [45]. Usability is 
mostly coupled with interface only while it is the property of 
overall system. It refers to the quality of use in a specific 
context [46]. As mentioned above, current methods and 
techniques for usability prediction are inadequate regarding 
their accuracy due to consideration of partial context of users, 
tasks and environment.  

There exists a lot of methods to determine the quality of use 
of any system especially for ICT domain. These evaluations 
include the effectiveness measures of system by calculating the 
successful achievement of user’s intended goals. The 
efficiency of the system in measured over the required 
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resources to achieve user’s goal. The resource list may include 
time, money or user’s mental effort. The satisfaction is judged 
over the acceptability of overall system by the user [4]. The 
overall picture of a system presents users, tasks and technical 
resources (hardware, software and materials) of that systems 
surrounded by the physical and organizational infrastructure. 
All of these elements of the system environment greatly 
influence the interaction. The promotional campaigns, like 
"Usability Now!" in the UK, have brought awareness in the 
buyers of any system about the importance of usability. With 
the effect of these awareness programs, buyers now give more 
consideration to ease of use of any (S/W or H/W) systemin 
their selection. Similarly, the producers and suppliers of the 
product with high usability get customers attention and a 
market edge. Microsoft and Amstrad have highlighted the ease 
of use as a major selling feature in their recent advertising 
campaigns and gain sales promotions [47]. International 
usability and the user interface standards are being increasingly 
referred in public procurement. They also aim to fulfil 
European Display Screen Equipment Directive. 

A. Context Properties 

Context-aware computing methods and techniques have 
been used in most of the research for adaptive interface 
development. The said methodology comprises of sensor 
technology to collect information about surrounding 
environment like location, time, daylight, temperature, user 
identity and action. Adaption with more details has not been 
generally adopted for such systems like, data input methods 
based on context. In this research, we tried to identify the 
user’s properties and behavior using domain experience and 
mobile technology experience. It also aims to congregate all 
the context elements with scale and value ranges that influence 
the user’s task performance. Consequently, provide design 
guidelines for the interfaces that can automatically adapt 
according to the provided context information [48]. The user 
itself, as a compound entity, is an essential part of the context. 
There has been very specialized set of behaviors provided by 
any context-aware application to react against specific context 
variations. Thus, the software engineer must clearly understand 
the development goals and classify various context cases in the 
targeted application. 

1) User properties: User’s properties are most concerned 

in many of the context aware applications where context in 

represented by the user’s status like user’s age, gender, 

demographies and emotions. User’s demographical properties 

like location, time, weather or activities are usually recognized 

through internal/external sensors (e.g.: GPS, accelerometer, 

Web data camera, microphone), while the emotional state can 

be mined from user’s current responses in contrast with the 

history of user’s actions [49]. The classification and 

categorization of user’s properties is unlike to a data ontology 

of a person used in social network. User properties can be 

categorized over the semantics and use of the values in the 

universe of discourse. Some of the user properties are brought 

up for user’s identification like name any IDs (username, social 

security number), street, address, city, country, address 

properties (zip code, country code, telephone number, network 

code, phone number, home address and email are part of 

contact details and other business properties may include date 

of birth) [50]. As humans have diverse lifestyle requirements 

and these aspects should be modeled through user profile 

modeling. The profiling of the usercan be used for the desired 

level of personalized service delivery which attains the 

capability to adapt itself for a particular user. The user profile 

is a digital representation of the user and context-aware system 

places it in the modeling and management layer.A user profile 

can be characterised as a number of user-related classes. 

Various dynamic profile aspects have been discussed in five 

profile classes consisting of CapabilityProfile, InterestProfile, 

PreferenceProfile, EducationProfile and HealthProfile [51]. 

Needs of user with specialized requirements have also been 

addressed in an ontology engineered for user profile to assist 

people with dementia in mobile usage environment. 

2) Device properties: Device context is directly influencial 

to the usability of any application. Any interface neglecting the 

device properties cannot achieve ease of use. Incorporation of 

device elements in interface design process become more 

severe and complex with the diversity of mobile devices 

introduced. A mobile application has to be compatible,rather 

comfortable with several versions. No doubt, currently, mobile 

devices competencies fulfill many tasks according to user’s 

requirement with multiple hardware options. Since each device 

claims its own individuality, it is not trivial to design and 

develop a mobile application. As a mobile application 

developer, we can refer to the operating system on which this 

application will be deployed and run while using all hardware 

facilties (e.g. network connectivity, display, GPS sensors). All 

these device properties play a vital role mobile applications 

development. The device context is, in general, considered in 

the designing and development of mobile application interfaces 

that works on various operating systems and hardware 

platforms. The development frameworks, provided by different 

OS platform association like android or iOS, suggest the 

functionalities to read the technical information of the device 

(e.g. memory, display size and resolution, list of sensors and 

network connectivity options) [52].  The device properties may 

include some of the followings: 

 Font size (Small, medium, large)  

 Font color (RGB color, black & white) 

 Font format (Times New Roman, Tahoma, etc.) 

 Background color (Auto adjust, changing manually) 

 Data entry mode (Typing, tapping, voice) 

 Display information (Text, sound, LED lights) 

 Message delivery (Text, voice, alert, silent, pre-answer) 

 Brightness level (Increase/decrease) 

 Ring volume (Low, medium, high, alert, vibration) 

 Sound level (Mute, regular, loud) 
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3) Environmental properties: Environemtal properties 

presents the information about the surrounding environment 

like spatio-temporal information. The time and space 

knowledge can be gathered through some sensors with 

collective knowledge of the cloud. The time can be scaled in 

various ways like daylight time, office timing, 

hours/minutes/second, weekend/weekday etc. While space 

properties may include the location and other properties of 

surrounding location like weather, humidity, luminosity or 

noise level. In literature, Module6 of CoDAMoS ontology has 

been reused for environment modeling in context ontology. 

Thus, we got a nucleus model for environments and their 

semantic relationships with the above stated environmental 

conditions [53] [54]. Different domains of the mobility 

environment are experts in mobility infrastructure, service 

development, device connectivity and interface design, etc. 

[52]. The mobility of the devices tranfering from one to 

another environment makes it essential to consider the usage 

environemt in mobile application interface development. 

4) Tasks properties: The usability of a mobile application 

also depends on the task performed and the interface 

supporting specific tasks.  Adaptivity features of a mobile 

application according to the current activity of user presents 

another type of context consideration in mobile application 

designing and development. Unlike the type of context 

discussed earlier that sense the physical properties, task 

properties may organise the user interface, with learning the 

aim of use. The adaptable modalities (e.g. voice, speech 

synthesis, device vibrations, gesture) are used as a 

communication way with respect to the tasks between the user 

and the application [4]. During any adaptive application 

development, developers need to identify the intent and 

activities. It is also related to the functionalities provided in 

specific context by the mobile application. In this way [55], the 

application is required to read the environment to determine the 

current activity to be performed by the user. Here, the designer 

need some state identification to analyze the task and decide 

the communication options (e.g. sensors, touch screen, 

network). Another question that arises is to select the proper 

sensing device or software to determine the intended actions. 

The option of profile selection (e.g. driving, sport, night) can 

be given for a specific activity (e.g. texting, calling or listening 

to news etc.) [56]. Task properties play important role in the 

development of adaptive features. The context of user activity 

is necessary to map with device behaviour to fulfill the user 

desires. 

B. Special Needs 

Specialized applications and some operating systems 
interface have been designed for the user with special need or 
any physical disorder. Assistance for the users with special 
needs enhance the overall usability of the systems that 
considers exceptional members of the target user range. These 
special needs may be provided for people with low and 
impaired vision due to age factor. Another colour vision 
problem is colour blindness that refers to a physical deficiency 

to identify and distinguish among some basic colours (i.e. red, 
green, blue) in the normal luminosity. These users having 
colour-blindness may be inadequate to differentiate within 
specific colour pairs. The applications developed for mobiles 
may avoid those specific pair of colours in various objects 
identification in one canvas especially in foreground and 
background combinations. It is also suggested to provide a 
colour transformation by the OS [57] to avoid such 
combination in application running at that platform.  

Another study for Deaf’ or better to be called naturally 
challenged users mostly suffer with great hearing loss. Sign 
Language (SL) can be used as the first language of 
communication for these naturally challenged users. There can 
also be options for such users to learn the Sign Language that is 
based on the combination of movements of hands, arms, body 
and facial expressions. A study [12] states that there has been 
nearly sixty thousand people living in Italy who use deaf Italian 
Sign Language (LIS) as their primary mean of communication. 

V. USABILITY ENGINEERING FOR MOBILE-PHONE 

Usability of smartphone applications is one of the major 
concerns in industry today. The trade-offs in user interfaces 
done by the manufacturers and application developers have 
resulted in dissatisfaction amongst the users. One of the major 
reasons is their non-contextual user interfaces [45]. AUIs help 
us in addressing these problems and increase the usability of 
applications by providing the functionality that focuses on the 
user requirements.  

Variable regarding user’s environment are available in wide 
range such as demography, cognitive skills, background, 
education, personality and preferences [46]. The interpretation 
of different users may not be matched for command names, 
icons and displays which is one of the major challenges in 
HCI. In smart world, there is a rapid increase in user 
interaction with interfaces and direct influence of the context 
on the user’s task in an environment. The context and task 
define the change that needs to be performed at a specific 
movement on user’s interface. In mobile computing, the 
context-awareness or physical environment includes 
surroundings of a user and device (e.g. location and time) [58] 
[59] [60]. User modeling, in the area of mobile applications 
can be performed by monitoring users’ past behaviors or user 
profiles. This type of predictive knowledge has an influence on 
application interfaces and its contents.  Context modeling for 
usage learning has been defined into three categories such as (i) 
based on domain knowledge (ii) supervised learning 
approaches and (iii) unsupervised learning approaches. 
Supervised learning approaches require smaller amount of 
domain knowledge while unsupervised learning do not require 
the domain knowledge [52] [61]. It is very difficult to collect 
relevant information from users because most of the users are 
not aware which information is important [41]. This issue may 
create difficulties for application developers to develop 
adaptive applications according to user’s contextual 
information. 

A. Adaptivity and Intelligence in Mobile-Phone Interface 

The principles that lay the foundation of adaptive systems 
consider the situations that make the need of adaptation 
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necessary. Based on these requirements appropriate adaptation 
plan is decided and the actions are taken accordingly. 
Fundamental choices that constitute the adaptation process of 
AUI design are [14]: 

a) Establishing the role of the adaptation and by whom 

the adaptation will be performed. 

b) Definition of overall goals of the user and the 

adaptation process. 

c) Definition of adaptation rules which will manage the 

adaptation. 

d) Definition of variables and level of interaction that is 

required for adaptation. 

e) Definition of a complete inference mechanism and 

methods that will perform the adaptation process. All these 

methods should be in line with the user preferences. 

The mobile phone industry is penetrating in the market and 
users need specialized interfaces to fulfill their requirements. 
Although adaptivity is the need of hour and it has some 
problems and tremendous benefits to create user satisfaction. 
HAoAok identifies [16] [62] a few problems of adaptive 
interfaces in one of his articles which summarizes the state of 
art in the field. First problem refers to the control of user where 
the user is not provided with the control of the adaptation, this 
is referred to as lack of control. Though the user involvement 
may increase the satisfaction of the user, but this may result in 
increasing the problems in developing the user model for 
adaptation. Second problem refers to the consequences of a 
user action. As user has no direct control over the adaptation 
process, hence the user is not sure about the results of some 
actions, this is classified as unpredictability. Third problem 
identified again refers to the user’s understanding of the 
adaptation process and what the user actually expects from the 
interface. This makes it difficult for the developers to decide 
the portions that should be shown to the user at a given time, 
this problem is named as transparency. Fourth problem is 
termed as privacy, this means that user must accept the fact that 
everything that user is doing is recorded and will be used for 
adaptation of the user interface. On one side it is compulsory 
for the system to keep track of every task of user for building a 
profile, but, on the other side it creates a privacy concern for 
the user. Fifth problem refers to the trust on the adaptation 
process, according to literature; user’s trust is volatile and may 
decrease further if the adaptation performed by the user does 
not fulfill his requirement.  

AUI gives user flexibility of creation of interface at design 
level, not only this but it also allows the user to make the 
required changes during execution as well. This makes the user 
independent and does not restrict the developers and designers 
of the system to decide the optimal solution that are specific to 
a user.  By using AUIs the system has the capability to adapt to 
the user need and also helps in future adaptations by keeping a 
history of adaptations performed [20] [58]. Adaptation has 
already been implemented in all types of systems ranging from 
desktop applications to web applications, smart phone 
applications, wearable device software and many more 
platforms.  

The basic premise that an adaptive system work on is the 
user model, this model is built on the user’s data, his behavior 
(which is recorded by keeping a track of actions by the user) 
and environmental conditions. The system predicts the user’s 
activity and gives relevant information, functionality and 
suggestions to the user for the next task. By using this 
mechanism, the content is personalized for each user and is 
based on the user model developed by system at runtime [63], 
hence, the application performs differently for each user. This 
increases the user satisfaction as the feeling for using an 
application that understands an individual’s preference is what 
every user wants. Another study analyzes the role of context in 
the telematics devices available in vehicles. Sixty-four 
students, including 35 male and 29 female students, from Ben-
Gurion University having average age of 25.7 participated in 
the study [58]. It was observed that the overall performance 
time decreased with the increase in adaptivity, hence the study 
concluded that adaptivity level directly effects the overall 
performance time of the user. 

B. Criteria to Develop Smart AUIs 

The need of user interfaces is rising gradually day by day. 
These interfaces are running on multiple devices along with 
various features. Any type of disability in interfaces creates 
motivation to develop the guidelines of interface generation 
and description of user interface. There are prominent 
approaches including MARIA, TERESA with Concur Task 
Trees, Personal Universal Controller (PUC) as used in Huddle 
and Uniform, UIML Canonical Abstract Prototypes (CAP) 
with recent modifications in CAP3. The following parameters 
may help to develop criteria for mobile phone adaptive user 
interfaces. 

1) Run-Time adaptations and usability: Run time 

adaptation of user interface used in few systems to provide 

automatic generation and usability. However, numerous 

literatures have been written about potential problems of self-

adaptive [64] user interfaces. Specially, it lacks in transparency 

which is described to improve the run time adaptations by 

animated transitions. Nevertheless, the aim of adaptive user 

interfaces to accessibility improvements may have a need of 

different approaches where the system takes a more proactive 

role [11]. In broader perspective, the goal of intelligent user 

interfaces can be achieved by relieving of complexity. 

2) Direct and indirect adaptation: The direct and indirect 

adaptation can support to make an approach for a wider variety 

of scenarios. By providing alternative version of adapted UI or 

indirect adaptation, the confusion of users can be 

minimized.Yet the comparison between adaptive and adaptable 

interfaces is not mature enough, only in some systems (e.g. 

ubiquitous), it is necessary to adapt UI with direct adaptation. 

The study is conducted by developing prototype as a frontend 

to commercial word processor. For example, the participants 

used MSWord personal interface for evaluation in four weeks, 

where 14 out of 19 users spent almost less or more than 50% 

time in their personal interface usage [65]. In daily life, the 

smart environments which are being used in utilizing the 

computers as tools.It suppors the users for moving interaction 
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(direct and indirect)  with computers from a single system to a 

complex and distributed environment. The required 

synchronization [66] of the parts is a problem with distributed 

user interfaces (e.g. MASP) which adapts the smart home UIs 

on the basis of changability in environment. 
3) Extensibility of adaptive behaviour: Extensibility is an 

important feature for the development of new user interface.It 

helps for multiple adaptation (e.g. accessibility, cognition etc.) 

of UI because it is not restricted to single type of adaptation 

such as layout optimization. The extensibility of adaptive 

behaviour makes available to add new adaptive behaviour at 

run time when desired to provision a diversity of aspects [67]. 

For example, COMET is modeled for supporting 

polymorphism that belongs to different technological spaces 

(e.g. HTML, OpenGL, vocal). The dynamic ability to 

tailortheuser interfaces with designer and end user to discover 

design alternatives by substituting COMET presentations at 

design as well as runtime. 

4) Empowering new design participants: The new design 

participants can be non-developers (end users, IT personels) in 

the case of adaptive user interfaces. For example, leveraging 

communities through crowdsourcing could prove useful for 

applications that require a lot of effort for defining the adaptive 

behavior. 

5) Integrated development environment: The integrated 

development environment (IDE) is a style of user interface 

which looks similar to Visual Studio or Eclips [68]. It can 

provide easiness for organization UI and adaptive behaviour 

articles of large scale software systems. 

6) Supporting multiple levels of abstraction: The 

CAMELEONsuggeststhe liberty of task modeling, abstraction 

and technology of concrete UI. Moreover, the different levels 

might be appropriate for certain type of adaptation [67]. By 

adapting highest level, the UI features can be reduced and also 

through a number of levels, the layout could be optimized. 
7) Selected modeling approach: In this approach the 

selected interpreted runtime modeling permits advanced 

adaptations to be conducted [69]. The old fashioned approach 

“model driven engineering” (MDE), used in HCI has revived 

conventional  (WIMP) user interfaces [70]. This approach 

brings some hope by providing theoretical and task level 

modeling into a unifying and systematic approach to the 

problem of UI plasticity.  

8) Modeling, generation, and synchronization: It provides 

abstraction at all levels where the tools of model driven UI 

development must create easiness to the developers. 

Predictability for the programmers is very important and 

should not be ignored during the development of tools [71]. 

However, synchronization is one of the main feature that 

creates user satisfaction. 

9) Supporting multiple data sources: The architectures and 

procedures of adaptation enable the users interface generation 

and dynamic adaptivity during run time [11]. The multiple data 

sources permits adaptations to be carried out in various 

situations. The models having adaptive behaviour [72] can 

exemplify data on the basis of different studies, which is the 

case of adapting UIs to cultural preferences by MOCCA. 

10) Preserving designer input on the UI: In some cases, 

[71] the designers may wish to preserve some characteristics to 

enhance the predictability of outcome. 

11) Reducing solution viscosity: It is achieved if a tool 

reduces [68] the effort required to iterate on the possible 

solutions based on the [71] flexibility, express leverage, 

expressive match, scalability, low threshold, high ceiling 

andtrade off analysis. 

12) User feedback on the adapted UI: The user feedback on 

AUI [72] provides awareness of automated adaptation 

decisions and the ability to take priority overthem whenever 

needed. 

C. Development Process Model of AUI 

This section  discusses the development process model of 
adaptive user interface. 

1) User center design process model: The philosophy of 

UCD is to analyze the usability and validity of mobile device 

interfaces according to user contexts. The AIO will provide the 

designing and scaling of mobile device interfaces according to 

the context of user. UCD is a framework of processes and 

methodology which is not restricted to interfaces or 

technologies [12]. It deals with the product for the 

understanding of needs, wants, tasks, environments, 

preferences and limitations in user’s context and are given 

extensive attention at each stage of the design process. It is the 

process of designing software with interfaces and then solving 

of multi-stage problems from the perspective of user’s 

understandability. The system can be designed for user’s 

support with their existing beliefs, attitude and behaviors 

related to their tasks, rather than the users adapt or learn the 

designed system [73]. UCD approach is used to develop simple 

models, mock-ups or prototypes on parts or all of the designs 

such that graphical design, information architecture, interaction 

design, information visualization. The UCD not only requires 

designers to analyze and predict that how users use a product 

but also test the validity with regards to user’s behavior. The 

testing of a product is necessary but it is difficult task for 

designers to understand the user’s experiences. UCD has 

complete life-cycle to produce the products with high usability 

and low cost [4]. The major goal of UCD is to offer optimized, 

efficient and user friendly product which increases the usability 

and satisfaction of users. 

2) Mapping UCD process model in UCO and AIO: All 

features of UCD will provide real benefits to the user 

experience. In UCD, the prototypes are very useful to translate 

the user requirements into contextual experience. It is used to 

enhance the usability, satisfaction and optimization of adaptive 

mobile user interfaces. UCO and AIO will be developed to 

optimize the use of adaptive mobile interfaces in the context of 

user preferences [74]. These ontologies organize the 

perceptions and thoughts of user. “Fig. 1” shows the proposed 

research roadmap for the engineering of UCO and AIO for 
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mobile device interfaces in user’s context. It also describes the 

mapping functions of UCD [50] with UCO to AIO which leads 

towards the experimentation and evaluation of results for the 

satisfaction of users. 

 
Fig. 1. Development Process Model for Adaptive Mobile User Interface. 

VI. EVALUATION OF INTERFACE 

Usability attributes are classified in two types of measures, 
objective and subjective measures. There are five usability 
attributes that help us to evaluate an interface in human 
computer interaction. Objective measures are very useful in 
evaluation of an interface; however, the collection of data 
objectively is an expensive, time consuming and challenging 
task. On the other hand, subjective data can be collected easily, 
speedily and with comparatively less effort. Attributes like user 
opinion and preferences can also be measured using subjective 
approach of evaluation [75]. For instance, many of modern 
smart phone applications have multiple usability problems 
which include the navigation, poor support for performing 
tasks, complicated interfaces, complex interaction styles, 
limited interaction techniques and confusion due to a lot of 
options given to user.  The magnitude of problem is increased 
for mobile phones because of their limited processing power, 
screen size, mobility and multiple network connectivity issues.  

There exist a lot of algorithms that can be used to perform 
multiple types of adaptation and each algorithm has its strength 
in the evaluation process [76]. According to a study by Lewis 
in 2006, hidden smart menus of pre-2007 versions of Microsoft 
Office resulted in multiple usability issues, however, the 
revised version of MS Office released after 2007 contained 
predefined adaptive parts which used to show the most recently 
used tasks increased the user satisfaction and improved the 
overall usability [62], thus proving to be more beneficial for 
the user. Menthol project examined the parameters like age and 

gender on mobile phone usage and the results showed that 
these parameters have a direct relation to the usability of a 
smart phone. Due to the popularity and personal aspect, 
usability of a smartphone is one of the hot research areas in 
pervasive computing. The project analyzes the above-
mentioned factors where the dataset is an output of a 
longitudinal study. A sample of more than thirty thousand 
participants was selected, out of which around sixty thousand 
were male and fourteen thousand five hundred were female. 
The median age of the participants was 21 years and they were 
tracked for 28 days. The data of their personal and 
demographic details was submitted through a predefined 
questionnaire. The study was conducted in January 2014. It 
was observed that the average time a female spends on a smart 
phone is 166.78 minutes, whereas males spend 154.26 minutes, 
hence, females use their devices for a longer period then males. 
Another finding of the project was that the younger participants 
were more inclined towards entertainment and social 
networking applications through specialized software 
applications. Young users also spent more time then the users 
who are older in age [36]. After analysis it was found that the 
older users used the smart phones for getting general 
information and preferred to use the smart phone as a 
conventional phone.  

In this paper we have analyzed the usability of the adaptive 
features that have been provided by the device manufacturers. 
The features that were analyzed for user satisfaction, efficiency 
and effectiveness. A user centric design was followed to 
evaluate the usability of features that are adaptive [4] [64].  It 
was seen that the users preferred the portrait mode while typing 
because it gives the user the ease of typing by using single 
hand, the overall effectiveness of the feature of screen rotation 
was 25% less effective. An interesting finding was that the 
voice command adaptive feature, despite of the fact that the 
feature was 6% more efficient, but surprisingly it was 19% less 
effective during the user interaction. One of the reasons that 
were observed in less effectiveness of the voice command 
feature was the problem in recognizing the accent of the user.  
The effectiveness of LED notifications adaptive feature was 
recorded as 88%, not only this but the overall efficiency was 
also 89%, hence, the LED notification feature was very 
effective and efficient. For kids the adaptive environment 
feature was found to be 28% more efficient and effective than 
using the smartphone in normal mode. It was observed that 
because of the identical adaptive features provided by multiple 
vendors, there were a lot of adaptability issues. Another point 
that creates the problems is that the vendors do not consider the 
user’s ability to perform a task and the context of the task. 
From the experimental findings, it is inferred that the adaptivity 
has a positive impact on the usability of a smart phone, when it 
is applied in an appropriate context [17]. Another example that 
supports the findings was an adaptive bar which was presented 
by Debevc et al [77]. In this toolbar, the software system 
proposed the additions and deletions of tasks to the user; 
suggestions are given on the basis of history, frequency and 
context of the user. The results of another study show that the 
adaptive tool bar was more effective and helped users to build 
their own tool bar more efficiently, thus, enhancing the user 
experience. 
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VII. CONCLUSION 

The fundamental purpose of HCI is to make the systems 
more usable, useful and to provide better usability according to 
user experiences. Many researchers have suggested AUI in 
their own specific perspective. Currently, the smart world has 
many variations in all aspects of user, task, environment and 
device. These deviations in usage environment are increasing 
speedily which cannot be handled by using single interface. 
Therefore, it is near to impossible to develop specialized 
interfaces for each context separately. In this survey paper, we 
studied different principles and mechanisms used in context 
models. User modelling research is discussed to address these 
types of issues. Likewise, semantic modelling has also 
provided a solution for complex scenarios and computational 
models. These complex contexts can be modelled by using 
semantics and ontologies. Furthermore, the user interface 
process model suggested development of AUIs on the basis of 
guidelines provided in this survey paper. 
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Abstract—An electronically reconfigurable phase shifter 

using two Schiffman sections is performed for beam steering 

applications in Ku band. The proposed phase shifter consists of 

only two cascaded coupled-line sections with the reference line 

removed. This circuit is loaded by varactor diodes that ensure its 

tunability over a wide bandwidth. By supplying these varactor 

diodes with suitable bias voltages, a phase shift is continuously 

adjusted and reached up to 168° at 12.7 GHz with low insertion 

losses according to the simulations. Thus, the proposed two-stage 

phase shifter is able to reach a beam steering angle of 28.6° at 

12.7 GHz with only one control voltage. The proposed structure 

exhibits that our phase shifter has a compact size and a large 

phase shifting range throughout the Ku band. The tunable phase 

shifter is prototyped and the measurement results are presented. 

Keywords—Schiffman phase shifter; reconfigurable; varactor 

diode; beam steerability; Ku-band 

I. INTRODUCTION 

Differential phase shifters are frequently exploited in 
communication systems such as phased array antennas and 
microwave control devices. This appliance is made of main 
and reference lines which produce a constant differential phase 
shift between them [1-3]. 

One of the most appealing types of differential phase 
shifters is the Schiffman structure [4-8] due to its simple 
topology and wideband characteristic. For this configuration, 
the differential phase shift is provided by a parallel-coupled 
microstrip lines section as illustrated in Fig.1(a). 

 
(a) Conventional Structure.             (b) Tunable Structure. 

Fig. 1. Schematic Design of the Single Stage Schiffman Phase Shifter. 

Recently, the tunable differential phase shifters have 
become increasingly beneficial to achieve the beam steering 
functions using compact structures [9, 10]. In the case of 
steerable antenna arrays, a large phase shifting range is 
required to control the direction of the radiation pattern. To that 
end, a various design of reconfigurable phase shifters suitable 
for beam steering applications has been mentioned in literature 
[11-13]. These phase shifters generally contain some kind of 
active devices offering an adjustable phase shift throughout a 
large frequency band [12]. One of the prominent tuning 
components is the varactor diode which has a high phase 
variation by continuously adjusting the voltages [13]. 

The Schiffman phase shifter compensated with varactor 
diodes is a good candidate for beam steering applications 
because of its potential to achieve a continuously variable 
phase shift throughout a large frequency band keeping the 
compactness of the design [14]. This phase shifter model 
showed in Fig. 1(b), is proposed and developed in [15]. This 
new approach has some attractive features such as the 
simplicity of the structure in a planar configuration, the 
compact size, the wide bandwidth and the large phase shift 
range with easy adjustment of the phase shift. 

Nevertheless, some of the tunable single stage phase 
shifters produce a restricted range of phase shift variation. 
Therefore, to resolve this problem, a cascade configuration of 
phase shifters seems to be an interesting solution to achieve a 
large phase shift response [16-21]. In this respect, few Ku-band 
tunable phase shifter designs are referenced in the literature. 
Therefore, a new structure with both compact size and large 
phase variation range in Ku band is favored to meet the 
requirements of beam steering applications. 

This letter reports the design, for the first time, of a 
compact configuration of tunable phase shifter using two 
Schiffman sections operating especially in Ku band for beam 
steering applications. To accomplish the continuous tunability 
of the phase shifter, varactor diodes are introduced to the 
structure, which includes two pairs of cascaded coupled lines. 
In the phase shifter structure, it is suggested to cascade the 
Schiffman sections as a means of increasing the phase shift 
variation while maintaining the compactness of the phase 
shifter. 
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port 2  

port 4  

port 1  

port 3 

 

port 2  port 1  

CV CV 

CV 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 11, 2018 

567 | P a g e  

www.ijacsa.thesai.org 

The novelty of this work is proposing a phase shifter that 
provides an electronically adjustable phase shift through 
changing the bias voltages of the diodes over the Ku band 
without increasing the phase shifter size. 

The aim of this work is to integrate, as part of a larger 
ongoing project, our tunable phase shifter in a compact feeding 
network of the phased arrays antenna, allowing it to 
continuously steer its beam towards geo-satellites for Ku-band 
television broadcasting. 

II. PHASE SHIFTER DESIGN 

Many modified Schiffman phase shifters were proposed for 
different purposes, such as bandwidth enhancement, and circuit 
miniaturization [5]. Many researches suggest many structures 
such as the double-coupled lines [6, 7], cascaded coupled lines, 
parallel coupled lines [4], and multi-section coupled lines 
structures [8]. In our proposed design, the original Schiffman 
phase shifter is amended to develop an accordable phase 
shifter, having coupled lines charged by varactor diodes 
without reference line. 

So as to enlarge the phase shift variation, two single stage 
phase shifters are connected in cascade. Each one has a 
Schiffman structure loaded with three varactor diodes (Cv) to 
produce a continuously adjustable phase shift by controlling 
the diode's voltage. 

Pursuing simplicity, three identical varactor diodes 
(MA46H120) are used in the layout of the suggested single 
stage phase shifter. In fact, two varactor diodes were placed in 
series, and another one was linked with the ground plane [18]. 
This diode was selected because of its high speed and its large 
capacitance variation. According to the instructions provided 
by the manufacturer, its capacitance value varies from 1.15 pF 
to 0.15 pF when the diode is biased from 0 to 18 Volts. The 
measured S-parameters of the varactor diode and its equivalent 
electrical circuit are reported to utilize them during the 
optimization step. 

 
Fig. 2. Design of the Two-Stage Tunable Schiffman Phase Shifter. 

TABLE I.  DESIGN PARAMETERS AND DIMENSIONS VALUES FOR THE 

SUGGESTED PHASE SHIFTER 

Parameters Value[mm] Parameters Value[mm] 

L 1.2 Ly4 1.4 

W 1.4 Lx1 11.8 

S 0.2 Lx2 2 

Ly1 5.7 Lx3 0.2 

Ly2 1.4 Lx4 0.45 

Ly3 2.23 Lx5 0.5 

The placement of the diodes was carefully considered with 
the aim of getting only to get only one feed line for the whole 
phase shifter. Thus, the two single stage phase shifters do not 
need to be individually biased. In this case, one bias line is 
connected to the phase shifter where the voltages are applied to 
polarize the six varactor diodes. In addition, the design 
includes two capacitances C1 and C2 which serve to uncouple 
the input power in the phase shifter from the supply line. 

The phase shifter was implemented on a Teflon substrate 
having a relative permittivity of 2.55 and a thickness of 0.8 
mm. It is designed using microstrip technology and simulated 
through the ADS simulator in the frequency range 10.7-12.7 
GHz. The design of the proposed phase shifter is illustrated in 
Fig. 2 and its dimensions are enumerated in Table I. 

III. RESULTS AND DISCUSSIONS 

The simulated S-parameters of the two-stage Schiffman 
phase shifter for different control voltages are presented in Fig. 
3. In accordance with this figure, it is noted that the phase 
shifter is well matched over the entire operating frequency 
band and the return and insertion losses present good 
performances at different polarization voltage values. In fact, 
the return loss remains below -10 dB in the whole operating 
band when the voltages change from 3 V to 7 V, as illustrated 
in Fig. 3(a). In addition, the insertion loss reaches the 
maximum value of -0.57 dB while the voltages exceed 4 V 
along the Ku band in accordance with Fig. 3(b). Furthermore, 
as can be seen in Fig. 4, a linear variation of the simulated 
phase shift is obtained for all frequencies by altering the 
control voltages from 3 V to 7 V. Our phase shifter achieves a 
phase shift variation of 112.88° and 168° at 10.7 and 12.7 
GHz, respectively. 

 
(a) |S11| 
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(b) |S21| 

Fig. 3. Simulated S Parameters of the Tunable Phase Shifter for Different 

Control Voltages. 

 

Fig. 4. Simulated Phase Shifts of the Tunable Phase Shifter for Different 

Control Voltages. 

The performances of the tunable phase shifter are qualified 
regarding its beam steering capability. This latter is 
characterized by the beam steering angle which depends on the 
phase shift difference conforming to the following equation: 

        
     

   
      

Where θ is the beam steering angle, d is the distance 
between two antennas, λ is the wavelength (C/F) and Δϕ is the 
phase shift difference. When this difference of phase shift is 
created by the array of two antenna distant by 23 mm, the beam 
of the antenna array is steered continuously by 22.4° and 28.6° 
at 10.7 and 12.7 GHz respectively, by adjusting the control 
voltage throughout the Ku band. To validate the functioning 
concept, the phase shifter is manufactured and tested. Fig. 5 
illustrates the phase shifter prototype. 

 
(a) Manufactured Prototype.        (b) Prototype Under Test. 

Fig. 5. Photograph of the Two-Stage Tunable Phase Shifter. 

 
(a) |S11| 

 
(b) |S21| 

Fig. 6. Measured S Parameters of the Tunable Phase Shifter for Different 

Control Voltages. 

Measurements were performed using a network analyzer 
and the measured S-parameters are provided in Fig. 6 for 
different control voltages. By adjusting the voltages from 3 V 
to 7 V, the return loss is less than -10 dB over the frequency 
band from 11 GHz to 11.7 GHz, as presented in Fig. 6(a). 
Furthermore, from Fig. 6(b), the maximum insertion loss is 
around -2 dB over the bandwidth extending from 10.7 GHz to 
11.7 GHz for all voltage values. 

Fig. 7 displays the measured phase shifts of the proposed 
phase shifter for different control voltages.  

 
Fig. 7. Measured Phase Shifts of the Tunable Phase Shifter for Different 

Control Voltages. 
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From this figure, it can be seen that the phase shift variation 
of this phase shifter follows the variation of the voltages along 
the operating bandwidth. Also, when the voltages move from 3 
V to 7 V, we can observe that the measured difference phase 
shifting range is about 15° and 21.13° at 10.7 and 11.7 GHz, 
respectively. 

Inserted in the feed network of two antennas distant by 23 
mm, the phase shifter can steer the beam electronically by 3° 
and 3.75° at 10.7 and 11.7 GHz respectively, by tuning the 
control voltages. Unfortunately, the measurement results are 
not close to the simulation results. This degradation is due to 
the effects of the soldering temperature or exposure time 
during the diode mounting step. 

Despite the limitations of the manufacturing process, the 
continuous beam steering behavior is approved by adjusting 
the diode voltage even if the phase shift variation is very low. 
The future works need to focus on improving the phase 
variation range of the phase shifter to achieve the full cycle 
azimuthal scanning when integrated into a large phased 
antenna array. 

The characteristics of the proposed phase shifter were 
compared to recently issued phase shifters. Only the phase 
shifters made by the printed circuit board with varactor diodes 
were taken into consideration. The comparison is outlined in 
Table II. 

TABLE II.  PERFORMANCE COMPARISON OF VARACTOR-BASED PHASE 

SHIFTERS 

Ref 
Num. 

diodes 

Num. 

section 
Freq (GHz) 

Max. IL 

(dB) 
Max. PS (°) Approach 

[17] 6 3 11.5-12.5 2.3 360 RTPS 

[18] 6 2 6.7-7.7 4.2 380 
All-pass 

network 

[19] 4 2 1.8-2.6 1.5 380 RTPS 

This   

paper 
6 2 10.7-12.7 0.57 168 

Schiffman 

PS 

Num: number, IL: insertion loss, PS: phase shift, RTPS:Reflection-type phase shifters 

Compared to the reported phase shifter performing in the 
Ku band [17], our phase shifter has the most compact size 
allowing it to be inserted in a large antenna array for beam 
steering applications. Indeed, the reflection-type phase shifter 
have a bulky structure because it consists of a 3 dB/90° coupler 
combined with reflective circuits [17]. Other structures [18, 
19], which are based on coupled lines section charged by 
varactor diodes, are limited to providing a large phase shift 
variation across a narrowband at low frequencies. 

The above features indicate that our phase shifter offers a 
compactness and a phase variation throughout 2 GHz of 
bandwidth in Ku band even with a short phase shift range. 

IV. CONCLUSION 

In this article, an electronically reconfigurable phase shifter 
operating in Ku band is designed, fabricated and measured. 
The proposed design, with the reference line removed, is based 

on the combination of two Schiffman sections embedded with 
varactor diodes. The two-stage phase shifter yields a 
continuously adjustable phase shift over a wide frequency 
range with just one control voltage. The cascade structure 
provided in the phase shifter circuit results in the increase of 
the phase shift variation keeping the compactness of the phase 
shifter. The measured results clearly validate the tunability of 
the proposed phase shifter. 
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Abstract—Social networking sites (SNS) is a very popular 

application in today’s world society. SNS, to certain extent has 

change the way people communicate with each other. This kind 

of technology has become a trend among the users regardless the 

impact of the technology to the users either positive or negative. 

The level of SNS usage among the adolescents has started to raise 

concern among the parents and also the society. SNS addictions 

are becoming problematic in certain countries especially in 

United States and lately this issue has started to spread all over 

the world. Malaysia is also one of the country affected with SNS 

addiction. SNS addiction is not an isolated phenomenon as it is 

started from high engagement on the SNS usage and it originates 

from habitual behavior. Therefore, it is important to seek and 

understand habit and addiction of SNS among adolescents in 

Malaysia. The purpose of this study is to analyze and explore the 

usage of SNS among the adolescents in Malaysia, specifically in 

Klang Valley. It examines the SNS usage behavioral, which is 

habit and addiction. The data was collected from a sample of 60 

respondents using an online survey. The data were analyzed 

using SPSS for descriptive analysis. From the analysis, it was 

found that most of the adolescents used SNS in daily basis and 

majority of them use it for more than two hours per day. 

Patterns on habits and addiction on the SNS usage shows that 

some adolescents experienced certain habit and addiction 

behavior.  

Keywords—Social networking sites; habit behavior; addiction 

behavior; SNS usage 

I. INTRODUCTION 

The Internet World Statistics [1] demonstrates that 
Malaysia is among the 10 Asia Top Internet Countries with 
more than 20 million Internet users. As indicated by 
Malaysian Communications Multimedia Commission 
(MCMC), the Internet Addiction (IA) and digital security 
issue are influencing youths in urban territories, as well as 
understudies in rustic zones, particularly in schools where free 
portable workstations and Internet access are given. Other 
than influencing their psychological well-being, the Internet 
fixation has transformed the physical activity exercises into 
virtual activity among the youngsters. Fixations or 
preoccupations with the Internet encourages a hazardous kind 
of addiction today. According to psychiatric consultant Dr 
Muhammad Muhsin Ahmad, Deputy Chief Coordinator at 
Centre of Addiction Sciences, Universiti Malaya, [2] 
“Malaysia has high chances of developing a segment society 
that are Internet addicts in the near future”.  

Recently, SNS usages, which are part of the Internet 
fixation, have captured the scholar’s attention. In Digital 
SouthEast Asia 2017 [3] report, the total number of active 
users of social media in Malaysia has reached 22 million. 
According to Shin & Ismail [4] Malaysian youth are active 
SNS users spending an average of 19 hours online per week, 
and 20% of Facebook users of the country are younger than 
18. While most social media platforms set a minimum age of 
13 to sign up on their sites, Cyber-Security Malaysia’s 
nationwide survey of over 8,000 primary and secondary 
students found that almost half of the pupils aged between 7 
and 9, have social media accounts. According to a local 
newspaper, Sunday Star in its report on Oct 8, 2017, this 
percentage went up to 67% for children aged between 10 and 
12. 

Many people tend to check their SNS from the moment 
they woke up early in the morning. Information comes straight 
to us without our hassle to find them. This shows that how 
dependent our society to the SNS. The engagement in SNS 
has shown some positive implication such as easy and fast 
communication with friends and family; able to update 
people’s life and maintain social relationship; and also support 
positive behaviours such as self-promotion and self-disclosure 
[5]. Nevertheless, some people spend too much time on the 
SNS platforms and experience the negative outcome without 
them realizing it [6]. The positive and negative outcomes of 
the SNS usage are resulted from the habitual behaviour. A 
stronger SNS habit may lead to pathological problems such as 
addiction. Researchers also have suggested that the excessive 
use of SNS has started to be one of major concern among the 
adults and also may be particularly problematic to youngsters 
as well [7]. 

SNS addiction may contribute negative effect to 
adolescents. Perceived low self-esteem which then lead to low 
well-being is one of the effects due to the negative comments 
from friends about their SNS profile [8]. Lower grades in 
academic as a result of poor time management for adolescents 
who spent more time on the SNS compared to those who did 
not use SNS [9]. Apart from that, other negative behavior such 
as stealing information, cyber bulling, contacting strangers 
and also spread false information was also triggered to be the 
causes the SNS addiction[10][11]. An article in The Star 
online newspaper dated January 5th 2015 has highlighted that 
Malaysians engaged for long hours on their SNS rather than 
meeting their friends’ offline. They also tend to share 
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everything about themselves on the SNS rather than having 
actual conversation with their families and friends. They did 
not realize that SNS have slowly destroyed their rapport with 
the families and friends. SNS also affect the academic growth 
among students since much of their time is spent staring at the 
screen [12]. Such behaviors may cause negative effects that 
will lead to further serious problems. 

The aim of this paper is to focus on the SNS usage 
behavioural which is habit and addiction experience by the 
adolescents in Klang Valley area. Klang Valley is centered in 
the city of Kuala Lumpur in Malaysia and incorporates its 
connecting urban areas and towns in the province of 
Selangor. The paper will discuss on the SNS usage among the 
adolescents and also compare the SNS usage behavioural 
between age categories. 

II. RELATED WORKS 

A. Platform of Social Networking Sites 

According to statistic portal on social media and 
networking sites in United States (US) [13], Snapchat, 
Facebook and Instagram are categorized to be the mostly used 
SNS platform among the adolescents in 2017 (see Fig. 1).  

 
Fig. 1. Social media and networking sites used by adolescents in US [13]. 

 

Fig. 2. The most active SNS and messenger application used in Malaysia 

[3]. 

In general, YouTube has dominated the SNS platforms 
used by Malaysians regardless adults or adolescents as 
depicted in Fig. 2. 

Fig. 3 and 4 show the analysis of Facebook usage and 
Facebook user’s profile. Even though the percentage of users’ 

aged 13 – 17 years in Malaysia is not as high as other age, it 
still contributes to the percentage of SNS use. 

 
Fig. 3. Facebook usage analysis in Malaysia [3]. 

 
Fig. 4. Profile of Facebook users in Malaysia according to age and gender 

[3]. 

Professor Datuk Dr Chiam Heng Keng [14], a leading 
figure in child and adolescent psychology and early childhood 
education, said reports about adolescents turning to social 
media and destructive online games such as the Blue Whale 
game, which purportedly encouraged adolescents to end their 
lives as a way to solve their problems, is worrying. According 
to her, in today’s society, many teenagers spend most of their 
times on the smartphone and Internet. This also has resulted 
the lack of ability for them to communicate face to face with 
other people. They probably cannot communicate with their 
parents, teachers or peers about their stress and fears, and are 
so desperate to be heard that they resort to the Internet. She 
said that the teenagers may feel frustrated with their lives, 
involved in love affairs and facing exams stress, making them 
believe that the help is available from their online friends. 

B. Habit Formation 

Based on prior research, the concept of habit is not new 
[15]. According to [16], habit has more influences when 
foreseeing repeated behavior rather than variables like 
intention or attitudes. Habit is a type of automatic action that 
needs deliberateness, mindfulness, and controllability, despite 
the fact that its effectiveness is high [17]. However, even 
though habit used to describe as a behaviour, it is actually not 
a behaviour in itself as it is a mental state that drives a person 
to perceive habit-related stimulus cues in order to achieve 
certain goals [16][18]. Hence, habitual behaviour is the action 

https://en.wikipedia.org/wiki/Kuala_Lumpur
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resulting from the cue. These cues can be times, places, 
specific situations, moods, goals, etc. [19]. For example, the 
tendency of a person’s behavioural to check their SNS from 
the mobile phone after waking up. In the literature, habit and 
past behaviour were used equally. Past behaviour may turn 
into habit once it is successfully repeated over the time [20]. 

Habit is the outcome from the automatic process where 
once a habit is shaped; the individual will have less attention 
on their behavior performance and most likely to be involved 
with non-reflective cognitive processing [21][22]. The 
existing studies of habit are more focused on how IS habit is 
theorized and measures, plus with its relationship with 
continuance intention and IS continuance use [23][18]. 
Overall, IS researcher have come to one conclusion that if 
individuals are habitually performing a behavior such as using 
a SNS, the future behavior which is continued using SNS will 
be mostly controlled by habit instead of reasoned action. 

The formation of habit was based on the action done 
repetitively without consciousness for a specific timeframe 
and normally for long term of period. It includes characteristic 
such as unintentional, uncontrollable, lack of awareness and 
efficiency [24]. Accordingly, people characterize their habits 
as an intentional sequence of behavior where to a certain 
period it is controllable, executed with less awareness and 
efficient [16]. 

C. SNS Addiction Formation and Symptoms 

According to [25], the formations of SNS addiction are 
based on three theoretical perspectives: (1) the cognitive 
behavioral model; (2) the social skill model; (3) socio-
cognitive model. The cognitive behavioural model suggests 
that some SNS users can develop nonadaptive apprehension 
that could be caused by various environmental factors. For 
example, social isolation or lack of peer support, and lead to 
the development of nonadaptive obsessive use patterns. The 
social skill model highlights that people can be lacked of self-
presentational skills if they prefer online communication 
rather than face to face interactions. The socio-cognitive 
models emphasize that the obsessive behaviors are resulted 
from expectation of positives results combine with self-
usefulness and weak self-control. [26] used this formation to 
prove that those who encounter transition from normal SNS 
use to problematic SNS use are usually use SNS to relieve 
stress, loneliness or depression. According to [27], frequent 
SNS users normally are not good at interacting face to face. 
Since SNS provides satisfaction and self-efficacy, these 
people tend to use SNS as frequent as they can which then 
causes many other problems such as ignoring relationship with 
family and friends or problems with study and at work. 

Griffiths believes that any behavior that fulfill six 
components of addiction behavior or also known as addiction 
symptoms can be operationally defined as addiction [28]. The 
six symptoms are: 

1) Salience: Salience happens when even if we do not use 

SNS at the moment, we are persistently keep on thinking 

about using it and anxiously waiting to use it as soon as 

possible. This reflects when SNS has becoming the most 

important agenda in our lives that dominates not just our 

thinking, but feelings and behavior as well. 

2) Mood modification: Changing on the mood such as 

feelings of escape or upset as a result of consequence of social 

networking and can be seen as coping strategy. 

3) Tolerance: In order to accomplish the previous mood 

modification effect, a huge amount of social networking 

activities are needed. This basically means that for people 

engaged in social networking, they gradually build up the 

amount of the time they spend social networking every day. 

4) Withdrawal symptoms: When people fail to disengage 

with the social network because of certain reason, unpleasing 

feeling such as an adverse mood and irritations occurs. 

5) Conflict: This refers to the conflicts between a person 

and those around that person (interpersonal conflict), conflicts 

with other activities (social life, hobbies, and interests), or 

from within the individual him or herself (e.g., subjective 

feelings of loss of control) that are concerned with spending 

too much time social networking. 

6) Relapse: This is the tendency for repeated reversions to 

earlier patterns of excessive social networking to recur and for 

even the most extreme patterns typical of the height of 

excessive social networking to be quickly restored after 

periods of control. 

These symptoms were used as benchmark by the 
psychology and clinical studies to identify the existence of 
SNS addiction among the SNS users. The addiction symptoms 
are very important to be recognized because if it is not to be 
treated will established negative effects among the SNS users. 

Despite being a current topic, dependency on SNS, which 
may lead to excessive use usually, goes unnoticed by family 
members [29]. Even though SNS addiction studies have 
started to get scholars attention at the beginning of its 
introduction, but most of them were focused on adult users. 
SNS addiction studies on adolescents are still at early stage 
[10]. Studies on SNS Addiction among adolescents are more 
focused on the usage patterns [30], factors of SNS addiction 
[31] and negative consequences for being addicted [10] and all 
these studies concentrated on psychological and clinical 
perspective. Whilst, studies on SNS addiction from the 
perspective of hedonic information systems (IS) have 
emphasized more on the impact of addiction on SNS 
continuance intention of use [32][33].  

III. METHODOLOGY 

The methodology in this study was divided into three 
sections which are the participants, instrument and data 
analysis. The result of this particular study is descriptive in 
nature. 

A. Participants 

An online survey were created using Google form and link 
were distributed among parents in Klang Valley. Data were 
collected for 3 weeks and 60 responded answered were 
captured. The sample comprised 70% female and 30% male. 

B. Instrument 

Data were collected by means of an online survey 
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developed by the researchers. The survey consisted of three 
sections. The first section contains on demographic 
information of the adolescents. The second section examines 
the use of SNS such as how long and how often adolescents 
view and access SNS and also, length of time spent in SNS. 
The third section was consisted of items related to SNS Usage 
behavioral such as habit and addiction. The addiction scales 
were extracted from the [34] study while the habit scales were 
retrieved from [23] study. The Cronbach's alpha reliability 
coefficient of this scale was 0.61 for addiction scale and 0.74 
for habit. 

C. Data Analysis 

Data were collected using the developed scale. The data 
obtained by the survey was analysed using the SPSS program 
with the percentage, frequency, and statistical analysis 
techniques. 

IV. FINDINGS AND DISCUSSIONS 

A. Demographic Analysis 

A several demographic questions were used in the 
preliminary online survey and 60 feedbacks were recorded. 
Based on the results, a demographic profile data are retrieved. 
The respondents were categorized into two group of age, 
which are: Below 19 years and above 19 years. Respondents 
above 19 years are categorized as late adolescents or young 
adults. The survey was responded 70% by female and 30 % by 
male (see Table I). Based on the analysis, 90% of the 
respondents used the SNS more than 4 years as displayed in 
the table and they accessed and viewed the SNS more on daily 
basis (Table II), which means that they apparently are quite 
familiar in using the SNS platform.  

TABLE I.  DEMOGRAPHIC ANALYSIS 

Variables 
N Respondents  

(N = 60) 

Percentages 

(%) 

Gender 

        Female 42 70 

        Male 18 30 

Age 

        < 19 years 41 32 

        > 19 years 19 68 

Start Using SNS 

        < 6 months 2 0 

        1- 2 years 4 7 

       > 3 years 54 93 

B. Time Spent on SNS 

The average time of spending on the SNS is more than two 
hours (see Table II). This result is in line with study by [4] that 
Malaysian youth are actually are active SNS users spending an 
average of 19 hours online per week. 

TABLE II.  SNS USAGE 

Variables 
N Respondents 

(N=60) 

Percentages 

(%) 

Access & View 

Daily 53 88 

Weekly 6 10 

Monthly 1 2 

Average Time Spend per day 

< 30 

minutes 
17 28 

1 to 2 hour 20 33 

> 2 hours 23 39 

The Most Used SNS ( Top 4) 

Instagram  30 

Facebook  21 

Twitter  15 

Snapchat  10 

The most popular SNS platform used based on this 
analysis is Instagram (30%), followed by Facebook (21%) and 
Twitter (15%) as illustrated in Fig. 5. This is in line with Fig. 
1 shows the most popular in United States (US) among 
adolescents are Snapchat, Facebook and Instagram. Even 
though the usage Snapchat platform in Malaysia is not as 
popular as in US, however, Facebook and Instagram are still 
on top of the list among Malaysia which is similar with US. 

 
Fig. 5. The most used SNS platform. 

C. SNS Habit 

Three questions on SNS habit were highlighted in the 
survey which were adopted from [23]. The questions are: 

HAB1. Using this SNS has become automatic to me. 
Automatic here means something is done or occurring 

spontaneously, without thinking. Example given in the survey 
is “Once I reach home after school, automatically I will access 
my social networking sites”. 

HAB2. Using this SNS is natural habit to me. 
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When using the SNS, it is naturally done without forcing. 

HAB3. When I want to interact with friends and relatives, 

using SNS is an obvious choice for me.  
This means that SNS is main medium communication that 

will be used when it comes to communicate with friends and 
relatives.  

Fig. 6 shows the result of mean, median and mod values 
together with percentage of habit item for construct habit. 
Items ranged from Strongly Disagree (1) to Strongly Agree 
(5). Based on the overall result, 63.4% agreed that using SNS 
is done automatically without hesitation. 51.7% also agreed 
that using SNS is natural for them. As for SNS is an obvious 
choice for main medium communication, 48.3% agreed that it 
is an obvious choice for medium interaction while 30.0% does 
not agree and 21.7% sometimes agreed. There are possibilities 
that they are using other medium communication besides 
SNS. The results suggested that about 50% to 60% of 
respondents found SNS is a natural to them and became a 
habit in their daily life. 

 
Fig. 6. Result of overall descriptive analysis on SNS habit 

TABLE III.  RESULT OF DESCRIPTIVE ANAYLSIS BETWEEN AGE AND HAB1 

(AUTOMATIC USE) 

HAB1 

Age  

Strongly 

Disagre

e 

Disagre

e Neutral Agree 

Strongly 

Agree Total 

< 19 

years 

f 0 7 8 16 10 41 

% 0.0 17.1 19.5 39.0 24.4 100.0 

> 19 

years 

f 2 2 3 6 6 19 

 %  10.5 10.5 15.8 31.6 31.6 100.0 

 Total f 2 9 11 22 16 60 

 Total 

% 

3.3 15.0 18.3 36.7 26.7 100.0 

*f = frequency 

Table III shows the cross tabulation between age 
categories with HAB1 (Automatic use) while Table IV shows 
the cross tabulation between age categories with HAB2 
(Natural habit). From the tables, most of the respondents 
either below 19 years (63%) or above 19 years (63%) agreed 
that the SNS use is automatically or spontaneously done and 
has becoming a natural habit. Only 7 out of 41 respondents 
disagree that use of SNS is automatic to them while for 
respondents above 19 years, 4 out of 19 respondents disagree 
with the same statement. When behaviour becomes habitual, 
users tend to use the system automatically without going 
through the cognitive planning process. 

TABLE IV.  RESULT OF DESCRIPTIVE ANAYLSIS BETWEEN AGE AND HAB2 

(NATURAL HABIT) 

HAB2 

 

Age 

 Strongly 

Disagre

e 

 

Disagre

e 

 

Neutral 

 

Agree 

Strongly 

Agree 

 

Total 

< 19 

years 

f 1 8 12 15 5 41 

% 2.4 19.5 29.3 36.6 12.2 100.0 

> 19 

years 

f 2 5 1 6 5 19 

% 10.5 26.3 5.3% 31.6 26.3 100.0 

 Total f 3 13 13 21 10 60 

Total 

% 

5.0 21.7 21.7 35.0 16.7 100.0 

TABLE V.  RESULT OF DESCRIPTIVE ANAYLSIS BETWEEN AGE AND HAB3 

(OBVIOUS CHOICE) 

HAB3 

 

Age 
 

Strongly 

Disagree 

 

Disagree 

 

Neutral 

 

Agree 

Strongly 

Agree 

 

Total 

 < 19 

years 

f 4 10 12 5 10 41 

% 9.8 24.4 29.3 12.2 24.4 100.0 

> 19 

years 

f 2 2 1 9 5 19 

% 10.5 10.5 5.3 47.4 26.3 100.0 

 

Total f 6 12 13 14 15 60 

 Total 

% 
10.0 20.0 21.7 23.3 25.0 100.0 

*f = frequency 

As for Table V, the percentages for adolescents below 19 
years show an even spread of frequency between agreed 
(36.6%), not agreed (34.4%) and sometimes (29.3%). 
Contrasted to the frequency of adolescents below 19 years 
with above 19 years, the latter apparently seems to agree that 
SNS is their main medium communication to interact with 
family, friends and relatives. It could be related to Table VI 
where a cross tabulation between age with time spend on SNS 
shows 57.9% late adolescents use SNS more than two hours in 
daily basis (refer Table II for frequency of daily basis). They 
spend more time on SNS which may indicate that SNS is a 
preferred medium for them to interact with family and friends. 
This is in line with [32] study where they have found that late 

 Mean Median Mod 

HAB1 3.68 4.00 4 

HAB2 3.37 4.00 4 

HAB3 3.33 3.00 5 
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adolescents adopt SNS platforms in order to (1) communicate 
with friends who they hardly meet, (2) encouragement from 
friends who have SNS account, (3) get connected with 
relatives and families and also (4) planning regular meetings 
with friends.  

TABLE VI.  RESULT OF DESCRIPTIVE ANAYLSIS BETWEEN AGE AND TIME 

SPEND ON SNS 

 

Time spend on SNS 

Total 
> 30 

minutes 

1 - 2 

hour 

< 2 

hours 

AGE 

 

< 19 years f 13 16 12 41 

% 31.7 39.1 29.3 100.0 

> 19 years f 4 4 11 19 

% 21.1 21.0 57.9 100.0 

 Total f 17 20 23 60 

Total % 52.8 60.1 38.3 100.0 

*f = frequency 

D. SNS Addiction 

This section discusses the findings for SNS addiction part. 
Six questions on SNS addiction were highlighted in the survey 
which were adopted from [34].  

ADT1. I spend a lot of time thinking about social networking 

sites or planning to use it. (Salience) 

ADT2. I urge to use social networking sites more and more. 

Urge means strong desire to use social networking 

sites. (Tolerance)  

ADT3. I use social networking sites in order to forget about 

personal problem. (Mood modification) 

ADT4. I tried to cut down on the use of social networking 

sites without success. (Relapse) 

ADT5. I become restless or troubled if I have been 

prohibited from using social networking sites. 

(Withdrawal)  

ADT6. I used social networking sites so much that it has had 

a negative impact on my studies. (Conflict) 

Each question portrays the six core symptoms of addiction 
such as salience, tolerance, mood modification, relapse, 
withdrawal, and conflict. Fig. 8 demonstrate the result of 
overall descriptive analysis on construct SNS addiction with 
items ranged from Very Rarely (1) to Very Often (5). Based 
on the table, salience (ADT1), tolerance (ADT2) and relapse 
(ADT4) show an even spread of percentages between rarely 
and often. However, mood modification (ADT3), withdrawal 
(ADT5) and conflict (ADT6) show a slightly different patterns 
from the former three symptoms. The respondents are actually 
rarely and only sometimes experienced the symptoms. For 
withdrawal, 53% of total respondents rarely use SNS to forget 
personal problems, and only 28.3% sometimes felt that SNS is 
actually a space of escapism to forget about personal 
problems. While, 51.7% of respondents rarely thought that 
SNS actually gave a negative impact on their studies. 
However, though the often scale of percentages for six 
symptoms is not that high compared to rarely scale of  

percentages, majority of the respondents chose sometimes 
scale for each of the symptoms. Sometimes may lead to often 
if SNS is used excessively without control.  

 
Fig. 7. Result of Overall Descriptive Analysis on SNS Addiction. 

Table VII until Table X further analyze the SNS addiction 
symptoms according to the levels of age. By differentiate 
between levels of age (below 19 years and above 19 years), an 
added possibility may be projected. Table VII shows a cross 
tabulation result between salience and age. Salience means 
even when they are not engaging with the SNS, they will 
continuously keep on thinking about using it [28]. Adolescents 
below 19 years seem to either rarely (34.1%) or sometimes 
(43.9%) thinking about using SNS or planning on using it 
compared to those who are above 19 years where 57.9% of the 
respondents are actually often thought about using and 
planning to use the SNS. The same occurred for tolerance as 
depicted in Table VIII, where adolescents below 19 years 
rarely (39%) or sometimes (41.5%) have the ability to tolerate 
in spending huge amount of time using the SNS. This is 
different than adolescents above 19 years where 52.6% of 
them often and 36.8% sometimes have strong desire to spend 
more time using the SNS. 

TABLE VII.  CROSS TABULATION BETWEEN AGE AND ADT1 (SALIENCE) 

ADT1 

 

Age 
 

Very 

Rarely 
Rarely Sometimes Often 

Very 

Often 
Total 

< 19 years 
f 3 11 18 6 3 41 

% 7.3 26.8 43.9 14.6 7.3 100.0 

>19 years 
f 3 1 4 9 2 19 

% 15.8 5.3 21.1 47.4 10.5 100.0 

 

Total f 6 12 22 15 5 60 

Total 

% 
10.0 20.0 36.7 25.0 8.3 100.0 

*f = frequency 
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ADT1

ADT2

ADT3

ADT4

ADT5

ADT6

 Mean Median Mod 

ADT1 3.02 3.00 3 

ADT2 3.05 3.00 3 

ADT3 2.75 3.00 3 

ADT4 3.03 3.00 3 

ADT5 2.47 2.00 2 

ADT6 2.33 2.00 3 
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TABLE VIII.  CROSS TABULATION BETWEEN AGE AND ADT2 (TOLERANCE) 

ADT2 

Age  
Very 

Rarely 
Rarely Sometimes Often 

Very 

Often 
Total 

< 19 years 
f 2 14 17 5 3 41 

% 4.9 34.1 41.5 12.2 7.3 100.0 

>19 years 
f 0 2 7 8 2 19 

% 0.0 10.5 36.8 42.1 10.5 100.0 

 

Total f 2 16 24 13 5 60 

Total 

% 
3.3 26.7 40.0 21.7 8.3 100.0 

*f = frequency 

Relapse as can be seen in Table IX shows the percentages 
of respondents above 19 years where some of them have tried 
to make several attempts to reduce the usage of SNS but fail to 
do so (sometimes: 31.6% and often: 31.6%). In contrast, 
different pattern appears in conflict as shown in Table X. It 
shows that adolescents from both levels of age do not think 
that using SNS have negative impact on their studies. 

In general, the patterns show that most of the respondents, 
regardless their age, sometimes experience the six symptoms 
when using the SNS. Comparing the results of respondents 
age of 19 years old and above with those below 19 years old, 
it shows that adolescents below 19 years old have experienced 
all the six core symptoms either rarely or sometimes compared 
to those above 19 years old where majority of them either 
sometimes or often experience the core symptoms. Even 
though most of the respondents are more likely to seldom 
experience the symptoms while using the SNS, what is more 
concern is actually on the ones that are frequently experience 
addiction symptoms. Based on the data value, 5 to 6 
respondents are actually encountering the symptoms (they 
have chosen either often scale or very often scale at each of 
the addiction behavior) and it is recommended to further 
discuss before it prevails any negative impact to the 
adolescents.  

TABLE IX.  CROSS TABULATION BETWEEN AGE AND ADT4 (RELAPSE) 

ADT 4 

Age  
Very 

Rarely 
Rarely Sometimes Often 

Very 

Often 
Total 

< 19 years 
f 4 7 21 5 4 41 

% 9.8 17.1 51.2 12.2 9.8 100.0 

>19 years 
f 1 4 6 6 2 19 

% 5.3 21.1 31.6 31.6 10.5 100.0 

 

Total f 5 11 27 11 6 60 

Total 

% 
8.3 18.3 45.0 18.3 10.0 100.0 

*f = frequency 

TABLE X.  CROSS TABULATION BETWEEN AGE AND ADT6 (CONFLICT) 

ADT6 

 

Age 
 

Very 

Rarely 
Rarely Sometimes Often 

Very 

Often 
Total 

< 19 years 
f 12 12 12 4 1 41 

% 29.3 29.3 29.3 9.8 2.4 100.0 

> 19 years 
f 6 1 9 3 0 19 

% 31.6 5.3 47.4 15.8 0.0 100.0 

 

Total f 18 13 21 7 1 60 

Total 

% 
30.0 21.7 35.0 11.7 1.7 100.0 

*f = frequency 

These findings might further indicate that there are 
adolescents who might experience some of the habit or 
addiction symptom on the SNS usage even though it is only 
minor.  Overall result shows that older adolescents (aged 
above 19 years) have developed habit on using SNS compared 
to younger adolescents (aged below 19 years). The similar 
patterns were seen in addiction as well where older 
adolescents seem to have more symptoms appeared. It is in 
line with the higher percentage of SNS as a preferred choice 
of medium communication and time spend on using SNS, 
where most of them have used the SNS more than two hours 
per day. In general, therefore, it seems that stronger SNS 
engagement were identified among the older adolescents 
which shows that it is important to understand the habitual and 
addiction phenomena on SNS usage at early stage. Before the 
younger adolescents become older and have the same 
experience of SNS engagement, it is worth to understand 
factors that influenced the SNS habit and addiction behavior. 
However, a bigger sample is needed for researcher to see the 
patterns of the SNS usage in order to further analyze the habit 
or addiction behavior. It would be also significant if some 
further insights can be obtained to see what factors that 
actually triggers the habit and addiction behavior and how 
does it triggers. 

V. CONCLUSION 

This study evaluates and examines SNS usage behavioural 
which is habit and addiction among adolescents in Malaysia, 
specifically in Klang Valley. Based on the online survey, this 
study offers some important remarks on how essential it needs 
to be pursued. Looking at the findings, it can be concluded 
that adolescents in Malaysia (in this study specifically in 
Klang Valley) experienced habit and addiction. Although all 
the core symptom may not appear and mostly were found in 
older adolescents, this study is hoped to attract attention of the 
scholars and shed some light on the niche area. A further study 
with more focus on the factors that influenced the younger 
adolescents to use SNS are needed because apparently they 
will get older and might develop the habit and addiction 
behavior in time. Future studies with bigger sample and 
advanced statistical analysis is also recommended. 
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Abstract—High connectivity of billions of IoT devices lead to 

many security issues. Trivium is designed for IoT to overcome 

the security challenges of IoT.  The objective of this study is to 

implement a security service to provide confidentiality for the 

communication of IoT devices. Furthermore, this study aims to 

analyze Trivium performance in terms of keystream generation 

time and memory utilization on Raspberry Pi Zero, Raspberry Pi 

2B, and Raspberry Pi 3B. The result showed that there was a 

statistically significant difference between the keystream 

generation time and memory utilization on Raspberry Pi Zero, 

Raspberry Pi 2B, and Raspberry Pi 3B based on Kruskal-Wallis 

H test. Further test of Jonckheere-Terpstra indicates that the 

fastest keystream generation time was on Raspberry Pi 3B, and 

the smallest memory utilization was on Raspberry Pi 2B. The 

implemantation of Trivium on  three versions of Raspberry Pi 

shows promising results with less than 27 MB of memory 

utilization for cryptography leaves more resources available to 

applications. 

Keywords—Trivium; Raspberry; Kruskal-Wallis 

I. INTRODUCTION 

The Internet of Things (IoT) being a promising technology 
that enables people and objects in the physical world also 
numerous devices and sensors will be communicating with 
each other. The increased volume of communication with a 
huge number of nodes has the potential leading to serious 
security challenges. One node of IoT is an important sources of 
information and also a sensitive information that need to be 
protected, while IoT is vulnerable to attacks [1], [2], such as 
message modification and/or alteration, traffic analysis, Denial 
of Service (DoS), Distributed DoS, eavesdropping, Sybil 
attacks, etc. According to a study by HP states that 70% of the 
devices in IoT are vulnerable to attacks [3]. 

Various cryptographic algorithms have been researched to 
overcome the problem. Trivium is a stream cipher designed by 
Christophe De Canniere and Bart Preneel who participated in 
the eSTREAM competition and has been selected as part of a 
portfolio for hardware-oriented ciphers [4]. Based on 
eSTREAM, NIST recommends Trivium as one of the standard 
for lightweight cryptography. 

Some studies evaluated Trivium and other lightweight 
cryptographic algorithms performance as in [5], [6] and [7]. 
The hardware implementation of eSTREAM ciphers have been 
implemented on FPGA devices [8] or 8-bit AVR 
microcontrollers [9] and on NodeMCU [10]. 

The objective of this study is to implement Trivium on 
three versions of Raspberry Pi as an embedded device concept 
of IoT to provide security services and compare the results 
among them. To evaluate the performance, the memory 
utilization and keystream generation time of Trivium algorithm 
is observed. To analyze the data, The Kruskal-Wallis H test is 
used to examine the difference implementation of Trivium on 
three Raspberry Pi versions. 

This paper is structured as follows. Section 2 explains 
Trivium algorithm and the target devices, i.e Raspberry Pi 
Zero, Raspberry Pi 2B and Raspberry Pi 3B. Section 3 
describes an explanation related to the implementation of 
Trivium on Raspberry Pi and the result analysis. Finally, 
conclusions are drawn in Section 4. 

II. TRIVIUM ARCHITECTURE AND RASPBERRY PI 

This section will disscuss the overview of Trivium and the 
target devices i.e. Raspberry Pi Zero, Raspberry Pi 2B and 
Raspberry Pi 3B, also the test to analyze the data namely 
Kruskall-Walis H test. 

A. Trivium Architecture 

In 2005 Christophe De Canni`ere and Bart Preneel 
developed a stream cipher called Trivium [11]. Trivium is a 
synchronous stream cipher that takes a secret key and an Initial 
Value (IV) as inputs and produces keystream that is used for 
encryption process. It is designed for constrained devices to 
generate up to bits of keystream from an 80-bit secret key and 
an 80-bit IV. The state consists of 288 bits which are denoted 
as s0, s2,....,s287 and depicted in Figure 1. There are two phases 
in Trivium process i.e. phase internal initialization state by 
using the key and IV. 

The initialization process is performed by loading 80 bits of 
key and 80 bits of IV into the initial state of 288-bit and the rest 
are padded with 0, except for bit S286, S287, S288. Then it is 
rotated four times, a process that is done similar to the key 
generation phase, but without generating a bit key stream. A 
complete explanation is given by the following pseudo-code: 
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Keystream generation consists of an iteration process by 
extracting values from 15 specific bits and using them to 
update 3 bits andproducing keystream zi. Full description 
according to pseudocode below: 

for i = 1 to N do  

t
1 
← s

66 
+ s

93 
 

t
2 
← s

162 
+ s 

177 
 

t
3 
← s

243 
+ s 

288 
 

z
i 
← t

1 
+ t

2 
+ t

3 
 

t
1 
← t

1 
+ s

91 
· s

92 
+ s

171 
 

t
2 
← t

2 
+ s

175 
· s

176 
+ s 

264 
 

t
3 
← t

3 
+ s

286 
· s

287 
+ s 

69 
 

(s
1 
, s

2 
, . . . , s

93 
) ← (t

3 
, s

1 
, . . . , s

92 
)  

(s 
94 

, s
95 

, . . . , s
177 

) ← (t
1 
, s

94 
, . . . , s

176 
)  

(s 
178 

, s
279 

, . . . , s
288 

) ← (t
2 
, s

178 
, . . . , s

287 
 

end for 

B. Raspberry Pi 

Raspberry Pi is a single-board, low-cost and high-
performance developed in the UK by the Raspberry Pi 
Foundation that can also be used for embedded systems [10]. 
There are a variety of Raspberry Pi models with different 
features and improvements in their latest versions that add 
more components. In this paper, three types of Raspberry are 
used, i.e. Raspberry Pi Zero, Raspberry 2B, and Raspberry 3B. 
Table I details the comparison among Raspberry Pi. 

 
Fig. 1. Trivium Architecture. 

TABLE I.  RASPBERRY PI SPESIFICATION 

 Rasp Pi Zero [12] Rasp Pi 2B [13] Rasp Pi 3B[14] 

CPU 1GHz ARMI1 Core 

An ARM Cortex-A7 

Quad-Core 900MHz 

CPU 

An ARM Cortex-

A7 Quad-Core 

900MHz CPU 

RAM 512 MB 1 GB 1 GB 

C. The Kruskal-Wallis H Test 

The Kruskal-Wallis H test is a test that can be utilized to 
analyze if there are statistically significant differences between 
two or more categories of an independent variable 
[15]. Kruskal-Wallis is used to determine the significance (p-
value) also the medians or mean ranks of three or more 
categories. This test is a non-parametric test in which the data 
within each of the multiple categories do not need to follow a 
normal distribution.  

III. IMPLEMENTATION 

Trivium algorithm is tailored for IoT to address the security 
challenges. The vital process in Trivium, as a symmetric key 
algorithm, is the generation of keystream. The keystream 
generation process involves complex mathematical operations.  
To examine the performance, Trivium is evaluated on the basis 
of memory utilization and keystream generation time. To 
measure the memory utilization and the keysteram generation 
time of the Trivium, each of Raspberry Pi is configured in 
single mode. The memory utilization and keystream generation 
time of Trivium algorithm are observed and compared among 
three types of Raspberry Pi. 

The experiment run 40 times for each Raspberry Pi with 
various combination of Key and IV as inputs which generates 
keystream. The average of keystream generation time was 
3391.275 microsecond for Raspberry Pi Zero, 1426.8 
microsecond for Raspberry Pi 2B, and 1051.775 microsecond 
for Raspberry Pi 3B. In the meantime, memory utilization was 
26.75 MB for Raspberry Pi Zero, 20.45 MBfor Raspberry Pi 
Zero and 24.00 MB for Raspberry Pi Zero. With less than 27 
MB of memory utilization indicated that with fewer resources 
for cryptography leaves more resources available to 
applications. 

The collected data were then analyzed by using Kruskal-
Wallis H test to determine whether there is statistically 
significant differences of memory utilization and keystream 
generation time among Raspberry Pi Zero, Raspeberry Pi 2B, 
and Raspberry Pi 3B. Kruskall-Wallis H test was used since the 
data were not normally distributed. In Kruskall-Wallis H test, 
the p-value for the chi-square approximation test is reasonably 
accurate when the number of experiments is greater than or 
equal to 30 [16]. 

The result of Kruskal-Wallis H test is presented in Table II 
to V. 
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TABLE II.  KRUSKAL-WALLIS H TEST RESULT OF KEY GENERATION 

TIME 

Ranks Raspberry Pi N Mean Rank 

Keystream 

Generation Time 

Raspberry Pi Zero 40 99.40 

Raspberry Pi 2 B 40 58.38 

Raspberry Pi 3 B 40 23.73 

Total 120  

TABLE III.  TEST STATISTICS RESULT OF KEYSTREAM GENERATION TIME 

Test Statistics Keystream Generation Time 

Chi-Square (χ2) 94.886 

Asymp.Sig. .000 

TABLE IV.  KRUSKAL-WALLIS H TEST RESULT OF KEY MEMORY 

UTILIZATION 

Ranks Raspberry Pi N Mean Rank 

Memory Utilization 

Raspberry Pi Zero 40 100.50 

Raspberry Pi 2 B 40 20.50 

Raspberry Pi 3 B 40 60.50 

Total 120  

TABLE V.  TEST STATISTICS RESULT OF MEMORY UTILIZATION 

Test Statistics Memory Utilization 

Chi-Square (χ2) 112.848 

Asymp.Sig. .000 

Based on Table II and Table III, there was a statistically 
significant difference between the keystream generation time 
(χ2= 94.886, p = 0.000), with a mean rank of 99.40 for 
Raspberry Pi Zero, 58.38 for Raspberry Pi 2B and 23.73 for 
Raspberry Pi 3B.Whilst for the memory utilization, according 
to  Table IV and Table V, there was a statistically significant 
difference between memory utilization (χ2= = 112.848, p = 
0.000), with a mean rank of 100.50 for Raspberry Pi Zero, 
20.50 for Raspberry Pi 2B and 60.50 for Raspberry Pi 3B. For 
further analysis, if the compared groups are ordered in a certain 
way, Jonckheere-Terpstra Test is conducted. 

Table VI and VII presents the result of the Jonckeere-
Terpstra test. 

Based on Table VI, Jonckheere-Terpstra test for ordered 
alternatives showed that there was a statistically significant 
trend of keystream generation time of Raspberry Pi Zero, 
Raspberry Pi 2B, and Raspberry Pi 3B TJT = 133.00, p < 
0.0005. Or by way of the fastest keystream generation time 
was on Raspberry Pi 3B. As for the memory utilization, 
Jonckheere-Terpstra indicated that there was a statistically 
significant trend of memory utilization of Raspberry Pi Zero, 
Raspberry Pi 2B, and Raspberry Pi 3B TJT = 1600.00, p < 
0.0005. Or in other word, the largest memory utilization was 
on Raspberry Pi Zero. 

TABLE VI.  JONCKHEERE-TERPSTRA TEST RESULT OF KEYSTREAM 

GENERATION 

Jonckheere-Terpstra Test Key GenerationTime 

Number of Levels in Raspberry Pi 3 

N 120 

Observed J-T Statistic 133.000 

Asymp. Sig. (2-tailed) .000 

TABLE VII.  JONCKHEERE-TERPSTRA TEST RESULT OF MEMORY 

UTILIZATION 

Jonckheere-Terpstra Test Memory Utilization 

Number of Levels in Raspberry Pi 3 

N 120 

Observed J-T Statistic 1600.000 

Asymp. Sig. (2-tailed) .000 

IV. CONCLUSION 

Trivium is designed for IoT tohandle the security issues of 
IoT. The implemantation of Trivium on  Raspberry Pi Zero, 
Raspberry Pi 2B, and Raspberry Pi 3B presents promising 
results that it is suitable candidate to be adopted in IoT 
applications as with less than 27 MB of memory utilization for 
cryptography leaves more resources available to applications. 
The results of memory utilization and keystream generation 
time were then compared among three types of Raspberry Pi. 
The result showed that there was a statistically significant 
difference between the keystream generation time on 
Raspberry Pi Zero, Raspberry Pi 2B, and Raspberry Pi 3B, and  
the fastest keystream generation time was on Raspberry 3B. 
While for memory utilization, the result presented that there 
was a statistically significant difference between memory 
utilization on Raspberry Pi Zero, Raspberry Pi 2B, and 
Raspberry Pi 3B, and the smallest memory utilization was on 
Raspberry Pi 2B. 
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Abstract—At recent years, Wireless Sensor Networks (WSNs) 

had a widespread range of applications in many fields related to 

military surveillance, monitoring health, observing habitat and 

so on. WSNs contain individual nodes that interact with the 

environment by sensing and processing physical parameters. 

Sometimes, sensor nodes generate a big amount of sequential 

tuple-oriented and small data that is called Data Streams. Data 

streams usually are huge data that arrive online, flowing rapidly 

in a very high speed, unlimited and can’t be controlled orderly 

during arrival. Due to WSN limitations, some challenges are 

faced and need to be solved. Extending network lifetime and 

reducing energy consumption are main challenges that could be 

solved by Data Mining techniques. Clustering is a common data 

mining technique that effectively organizes WSNs structure. It 

has proven its efficiency on network performance by extending 

network lifetime and saving energy of sensor nodes. This paper 

develops a grid-density clustering algorithm that enhances 

clustering in WSNs by combining grid and density techniques. 

The algorithm helps to face limitations found in WSNs that carry 

data streams. Grid-density algorithm is proposed based on the 

well-Known K-Means clustering algorithm to enhance it. By 

using Matlab, the grid-density clustering algorithm is compared 

with K-Means algorithm. The simulation results prove that the 

grid-density algorithm outperforms K-Means by 15% in network 

lifetime and by 13% in energy consumption. 

Keywords—WSNs; data mining; clustering; data stream; grid 

density 

I. INTRODUCTION 

In recent years, a widespread use of WSNs are found in 
various applications. A WSN is a specific kind of ad-hoc 
networks that is able to sense and process information. They 
can be used in many areas such as environmental, industrial, 
military, and agriculture fields. WSNs consist of built-in, 
independent and tiny equipment’s called sensor nodes. Sensor 
nodes contain four main components: energy source, 
processing unit, sensing [1] unit and transducer. Sensor nodes 
are mainly used in processing data and report parameters 
continuously. The reports are transferred by sensor nodes and 
collected by special controllers called Base Stations (BSs). A 
WSN has many resource constraints including high 
computational power and limited energy source. WSNs depend 
on their nodes that consumes battery energy. Unfortunately, the 
WSNs nature makes it difficult to recharge sensor nodes 
batteries. Therefore, energy efficiency is an important design 
objective in WSNs [2] and their algorithms should be precisely 
designed based on energy saving. 

In some WSN applications, data that WSNs process usually 
contain a large amount of datasets that flow rapidly in a very 
high speed and arrive online. Data are considered to be 
unlimited and the arriving order of elements being processed is 
out of control. Such data are called Data Streams [1, 3]. 

The widespread deployment of WSNs and the need for 
aggregating data streams requires an efficient organization of 
network topology to reach load balancing and extension of 
network lifetime. This is performed by using mining 
techniques. Clustering is a data mining technique that is 
considered to be an efficient tool in WSNs to solve the problem 
of network lifetime, energy consumption, data aggregation, 
load balancing, scalability [4], delay and delivering data stream 
packets. It organizes WSNs into a connected hierarchy. In 
general, two categories of network structure are found in 
WSNs, flat and clustered (i.e. hierarchical) [5]. At any case, 
clustering plays an important part in network organization, and 
also affects network performance. To reach many advantages, 
clustering is preferred in mining WSNs data. In a clustered 
WSN, the network is divided into groups called clusters, each 
cluster has a leader elected from sensor nodes called Cluster 
Head (CH). Data streams are aggregated from nodes by their 
CH inside a cluster. Then it is transmitted from CHs to the BS. 
Transmitting streaming data in the wireless environment by a 
multi-hop communication to reach the BS resumes nodes 
energy leading to shorten the lifetime of a network. 

As mentioned previously, a WSN suffers from power 
consumption during data stream transmission. Sensor nodes 
should be energy efficient. Energy efficiency affects the entire 
WSN lifetime. Therefore, to gain WSN’s operational long-
lasting, consuming energy is considered during designing 
WSNs algorithms. Furthermore, since sensor nodes are in 
difficult-to-reach locations, replacing batteries is unpractical. A 
WSN can achieve energy saving from clustering algorithms. 
However, to achieve better energy conservation, data stream 
mining [6] must be formed in a distributed manner, due to their 
resource constraints. 

Clustering algorithms are designed to obtain load-
distribution between CHs, high connectivity, saving energy and 
fault tolerance. In WSNs, using resources and reducing energy 
is provided in clustering technique by decreasing number of 
nodes that transmit data streams through long distance 
transmission. Clustered WSN algorithms running streaming 
data are usually partitioned in two main steps, cluster formation 
step and data transmission step [7]. But specifically, the 
cluster-based operation of clustered WSN algorithms consist of 
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rounds. Rounds involve cluster creation, CH-Election, and data 
transmission. 

Grid-based clustered WSNs, are type of networks [4] where 
a sensed area is partitioned into a number of equally sized 
small cells called grids. Grid-based clustering scheme has 
proven to have a fast processing time compared to other types 
of clustering algorithm schemes due to computational 
operations are performed on grid cells instead of the whole 
dataset stream. 

This paper develops a distributed clustering algorithm for 
WSNs based on the well-known K-Means to enhance it. The 
algorithm is based on combining a grid technique and a density 
technique. Besides clustering advantages, density technique 
can find arbitrary shaped clusters with noise, while grid 
technique is used to avoid clustering quality problems by 
discarding the boundary nodes of grids. This combination of 
techniques decreases algorithm computational time, reduce 
energy consumption and thus increasing network lifetime 
resulting desirable simulation results. To reach this paper aims, 
the algorithm must converge the limited dataset streams as fast 
as possible, to ensure that a processor can take on next set of 
streams. The paper provides an evaluation of our grid-density 
clustering algorithm to prove its efficiency by comparing its 
final results with K-Means results. The remaining of this paper 
is ordered as follows. Literature review on clustering 
algorithms is provided in section II. An overview on K-Means 
clustering algorithm is given in section III. The proposed grid-
density clustering algorithm is explained in section IV. 
Simulation analysis and results are discussed in section V. 
Concluding is given in section VI. 

II. LITERATURE REVIEW 

Some clustering algorithms are found in WSNs process 
traditional sensed data. Based on network structure, algorithms 
found in WSNs can be divided into two classes: algorithms for 
either flat networks or hierarchical networks. In a flat network 
structure, all nodes have the same tasks and perform exact 
functionalities. Data transmission is done in a hop-by-hop 
manner using flooding. Some clustering algorithms in flat 
WSNs include Energy-Aware Routing (EAR), Gradient-Based 
Routing (GBR), Sequential Assignment Routing (SAR) and 
many more. These clustering protocols are efficient in 
networks with a small-scale. However, flat WSN algorithms 
are unfavorable in networks with large-scale due to resource 
limitation, but nodes such networks preform more data 
processing [5]. In a hierarchical structure, nodes have different 
functions and are organized into groups according to specific 
requirements or metrics. Generally, each cluster has a specific 
CH and other sensor nodes. CHs have the highest energy inside 
clusters to perform processing and transferring data, while 
other nodes with low energy perform sensing [5]. Some 
clustering algorithms in a hierarchical WSN topology include 
Low-energy Adaptive Clustering Hierarchy (LEACH), Energy-
Efficient Uneven Clustering (EEUC) algorithm, Algorithm for 
Cluster Establishment (ACE). Clustering technique is an 
important scheme in hierarchical WSNs due to many 
advantages, such as data aggregation [5], scalability, less load, 
low energy consumption and more robustness. 

Other clustering algorithms stream data stream in other 
environments rather than WSNs. In 2006, Feng Cao proposed 
the DenStream algorithm for clustering dynamic data stream 
[8]. It is an effective method that can discover clusters with 
arbitrary format in data streams, but it is insensitive to noise 
[9]. Heng Zhu Wei proposed a density and space clustering 
algorithm called CluStream [8]. CluStream is a clustering data 
stream algorithm based on K-Means that is inefficient to get 
clusters of arbitrary formats and cannot process outliers. 
Further, they have to predetermine a parameter K (i.e. number 
of clusters) [10]. 

K-Means is used in an offline phase of some algorithms 
such as Clustream. It is a divide and conquer schemes that 
partition data streams into segments and discover clusters in 
data streams. K-Means has a number of limitations. Firstly, it 
doesn’t reveal clusters with arbitrary formats and usually 
identifying spherical clusters. Secondly, it is unable to discover 
outliers and noise. Thirdly, K-Means requires multiple scans of 
data, making it impractical for huge data stream [8, 10]. 
STREAM and CluStream are data stream clustering algorithms 
that are extensions of K-Means [11]. 

LOCALSEARCH, STREAM, DenStream and CluStream 
are clustering algorithms involving data streams. They 
disregard grid border problems. Data streams come with a 
large number in chronological order, and makes original grids 
no longer adapt to new data mapping, so a large number of data 
is likely to fall on grids borders. But if the data is simply 
discarded, it affects the clustering quality. If grids are updated 
in time, cost is greatly increased and the clustering efficiency is 
affected greatly [8]. 

D-Stream is a real-time density-grid stream data clustering 
algorithm where nodes are assigned to grids and grids are 
gathered to form clusters based on their density. D-Stream 
clustering quality depends on the lowest grid structure level. 
This may reduce the clusters accuracy despite the technique 
processing time speed [11]. D-Stream assigns input data into 
grids by using an online component. It also computes density 
of each grid and performs clusters based on their density by 
using an offline component [10]. MR-Stream is an algorithm 
that can cluster data streams at various resolutions. It divides a 
given data space to cells and a data structure tree that keeps the 
space dividing. MR-Stream increases the clustering 
performance by determining the exact time to generate clusters 
[11]. FlockStream is a density clustering algorithm that is 
based on the concept of bio-inspired model. It uses the flocking 
model, where independent micro-cluster agents form clusters 
together. FlockStream combines online and offline components 
where agents form clusters once required. It can get clustering 
results without performing offline clustering. DenStream, MR-
Stream, D-Stream and FlockStream are density-based 
clustering algorithms carrying data streams. They can 
affectively reveal clusters with arbitrary shapes and handle 
noise, but their quality decrease when using clusters with 
variant densities. LOCALSEARCH algorithm [8] uses dividing 
and conquering to partition data streams into segments, and 
discovers clustering of data streams in finite space, by using 
the K-Means algorithm. 
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A framework to dynamically cluster multiple evolving data 
streams called Clustering on Demand (COD) was proposed 
[12]. It produces a summary hierarchy of data statistics in the 
online phase, whereas clustering is performed in the offline 
phase [12]. It summarizes data streams using the Discrete 
Fourier Transform (DFT) technique. Then it applies a K-Means 
algorithm to cluster the summarized data streams [12]. An 
Online Divisive-Agglomerative Clustering (ODAC) algorithm 
was also proposed to incrementally construct a tree-like 
hierarchy of clusters using a top-down strategy. The previous 
techniques assume that all data streams are gathered at a 
centralized site before they are processed [12]. Many density-
based clustering algorithms for multi density datasets are not 
suitable for data stream environments. First, they need two-
pass of data and this condition is impossible for data streams 
where they arrive continuously and need a single scan to be 
performed. GMDBSCAN and ISDBSCAN use a two-pass 
data. Second, some multi-density clustering algorithms require 
using the whole data. Third, other algorithms have a high 
execution time which makes them unsuitable when applying 
data streams. DSCLU [11] is considered to be a density 
clustering algorithm run streaming data in multi-density 
environments. 

Another class of clustering algorithm is when applying data 
streams on WSNs. It is divided into two subsections [13]: 
algorithms based on Fuzzy clustering in WSNs and algorithms 
based on multimedia streaming data streams found in 
Multimedia Wireless Sensor Networks (MWSNs). Our 
proposed density-grid clustering algorithm is similar to 
research study scope of algorithms belongs under this class. 
Fuzzy C-Means or Fuzzy Clustering Means (FCM), is a widely 
used data stream mining clustering algorithm in WSNs. Most 
clustering algorithms are descendant from FCM when solving 
data stream problems in WSNs. FCM requires prior 
information about how many needed clusters C to divide the 
data space. The clusters number C is unknown previously. 

An algorithm based on FCM, a distributed WSN data 
stream clustering algorithm called SUBFCM (Subtractive 
Fuzzy Cluster Means) is proposed to decrease nodes energy 
consumption and extend network lifetime in WSNs involving 
data streams. The SUBFCM focuses on the clustering problem 
on data streams. Simulations show that the energy efficient 
algorithm SUBFCM can obtain clustering with less energy 
than the FCM. SUBFCM reduces the overall data transmission 
needed without affecting vital information in data streams [13]. 
SUBFCM is a result of blending a subtractive clustering 
algorithm with the FCM. 

For algorithms based on multimedia streaming data, in 
WMSNs, multimedia clustering protocols use the quality of 
service (QoS) parameters [14]. The requirements of QoS differ 
based on to the multimedia applications type. QoS has several 
metrics such as jitter, delay, bandwidth, reliability [15] and 
packet loss [14]. A lot of multimedia applications are time 
critical, they require to be managed with a limited time. 
Sensors in multimedia are able to grab image, audio, video, and 
so on. Then send \ multimedia content by sensors [15]. FoVs is 
a wireless multimedia sensor network clustering algorithm 
proposed based on Overlapped Field of View (FoV) areas. 
FoVs prolongs network lifetime and saves energy [16]. 

III. K-MEANS ALGORITHM 

The simplest algorithm that solve a well-known clustering 
problem is called the K-Means clustering algorithm. K-Means 
has an efficient CH selection method to maximize energy 
efficiency of a WSN. K-Means is based on finding a CH that 
minimizes the sum of Euclidean distances between CH and 
nodes [17, 18]. It reduces communication overhead, energy 
consumption and extends network lifetime. It is used to 
partition a sensed area into K clusters. The procedure follows a 
simple way to classify a given dataset through a certain number 
of clusters fixed a priori [18]. In K-means, there is a distance 
threshold called R for calculating distance between CH and 
BS. If their distance is less than R, they use a single-hop 
transmission, otherwise, they use a multiple-hops transmission 
[7]. There is also an energy threshold called E for all CHs. If 
CH energy is less than E, then CH broadcasts a quit message to 
all nodes inside the cluster. Hence, other nodes which have 
higher residual energy are elected to become CHs [7].  Nodes 
near boundary region in K-Means are affected since, the degree 
of belongingness is described in terms of either zero or one. 
For this reason, K-Means clustering is called hard clustering. 
Edge nodes may have the same degree of belongingness to 
more than one clusters. In K-Means, there is an optimal cluster 
formation. Nodes are assigned to a cluster based on the degree 
of belongingness when network area deployment. Degree of 
belongingness needs to be computed in each round for every 
node inside a cluster. Obviously, the major limitation of K-
Means clustering algorithm is predetermining parameter K [6]. 
The traditional K-Mean algorithm in figure 1. 

 
Fig. 1. K-Means Algorithm Pseudo Code. 

IV. GRID-DENSITY BASED CLUSTERING ALGORITHM 

Clustering WSN algorithms could be considered under 
specific schemes as shown in figure 2, such as, hierarchical 
scheme, grid scheme, heuristic scheme, weighted scheme, 
PSO-Based scheme. The developed grid-density algorithm is a 
grid scheme. Figure 2 summarizes clustering schemes in 
WSNs with an example of each clustering scheme. The grid-
density clustering algorithm is a clustering algorithm that forms 
clusters based on density of each grid in a gridded WSN. Grid-
density algorithm is proposed based on K-Means to enhance it. 
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It solves the same problems that K-Means clustering 
algorithms solve. But grid-density clustering algorithm forms 
clusters in a different manner, where cluster formation is not 
based on the Euclidian distance calculation. Cluster formation 
is based on finding the density of each grid.  Additionally, it 
doesn’t require a predetermination of clusters number as 
required in K-Means. 

 
Fig. 2. Clustering Algorithms Schemes in WSNs. 

To form network clusters, the developed scheme is done by 
dividing a sensor network area into equal size of grids. The 
area is divided by a value called grid size g where    , and 
   . Grids then are classified based on their densities by 
using a specific value called threshold  . By using the 
suggested algorithm and both values   and  , grids close to 
each other are combined after finding their density to form 
arbitrary shaped clusters. Empty grids are used as delimiters to 
reduce the algorithm execution time. Cluster formation process 
in the grid-density algorithm is based on    and   to find 
number of clusters  . After forming clusters, the grid-density 

selects a CH for each cluster based on nearest distance to the 
BS. Figure 3 (a) shows a sensed area that is already divided 
into grids assuming that       by using the grid-density 
algorithm. In contrast, figure 3 (b) presents the same sensed 
area in K-Means that is not gridded. 

 
(a) 

 
(b) 

Fig. 3. (a) Gridded WSN in Grid-Density Clustering Algorithm, (b) Sensed 

Area in K-Means. 

 

Fig. 4. Grid-Density Clustering Algorithm Flowchar. 

Clustering Algorithms 
Scchemes in WSNs  

Hierarchical Scheme LEACH 

Grid Scheme  PEGASIS 

Heuristic Scheme LCA 

Weighted Scheme WCA 

PSO-Based Scheme  PSO-C 

Others VoGC 
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After forming network clusters and choosing CHs initially, 
the network is ready to stream data. To stream data, the 
algorithm goes through several rounds until the end of network 
lifetime. Each round consists of two steps, transmitting data 
and choosing CHs. First step is responsible for transmitting 
sensed streaming data from source nodes to the final 
destination at the BS through CHs. The second step is to rotate 
the role between CHs based on nodes highest residual energy. 
The procedure used to obtain the final experimental results for 
both competitors is by running the grid-density algorithm first 
to form its clusters, then gain number of clusters  . After that, 
the traditional K-Means is run individually using the 
predetermined value   gained from the grid-density algorithm. 
Comparisons between competitors is done based in network 
lifetime and energy consumption for the entire network. Figure 
4 represents grid-density algorithm flowchart. 

V. SIMULATION ANALYSIS AND RESULTS 

To implement and evaluate the grid-density algorithm, 
Matlab version R2008b was used. In our research experiments, 
Matlab is used in a machine with Windows 7 Service Pack 1 
with 1TB disk space, 64-bit operating system, Intel ® Core ™ 
i7 processor and 8GB RAM. 

 
(a) 

 
(b) 

Fig. 5. (a) Cluster Formation in Grid-Density Clustering Algorithm, (b) 

cLUSTER FORMATIOn in K-Means. 

After several simulation experiment, the following 
experiment has the best results and is chosen to compare 
between the two competitors’ final performance metrics results 
in terms of network lifetime and energy consumption. 
Assuming that grid size       and threshold    . Both 
algorithms in their experiment are streaming the same dataset 
stream packet with size 126 byte/message in a (1000×1000) m2 
sensed area and BS located at the center, with       node 
scattered randomly each with an initial energy equal to       . 
At cluster formation process in the grid-density algorithm, 
clusters number obtain from this experiment is    . Figure 5 
(a) represents five individual clusters formed in the grid-
density algorithm, each with a clear CH. By using number of 
clusters    , gained from the grid-density algorithm, then 
applying    as an input for K-Means on the given sensed area, 
figure 5 (b) shows the cluster formation result in K-Means each 
with a clear CH. It is clear from figure 5 that the sensed area is 
gridded in the grid-density algorithm while not gridded in K-
Means. 

In figure 6 (a) and (b), both graphs present network lifetime 
for grid-density algorithm and K-Means consequently. X-axis 
presents the running time in seconds (sec.) and Y-axis presents 
number of live nodes. It is clearly shown that the proposed 
algorithm extends network lifetime more than K-Means, where 
K-Means nodes stats to die at 1000 sec before the proposed 
algorithm nodes. From experimental results, the grid-density 
algorithm extends network lifetime by about 15% more than K-
Means. 

 
(a) 

 
(b) 

Fig. 6. (a) Network Lifetime in Grid-Density Clustering Algorithm, (b) 

Network Lifetime in K-Means. 
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(a) 

 
(b) 

Fig. 7. (a) Energy Consumption in Grid-Density Clustering Algorithm, (b) 

Energy Consumption in K-Means. 

Figure 7 (a) and (b) present graphs of grid-density 
algorithm and K-Means consequently for their energy 
consumption. X-axis presents the energy in percentage in Joule 
while Y-axis presents the running time in Second (sec.). It is 
found that the proposed algorithm reduces energy consumption 
by about 13% less than K-Means. 

The grid-density algorithm processes small grids, were all 
operations are performed on grid cells rather than processing 
the whole sensed area space and exhaustion the network as 
found in K-Means. Gridding reduces network exhaustion, thus 
reduces energy consumption that in turn extends network 
lifetime. 

VI. CONCLUSION 

Recent years witnessed a wide use of WSNs in several 
applications and it has become an interesting research area of 
study in data mining field. This paper provided an overview on 
clustering algorithms. It proposed a WSN clustering algorithm 
involving data streams based on the well-known K-Means. The 
proposed grid-density clustering algorithm is based on the 
concept of finding the density of each grid to form clusters in a 

WSN. The grid-density clustering algorithm results are 
regarding some performance metrics that are compared with K-
Means algorithm results. Simulation results prove that the grid-
density algorithm outperforms K-Means by 15% in network 
lifetime and by 13% in energy consumption performance 
metrics. 
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Abstract—This work introduces a survey for the Text Para-
phrasing task. The survey covers the different types of tasks
around text paraphrasing and mentions the techniques and
models that are regularly used when approaching towards it,
alongside the datasets that are used while training and evaluating
the models. Text paraphrasing has an effective impact when
it is used in other applications, so, the paper mentions some
text paraphrasing applications. Also, this work proposes a new
taxonomy that it is called Conditional Text Paraphrasing. To the
best of our knowledge, this is the first work that shows varieties
and sub-problems of the original text paraphrasing task. The
target of this taxonomy is to expand the definition of the text
paraphrasing by adding some conditional constraints as features
that either control the paraphrase generation or discrimination.
This expanded definition opens in mind a new domain for
research in Natural Language Processing (NLP) and Machine
Learning. Finally, some useful applications for the conditional
text paraphrasing are represented.

Keywords—Natural Language Processing; Text Paraphrasing;
Conditional Text Paraphrasing

I. INTRODUCTION

A. Problem Definition

Text Paraphrasing is a core and challenging problem in
Natural Language Processing. The problem refers to texts that
convey the same meaning but with different expressions. It
can be considered as a transformation for a given text while
keeping its semantic meaning. These transformations may be
at the level of the texts linguistics and structure. Paraphrasing
differs from Entailment in the type of relationship between
instances. Entailment occurs when one may draw necessary
conclusions from an input instance. For example, Rocky is a
Dog. Rocky is an animal. Entailment has a form of ”If A then
B”, while Paraphrasing has a form of ”A is B”. Entailment is
a one-way relationship. ”If A then B” is not ”If B then A”.
For instance: Rocky is a Dog means Rocky is an animal, while
Rocky is an animal does not necessarily mean that Rocky is a
Dog as it is maybe another type of animals. Unlike Entailment,
Paraphrasing is a two-way relationship. For instance, What is
the distance between Earth and Sun? is the same of How many
miles between Earth and Sun?

This work demonstrates the defined tasks around the text
paraphrasing problem (section 1.2) and formulates discrimi-
nation and generation tasks, alongside mentioning some ex-
isted researches and efforts that are done on both directions
(sections 2.1 and 2.2). After that, some evaluation metrics
are represented that are regularly used when evaluating the

Fig. 1. Text Paraphrasing Tasks

model (section 3) and the datasets used (section 4). We talk
about several applications on which text paraphrasing is used,
either for data augmentation or as a module in large systems
(section 5). Finally, a proposed definition for conditional
text paraphrasing is introduced and its taxonomy (section 6),
alongside showing some important applications on it (section
7).

B. Defined Tasks

As shown in Figure 1, text paraphrasing is a type of
problems at which natural language processing and machine
learning could co-operate to solve it. Text paraphrasing in-
volves two different tasks, Discrimination and Generation.
The target of the discrimination is to check if the two given
texts are paraphrased texts or not. In that case, the task is
considered to be a discriminative problem. In the generation,
the target is to generate text(s) given a reference text, in that
case, the task is a generative problem.
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Fig. 2. Discrimination Model Pipeline

II. PROBLEM FORMULATION

A. Discrimination Task

Given two sentences (S1, S2), where S1 = {w1, w2, .., wn}
and S2 = {w1, w2, .., wm}, the target is to check if they are
paraphrases or not.

Some researches look to this problem as a Semantic
Text Similarity problem on which some distances metrics,
such as Euclidean and Cosine distances are used [1], [2],
alongside either using binary vectors as feature representation
for sentences extracted from lexical-based features or TF-IDF
representation [3]. However, the great successes of distributed
words and sentences representation [4], [5], [6] altered the
basic representations for texts to be used in distances measure
[7].

Other researches look to the problem as a supervised
learning problem. The problem is often formalized as a bi-
nary classification problem y = {0, 1}. Like in [8] on which
Support Vector Machine (SVM) is used with basic features
representations for sentences. The great successes of deep
neural networks in fields like natural language processing,
computer vision and speech recognition in both supervised
and unsupervised learning problems was a motivation to build
a neural-based model for such classification problem [9].
Recently, Convolutional Neural Networks (CNNs) showed re-
markable results in text modeling for classification and features
extraction [10], [11], so that it could be used for this task like
in [12]. Other works focus on recurrent based models like
in [13] on which Long Short-Term Memory (LSTM) is used
to encode the sentences embedded into a Siamese network
structure [14]. Shown in Figure 2, this is the general pipeline
for the discrimination task.

In conclusion, currently, deep neural networks are heavily
used for the identification task, alongside the currently ad-
vanced words and sentences representations.

Fig. 3. Generation Model Pipeline

B. Generation Task

In the generation task, given a reference sentence S1, where
S1 = {w1, w2, .., wn}, the target is to generate candidate(s)
sentence(s) that are semantically equivalent to the reference
sentence. It is considered to a text generation problem.

Classically, some lexical-based features and wording re-
placement are used to generate alternatives to the reference
sentence. For instances, paraphrases are generated using tem-
plates extracted from WikiAnswers repositories like in [15] and
lexical-based rules like in [16]. They make use of WordNet
to get words hypernyms and synonyms for replacements,
however, these techniques suffer from the generation of poor
candidate paraphrases.

Recently, the great successes of the deep generative models
[17] such as Variational Autoencoders (VAEs) [18] and Gen-
erative Adversarial Networks (GANs) [19] had a great impact
in unsupervised learning problems. Several research worked
on generation realistic texts either for task specific problems,
such as machine translation [20], [21], and question generation
[22]. Generic text generation has been investigated using VAEs
[23] and GANs [24]. As these models depend on the hidden
representation of sentences during the training, the produced
texts are randomized and uncontrollable. Serious attempts were
made recently to control the generated sentences [25], [26],
using some conditional features such as the sentence’s polarity
and syntax-tree [25], [26]. Typically, this problem is considered
to be sequence-to-sequence problem [27] on which the target
is to generate sequence(s) of words given other sequence of
words [28], [29], [30]. Shown in Figure 3, this is the general
pipeline for the generation task with highlights of the most
used techniques nowadays.

III. EVALUATION MEASURES

Evaluation metrics are performed on the discrimination and
generation tasks. As the discrimination task is a supervised
learning problem, metrics such as accuracy, precision, recall
and f1-score are used to evaluate the trained models. This is
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very different from the generation task on which BLEU (Bilin-
gual Evaluation Understudy) [31], ROUGE (Recall Oriented
Understudy for Gisting Evaluation) [32], METEOR (Metric
for Evaluation for Translation with Explicit Ordering) [33] and
Translation Error Rate (TER) [34] are used for approximate all
natural language generation tasks.

IV. DATASETS

Compared to other tasks, the datasets for the text paraphras-
ing task aren’t large. This supports the importance of having
a robust and generalized text paraphrasing models to help on
creating datasets with large diversity for the problem itself
and other problems in general such as Sentiment Analysis and
Named Entity Recognition.

A. MSCOCO

Microsoft has recently released a dataset for images cap-
tions [35]. The dataset comes with 120K images that are
captioned with short and medium size texts. For each image,
five captions are provided that describe the images, and these
five captions are written by different five annotators. As the
annotators are describing the same things, the captions could
represented as paraphrases to each other.

B. PPDB

PPDB [36], [37] is widely known dataset for paraphrase
generation. It comes with wide sizes, however the most used
size is PPDB 2.0 Large dataset. For some phrases, PPDB has
one-to-many paraphrases.

C. Quora Questions Pairs

Quora questions pairs [38] is a dataset produced by Quora.
The dataset contains approximately 400K pairs of sentences.
Sentences are questions that are labeled by whether the pair
is duplicate, has the same semantic meaning, or not. The
duplicate questions are considered to be paraphrases if they
are duplicates.

D. SNLI

The SNLI dataset [39] consists of approximately 570k sen-
tences. These sentences are generated by human annotators and
manually labeled with either they are entailment, contradiction
and neutral. For the paraphrasing task, the focus is on the
neutral sentences as they describe the paraphrases sentences to
each other. SNLI is heavily used in natural language generation
tasks and to capture the semantics of languages [40].

E. WikiAnswers

WikiAnswers [41] is a large question paraphrase corpus
created by crawling the WikiAnswers website. The paraphrases
are different questions, which were tagged by the users as
similar questions. The dataset contains approximately 18M
question pairs aligned by word.

V. APPLICATIONS

Paraphrasing has numerous applications. It is either used
as a preprocessing module to increase the datasets as a Data
Augmentation technique or embedded in an end-to-end model.
For instances, paraphrasing is used in Question Answering
(QA) systems [42], where several paraphrases are generated
in an end-to-end neural-based model for the given question to
increase the diversity and the coverage of the input.

Paraphrasing is also used to accurately evaluate the Ma-
chine Translation models [43]. This is done by generating
paraphrases that are closer in wording to the translation output
based on some lexico-semantic resources such as WordNet.
Some researches use paraphrasing to improve the the generated
logical form of sentences [44] that is known as Semantic
Parsing problem and as a representation for the input queries
[45] in Semantic Search.

Paraphrasing has also an important application which is
plagiarism detection. In this task the target is check whether
two texts are copied or altered to another or not. It is a
typical paraphrasing application. It is mainly could be used
for author copyrights ownership. Natural language processing
suffers from a lack of resources and datasets that could be used
to train the models [26], such problem decreases the model’s
generalization. Several researches use paraphrasing as a data
augmentation technique to enrich the datasets [46], [47], [48].
Recently, the concept of paraphrasing is used to reformulate
the questions to lead for better questions generation and to
increase the diversity of questions intents [49].

VI. PROPOSAL: CONDITIONAL TEXT PARAPHRASING
TASK

This work proposes a Conditional Text Paraphrasing task
as an addition to the original task. As paraphrasing only
focuses on the semantics of the sentences, there is a need for
more paraphrasing specifications to control the recognition and
generation processes. On conditional paraphrasing, the target
is to either detect or generate according to specific condition
or constraint. The conditions are divided to Morphology-
based, Syntax-based and Readability-based categories. This
work is driven by several attempts to control the text generation
[25], [26]. The target of this work is to set and organize
the problem as a task that is closely related to the original
task. The research is represented on some ways to control the
paraphrase generation by creating a taxonomy that defines the
task. This may help other researches when they work on it,
also, this taxonomy could be expanded for more concrete tasks
if needed.

Feasible sentences generation is considered to be a chal-
lenging problem in natural language processing because of
several obstacles that occur while modeling text. For instances,
representing the text in a way of hidden representation that
captures the semantics of text and its structure is hard because
of the complexity of text and its language. Controlling the
text generation means that we need to make the latent repre-
sentation of sentence capture the semantics, structure and the
other disentangled representation of the embedded attribute.
For images, some attempts were done to control the generated
image with disentangled attribute [50], [51]. In general, as the
nature of text is a discrete data; training the models that depend
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Fig. 4. Conditional Text Paraphrasing Taxonomy. Reference Text: Elon Musk is the founder of SpaceX

on optimization and back-propagation becomes hard to reach
the global minima. The GAN-based model created by [25]
tackled this problem by allocating one dimension of the latent
representation to encode the disentangled attributes, such as the
polarity in sentiment analysis task, and generates samples with
desired sentence semantics. The research focused on disentan-
gled representations of polarity (positive, negative) and Tense
(past, present, future) attributes, however, our research believes
that this could be generalized further more by expanding the
additive attributes that could be conditioned to the model to
force it to generate more intensive and concrete samples. These
conditions are divided to Morphology-based, Syntax-based
and Readability-based categories. These conditioned features
control the sentence generation and also the discrimination.
In the discrimination task, the conditioned features could be
viewed as classes that any paraphrases could be classified to
one of them. The taxonomy tree is proposed for the conditional
text paraphrasing on Figure 4.

Conditional Text Paraphrasing is divided to three sub-
classes. These sub-classes controls the paraphrasing of the
output sentences, however, these sub-classes are all considered
to be paraphrasing on their semantic meaning. In other words,
they are all paraphrases that represent the same meaning, but
they differ on their morphology, syntax and readability aspects.
For instance, consider the given sentence Elon Musk is the
founder of SpaceX. The following sentences are candidate
paraphrases Elon Musk created SpaceX, Elon Musk is going to
create SpaceX, but these sentences are in the past and future
tenses respectively. Also, the sentences The founder of SpaceX

is Elon Musk, which syntax tree is (ROOT (S (NP (NP (DT)
(NN)) (PP (IN) (NP (NNP)))) (VP (VBZ) (NP (NNP) (NNP))))),
and SpaceX is the founded by Elon Musk, which syntax tree is
(ROOT (S (NP (NNP (VP (VBZ) (VP (VBN) (PP (IN) (NP
(NNP) (NNP))))))), are paraphrases but each of them have
different structure and parse tree. These varieties are divided to
three sub-classes, Morphology-based Past Tense, Future Tense,
Wh-clause, Syntax-based Syntax-tree and Readability-based
Native, Non-native, Simple-style, Non-simple Style. The last
sub-class focuses more on the style of writing. As humans, it
is easy to us to identify whether the text is complex or written
by a non-native person, so, the target is to be able to either
generate or detect texts that have different styles.

Formally, for the generation task in conditional
paraphrasing, given a reference sentence S1, where
S1 = {w1, w2, .., wn}, and in addition, a conditioned class is
given as a feature C, the target is to generate candidate(s)
sentence(s) that are semantically equivalent to the reference
sentence and also applies the conditioning property C.

On the other hand, for the discrimination task, given
two sentences (S1, S2), where S1 = {w1, w2, .., wn} and
S2 = {w1, w2, .., wm}, the target is to classify whether they
are paraphrases or not, further more, it is possible to check
what type of paraphrases that they are conditioned on. This
transforms the original classification problem to multi-class
classification problem. Shown in Figure 5, which is derived
from the above taxonomy, the number of parent classes is
two, number of conditioning classes is four and the number of
conditioning sub-classes is seven. That makes the total number
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Fig. 5. Conditional Paraphrasing Classification Tree

of classes thirteen.

VII. CONDITIONAL TEXT PARAPHRASING APPLICATIONS

Conditional paraphrasing has several application at which
it could be used. Mainly, it could be used in question-
answer generation and domain-specific data augmentation. The
constraints could be encoded and fed to the generation model
as a conditional feature to handle the generated texts like such
approaches [25], [26]. Regarding to the discrimination model,
the problem turned to be a multi-classification problem. Given
that, several transfer learning [52] and multi-task learning [53]
could be applied to domain-specific objectives.

Conditional text paraphrasing could be very helpful in
learning distributed representations of words and sentence.
Currently, supervised learning based models dominates the
field of sentences and words representation [40], so, the con-
straints, specifically syntax-based features, that are provided
could help in much better representations for text that would
effect on better natural language understanding systems.

VIII. CONCLUSION

This work showed a survey for text paraphrasing and its
recent researches and efforts that work in the directions of
paraphrase generation and discrimination. Also, it proposed
our definition and taxonomy of conditional text paraphrasing
task and how its great impact on existed applications and prob-
lems. For the future work, we are looking forward to working
on datasets for conditional text paraphrasing, alongside doing
several experiments for this task.
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Abstract—With the spread of democracy around the world,
voting is considered a way to collectively make decisions. Recently,
many government offices and private organizations use voting to
make decisions when the opinions of multiple decision makers
must be accounted for. Another advancement: cloud computing
attracts many individual and organizations due to low cost, scal-
ability, and the ability to leverage big data. These considerations
motivate our proposal of the TokenVote scheme. TokenVote is
an electronic voting system in the cloud that uses revocable
fingerprint biotokens with a secret sharing scheme to provide
privacy, non-repudiation, and authentication. The TokenVote
scheme spreads shares of secret (vote), embeds them inside the
encoding biometric data (i.e. fingerprint), and distributes them
over multiple clouds. During the voting process, each voter must
provide his/her fingerprint, causing the TokenVote scheme to
collect all voting shares from all voters to compute the final
voting result. TokenVote does cloud parallel computing for the
voting process in an encoded mode to prevent disclosure of the
shares of voting and the fingerprint itself. Our experiments show
that TokenSign has a significant performance and comparable
accuracy when compared with two baselines.

Keywords—Cloud; Fingerprint; Voting; Security

I. INTRODUCTION

With the worldwide spread of democracy, voting is no
longer an alternative; it is a necessity. The importance of
voting is recognized by many individuals, organizations, and
countries, not only for presidential elections, but also for
making decisions in organizations. Making decisions within
organizations has been made more difficult since many de-
cisions must be made through consensus rather than by a
single decision maker [1] [2]. Rather than allowing a debate
in a meeting to continue unresolved for a long time, people
can make use of an electrotonic system to speed up the
process. Many electronic voting systems have been introduced
in literature. Gibbard [3] proves the conjecture by proving
a game theory where a voting scheme is a game form and
individual actions are strategies, while Sako et al [4] proposes
a voting scheme that proves a receipt-free system. For secure
electronic voting system, Fujioka et al [5] proposes a secure
voting scheme where the scheme ensures that no one can
disclose the intermediate voting result. In addition, Peralto et
al [6] proposes a computerized voting system that can identify
participants and prevent duplicated and fraudulent voting.

Despite the great advantages of electronic voting systems,
security and privacy are serious problems for voters and
organizations/administrations. Thus, many electronic voting
schemes are proposed in literature to provide security and
privacy. Okamoto [7] proposes a secured voting scheme which
solves fairness, anonymity, receipt, and privacy. Lee et al [8]

proposes an electronic voting protocol that achieves receipt-
freeness. Bannet et al [9] presents a voting system that
demonstrates many bugs that can occur in a voting system.
Other voting systems using biometrics data for authentication
purposes have also been proposed [10] [11] [12] [13] [14].
Some use fingerprint data, while others use both fingerprint
and face recognition. Other schemes use a secret sharing
scheme [15] to distribute the voting secret among all voters
[16] [17] [18]. Even though these schemes have solved many
issues in electronic voting system, other issues remain research
challenges.

In this paper, we propose the TokenVote scheme, which
provides security and privacy for both voters and administra-
tions. TokenVote scheme has multiple purposes, such as pres-
idency elections, organizations elections, and formal meeting
decision-making in both government and private organizations.
Specifically, our contribution is to design, implement, and
evaluate a TokenVote scheme that uses the revocable finger-
print biotokens (Biotope) [19], Bipartite token [20], and the
secret-sharing scheme [15]. During the enrollment process,
TokenVote encodes the biometric data (i.e. fingerprint). Then,
TokenVote embeds a shared secret (i.e. voting) inside the
encoded fingerprint data. TokenVote then distributes all shares
of a vote over multiple clouds, so no single cloud stores
the threshold required to recover the result of a vote. During
the voting process, TokenVote matches the fingerprint data of
voters in encoded mode, then computes the final voting result.
This whole process being conducted in encoding form which
provides security and privacy for voters. On the other hand,
voters must provide their fingerprint data to vote which pro-
vides non-repudiation and authentications for administrations.

The rest of this paper is organized as follows: in section II,
we briefly describe previous related work. The objectives of
TokenVote are given in section III. Our proposed TokenVote
algorithm is presented in section IV. In section V, the descrip-
tion of the experimental design is given. The experimental
evaluation and results are provided in section VI. Finally, the
conclusion is drawn in section VII.

II. BACKGROUND

A. Voting system and security concerns

A great deal of literature has been devoted to designing
a voting system that satisfy all purposes. Gibbard [3] proves
the conjecture by proving a game theory where a voting
scheme is set up in a game form and individual actions
are strategies. The author discusses manipulation in a voting
system and how to prove it. Fujioka et al [5] proposes a secure
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voting scheme that provides privacy for voters, ensuring voting
fairness. The scheme ensures that no one can disclosure the
intermediate voting result. Sako et al [4] proposes a voting
scheme that proves to be receipt-free, so voters can hide their
votes from a powerful adversary. To achieve their goal, they
replace the physical voting booth with a hardware assumption.
Peralto et al [6] invents a computerized voting system that
can identify participants and prevent duplicate and fraudulent
voting. Jakobsson et al [21] proposes a new solution that
provides proof of correct operation of the voting system.
They use randomized partial checking to check the subset
of input/output data instead of completely correct operation.
However, to provide secure voting system, Okamoto [7] pro-
poses a secured voting scheme that solves fairness, anonymity,
receipt, and privacy. To achieve its goal, the scheme has four
steps: authorization, voting, claiming, and counting. Lee et
al [8] proposes an electronic voting protocol that achieves
receipt-freeness. Bannet et al [9] presents a voting system to
demonstrate many bugs that might occur in a voting system.

B. Using Biometric Authentication in Voting System

Authentication in a voting system proves that the partici-
pant giving his/her vote is the right person. Many researchers
discuss the use of biometrics data as authentication tools in
voting system. Ahammad et al [14] proposes an electronic
voting machine based on fingerprint identification to provide
security for voting system. Their system consists of four
phases: enrollment, voting, election result demonstration, and
database restoration. In enrollment phase, voters enroll their
fingerprint data in the voting system to do matching in vot-
ing phase when voters come to vote. In the election result
phase, the voting system calculates all votes; in the database
restoration phase, the system deletes the current voting result
for next voting event. Hof [12] proposes electronic voting
with biometric authentications. They evaluate all biometrics
(fingerprint, iris, face etc.) against another authentication tool,
like a password or card. They also discuss the security issues
related to biometric data. Kumar et al [10] proposes an
electronic voting system based on fingerprint authentication.
Their system requires successful matching of fingerprints to
vote. Kumar et al [13] proposes a framework for electronic
voting that maintains authentication security using fingerprint.
Najam et al [11] proposes an electronic voting system based
on fingerprint and face recognition.

C. Using Secret Sharing Scheme for Voting System

Secret sharing schemes have been used in electronic voting,
as documented in literature. Schoenmakers [17] uses secret
sharing schemes with cryptographic tools to secure electronic
voting. Their electronic voting has two protocols: distribu-
tion and reconstruction protocols. The distribution protocols
have two steps. The distribution step allows the dealer to
create and distribute the shares of a secret among all voters.
The verification-of-the-shares step allows any participant to
use the public key of the encryption method to verify the
share. Similarly, the reconstruction protocols have two steps:
decrypting the share and pooling the share. Nair et al [18]
proposes an electronic voting system (EVS) that uses a se-
cret sharing scheme and secures multi party computation to
provide security. The electronic voting system (EVS) has four

modules: polling station, communication server, chief election
commissioner, and collection center. The polling station has
the voting machines and voting panel. The chief election is
responsible for managing the candidate information in the
voting panel. The communication server manages all activities
and coordinates all modules. The collection center manages the
collection centers. Liu et al [16] proposes an electronic voting
scheme that uses a secret sharing scheme and k-anonymity
to provide security and coercion-resistance. Their scheme
ensures voters can verify the correctness without knowing
others information.

III. TOKENVOTE OBJECTIVES

The main goal of this paper is to explore a cloud electronic
voting scheme which protects not only the voting information
but also the biometric data (i.e. fingerprint). TokenVote protects
each vote during its journey from the voter to administration
who computes and declares the final voting. In this section,
we explore the objectives of TokenVote in privacy, non-
repudiation, and authentication.

A. Non-Repudiation and Authentication

TokenVote scheme uses biometric data (i.e. fingerprint)
and a secret sharing scheme [15] to achieve its goal in
non-repudiation and authentication. In the voting process, a
user must provide his/her biometric data (i.e. fingerprint).
Thus, a voter cannot deny his/her vote, providing non-
repudiation. This strengthen the TokenVote scheme as any
organizations/administrations can make sure any voter cannot
deny his/her voting at a later time. Regarding the authentica-
tion objective, biometric data (i.e. fingerprint) is considered
a highly regarded authentication tool for organizations. To-
kenVote scheme requires that any voter must enroll his/her
fingerprint to participate in voting. In the voting process,
the voters must provide their fingerprint again for matching,
authentication and participation during voting. This allows
organizations/administrations to verify who has participated in
voting.

B. Security and Privacy

TokenVote provides security and privacy for each voters
voting information and for the biometric data (i.e., fingerprint).
TokenVote scheme uses bipartite tokens [20] to do match-
ing/voting in an encrypted domain. For each voting share,
TokenVote scheme uses secret sharing scheme to split the vote
into multiple shares where each share is in encoded mode
during all of voting process. No one knows the information
hidden inside each voting share from the start stage until the
last stage of voting process. The TokenVote provides security
and privacy, not only for voting information but also for
biometric data (i.e., fingerprint).

C. Scalability and Performance

The TokenVote scheme uses the cloud for many objectives
including scalability and performance. The TokenVote scheme
uses secret sharing scheme to split each vote into multiple
shares of a vote where the size of each share is equal to
the original size of a vote. The increased data size needs a
scalable environment for computing. Thus, cloud computing
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Fig. 1. The pair table data layout stores in the cloud. Each row of the pair
table data contains plain text data ( k, j, θkj ), encoding data (dkj

, β1, β2)
and share of vote

is a great option for big data. Therefore, the TokenVote
scheme distributes all shares of a vote over multiple clouds
where no single cloud stores the whole shares of a vote. In
matching/voting process, the TokenVote scheme uses threading
to do matching/voting in parallel, resulting in improved voting
performance.

IV. DESIGN OF TOKENVOTE SCHEME ALGORITHM

In our design, we present the architecture of TokenSign
scheme in enrollment and matching/signing process. The To-
kenSign scheme consist of two protocols: single protocol and
group protocol. Single protocol is used to perform a signature
for one person while group protocol is used to perform a
signature for a group of people.

A. Enrollment Process

First, TokenVote creates a vote (secret) that is distributed
among all participants. Second, the TokenVote scheme uses
secret sharing scheme [15] to split and distribute the vote
(secret) between all voters where each voter has one share of
the vote (secret). In this distribution, the TokenVote determines
the maximum total shares, set equal to the maximum number
of voters, and the threshold shares, set equal to the minimum
number of voters. Third, the TokenVote scheme collects the
fingerprint data from voters and applies the NIST Bozorth
Matcher Algroithm [22] to create minutia files and pair-tables.
The TokenVote scheme uses the revocable fingerprint bioto-
kens (Biotope) [19] to transform the plaintext of fingerprint
data (i.e., pair-table) in the encrypted fingerprint data. The
TokenVote applies Bipartite token [20] to store each share
of vote inside a voters encrypted fingerprint data. Finally,
TokenVote distributes each share of votes (Biotoken share) in
multiple clouds where each cloud does not store all shares of
votes that needs to recover the final voting result. Algorithm
1 shows the details of the TokenVote enrollment process steps
and figure 1 shows the layout share of vote store in the cloud.

B. Voting Process

In the voting process, the TokenVote scheme requires
collection of fingerprint data from each voter who is enrolled
as his/her fingerprint data is needed for the individual to
participate in a vote. Second, the TokenVote scheme follows
the same steps in the enrollment process where it creates
minutia points, minutia files, pair-tables, and encodes the pair-
tables for the probe fingerprint data. Then, the TokenVote
scheme matches the encoding probe pair-table against an
encoding gallery pair-table for all voters simultaneously. If the
authenticating matching is successful between a voters probe
and gallery fingerprint data, the share of voting is released

Data: 1. Gallery fingerprint image gi, Where
i=1,2,3,. . . ,n.
2. Voting Secret vi.

Result: 1. Encrypted gallery fingerprint (pair-table ti).
2. Share of Vote hidden inside Encrypted
Gallery Fingerprint.

for ( each Voting Secret vi && each gallery
fingerprint image gi ) {

for ( each Voting Secret vi ) {
split the voting secret vi into multiple shares
Ni using SSS [15];

determine all shares Ni and the threshold Ki

using SSS [15] ;
check (shares Ni == maximum number of
voters Ri);

check (threshold Ki == minimum number of
voters Ri);

check (shares Ni >= threshold Ki);
for ( each gallery fingerprint impression gi ) {

create minutia points mi using NIST Bozorth
[22];

create minutiae file fi using NIST Bozorth
[22];

create the gallery pair-table ti using NIST
Bozorth [22];

encode the gallery pair-table ti using Biotope
[19];

hide a secret of voting share Ni inside the
encoding gallery pair-table ti using Bipartite
[20] ; upload the encoding gallery fingerprint
(pair-table ti) to the cloud;

Algorithm 1: Enrollment process algorithm of TokenVote
scheme

Data: Probe fingerprint image pi where i=1,2,3,. . . ,n.
Result: Vote Result.
for ( each probe fingerprint impression pi ) {

create minutia points mi using NIST Bozorth [22];
create minutiae file fi using NIST Bozorth [22];
create the probe pair-table ti using NIST Bozorth
[22];

encode the probe pair-table ti using Biotope [19];
for ( all encoding probe pair-table ti && encoding
gallery pair-table ti in the cloud ) {

match each encrypted probe pair-table ti in
parallel against all encrypted gallery pair-table ti
;

if (match == true) then
release the shared vote for each voter;
collect all shared votes from all voters;

if (shared votes >= minimum number of voters
Ri) then

compute the all shared votes from all voters
using SSS [15];

declare the voting;

Return the vote result.

Algorithm 2: Voting process algorithm of TokenVote
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TABLE I. THE SPEED RESULTS WHERE THE VALUE OF P-VALUE
FROM T-TEST REJECTS THE NULL HYPOTHESIS HO

Cloud-ID-Screen Bipartite TokenVote
AVE 26.836 26.93 19.93
STD 0.22 0.31 0.24

for this voter. The TokenVote scheme conducts this process
in parallel for all voters and releases all shares of voting
from all voters. Finally, the TokenVote scheme applies a secret
sharing scheme [15] to compute all shares of voting. If the
number of shares is greater than or equal to the minimum
number of voters (threshold shares of voting), the TokenVote
scheme releases the voting secret and declares the voting result.
Algorithm 2 shows the details of TokenVote voting process
steps.

V. EXPERIMENTAL DESIGN

In our experiment we design a decision-making scenario
in an organization where the decision has been taken from
three levels of management. Each level of management has
ten people as decision makers who propagate their voting
decision from a lower level group to the upper level group.
At the third level which is the final stage, the voting is
computed and released. We compare our scheme against the
Bipartite Biotokena algorithm [20] as the first baseline and
Cloud-ID-Screen [23] as the second baseline. We conduct our
experiment in Amazon Web Service cloud, so we use eight
clouds: North Virginia, North California, Ohio, London, Paris,
Ireland, Tokyo, and Sydney. During the enrollment process,
TokenVote uses the fingerprint dataset (FV C2002Db2 a) [24]
and follows the steps as explained in Section 4-A. Then,
the TokenVote scheme uses the programming lanaguages C++
and Python to upload the gallery encoded fingerprint data to
multiple AWS S3 cloud storages. The uploading process is
done in parallel by using threading. During the voting process,
we connect Amazon AWS S3 with Amazon AWS EC2 instance
by using the Python boto library to do parallel matching.
Finally, we did the matching/voting process twenty times in
parallel and took the average of all these runs.

VI. EXPERIMENT EVALUATION

In our hypothesis: we aim to prove that if we distribute
a vote among multiple people, we can do parallel voting
to speed up the voting process while getting comparable
accuracy against the baselines. To prove our hypothesis, we
run two experiments, accuracy and performance, and evaluate
the results.

A. Accuracy Evaluation

We run our accuracy experiment to evaluate the false accept
rate (FAR) and the genuine accept rate (GAR) for both the
baseline and TokenVote scheme. Then, we compare the result
of our TokenVote scheme against the two baselines. Figure
2 shows the ROC curve result where our TokenVote scheme
achieves GAR equal to 97 and FAR equal to 0. This promising
result proves our hypothesis.

Fig. 2. The ROC curve comparing accuracy of our TokenVote scheme against
the two baselines

Fig. 3. The speed result comparing the performance of our TokenVote scheme
against the two baselines

B. Performance Evaluation

We run an identification (1:N) experiment to evaluate
the performance of our TokenVote scheme against the two
baselines. We run our experiment in parallel for our TokenVote
scheme and the two baselines. Then, we compare the result
of our TokenVote scheme against the two baselines. Figure 3
shows the speed result where our TokenVote scheme achieves
promising result over the two baselines. For formal testing, the
null hypothesis Ho is that the time of matching for the baseline
is less than or equal to TokenVote, i.e., the baseline performs
better. Table I shows the speed results where the value of P-
value from t-test rejects the null hypothesis Ho and proves our
claim that the TokenVote achieves better performance over the
baseline.

VII. CONCLUSION

In this paper we design, implement, and evaluate the
TokenVote scheme. The TokenVote is a cloud electronic voting
system uses the revocable fingerprint biotoken and secret shar-
ing scheme. Thus, TokenVote provides privacy and security
not only for the voters but also for administration. Moreover,
TokenVote uses cloud computing and threading to provide
scalability and performance. For future work we will use smart
devices for voting since all smart devices use biometric for
authentication.
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Abstract—Belief entropy, which represents the uncertainty
measure between several pieces of evidence in the Dempster-
Shafer framework, is attracting increasing interest in research.
It has been used in many applications and is mainly based on
the theory of evidence. To quantify uncertainty, several measures
have been proposed in the literature. These measures, sometimes
in extended or hybrid forms, use the Shannon entropy principle to
determine uncertainty degree. However, the failure to consider
the scale of the frame of discernment framework remains an
open issue in quantifying uncertainty. In this paper, we propose
a new uncertainty measure that takes into account the power
set of the frame of discernment. After analysing the different
existing methods, we show the performance and effectiveness of
our proposed approach.

Keywords—Dempster Shafer Theory; Belief entropy; Uncer-
tainty; Information management; Deng entropy

I. INTRODUCTION

In recent years, there have been increasing improvements in
the management of uncertainty issues in information systems
[1], [2], [3], [4]. Several theories including Shannon’s entropy
[5], probability theory [6], [7], possibility theory [8], [9] and
Dempster-Shafer evidence theory [10], [11] have been devel-
oped. Dempster-Shafer theory in particular, provides effective
tools for modelling and processing uncertain information [12],
[13], [14], [15]. It has been widely used in various applications
including information fusion [16], [17], decision making [18],
[19], diagnosis and fault detection [20], [21], target recognition
[22], [23], and so on. In applying this theory, many challenges
are increasingly being addressed. We can mention, conflict
management through different sources of information [24],
[25], Consideration of the relationship between various pieces
of evidence before the fusion step [26], [27], the problem in
body of evidence (BOE) generation [28], [29] and finally,
the consideration of the frame of discernment (FOD) in
uncertainty management [24], [30].

In the Dempster-Shafer framework, there are several hybrid
or extended uncertainty measures. These measures use the
Shannon entropy principle for the uncertainty quantifiying.
Also, these measures include Hohle’s confusion measure [31],
Dubois & Prade’s weighted Hartley entropy [32], Yager’s
dissonance measure [33], Klir & Ramer’s discord measure
[34], Klir & Parviz’s strife measure [35], George & Pal’s
conflict measure [36], Deng entropy [37] and modified Deng
entropy proposed by Zhou et al. [30].

In this work, we are mainly interested in Deng entropy and
modified Deng entropy. The Deng entropy, a very effective

measure, compared to various measures in some cases, has
been used in several fields of application[38], [37]. However,
one of the main limitations of this uncertainty measure is
related to not considering the scale of FOD. To address this
limit, some authors, including Zhou et al., have proposed a
modified Deng measure [30]. Nevertheless, although effective
in some cases, the problem related to the scale of FOD is
still perceptible. In this paper, we propose a new uncertainty
measure by extending the modified Deng entropy. This new
measure improves the performance of the measures proposed
by Deng and Zhou takes into consideration the power set of the
FOD. After analysing the different existing methods, we show
the performance and effectiveness of our proposed approach.

The rest of this document is organized as follows : section 2
provides a brief overview of Dempster-Shafer theory and Shan-
non entropy. Section 3 presents some uncertainty measures
in the Dempster-Shafer framework and and some limitations.
Section 4 describe the new uncertainty measure. Section 5
presents, using numerical examples, the effectiveness of the
new measure. The conclusion and some perspectives related
to this work are presented in Section 6.

II. PRELIMINARIES

A. Dempster-Shafer Theory

Dempster-Shafer Theory [10], [11], also known as belief
theory or evidence theory, has many advantages for processing
uncertain information. We present some basic concepts related
to this theory.

1) Formalism: Let Ω = {ω1, . . . , ωN} a set of N mutually
exclusive and exhaustive events. Ω represents the frame of
discernement FOD. A mass function is defined on the power
set of Ω, noted 2Ω with :

2Ω = {∅, {ω1}, . . . , {ωN}, . . . , {ω1, . . . , ωi}, . . . ,Ω} (1)

In Ω, a mass function assigns to each subset a value
between 0 and 1 representing its elementary belief mass
defined by :

m : 2Ω → [0, 1] (2)

Such as :
m(∅) = 0 et

∑
A⊆Ω

mΩ(A) = 1 (3)

When m(A) > 0, A is called a focal element. Belief
is the amount of trust that supports a hypothesis A of the
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power set 2Ω. It is most often called the Body Of Evidence
BOE or Basic Probability Assignment BPA or Basic Belief
Assignment BBA [39] and is characterized by all the focal
elements and their associated mass value (Eq.4):

(ℵ,m) = {(A,m(A)) : A ∈ 2Ω,m(A) > 0} (4)

where ℵ represents a subset of the power set 2Ω and each
proposition A ∈ ℵ are focal elements.
A BOE can also be represented by its associated belief Bel
and plausibility Pl functions defined as follows :

Bel(A) =
∑

06=B⊆A
m(B) and Pl(A) =

∑
B∩A=φ

m(B)

(5)

2) Combination rules: In Dempster-Shafer theory, two in-
dependent mass functions, noted m1 and m2, can be combined
with the Dempster’s combination rule [40], defined as follows:

m(A) =
1

1− k

∑
B∩C=A

m1(B)m2(C) (6)

where k represents the degree of conflict between m1 and
m2. k is defined as follows:

k =
∑

B∩C=φ

m1(B)m2(C) (7)

B. Shannon entropy

In information theory, Shannon entropy (Es) [5] is used
to measure the volume of information in a system, process or
message. This measure determines the expected value of the
information contained in a message. The measure is defined
as follows :

Es(m) = −
n∑
i=0

pi logb pi (8)

where n represents the quantity or number of basic states,

pi represents the probability of the state i with
n∑
i=0

pi = 1, b

is the basis of the logarithm, it most often takes the value 2.

III. RELATED WORKS

In this section, we present some uncertainty measures in the
Dempster-Shafer framework. In these measures, X represents
FOD, A and B are the focal elements. | A | refers to the
cardinality of A.

A. Uncertainty measures

Some uncertainty measures are represented in the table
I. These measures include Hohle’s confusion measure [31],
Dubois & Prade’s weighted Hartley entropy [32], Yager’s
dissonance measure [33], Klir & Ramer’s discord measure[34],
Klir & Parviz’s strife measure [35], George & Pal’s conflict
measure [36], Deng entropy [37] and modified Deng entropy
proposed by Zhou et al. [30]. In this study, we are particularly
interested in the entropies proposed by Deng and Zhou et al.

B. Problem formulation

In Demspter-Shafer theory, uncertain information should
not only be modelled by mass functions, FOD is also a source
of uncertainty [38]. This paper recall this problem by using
the Zhou et al.’s [30] example. Some measures such as Deng
entropy (Ed) and Modified Deng entropy (Ez) are calculated.

Example 3.2: Consider two BOEs m1 and m2, repre-
senting respectively results of two reliable sensors in a target
identification problem as follows :

m1 : m1({a, b}) = 0.4, m1({c, d}) = 0.6
m2 : m2({a, c}) = 0.4, m2({a, b}) = 0.6

Deng entropy is calculated as follows :

Ed(m1) = −
∑
A⊆X

m1(A) log2(m1(A)
2|A|−1

)

= −0.4× log2( 0.4
22−1 )− 0.6× log2( 0.6

22−1 )

Ed(m1) = 2.5559

(9)

Ed(m2) = −
∑
A⊆X

m2(A) log2(m2(A)
2|A|−1

)

= −0.4× log2( 0.4
22−1 )− 0.6× log2( 0.6

22−1 )

Ed(m2) = 2.5559
(10)

Despite the difference in FODs (i.e.X1 = {a, b, c, d} et
X2 = {a, b, c}), The results obtained from the Deng measure
about the BOE m1 are similar to the uncertainty measure
of BOE m2. Intuitively, the uncertainty measure of BOE
m1 should be bigger than that of BOE m2. This, because the
FOD related to the BOE m1 contains more elements than the
FOD related to the BOE m2. At this main limitation, some
authors, notably Zhou et al. [30] have proposed the modified
Deng entropy.

Modified Deng entropy is calculated as follows :

Ez(m1) = −
∑
A⊆X

m1(A) log2(m1(A)
2|A|−1

e
|A|−1
|X| )

= −0.4× log2( 0.4
22−1e

2−1
4 )− 0.6× log2( 0.6

22−1e
2−1
3 )

Ez(m1) = 2.1952
(11)

Ez(m2) = −
∑
A⊆X

m2(A) log2(m2(A)
2|A|−1

e
|A|−1
|X| )

= −0.4× log2( 0.4
22−1e

2−1
3 )− 0.6× log2( 0.6

22−1e
2−1
3 )

Ez(m2) = 2.0750
(12)

As can be seen, the modified Deng entropy gives almost
different results for each BOE. In this measure, we can see
that the degree of uncertainty calculated from the different
BOEs is reduced compared to the Deng measure. However,
although the modified Deng entropy takes into account the
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TABLE I. SOME UNCERTAINTY MEASURES

Measures Expression

Hohle’s confusion measure [31] Ch(m) = −
∑
A⊆X

m(A) log2 Bel(A)

Yager’s dissonance measure [33] Ey(m) = −
∑
A⊆X

m(A) log2 Pl(A)

Dubois & Prade’s weighted Hartley entropy [32] Edp(m) = −
∑
A⊆X

m(A) log2 | A |

Klir & Ramer’s discord measure [34] Dkr(m) = −
∑
A⊆X

m(A) log2

∑
B⊆X

m(B) |A∩B||B|

Klir & Parviz’s strife measure [35] Skp(m) = −
∑
A⊆X

m(A) log2

∑
B⊆X

m(B) |A∩B||A|

George & Pal’s conflict measure [36] Cgp(m) = −
∑
A⊆X

m(A) log2

∑
B⊆X

m(B)[1− |A∩B||A∪B| ]

Deng entropy [37] Ed(m) = −
∑
A⊆X

m(A) log2( m(A)
2|A|−1

)

Modified Deng entropy [30] Ez(m) = −
∑
A⊆X

m(A) log2( m(A)
2|A|−1

e
|A|−1
|X| )

number of elements in the FOD, this measure often gives
counter-intuitive measures. We present another problem in
example 3.3.

Example 3.3 : Consider the BOEs m3 and m4 in the
FOD X = {a, b} as follows :

m3 : m3({a, b}) = 1
m4 : m4({a}) = m4({b}) = 0.5

Modified Deng entropy is calculated as follows :

Ez(m3) = −1× log2( 1
22−1e

2−1
2 ) = 0.8636

Ez(m4) = −0.5×log2( 0.5
21−1e

1−1
2 )−0.5×log2( 0.5

21−1e
1−1
2 ) = 1

Deng entropy is calculated as follows :

Ed(m3) = −1× log2( 1
22−1 ) = 1.5850

Ed(m4) = −0.5× log2( 0.5
21−1 )− 0.5× log2( 0.5

21−1 ) = 1

As can be seen, example 3.3 defines two BOEs m3 and
m4 where BOE m3 represents a case of total uncertainty.
Intuitively, the uncertainty level of the BOE m3 must be
bigger than that of the BOE m4, which is in contradiction with
the modified Deng measure (Ez). However, the Deng measure
(Ed) better distinguishes total uncertainty with an uncertainty
measure of BOE m3 bigger than that of BOE m4.

Thus, after analyzing examples 3.2 and 3.3, it can be seen
that example 3.2 presents a case of variable FOD with the
same number of elements in the focal elements. And example
3.3 presents a case where the FOD does not vary. In contrast,
in example 3.3, the measure proposed by Deng has better
results compared to the Zhou et al. results. Therefore, how
to quantify optimally uncertainty by taking into account the
limits observed in the measures proposed by Deng and Zhou
et al.?

To solve this problem, we propose a new uncertainty

measure by extending the measures proposed by Deng and
Zhou et al.

IV. NEW UNCERTAINTY MEASURE

In the Dempster-Shafer framework, the new uncertainty
measure (ENm) we propose is as follows:

ENm(m) = −
∑
A⊆X

m(A) log2(
m(A)

2|A| − 1
e
|A|−1

2|X| ) (13)

where m is the mass function defined on X . A is the focal
element of X and | A | represents the cardinality of A.The
particularity of this measure is that it takes into account the
number of elements of the power set represented by 2|X|.

A simple transformation of the new entropy is as follows:

ENm(m) =
∑
A⊆X

m(A) log2(2|A| − 1)−
∑
A⊆X

m(A) log2 m(A)

−
∑
A⊆X m(A) log2 e

|A|−1

2|X|

(14)

As can be seen in this expression, the first two terms
refer to Deng entropy [37]. These are respectively the measure
of the total non-specificity in the mass function m, and the
measure of the discord of the mass function between focal
elements. The third term, the exponential factor, e

|A|−1

2|X| , is
the main factor in this contribution. The choice of this factor
is based on the exponential factor (i.e. e

|A|−1
|X| ) proposed by

Zhou et al. [30], which represents the measure of uncertain
information in a BOE. Compared to the Zhou et al. measure,
the new measure takes into account the number of elements in
the power set represented by 2|X|. Thus, the new measure is
intended to be more generic in resolving the limitations of the
measures proposed by Deng and Zhou et al. in examples 3.2
and 3.3 respectively. Let’s go back to example 3.2, the new
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entropy is as follows:

ENm(m1) = −
∑
A⊆X

m1(A) log2(m1(A)
2|A|−1

e
|A|−1

2|X| )

= −0.4× log2( 0.4
22−1e

2−1

24 )− 0.6× log2( 0.6
22−1e

2−1

23 )

ENm(m1) = 2.4657
(15)

ENm(m2) = −
∑
A⊆X

m2(A) log2(m2(A)
2|A|−1

e
|A|−1

2|X| )

= −0.4× log2( 0.4
22−1e

2−1

23 )− 0.6× log2( 0.6
22−1e

2−1

23 )

ENm(m2) = 2.3755
(16)

The results of the different uncertainty measures of the two
(BOEs) m1 and m2 are summarized in the table II.

TABLE II. UNCERTAINTY MEASURES CALCULATED IN EXAMPLE 3.2

BOEs Deng entropy Modified
Deng entropy

New entropy

m1 2.5559 2.1952 2.4657

m2 2.5559 2.0750 2.3755

In this table, like Zhou et al.’s proposed measure, the new
measure gives different measures for each of BOEs m1 and
m2. However, the new measure gives bigger values compared
to those of Zhou et al. Table III takes the measures from table
II, provides the distance d(m1,m2) between the measures of
BOEs m1 and m2 to determine the observed information
loss between these BOEs. Finally, the BOE m1 measure is
added to the calculated distance. In this case, the new measure
compared to the Zhou et al. measure, takes into account the
loss of perceived information in the Deng measure.

TABLE III. EFFECTIVENESS OF THE NEW MEASURE

BOEs Deng entropy
[37]

Modified
Deng entropy

[30]

New
entropy

m1 2.5559 2.1952 2.4657

m2 2.5559 2.0750 2.3755

d(m1,m2) 0 0.1202 0.0902

m1 +
d(m1,m2)

2.5559 2.3154 2.5559

Thus, using the example 3.3, the new measure of the
different BOEs m3 and m4 is as follows :

ENm(m3) = −1× log2( 1
22−1e

2−1

22 ) = 1.2243

ENm(m4) = −0.5× log2( 0.5
21−1e

1−1

22 )−0.5× log2( 0.5
21−1e

1−1

22 )
ENm(m4) = 1

The results of the (BOEs) m3 and m4 are summarized
in the table IV. In this table, the new entropy (ENm) is also

represented. And as can be seen, only the entropy proposed
by Zhou et al. gives counter-intuitive results. In this case of
example where the FOD does not vary, the new measure is
close to the merits of the Deng measure.

TABLE IV. UNCERTAINTY MEASURES CALCULATED IN EXAMPLE 3.3

BOEs Deng entropy
[37]

Modified
Deng

Entropy [30]

New Entropy

m3 1.5850 0.8636 1.2243

m4 1 1 1

Thus, the proposed new measure responds to the limitations
of Deng and Zhou et al. by taking a more generic character
and an efficient quantification of uncertainty.

V. PROOF AND DISCUSSIONS

In this section, we first present some fundamental proper-
ties of the new uncertainty measure. Then, using numerical
examples, we show the concordance of the new entropy
with some basic entropy including Shannon’s entropy (Es),
Deng entropy (Ed) and the entropy proposed by Zhou et al.
(Ez). Finally, we discuss the superiority of the new entropy
compared to the above-mentioned entropies.

A. Concordance with Shanon entropy

The proposed entropy measure is identical to the basic
entropy, the Shannon entropy (Eq. 17), when we have a
Bayesian mass function (i.e. a single element in the BOE
or | A |≡ 1) as follows.

ENm(m) = −
∑
A⊆X

m(A) log2( m(A)
2|A|−1

e
|A|−1

2|X| )

= −
∑
A⊆X

m(A) log2(m(A)
21−1 e

1−1

2|X| )

= −
∑
A⊆X

m(A) log2 m(A)

ENm(m) = Es(m)

(17)

In addition, another proof of concordance of the new
entropy with different uncertainty measures is provided in
the case where the (FOD) has only one element (ı.e. total
uncertainty case) as shown in the following example.

Example 5.1 : Consider an information processing system
in which information I reported by a sensor has a belief equal
to one hundred percent. In X = {I}, the mass function can
be noted as m({I}) = 1. The calculation of the entropies
of Shannon (Es), Deng (Ed), Zhou et al (Ez) and the new
entropy measure (ENm) are defined as follows:

Es(m) = −1× log2 1 = 0
Ed(m) = −1× log2

1
21−1 = 0

Ez(m) = −1× log2( 1
21−1e

1−1
1 ) = 0

ENm(m) = −1× log2( 1
21−12

1−1

21 ) = 0
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B. Superiority of the new uncertainty measure

To show the superiority of the new uncertainty measure,
recall the example mentioned in [37].

Exemple 5.3 : Consider a mass function m in a FOD X
such that : X = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15},
m({6}) = 0.05, m({3, 4, 5}) = 0.05, m(E) = 0.8 et m(X) =
0.1. E represents a subset of elements varying from 1 to 14
as shown in the table V.

TABLE V. ENTROPY MEASURES WITH A SUBSET E OF VARIABLE
ELEMENTS

Elements in E Deng
Entropy

[37]

Modified
Deng

entropy
[30]

New
Entropy

E = {1} 2.6623 2.5180 2.6622

E = {1, 2} 3.9303 3.7090 3.9302

E = {1, 2, 3} 4.9082 4.6100 4.9080

E = {1, ..., 4} 5.7878 5.4127 5.7876

E = {1, ..., 5} 6.6256 6.1736 6.6254

E = {1, ..., 6} 7.4441 6.9151 7.4439

E = {1, ..., 7} 8.2532 7.6473 8.2530

E = {1, ..., 8} 9.0578 8.3749 9.0575

E = {1, ..., 9} 9.8600 9.1002 9.8597

E = {1, ..., 10} 10.6612 9.8244 10.6608

E = {1, ..., 11} 11.4617 10.5480 11.4613

E = {1, ..., 12} 12.2620 11.2714 12.2616

E = {1, ..., 13} 13.0622 11.9946 13.0617

E = {1, ..., 14} 13.8622 12.7177 13.8617

Fig. 1. Comparison between the entropy proposed by Zhou et al. and the
new entropy

As can be seen in Figure 1, the new and modified entropy
of Deng proposed by Zhou et al. increase monotonously with
increasing size of the subset E. However, the values of the
new entropy are significantly bigger than that of Zhou et al.
measure. As shown in example 3.3. the measure proposed by
Zhou et al. records losses of information especially in such
a case where FOD that does not vary. Moreover, the new
entropy gives results almost identical to the Deng measurement
(figure 2), hence the effectiveness of the approach when the
FOD does not change.

Moreover, the new entropy gives results almost identical to
the Deng measure (figure 2), hence the effectiveness of the new
approach when the FOD does not change. The new measure
does not differ from the merits of the Deng measure.

Fig. 2. Comparison between Deng entropy and new entropy

Figure 3 shows the degree of uncertainty of the BOE
using other different uncertainty measures including Hohle’s
confusion measure [31], Dubois & Prade’s weighted Hartley
entropy [32], Yager’s dissonance measure [33], Klir & Ramer’s
discord measure [34], Klir & Parviz’s strife measure [35],
George & Pal’s conflict measure [36]. In this figure, we can
observe that only the entropies of Dubois & Prade [32], Deng
[37], Zhou [30], and the new entropy increase monotonously
with the increase in the size of subset E. Also with the increase
in size of E, there is either a declination or a change in the
pace of other uncertainty measures. Hence the effectiveness of
the new measure.

VI. CONCLUSION

Quantifying uncertainty in information systems is very
important for evaluating the quality of information. Several
methods based on entropy of beliefs have been proposed in the
literature, but these give counter-intuitive results, particularly
in the case of variable FOD with BOE. In this paper, we have
proposed a new measure to address these deficiencies. This
measure extends the measures proposed by Deng and Zhou
et al. From numerical examples and mathematical properties,
we have shown the effectiveness of the new measure which
gives more information in the power set of the FOD. Our
future studies will focus on the actual application of the news
in several areas including decision making, fault diagnosis and
detection, and so on.
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Fig. 3. Comparison with other uncertainty mesures
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Abstract—Internet of Things (IoT) is a ubiquitous network
that devices are interconnected and users can access those devices
through the Internet. Recently, medical healthcare systems are
combined with these IoT networks and provide efficient and ef-
fective medical services to medical staff and patients. However, the
security threats are increased simultaneously as the requirements
of medical services in IoT medical environments are increased.
It is essential to provide security of the networks from malicious
attacks.

In 2018, Roy et al. proposed a remote user authentication
and key agreement scheme with biometrics in IoT medical
environments. Unfortunately, we analyze Roy et al.’s scheme and
demonstrate that their scheme does not withstand various attacks,
such as replay attacks and password guessing attacks. Then we
propose a user authentication scheme to overcome these security
drawbacks. The proposed scheme withstands various attacks
from adversaries in IoT medical environments and provide better
security functionalities of those of Roy et al. We then prove the
authentication and session key of the proposed scheme using BAN
logic and analyze that our proposed scheme is secure against
various attacks.

Keywords—IoT medical environments; Cryptanalysis; User au-
thentication; BAN logic

I. INTRODUCTION

With the rapid development of mobile devices and wireless
networks, users can access various services conveniently at any
time and anywhere [1], [2]. These changes affect the healthcare
environment, enabling medical devices to communicate with
each other and communicate that information to the users.
Those devices are also interconnected with medical servers and
medical staff [3]. The changes that those developments have
brought on to the daily lives of human beings are enormous.
The spread of IoT medical technology enables people to utilize
advanced medical services such as e-healthcare [4], [5]. The
telecare medical information system (TMIS) is one of the
advanced information medical system [6], [7]. Medical staff
can treat patients and diagnose a case of them in the distance
with the aid of medical devices and store the information of
patients to a medical server. Remote monitoring can be pos-
sible efficiently with IoT connected medical devices. Sensors
attached to patients can capture health data and share it through
wireless connection with medical staff. The IoT technology in
medical environments makes the healthcare system easy to be
managed and gives a lot of possibilities of medical services.

However, the IoT environment has an enormous threat to
security and privacy due to its heterogeneous and dynamic
nature [8]. To make the IoT-based medical system widely

accepted, security problems should be resolved in advance. Es-
pecially, user authentication is an essential prerequisite among
all the security concerns to provide integrity, access control,
and availability for IoT environments [9]–[11]. Without secure
authentication methods, the external party can directly access
user’s information which are more valuable and even critical
than general information. Hence, it is necessary to provide an
authentication process between a user and service providers
before permitting a user to access the services.

There are many authentication schemes to provide security
of users medical information. To provide user security against
inside attackers, Chen et al. proposed a dynamic ID-based
authentication scheme for TMIS [12]. However, [12] was
vulnerable to guessing attacks and tracking attacks. Jiang et
al. [3] demonstrated that and [12]’ scheme leaked out personal
information. Then Jiang et al. proposed an authentication
scheme which can withstand anonymity and untraceability of
users. But There scheme was attacked by Kumari et al. [6].
They said [3] was vulnerable to password guessing attack, user
impersonation attack, and so on. [7] also showed the security
flawless of [3]. Many authentication schemes try to provide
patients to utilize medical services securely.

Roy et al. [13] proposed a three factor remote user authen-
tication scheme in IoT medical environments. They insisted
that their scheme is resist to various attacks. Unfortunately,
this paper demonstrates Roy et al.’s scheme fails to pro-
vide security against a number of attacks, such as replay
attacks and offline password guessing attacks. And we show
that their scheme does not provide perfect forward secrecy.
Subsequently, we propose a secure three factor remote user
authentication scheme to solve these security vulnerabilities.

A. Threat model

The Dolev-Yao threat (DY) model [14] is widely used in
evaluating the security of a protocol [15]. Under the DY model,
we assume that the capabilities of adversaries A are as follows.

• A has total controlled over the communication chan-
nel connecting the users and the remote server in lo-
gin/authentication phase. Thus the adversary can inter-
cept, insert, delete, or modify any message transmitted
via a public channel.

• A can have a lost or stolen smart card, and extract the
information stored in a smart card by means of analyzing
the power consumption of the smart card [16], [17].

• A can perform various attacks including offline password
guessing attack, replay attack, and man-in-the-middle
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attack. Especially, A can guess identity and password
simultaneously [18].

B. Contributions

The contributions made in the paper are listed below:

1) We analyze security weaknesses of Roy et al.’s scheme
[13] and demonstrate that it is vulnerable to replay
attack, offline password guessing attack. In addition, we
show that their scheme does not provide perfect forward
secrecy.

2) To overcome these security weaknesses, we propose an
enhanced secure authentication scheme in IoT medical
network. The proposed scheme prevents various attacks
such as password guessing attack, user impersonation
attack and replay attack from malicious adversaries.

3) Our scheme provides secure mutual authentication and
perfect forward secrecy, and we prove the secure mutual
authentication of our scheme using the BAN logic.

C. Paper Structure

The rest of the paper is organized as follows. In Section 2,
we review Roy et al.’s scheme followed by the cryptanalysis
of Roy et al.’s scheme in Secion 3. In Section 4, we propose
a secure remote user authentication scheme in IoT medical
networks to withstand the security pitfalls found in the authen-
tication scheme of Roy et al.’s scheme, and then security and
efficiency of the proposed scheme are analyzed with related
existing schemes in Section 5. Finally, Section 6 concludes
the paper.

II. REVIEW OF ROY ET AL.’S SCHEME

In this section, we review Roy et al.’s remote user authen-
tication scheme. It is composed of four phases: registration,
login, authentication and key establishment, and password
change. Table I describe the notations used throughout the
paper.

TABLE I. NOTATIONS

Notation Meaning

Ui user i
IDi identity of Ui

PWi password of Ui

Bi biometric template of Ui

SCi smart card of user Ui

Sj medical server j
Gen(·) Generation function
Rep(·) Reproduction function
Ek(·)/Dk(·) encryption/decryption using key k
XS master secret key of Sj

TSi timestamp
|| concatenate operation⊕

XOR operation
h(·) hash function

A. Registration phase

If a new user Ui wants to access the medical service,
Ui must register with the remote server Sj first. The Roy et
al.’s user registration phase is illustrated in Figure 1, and the
detailed steps of this registration phase are as follows:

1) Ui chooses IDi and PWi, and imprints a biometric tem-
plate Bi. Ui generates parameters < αi, βi >← Gen(Bi).

2) Ui generates a random number θi and compute TIDi =
h(h(IDi) ⊕ h(θi)) and RPBi = h(IDi||αi||h(PWi)).
Then Ui sends TIDi to Sj via a secure channel.

3) Sj computes δi = h(h(TIDi)||h(XS)). Sj sends a smart
card SCi and δi to Ui via a secure channel.

4) Ui computes the parameters Y1, Y2 and Y3 as follows:

Y1 = h(δi)⊕ h(RPBi||θi)
Y2 = h(h(IDi)||PWi)⊕ θi
Y3 = h(αi||PWi||θi)

5) Finally, Ui store the parameters < Y1, Y2, Y3, h(·), βi >
in a smart card SCi.

B. Login phase

When the authenticated user Ui wants to use a medical
service, Ui sends request messages of accessing the medical
service to the remote server Sj . Roy et al.’s scheme also
supposed that Ui and Sj must authenticate each other before
sending the request message. The Roy et al.’s login phase is
illustrated as follows:

1) Ui chooses IDi and PWi, and imprints biometrics B′i.
Then SCi generates αi, and computes θ′i and Y ′3 , and
then compares Y ′3 with Y3 to check a user credential as
follow:

αi ← Rep(B′i, βi)

θ′i = Y2 ⊕ h(h(IDi)||PWi)

Y ′3 = h(αi||PWi||θ′i)
verifies Y ′3

?
= Y3

2) SCi generates two random number RNi and θ∗i and com-
putes RPBi, µi(= h(δi)), T IDi, D1 and H1 as follows:

RPBi = h(IDi||αi||h(PWi))

µi = Y1 ⊕ h(RPBi||θi)
TIDi = h(h(IDi)⊕ h(θi))

D1 = Eµi(IDi||θi||θ∗i ||TSi||RNi)
H1 = h(h(IDi ⊕ θi)||θ∗i ||TIDi||TSi||RNi)

Then, Ui sends a request message Msg1 =<
TIDi, D1, H1 > to Sj via a public channel.

C. Authentication and key establishment phase

Ui and Sj authenticate and generate a session key. Figure
2 illustrates the authentication and key establishment phase,
which performs as follows:

1) Sj computes δi, µ
′
i, and decrypts D1 and obtain

(IDi, θi, θ
∗
i , TSi, RNi) as follow:

δi = h(h(TIDi)||h(XS)

µi = h(δi)

Dµi
(D1) = {IDi||θi||θ∗i ||TSi||RNi}
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Fig. 1. User registration phase of Roy et al.’s scheme

Fig. 2. Authentication and key establishment of Roy et al.’s scheme

2) Sj retrieves TS∗i and checks TS∗i − TS1 ≤ ∆T . If it is
true, Sj checks the validity of H1 and TIDi using the
decrypted parameters of D1 as follows:

H1
?
= h(h(IDi)⊕ θi)||θ∗i ||TIDi||TSi||RNi)

TIDi
?
= h(h(IDi)⊕ h(θi))

If both verifications are successful, proceed to the next
step.

3) Sj computes TIDi, δ
1
i , λi, D2, SKSj ,Ui

and H2 as fol-
lows:

TID1
i = h(h(IDi)⊕ h(θi)⊕ h(θ∗i ))

δ1i = h(h(TID1
i )||h(XS))

λi = h(TID1
i )

D2 = Eλi
(δ1i ||θ||RNj)

SKSj ,Ui
= h(δ1i ||θ∗i ||RNi||RNj ||TSi||TSj)

H2 = h(TID1
i ||δ1i ||SKSj ,Ui ||TSj ||RNj)

(where, TSj is the time stamp.)

Then, Sj sends the replay message Msg2 =<
D2, H2, TSj > to Ui via a public channel.

4) Ui retrieves TS∗j and checks TS∗j − TSj ≤ ∆T . If it is
true, Ui computes TID1

i , δi and decrypts D2 as follows:

TID1
i = h(h(IDi)⊕ h(θi)⊕ h(θ∗i ))

λi = h(TID1
i )

Dλi
(D2) = {δ1i ||θi||RNj}

5) Finally, Ui generates a session key SKUi,Sj
=

h(δ1i ||θ∗i ||RNi||RNj ||TSi||TSj). Then Ui checks the va-
lidity of H2 by comparing it with the computed value
h(TID1

i ||δ1i ||SKUi,Sj ||TSj ||RNj). If it is true, Ui ac-
cepts SKUi,Sj as the current session key, then updates
new parameters Y ∗1 , Y

∗
2 and Y ∗3 as follows:

Y ∗1 = h(δi)⊕ h(RPBi||θ∗i )

Y ∗2 = h(h(IDi)||PWi)⊕ θ∗i
Y ∗3 = h(αi||PWi||θ∗i )

D. Password change phase

To provide a password change requirement, Ui performs
following steps.

1) Ui inserts SCi and inputs IDi, PWi and Bi.
2) SCi computes θi from Y2 and Y3 using θi as given in

step 2 of login phase.
3) If it is correct, Ui input a new password PWnew

i and
compute new parameters Y new1 , Y new2 and Y new3 as fol-
lows:
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RPBnewi = h(IDi||αi||h(PWnew
i ))

Y ∗1 = Y1 ⊕ h(RPBi||θi)⊕ h(RPBnewi ||θi)
Y ∗2 = h(h(IDi)||PWnew

i )⊕ θi
Y ∗3 = h(αi||PWnew

i ||θi)

III. CRYPTANALYSIS OF ROY ET AL.’S SCHEME

In this section, we demonstrate that Roy et al.’s scheme
cannot prevent replay attacks and offline password guessing
attacks. We also show that their scheme cannot provide perfect
forward secrecy, and an adversary can trace users freely. We
assumed that an adversary A could steal or obtain the user’s
smart card SCi. In addition, an adversary A could extract
information {Y1, Y2, Y3} from the smart card and could get
previous session messages transmitted through public network.
The description of the security weaknesses of Roy et al.’s
scheme is as follows.

A. Reply attack

If the adversary A obtains the transmitted parameter TIDi,
A can attempt to reuse it as it’s registration message, and then
A can get δi used as a secret key between a user and a server.
The procedure of replay attack is as follow.

1) A captures the transmitted parameter TIDi and sends it
to Sj .

2) Sj which received TIDi from A computes δi =
h(H(TIDi)||XS) which is exactly same as that of Ui.

3) Sj sends δi to A via a secure channel.
4) A computes a session key µi = h(δi) and may use it to

decrypt D1.

The result of this attack indicates that Roy et al.’s scheme
is vulnerable to replay attack.

B. Offline password guessing attack

If the adversary A somehow steals SCi of Ui, A can
attempt to guess the password of Ui, and then A can guess
identity and password of Ui successfully. The procedure of
offline password guessing attack is as follows:

1) From the password dictionary space DPW , the adversary
A randomly chooses the password PW ∗i , and picks up
the identity ID∗i from the identity dictionary space DID.

2) A calculates θ∗i = Y2 ⊕ h(h(ID∗i )||PW ∗i )
3) A calculates TID∗i = h(h(ID∗i )⊕ h(θ∗i )
4) To check the correctness of PW ∗i , A examines whether

TID∗i = TIDi, where TIDi is previous transmitted
parameter. If it is correct,A guesses identity and password
of Ui correctly.

Therefore, Roy et al.’s scheme is vulnerable to offline
password guessing attack.

C. Lack of perfect forward secrecy

We assume that A intercepts and store messages trans-
mitted in the previous session, and a session key µi is
compromised by A. In Roy et al.’s scheme, D1 is computed
as D1 = Eµi

(IDi||θi||θ∗i ||TSi||RNi). Once µi is revealed to

A, A can decrypt the previous encrypted messages using µi.
Therefore, Roy et al.’s scheme does not support perfect forward
secrecy.

IV. PROPOSED SCHEME

In this section, we present the secure biometric based
remote user authentication scheme for IoT medical networks
that overcomes the security weaknesses of Roy et al’s scheme.
To provide perfect forward secrecy, we refer Reddy et al.’s
technique [19]. The proposed scheme consists of four phases
as in the Roy’s scheme, namely 1) Registration phase, 2) Login
phase, 3) Authentication and key establishment phase, and 4)
password change. It is worth noticing that the password change
phase of the proposed scheme remains same as that of Roy et
al.’s scheme.

A. Registration phase

If a new user Ui wants to access the medical service, Ui
must register with the remote server Sj first. User registration
phase in the proposed scheme is illustrated in Figure 3, and
the detailed steps of this registration phase are as follows:

1) Ui chooses IDi and PWi, and imprints a biometric tem-
plate Bi. Ui generates parameters < αi, βi >← Gen(Bi).

2) Ui generates a random number θi and compute TIDi =
h(h(IDi) ⊕ h(θi)) and RPWi = h(IDi||αi||h(PWi)).
Then Ui sends TIDi, RPWi to Sj via a secure channel.

3) Sj chooses two master key XS1 and XS2 . Then Sj
computes δi = h(h(TIDi)||RPWi||h(XS1), Bi =
h(δi), Ci = h(XS2 ⊕ δi). Then Sj sends a smart card
SCi and δi, Bi, Ci to Ui via a secure channel.

4) Ui computes the parameters Y1, Y2 and Y3 as follows:

Y1 = Bi ⊕ h(RPWi||θi)
Y2 = h(h(IDi)||PWi||αi)⊕ θi
Y3 = h(αi||PWi||θi)

5) Finally, Ui store the parameters <
Y1, Y2, Y3, Bi, Ci, h(·), βi > in a smart card SCi.

B. Login phase

When the authenticated user Ui wants to use a medical
service, Ui sends request messages of accessing the medical
service to the remote server Sj . The proposed scheme also
supposed that Ui and Sj must authenticate each other before
sending the request message. Login phase in the proposed
scheme is illustrated as follows:

1) Ui chooses IDi and PWi, and imprints biometrics B′i.
Then SCi generates αi, and computes θ′i and Y ′3 , and
then compares Y ′3 with Y3 to check a user credential as
follow:

αi ← Rep(B′i, βi)

θ′i = Y2 ⊕ h(h(IDi)||PWi||αi)
Y ′3 = h(αi||PWi||θ′i)

verifies Y ′3
?
= Y3
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Fig. 3. User registration phase of the proposed scheme

2) SCi generates two random number ri and RNi and
computes RPWi,Ki, P IDi, D1 and H1 as follows:

TIDi = h(h(IDi)⊕ h(θi))

RPWi = h(IDi||αi||h(PWi))

Bi = Y1 ⊕ h(RPWi||θi)
Ki = h(Ci)⊕ ri

PIDi = TIDi ⊕ ri
Mi = h(Bi)⊕ ri
D1 = EKi(IDi||θi||ri||TSi||RNi)
H1 = h(h(IDi ⊕ θi)||ri||TIDi||TSi||RNi)

Then, Ui sends a request message Msg1 =<
PIDi, Ci,Mi, D1, H1 > to Sj via a public channel.

C. Authentication and key establishment phase

Ui and Sj authenticate and generate a session key. Figure
4 illustrates the authentication and key establishment phase,
which performs as follows:

1) Sj computes δi, ri,Ki, and decrypts D1 using Ki and
obtain (IDi, θi, ri, TSi, RNi) as follow:

δi = Ci ⊕ h(XS2)

Bi = h(XS1
)⊕ δi

ri = Mi ⊕ h(Bi)

Ki = ri ⊕ h(Ci)

TIDi = PIDi ⊕ ri
DKi

(D1) = {IDi||θi||ri||TSi||RNi}
2) Sj retrieves TS∗i and checks TS∗i − TS1 ≤ ∆T . If it is

true, Sj checks the validity of H1 and TIDi using the
decrypted parameters of D1 as follows:

H1
?
= h(h(IDi)⊕ θi)||ri||TIDi||TSi||RNi)

TIDi
?
= h(h(IDi)⊕ h(θi))

Fig. 4. Authentication and key establishment of the proposed scheme

If both verifications are successful, proceed to the next
step.

3) Sj computes TIDi, δ
1
i , λi, D2, SKSj ,Ui

and H2 as fol-
lows:
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TID1
i = h(h(IDi)⊕ h(θi)⊕ h(ri))

δ1i = h(h(TID1
i )||h(XS1))

λi = h(TID1
i )

D2 = Eλi
(δ1i ||θi||RNj)

SKSj ,Ui
= h(δ1i ||ri||RNi||RNj ||TSi||TSj)

H2 = h(TID1
i ||δ1i ||SKSj ,Ui ||TSj ||RNj)

(where, TSj is the time stamp.)

Then, Sj sends the replay message Msg2 =<
D2, H2, TSj > to Ui via a public channel.

4) Ui retrieves TS∗j and checks TS∗j − TSj ≤ ∆T . If it is
true, Ui computes TID1

i , δi and decrypts D2 as follows:

TID1
i = h(h(IDi)⊕ h(θi)⊕ h(ri))

λi = h(TID1
i )

Dλi
(D2) = {δ1i ||θi||RNj}

5) Finally, Ui generates a session key SKUi,Sj =
h(δ1i ||ri||RNi||RNj ||TSi||TSj). Then Ui checks the va-
lidity of H2 by comparing it with the computed value
h(TID1

i ||δ1i ||SKUi,Sj
||TSj ||RNj). If it is true, Ui ac-

cepts SKUi,Sj
as the current session key, then updates

new parameters Y ∗1 , Y
∗
2 and Y ∗3 as follows:

Y ∗1 = Bi ⊕ h(RPBi||ri)
Y ∗2 = h(h(IDi)||PWi||αi)⊕ ri
Y ∗3 = h(αi||PWi||ri)

V. ANALYSIS

We analyse security and efficiency of the proposed au-
thentication scheme. To prove the security of our proposed
scheme, we perform the formal security analysis using the
the BAN logic [20]. Furthermore, We perform the informal
security analysis in order to verify the security of the proposed
scheme is secure with high probability.

A. BAN logic security analysis

The notations of the BAN logic are given in Table II:

TABLE II. NOTATIONS OF THE BAN LOGIC

Notation Description

P | ≡ X P believes the statement X

#X The statement X is fresh
P CX P sees the statement X

P | ∼ X P once said X
P ⇒ X P controls the statement X

< X >Y Formula X is combined with the formula Y

{X}K Formula X is encrypted by the key K

P
K↔ Q P and Q communicate using K as the shared key
SK Session key used in the current authentication session

1) Postulates of BAN logic: The postulates of the BAN
logic are given below:

1. Message meaning rule :

P
∣∣∣ ≡ P K↔ Q, P C {X}K

P |≡ Q | ∼ X

2. Nonce verification rule :

P |≡ #(X), P | ≡ Q
∣∣∣ ∼ X

P |≡ Q | ≡ X

3. Jurisdiction rule :

P |≡ Q | =⇒ X, P |≡ Q | ≡ X

P
∣∣∣ ≡ X

4. Freshness rule :

P
∣∣∣ ≡ #(X)

P
∣∣∣ ≡ # (X,Y )

5. Belief rule :
P

∣∣∣ ≡ (X,Y )

P
∣∣∣ ≡ X.

2) Goals: We have the following goals to demonstrate the
secure mutual authentication of proposed protocol:

Goal 1: S |≡ (S
SKUi,Sj←→ U)

Goal 2: S |≡ U |≡ (S
SKUi,Sj←→ U)

Goal 3: U |≡ (S
SKUi,Sj←→ U)

Goal 4: U |≡ S |≡ (S
SKUi,Sj←→ U)

3) Idealized Forms: The idealized forms of the transmitted
messages are given below:

Msg1: U → S: (IDi, T IDi, RNi, ri, TSi, θi)Ki

Msg2: S → U : (δ1i , RNj , TSj , SKUi,Sj )
λi

4) Assumptions: We make the following initial assump-
tions to perform the BAN logic proof:

A1: S |≡ #(RNi)

A2: U |≡ #(RNj)

A3: S |≡ (S
Ki←→U)

A4: U |≡ (S
λi←→U)

A5: S |≡ U ⇒ (SKUi,Sj
)

A6: U |≡ S ⇒ (SKUi,Sj
)
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5) Proof Using BAN Logic: The detailed steps of the main
proof are as follows:

Step 1: According to Msg1, we can obtain

S1 : S C (IDi, T IDi, RNi, ri, TSi, θi)Ki

Step 2: In conformity with the message meaning rule
with S1 and A3, we can get

S2 : S |≡ U |∼ (IDi, T IDi, RNi, ri, TSi, θi)Ki

Step 3: According to the freshness rule with A1, we
can get

S3 : S |≡ U |≡ #(IDi, T IDi, RNi, ri, TSi, θi)Ki

Step 4: According to the nonce verification rule with
S2 and S3, we can obtain

S4 : S |≡ U |≡ (IDi, T IDi, RNi, ri, TSi, θi)Ki

Step 5: According to the belief rule with S3 and S4,
we can get

S5 : S |≡ U |≡ (RNi, ri, TSi)

Step 6: Because of SKUi,Sj
= h(δ1i ||ri||RNi||RNj ||

TSi||TSj) from the S5 and A2, we can get. where
δ1i , RNj are random number selected by Sj and
TSj is current timestamp.

S |≡ U |≡ (S
SKUi,Sj←→ U) (Goal 2)

Step 7: According the jurisdiction rule with S6 and A5,
we can obtain

S |≡ (S
SKUi,Sj←→ U) (Goal 1)

Step 8: According to Msg2, we can obtain

S8 : U C (δ1i , RNj , TSj , SKUi,Sj
)
λi

Step 9: In conformity with the message meaning rule
with S8 and A4, we can get

S9 : U |≡ S |∼ (δ1i , RNj , TSj , SKUi,Sj
)
λi

Step 10: According to the freshness rule with A2, we
can get

S10 : U |≡ S |≡ #(δ1i , RNj , TSj , SKUi,Sj
)
λi

Step 11: According to the nonce verification rule with
S9 and S10, we can obtain

S11 : U |≡ S |≡ (δ1i , RNj , TSj , SKUi,Sj )
λi

Step 12: According to the belief rule with S10 and S11,
we can get

S12 : U |≡ S |≡ (S
SKUi,Sj←→ U) (Goal 4)

Step 13: According the jurisdiction rule with S12 and
A6, we can obtain

U |≡ (S
SKUi,Sj←→ U) (Goal 3)

B. Security analysis against various attacks

Replay attack. Our scheme does not send a real identity
IDi in public channels. A is required to know TIDi and
θi to derive IDi from PIDi, however, A cannot obtain
both TIDi and θi. Because ri is hidden to A and IDi, θi
is only known to an authentic user Ui. Furthermore,
PIDi changes in every session, therefore, A cannot
reuse TIDi or PIDi to get any information from Sj in
registration phase as we have shown in chapter 3-A.

Resisting off-line Identity and password guessing
attack. A may attempt to guess IDi from PIDi and Y2.
Suppose A obtains these values and a smart card SCi. To
find IDi from PIDi, A have to know ri and compute
TIDi first, and then guess IDi and θi concurrently, The
guessing probability, when IDi consist of n characters
and the hash value is 160 bits, is roughly 1/26n+160

and it is a computationally infeasible problem [21].
Therefore, it is infeasible to guess an identity correctly
in our scheme.

Resisting off-line password guessing attack. A may
attempt to guess PWi from Y2 and Y3. The probability
of guessing PWi from Y2 and Y3 is same as above.
A who somehow gets RPWi is also required to guess
IDi, PWi and αi concurrently, and the probability is
more complicated. Therefore, it is infeasible to guess a
password correctly.

Forward secrecy and session key exposure. Three keys
Ki, λi, and SK exist in the proposed scheme. Ephemeral
key Ki is computed as ri ⊕ h(Ci). Though A somehow
knows Ki, he/she cannot compute previous ephemeral
keys Ki, because ri changes in every session and is
hidden to A. Likewise A somehow knows λi, he/she
cannot compute previous ephemeral keys, because ri
changes in every session and is hidden to A. Session key
contains random parameters {ri, RNi, RNj , TSiTSj}.
Therefore, our scheme provides forward secrecy and
withstands the session key exposure.

User anonymity. Our scheme does not send a real
identity IDi in public channels. A is required to
compute TIDi to derive IDi, however, A cannot even
obtain TIDi because of ri is hidden. And TIDi changes
dynamically into PIDi, thus A cannot trace Ui using
identity information. Therefore, our scheme provides
user anonymity.

Resisting user impersonation attack. A who obtains
a smart card SCi of Ui and tries to access Sj is
needed to generate and send a valid login request
message {PIDi, Ci,Mi, D1, H1} to Sj . To compute
those values, A needs to know TIDi, Bi and compute
PIDi,Mi, however, A does not know these parameters.
Thus, A cannot compute valid login messages and
finally H1. Therefore, our scheme withstands the user
impersonation attack.

Resisting server impersonation attack. A needs to
compute valid reply messages D2 and H2 to masquerade
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as a server, however, he/she cannot compute valid reply
messages because A cannot get δ1i . Therefore, our
scheme withstands the server impersonation attack.

Resisting man-in-the-middle attack. A who knows
public channel information between Ui and Sj and
has a smart card SCi can establish a secure channel
when A knows unique information of Ui, such as
PIDi, Ci,Mi....... However, as we mentioned above, A
cannot compute those values because ri is hidden to A
and guess IDi, PWi, and αi. Therefore, our proposal
withstands the man-in-the-middle attack.

Resisting stolen smart card attack. A who somehow
possesses a valid smart card SCi of Ui may attempt to
get authentication credentials. But, A cannot have any
advantage because all the parameters are protected with
a one-way has function. A also cannot obtain or compute
any login information using SCi without IDi, PWi and
αi. Guessing IDi and PWi concurrently is impractical as
mentioned above. Therefore, our scheme withstands the
stolen smart card attack.

We compare the functionality features of the proposed
scheme with Roy et al.’s scheme in Table III. ◦ indicates the
scheme provides the property or is secure against the attack;
× indicates the scheme does not provide the property or is
vulnerable to the attack.

TABLE III. COMPARISONS OF THE FUNCTIONALITY FEATURES

Roy et al.’ Proposed
scheme [13] scheme

replay attack × ◦
ID guessing attack × ◦
password guessing attack × ◦
forward secrecy × ◦
user anonymity ◦ ◦
efficient password change ◦ ◦
user impersonation attack ◦ ◦
server impersonation attack ◦ ◦
man-in-the-middle attack ◦ ◦
stolen smart card attack ◦ ◦

C. Performance

We compare the cost of computation with Roy et al’s
scheme in Table IV. Th indicates the computation time for
hash function; TF indicates fuzzy extraction; XOR are not
considered because it can be ignored comparing with Th. The
computation cost of ours is almost similar to [13], and the
proposed scheme enhances the security.

TABLE IV. COMPARISONS OF THE COMPUTATION COSTS

Roy et al.’s Proposed
scheme [13] scheme

User Server User Server

Registration 10Th + TF 3Th 9Th + TF 5Th

Login 11Th + TF 0 13Th + TF 0
Authentication 10Th 19Th 9Th 19Th

Total 31Th + 2TF 22Th 31Th + 2TF 24Th

VI. CONCLUSIONS

Several biometric-based remote user authentication
schemes using smart card have been proposed in the last few
years. Unfortunately, most of them could not provide secure
authentication and suffer from various attacks. This paper
showed the security flaws of Roy et al.’s scheme. Roy et al’s
scheme is prone to replay attacks and offline guessing attacks.
Furthermore, their scheme does not support perfect forward
secrecy. We proposed a secure user authentication scheme
in IoT medical environments for better security functionality
than that of Roy et al. Our scheme withstands various
attacks, such as replay and guessing attacks. In addition, our
scheme provide perfect forward secrecy to provide secure
authentication. In addition, the proposed scheme provides a
dynamic identity mechanism and withstands various attacks
by the malicious server.
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Abstract—Emissions from the vehicles contribute the major
part of pollution in this world. Most of the countries have
stringent rules to check the emission level through their transport
authorities. So as to have zero emission, continuous monitoring
of emission level is required. Smart cities need to maintain zero
pollution throughout the year. In this paper, an IoT (Internet of
Things) based system is proposed for continuous tracking and
warning system. The prototype developed is connected to the
exhaust of the vehicle and data is collected in the cloud, which
can be further processed for a warning system. The device is
tested with some vehicles and the results are comparable with
the existing emission testing systems used in the market. This
device can be used by all vehicle manufacturing companies by
embedding it in their products.
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ity

I. INTRODUCTION

The proposed work in this paper will emphasize on vehicle
emissions monitoring using Internet of Things (IoT). The
motive behind the project, which led towards designing an
emission level tracking system in motor vehicles, for mainly
due to the upcoming Smart City initiative in most of the
countries, and the increased concerns in carbon emissions
all over the world. Aiming towards a city that provides
mobility, health, safety and productivity is important, but
alongside sustainability must be taken into consideration. The
main objectives of proposed work is to understand Vehicle
emissions and other growing concerns of smart city due to
the Carbon Monoxide emission and to develop a round the
clock Vehicle Emissions Sensing System (EMSENS), which
will regularly track emissions throughout its operation. The
concerned authority will warn the vehicle owner regarding CO
emission of the vehicle.

As the years go by, people have begun to occupy every
possible habitable space. This rise in population had led to a
development of distinct types of cities. Every city or town
now defined characteristics and are currently evolving so-
cially and economically. Environment challenges and increased
greenhouse-gas emissions which are forcing cities to develop
sustainability strategies for energy generation and distribution,
transportation, water management, urban planning, and eco-
friendly (green) buildings. Figure 1 shows the components of
a smart city. The smart cities must have least pollution. One
of the sources of pollution is CO emissions from the vehicles,
which need to be almost zero. But it is practically possible,
when there is proper system to track the emission from vehicle
all the time.

Fig. 1. Components of a Smart City (Source - Learn Internet Governance)

Environmental issues in the world have been on the rise
over the years. With the development and bloom of the
industry, the demands have also been increasing thus allowing
them to be complying to the pressure and thereby giving rise to
the already existing environmental conditions [1]. A few other
factors which have contributed towards this are the constant
depletion and exploitation of the natural resources which they
are not really abundant of, coupled with increase in population.
Global energy-related carbon dioxide (CO2) emissions are
expected to increase by one-third between 2012 and 2040,
which is shown in Figure 2, in EIA’s International Energy
Outlook 2016 (IEO2016) Reference case, largely driven by
increased energy use in countries outside of the Organization
for Economic Cooperation and Development (OECD). The
HC-CO (Hydro Carbon-Carbon Monoxide) tester is designed
for checking exhaust emissions of automobiles in service.
There is a probe which is placed in the exhaust pipe to
determine the emissions. Obviously, the air/fuel mixture de-
livered to the engine gives the amount of carbon monoxide
present. Whereas for HC, they depend on the fuel, and which is
either not burned or just partly burned. An emission-controlled
automobile running normally has HC emissions below 100 rpm
(parts per million) and CO emissions between 0.5 and 1.0%.
Non-emission-controlled engines have higher normal emission
levels of about 400 ppm HC and 3.0% CO. Readings above
the given values is an indication that the vehicle needs to be
serviced. It would either be due to some fault in the engine
or engine emissions. Tests for HC and CO are run at idle and
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higher speeds. At higher engine speeds, they must decrease. If
the exhaust emissions are normal, no further checking of the
emission controls is necessary.

Fig. 2. Energy related Co2 emission by region (Source - U.S. Energy
Information Administration, International Energy Outlook 2016)

II. EMISSION TRACKING USING IOT

The Internet of things (IoT) is the network of physical
devices, vehicles, home appliances and other items embedded
with electronics, software, sensors, actuators, and connectivity
which enables these objects to connect and exchange data.
The ”things” in IoT can mean a lot, from a person with
implants that automate his heart beat or animals with chips
embedded in them which inform owners of their health,
sensors in cars alerting drivers about obstacles or anything
which can transfer data with minimizing or almost eliminating
human to human or human to computer interaction[2]. Figure
3 shows an IoT platform. Some of the work mentioned in
the literature[3],[4],[5],[6],[7] proposes methods based on the
RFIDs and other methodologies. These systems do not provide
any sort of continuous monitoring and warning systems, which
is proposed in this paper.

Fig. 3. Internet of Things

The traditional air quality checking framework is very
costly and monotonous[8]. Measuring of these otherwise is
very time consuming and takes up a lot of power. The
prototype that has been discussed gives continuous observation
of pollutants which are discharged from the vehicles. In this

paper we proposed an IoT based system which will sense
the CO emission of an vehicle continuously and updates the
data base located in the Transport Authorities. The emission
level can also be displayed on the display provided in the
car. Warning message can also be sent to the owner of the
vehicle regarding the emission level. Proposed system is shown
in Figure 4.

Fig. 4. Proposed prototype model - Design

III. MATERIALS AND METHOD

A. Sensors

The MQ series of Gas Sensors[9] used in this work are
highly sensitive, simple and cost-effective sensors useful for
sensing gases in the air. Figure 5 shows the typical MQ series
of Gas Sensor. There is a wide range of sensors available
each of which are made to detect a specific gas like Methane,
NOx, SOx, LPG, CNG, Carbon Monoxide and Alcohol. This
is a simple-to-use Carbon Monoxide (CO) sensor, suitable for
sensing CO concentrations in the air. This sensor works in the
temperature ranging from -20oC to 50oC

Fig. 5. Sensor

B. Photon Particle Board

Small and powerful Wi-Fi connected microcontroller Based
on Cypress’s WICED architecture, the Particle Photon Series
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combines a powerful STM32 ARM Cortex M3 microcontroller
and a Cypress Wi-Fi chip[10]. This is tiny device with many
functionalities. For the server, the particle photon is equipped
with its own cloud. But there are external cloud services
offered as well. We would be able to write the firmware on
the web or local IDE, deploy it over the air, and build mobile
apps. Figure 6 shows a Photon Particle Board.

Fig. 6. Photon Particle Board

C. IFTTT(If This Then That)

This is a freeware[11] used to communicate various apps
and devices. A trigger (like change of a value, or a new value
under the given variable etc.) can be used to bring about
the notification. Once the IFTTT detects the trigger, you can
perform a variety of function with it. In this project, IFTTT has
been incorporated to either send an email to the vehicle owner
for high emissions rates or for storing the received values in
the server (Google Sheet in this case).

D. Implementation

An enclosed structure consisting of the photon along with
the required circuits and resistances (along with 3.3V battery
to power up the photon) A PVC pipe with smaller radius
than that of the exhaust enclosed within it. Since the sensors
have a limitation to temperature, these pipes could be used
to reduce the temperature as they travel towards the sensor.
Small slits can be made within the box to bring out the
sensors which could be hung or placed in front of the exhaust.
Another alternative to the PVC would be a water cooler system
placed beneath the exhaust, which would help cool down the
emissions from the exhaust, but that would be a tedious process
considering this would be applicable to all vehicles on the road.
Following are the implementation steps.

1) : Connection of sensors to the particle photon: The
sensors would be integrated and connected to the IoT device.

2) : Create Particle App. The benefit provided by the
photon is the cloud it is equipped with a cloud service. A
code can be formulated from common sensors and publish a
Particle event.

3) : IFTTT: The event will later act as an IFTTT trigger.
Under this the conditions for the sensor emission values can
be set. The above setup would be placed near the exhaust of
the vehicle.

4) : The trigger in this case would be the notification. If
the sensor values exceed the set standards, then an email would
be sent to the respective ID (vehicle owner)

IV. RESULTS AND DISCUSSIONS

On testing the system on the vehicle, results were obtained
which would be discussed as follows. EMSENS is placed right
in front of the vehicle exhaust as shown in Figure 7. The initial
setup is done and once the sensors have pre heated the process
begins. The particle IDE begins to update with new values of
temperature and CO readings.

Fig. 7. EMSENS on the vehicle

The test was done when the car is in neutral phase. It is
placed for a period of time for the values to be analyzed. The
IFTTT trigger causes the new values to be recorded on new
google sheets with respect to the type of reading, which is
shown in Figure 8 and 9

Fig. 8. Particle IDE display

On finding the rough ppm value with respect to the values
we have obtained a ppm of 0.0083% was obtained. This
when compared to a vehicle passing certificate , the CO ppm
percentage was 0.01%. That is almost a 17% deviation from
the original. The testing was done on three other vehicles as
well giving ppm percentage.

• Mitsubishi Pajero: 0.053%
• Toyota Rav4: 0.01%
• Hyundai i10:0.086%

Gas sensor technologies are still developing and have yet
to reach their full potential in capabilities and usage. There are
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Fig. 9. Google sheet records via IFTTT

technologies which give accurate readings without the hassle,
but they are quite expensive. For the low-cost method to be
effective, various readings will have to be taken and compared
against a known value. This way the erroneous readings that
could hinder the process can be significantly reduced.

The particle photon is available for 25US$, while the low-
cost sensors cost from 10-20US$. The entire system is setup
for less than 78US$. Also, by using vehicles more efficiently
one can save money. This would either be in terms of fuel
expenditure or preventing the wear and tear. Due to the nature
of the prototype, the process is automatic with almost no
inspection required except for the one present at the servers to
observe the values. The main aim of this project is to constantly
monitor carbon emissions in the vehicle and notify the user
about the levels to notify them when their vehicle is due
for service. Since they would be more aware of the emission
level of their vehicle, not only are they more aware but also
conscious towards the environment. There are concerns with
the quality of the data that such sensors can produce. Studies
say that when cost is compromised, so is the quality. Thus,
important factors like the accuracy and sensitivity are both
affected.

Costly sensors usually go through quite a lot of review
and evaluation thus making it reliable While the same does not
apply for the latter. Another alternative could be to incorporate
the sensors within the simple system so give accurate readings
while taking in IoT into consideration as well. While we are
diverging into an environmentally friendly, some academics are
also concerned about the e-waster that is produced post life of
these sensors. Another concern to be noted is of IFTTT, is that
there tend to bug within the set hence not allowing the applets
to run. For Google Sheets it has a limit of only 100 posts a
day.

V. CONCLUSION

The environmental pollution due to the emissions from the
vehicles need to be tracked continuously to control the carbon
foot print on this earth. Especially in smart cities continuous
monitoring is a challenging task. The proposed prototype can
track the emission from vehicle and warns the vehicle user
to make proper regular maintenance of the vehicle. Transport
authority can also take benefit of this device to keep track of
vehicle emissions in respective cities.
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Abstract—Floods are the most damaging natural disaster in
this world. On the occasion of heavy flood, it can destroy the
community and killed many lives. The government would spend
billions of dollars to recover the affected area. It is crucial to
develop a flood control system as a mechanism to reduce the
flood risk. Providing a quick feedback on the occurrence of the
flood is necessary for alerting resident to take early action such
as evacuate quickly to a safer and higher place. As a solution,
this paper propose a system that is not only able to detect the
water level but also able to measure the rise speed of water
level and alerted the resident. Waterfall model is adopted as the
methodology in this project. Raspberry Pi is used to collect data
from the water sensor and transmit the data to GSM module
for sending an alert via SMS. The analysis will be done to show
how the Raspberry Pi will be integrated with the smartphone to
give an alert. The system is tested in an experiments consist of
two different environment in order to ensure that the system is
able to provide accurate and reliable data. The project is an IoT-
based which significantly in line with the Industrial Revolution
4.0, supporting the infrastructure of Cyber-Physical System.

Keywords—Flood Alert System; Internet of Things; Cyber-
Physical System; IR4.0

I. INTRODUCTION

The worlds climate is changing drastically due to effect
from human activities such as pollutions, cut countless trees,
excessive gas emission etc. Floods are among the most com-
mon damaging natural disasters, that cause significant harm
to life, property, and economy. Scientists estimate by 2030,
if 4-inch sea level rise, it could potentially caused the severe
flooding in many parts of the world [1].

Since Malaysia is located near the equator, the most
severe climatic related natural disasters are monsoonal flood.
It happens almost every year and causes a lot of damages,
property loss, and not to mention the loss of life during the
disaster. Recently in Jan 2018, two died and nearly 12,000
evacuated when flood strike in Pahang as reported in [2]. The
worst flood in Malaysian history happened in 2014. More than
200,000 people were affected while 21 were killed. The major
disasters happened in the several states on the east coast side
of Peninsular Malaysia. The estimated cost of damages was
over RM1 billion as reported in [3]. The impact of the flood

is huge and it is not happening in Malaysia but all over the
world.

This paper proposes a flood warning system that can detect
the water level and measure the speed of the rise of water
level. To give the society an earlier notification to evacuate
before the water rises to the dangerous level, the measurement
result is sent as the alert to a mobile phone through Short
Message Service (SMS). This project is designed on the IoT-
based platform, where data from the sensor is collected at the
mini-processor and alert is generated and transmitted as SMS
to a smartphone. The proposed system is implemented in an
experimental setting in two different environment to test its
effectiveness.

Section 2 explains some works that have been conducted
in the related field. Section 3 presents the methodology used
in developing the system that the Waterfall model. Section
4 analyzes the result of the experiment and discusses them
accordingly. Section 5 concludes the paper with an outline of
contribution and the future work.

II. RELATED WORKS

Some article such as [4] and [5] has reviewed on flood
disaster and disaster management in Malaysia which highlight
the importance of finding best remedies to prepare if disaster
strikes. Futhermore, Leman et al. [5] also reviewed the current
disaster management in Malaysia for proposing enhancement
the effectiveness. They suggest four phases of action; pre-
paredness, response, recovery and mitigation. Due to this phe-
nomenon, several experts have studied over the years on ways
to improve flood control, thereby reducing the aforementioned
risks. Better understanding of the flood hazard phenomenon
and its potential consequences in our society is crucial for the
development of flood risk reduction projects, control policies
and other types of flood management strategies. The adoption
of IoT based-system has attract attention among researchers
since data is collectively sensed by sensors to provide various
services without human intervention [6]. Early work by Lo et
al. [7] propose to automatically monitor the flood object based
on the remote cyber surveillance systems. Image processing
methods are being utilized to obtain instant flooding and
waterlogging event feedback.
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On the other hand, [8] used pressure sensor to read the
water level at every second, for detecting the level of water.
In the occasion where the water level surpasses a user-defined
threshold, an SMS is texted to the residence for warning and
quick action. Recent from Jana Priya et al. [9] and Satria et
al. [10] demonstrate the idea and implementation of a flood
monitoring and alert system using measuring sensor. They
proposed a system that measures the height of the water
using ultrasonic sensor. While, [11] combine ultrasonic and
water level sensor to monitor flood level conditions however
it missing alert system.

Inspired by the literature, this work aimed to detect flood
with water sensor with different level of measurement with
SMS alert. SMS is considered as the most effective way to
the scenario Malaysia since smartphone has rapidly become
the preferred device for most Malaysian to remain connected.
According to the survey [12], the percentage of smartphone
users continue to rise from 68.7% in 2016 to 75.9% in 2017.
The increment trend shows that the majority of people in
Malaysia use mobile phones and it is a good strategy to give an
early warning to the society using an SMS via mobile phone.

III. METHODOLOGY

Waterfall Model is flows steadily downwards (like a wa-
terfall) through the seven phases; comprises of Planning, Re-
quirement, Design, Implementation, Testing, Maintenance and
Documentation. The following are the details of each phase
for starting with the backgroup study until the completion of
project.

A. Requirement

The first phase is to study the requirement to explore the
research area including background study and also related
works. From there, the research gap is identified and proceed
to identify the hardware and software requirement. Hardwares
that involved are water sensor, SEN113104 model and GSM
module (model is a USB 3G modem Huawei mobile broadband
E173). A breadboard is used to place and set up all the
equipment at one proper place, Resistor 10K to reduce the
current that flow of the system and also many types of jumper
cables to connect the water sensor, raspberry pi and GSM
module. The software used is a python language to code the
entire program.

B. Design

The design phase presented the system design as presented
in Fig. 1. There are two sensors used which placed at two
different height. The first one will be placed at a lower level.
This is the level of the potential flood that will be anticipated.
When the water reaches this level, it triggers the water sensor
and data is transmitted to Raspberry Pi and pass to GSM
module for generating SMS alert to the residents, as a warning
to be cautious and prepared. If the water continues to rise
and reaches the second water sensor, it is considered now as
dangerous, an alert SMS once again sent to the resident and
authorities.

Fig. 1. Flood Alert System Design

C. Implementation

In this phase, Raspberry Pi, water sensors and GSM
Module are already being installed and developed based on
the design. All the wiring that needs to be installed on the
breadboard will be installed. Also, the coding for the Raspberry
Pi will be set up in this phase for the water sensor and GSM
module. This phase will take a lot of time because there will be
many errors and unexpected problems that may occur during
the configuration and development of the system. Verification
and testing of the system also need to be done in this phase.
The experiment has been set up as such a basin is placed
with the two water sensors where the sensor will be placed
on a certain height. Then, the sensor will be connected to the
Raspberry Pi and the Raspberry Pi is connected to a Huawei
mobile broadband so that it can send an alert message to the
user.

This project is tested actual water where the water sensor
will be placed in a basin (see Figs. 2). Then, when the water
rises and reaches to the first sensor, automatically it will send
an alert message to the authorized user or the head of society
to inform about the water rise. Later, when the water reaches
the second sensor which is much more higher than the first
one, an alert message will be sent to inform that the water is
now at a dangerous level, and also it will calculate the time for
the water to reach the second sensor with the speed of water
rising too.

D. Verification

In this phase, the SMS based flood early warning system
using Raspberry Pi is tested to ensure if the system could
send the early warning. The sensor will also be tested to see
whether the detection of the liquid is okay or not. GSM Module
should be checked to see whether it can give an SMS as an
alert to the mobile phone. This phase is an important phase
because it really needs to verify and test the system before it
can be implemented. The performance of the system is tested
as discussed in Section 3

E. Maintenance

The maintenance phase is to ensure that the sensor continue
working to capture data anytime when water is rising. It is also
important to ensure the GSM Module is ready to send SMS
alert when needed. Maintenance is needed to be performed
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Fig. 2. The prototype of system and experiment set up

from time to time so that, if there any error or malfunction to
this system, an appropriate action will be taken. The system
needs to always update any new software or any efficient code
so that the system is at the top of the performance. This phase
is the important part because it will determine the performance
and how long will the system withstand.

IV. RESULT AND DISCUSSION

Overall, the system able to send an alert via SMS when
the water rises to the pre-determined level. A quick notifi-
cation through SMS is vital since the system is aimed at
alerting people and authorities. Therefore, time delay is used
for performance testing and evaluation. Three testings are as
shown in Table 1. Entire testing is carried out in a controlled

environment where two assumptions made; in the occasion of
the water level rise fast or slow; emulating the condition of
flash flood and monsoon flood respectively.

TABLE I. PERFORMANCE TESTING SCHEDULED

Test Environment Performance Testing
Test 1 Test 2 Test 3

A - Full Volume Flow
Rate

delay time
of water
detection
by the two
sensors

delay time be-
tween sent and
received mes-
sages

delay time
of sent water
speed

B - Half Volume Flow
Rate

For fast water risen, Full Volume Flow Rate environment is
used where the water tab is open at its full speed (Environment
A). Meanwhile, Half Volume Flow Rate (Environment B) is
set with the water tab is open at half of it so that the water
rises slowly. Table 1 summarized the test environment and the
performance testing.

A. Test 1 Water Detection

Test 1 is designed to measure the accuracy of time
measured by the system which compared with the manual
time reading. For each environment, 30 series of reading are
captured manually by digital clock and automatically from
system time (produced by the system). Since 30 lines of time
are quite long, Table II and III only shown the partial result
obtained for Environment A and B respectively. The time of
water detection at sensor 1 and sensor 2 by the system is
compared with the manual reading.

It is not much difference between the manual and system
time. For both environment, although some readings are dif-
ferent, on average the difference is not more than 10 seconds.
This is expected since the program need some time to acquire
data from sensor and pass it to the system. The result appears
to verify that the system time is accurate.

TABLE II. RESULT OF TEST 1 FOR ENVIRONMENT A

Sensor 1 Sensor 2
Manual System Time Differ-

ence (s)
Manual System Time Differ-

ence (s)
11:45:53 11:45:53 0:00:00 11:16:03 11:16:06 0:00:03
11:23:43 11:23:43 0:00:00 11:24:59 11:24:59 0:00:00
11:30:51 11:30:52 0:00:01 11:32:03 11:32:03 0:00:00
11:36:17 11:36:18 0:00:01 11:37:27 11:37:28 0:00:01
11:41:51 11:41:51 0:00:00 11:43:02 11:43:02 0:00:00
...

...
...

...
...

...
2:07:33 2:07:35 0:00:02 2:08:43 2:08:47 0:00:04
Minimum 0:00:00 Minimum 0:00:00
Maximum 0:00:02 Maximum 0:00:08
Average 0:00:09 Average 0:00:02

B. Test 2 Delay Time of Received SMS

This test aimed to measure the delay of received SMS
relative to the time it is sent. The partial result is tabulated in
Table IV and Table V. In both environments, the delay between
message sent and received at the sensors are on the average
of two seconds. While it is depends on the performance of
telecommunication provider, the maximum 7 seconds of delay
is acceptable. Resident and authorities can still be alerted in a
timely manner for appropriate action.
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TABLE III. RESULT OF TEST 1 FOR ENVIRONMENT B

Sensor 1 Sensor 2
Manual System Time Differ-

ence (s)
Manual System Time Differ-

ence (s)
9:31:52 9:31:54 0:00:02 9:35:04 9:35:07 0:00:03
9:39:53 9:39:55 0:00:02 9:42:56 9:42:59 0:00:03
9:48:17 9:48:17 0:00:00 9:51:23 9:51:26 0:00:03
9:55:52 9:55:53 0:00:01 9:59:12 9:59:14 0:00:02
10:03:13 10:03:16 0:00:03 10:06:14 10:06:14 0:00:00
...

...
...

...
...

...
1:23:29 1:23:30 0:00:01 1:26:40 1:26:42 0:00:02
Minimum 0:00:00 Minimum 0:00:00
Maximum 0:00:02 Maximum 0:00:06
Average 0:00:08 Average 0:00:02

TABLE IV. RESULT OF TEST 1 FOR ENVIRONMENT A

Sensor 1 Sensor 2
Message
Sent

Message
Receive

Delay (s) Message
Sent

Message
Received

Delay (s)

11:14:533 11:14:57 0:00:04 11:16:06 11:16:07 0:00:01
11:23:43 11:23:45 0:00:02 11:24:59 11:25:01 0:00:02
11:30:52 11:30:54 0:00:02 11:32:03 11:32:05 0:00:02
11:36:18 11:36:19 0:00:01 11:37:28 11:37:29 0:00:01
11:41:51 11:41:53 0:00:02 11:43:02 11:43:05 0:00:03
...

...
...

...
...

...
2:07:35 2:07:37 0:00:02 2:08:47 2:08:48 0:00:01
Minimum 0:00:0 Minimum 0:00:01
Maximum 0:00:06 Maximum 0:00:07
Average 0:00:02 Average 0:00:02

TABLE V. RESULT OF TEST 2 FOR ENVIRONMENT B

Sensor 1 Sensor 2
Message
Sent

Message
Receive

Delay (s) Message
Sent

Message
Received

Delay (s)

9:31:54 9:31:58 0:00:04 9:35:07 9:35:09 0:00:0
9:39:55 9:39:56 0:00:01 9:42:59 9:43:00 0:00:01
9:48:17 9:48:20 0:00:03 9:51:26 9:51:28 0:00:02
9:55:53 9:55:55 0:00:02 9:59:14 9:59:17 0:00:03
10:03:16 10:03:19 0:00:03 10:06:14 10:06:16 0:00:02
...

...
...

...
...

...
1:23:30 1:23:32 0:00:02 1:26:42 1:26:45 0:00:03
Minimum 0:00:011 Minimum 0:00:01
Maximum 0:00:05 Maximum 0:00:04
Average 0:00:02 Average 0:00:02

C. Test 3 Water Speed Calculation

Test 3 is for summarizing the finding on the rate of water
increment speed. The value can be used as a guideline for
estimating the how quick the flood rise. Table 6 shows that
as expected, in environment A the rate of water increment is
quicker than environment B. The time needed for the height of
water to increased 1 meter is less in environment A compared
to B. The information about the rate of water increased is sent
via SMS as well once water reaches the second sensor.

TABLE VI. RATE OF WATER INCREMENT SPEED IN ENVIRONMENT A
AND B

Water Speed (meter/seconds) Increased height of water in 1 meter (seconds)
Environment A Environment B Environment A Environment B

0.000273973 0.000103627 365 965
0.000263158 0.000108696 380 920
0.00028169 0.00010582 355 945
0.000285714 0.0000995025 350 1005
0.00028169 0.00011236 355 890
0.000277778 0.000104167 360 960

V. CONCLUSION

This work enlighting the possibility to provide an alert
system to overcome the flood risk. It can also contribute to
the authority or company such as firefighter or any government
state agency that can help the society about the flooding or any
natural disaster. The proposed prototype system has been tested
and it works as proposed. It is able to send an alert message
to the user with the time of the water rise also with the speed
of the water rises for prediction how quick is the flood is
happening. It also has been tested in a controlled environment
to evaluate the performance. For real implementation, several
sensors might be integrated for accurate detection such as
pressure sensor [8] and also camera [6].

ACKNOWLEDGMENT

Special thanks of gratitude to the Universiti Teknikal
Malaysia Melaka for sponsoring the fund under the
UTeM Short Term Grant with the reference number:
PJP/2018/FTMK(1B)/S01628. A high appreciation to Digital
Forensics and Computer Networking (INSFORNET) research
group under Center for Advanced Computing Technology (C-
ACT); and Faculty of Information and Communication Tech-
nology (FTMK) the use of the existing facilities to complete
this research.

REFERENCES

[1] R. Becker, “A future of more extreme floods, brought
to you by climate change,” May 2017. [Online].
Available: https://www.theverge.com/2017/5/18/15658342/flooding-sea-
level-rice-melting-ice-climate-change-extreme

[2] Hermesauto, “Two dead, nearly 12,000 evacuated in malaysia floods,”
Jan 2018. [Online]. Available: https://www.straitstimes.com/asia/se-
asia/two-dead-nearly-12000-evacuated-in-malaysia-floods

[3] “Amaran hujan lebat peringkat jingga di kelantan, terengganu,” 2018.
[Online]. Available: https://www.bharian.com.my/node/23430

[4] Z. M. Taib, N. S. Jaharuddin, and Z. D. Mansor, “A review of flood
disaster and disaster management in malaysia,” International Journal
of Accounting & Business Management, vol. 4, no. 3, 2016.

[5] A. M. Leman, K. A. Rahman, M. N. M. Salleh, I. Baba, D. Feriyanto,
L. S. C. Johnson, and S. N. Hidayah M., “A review of flood catastrophic
management in malaysia,” ARPN Journal of Engineering and Applied
Sciences, vol. 11, no. 14, Jul 2016.

[6] A. Al-Fuqaha, M. Guizani, M. Mohammadi, M. Aledhari, and
M. Ayyash, “Internet of things: A survey on enabling technologies,
protocols, and applications,” IEEE Communications Surveys Tutorials,
vol. 17, no. 4, pp. 2347–2376, Fourthquarter 2015.

[7] S. W. Lo, J. H. Wu, F. P. Lin, and C. H. Hsu, “Cyber surveillance for
flood disasters,” Sensors (Switzerland), 2015.

[8] S. Azid, B. Sharma, K. Raghuwaiya, A. Chand, S. Prasad, and
A. Jacquier, “SMS based flood monitoring and early warning system,”
ARPN Journal of Engineering and Applied Sciences, 2015.

[9] S. J. Priya, S. Akshaya, E. Aruna, J. A. M. Julie, and V. Ranjani, “Flood
monitoring and alerting system,” International Journal of Computer
Engineering & Technology (IJCET), vol. 8, no. 2, p. 15, Mar 2017.

[10] D. Satria, S. Yana, R. Munadi, and S. Syahreza, “Prototype of google
maps-based flood monitoring system using arduino and gsm module,”
International Research Journal of Engineering and Technology (IRJET),
vol. 4, no. 10, Oct 2017.

[11] M. Madhumathi and R. Grace, “Flood alert management system using
iot and microcontroller,” International Journal of Innovative Research
in Computer and Communication Engineering, vol. 5, no. 4, April 2017.

[12] Malaysian Communications And Multimedia Commission, “Hand
phone users survey 2017,” Tech. Rep., 2017.

www.ijacsa.thesai.org 623 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 11, 2018

Evaluating the Quality of UCP-Based Framework
using CK Metrics

Zhamri Che Ani, Nor Laily Hashim, Hazaruddin Harun
School of Computing

Universiti Utara Malaysia
06010 UUM Sintok, Kedah, Malaysia

Shuib Basri, Aliza Sarlan
Department of Computer and Information Sciences

Universiti Teknologi PETRONAS
31750 Tronoh, Perak, Malaysia

Abstract—Software effort estimation is one of the most
important concerns in the software industry. It has received
much attention since the last 40 years to improve the accuracy
of effort estimate at early stages of software development. Due
to this reason, many software estimation models have been
proposed such as COCOMO, ObjectMetrix, Use Case Points
(UCP) and many more. However, some of the estimation methods
were not designed for object-oriented technology that actively
encourages reuse strategies. Therefore, due to the popularity of
UCP model and the evolution of the object-oriented paradigm, a
UCP-based framework and supporting program were developed
to assist software developers in building good qualities of software
effort estimation programs. This paper evaluates the quality
of the UCP-based framework using CK Metrics. The results
showed that by implementing the UCP-based framework, the
quality of the UCP-based program has improved regarding the
understandability, testability, maintainability, and reusability.

Keywords—ucp-based framework; use case points; ck metrics

I. INTRODUCTION

Software effort is defined as the person months required
to make a software application [1]. This definition is close
to [2] who define software effort as the number of staff
days/weeks/months or even years associated with a project.
Software effort estimation (SEE) can broadly be defined as the
process of estimating the effort required to develop a software
project [3]. It has been focused by many researchers over the
past 40 years [4] and nowadays, it has become one of the most
important concerns of the software industry [5]–[9].

There are many software estimation models have been
proposed to improve the accuracy of effort estimate at
early stages of software development [10]–[12]. However,
some estimation methods were not designed to work well
with object-oriented technology that introduces inheritance
and actively encourages reuse strategies. SLIM [13],
Checkpoint [14], PRICE-S [15], SEER [16], COCOMO
II [10], ObjectMetrix [17], [18] and Use Case Points [19] are
among the popular object-oriented estimation models that have
been widely used in previous studies.

Use Case Points (UCP) is a software sizing and estimation
method adopted from the standard Function Point (FP) method
in solving the specific needs of object-oriented systems based
on use cases [20], [21]. It was developed by Gustav Karner at
Objectory Systems [19]. Previous studies have demonstrated
that the accuracy of UCP estimations was quite close to the
actual estimates [22]–[25]. Due to the popularity of UCP,

in the last two decades, many UCP-based effort estimation
techniques have been proposed [24], [26]–[35], either to give
more options or to enhance the capability of UCP. Studies also
showed that some parts of UCP-based models have similarity
in estimating software effort [19], [24], [30], [32]. However,
just a few of them are equipped with proper estimation tools.
Most of them used MS Excel to calculate the estimates [36],
[37].

To date, software developers have very little guidance to
develop quality UCP-based software effort estimation using
the object-oriented approach. Even though a tool known as
U-EST was developed using Java programming language, the
design framework was not accessible to the public [38]. The
authors also did not claim that the tool was well-designed and
able to be reused or extended by other developers. Therefore,
a new framework for UCP-based software effort estimation
was developed to promote the reusability of UCP. Without
reusability, software applications are very hard to maintain or
extend [39]–[42].

Therefore, this study aims to evaluate the quality of
UCP-based framework using CK Metrics. The framework
was designed using UML notations after identifying the
class dependencies using Java programming language. The
remainder of this paper is structured as follows. Section II
and III provide some basic concept of the UCP-based
framework and CK Metrics respectively. Section IV describes
the experimental research design. Experimentation results and
discussion are discussed in section V. Section VII includes
conclusion and suggestion for future work.

II. THE PROPOSED UCP-BASED FRAMEWORK

The UCP-based framework is defined as a general reusable
solution for UCP-based software effort estimation design. This
framework is not a finished design that can be transformed
directly into source codes. It is a description or template
for solving a UCP-based problem that can be used in many
different design approaches [43]. This framework was formed
based on four UCP-based models namely Use Case Points
(UCP) [19], Adapted Use Case Points (AUCP) [30], Industrial
use of Use Case Points (IUCP) [24] and Simplified Use
Case Points (SUCP) [32]. Fig. 1 illustrates the UCP-based
framework.

The UCP-based framework shows how the elements are
structured, and how they work together. In other words,
the UCP-based framework is more to the abstract level of
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Fig. 1. A UCP-Based Framework

software design, where the abstraction and implementation are
independent. The implementations may vary dynamically [44].
This framework captured the important aspects of the
UCP-based models to visualize the main packages, classes,
and the relationship among them. By using this UCP-based
framework, software designers can easily conduct experiments
and propose the possible well-designs which can contribute to
high-quality software. This framework is also useful especially
in software maintenance because it suggests the high-level
aspects of UCP-based requirements. By using this framework,
the existing UCP-based programs can be changed or extended
systematically.

The main elements of the UCP-based framework are
classes and use two types of relationships namely association
and generalization. The classes determine the general concept
of UCP domain knowledge where every software designer
familiar and understandable. Classes can be interpreted at
various levels in software design. In the early stages of
software design, the UCP-based framework captures more
logical aspects of the problem. In the later stages, the
framework can be extended to any object-oriented design
decisions based on the software designer’s experience and
creativity. In this study, a class is drawn as a rectangle.

Overall, there are 19 classes, and 12 of them are the
principal classes where the principal classes are derived from
the UCP model. In general, the UCP-based framework is
divided into three main components: project size, project
complexity, and risk factors. These three main components
are based on the estimating principle defined by Garmus and
Herron [45]. Project size is composed of six classes. Five
of the classes are the principal classes while AUCP_UAW
class is the extended class. Project complexity includes four
principal classes as well as four extended classes namely
IUCP_EFactor, SUCP_EFactor, IUCP_TFactor, and

SUCP_TFactor. Meanwhile, risk factor has only one
principal class namely Productivity_Factors and two
extended classes.

Relationships among classes are drawn as paths connecting
class rectangles. Generalization shows the relationship between
a more general class and a more specific class which is
used for inheritance. In this framework, 11 classes are
inherited from their parent classes. For instance, AUCP_UAW
class is extended from Unadjusted_Actor_Weight
class. Associations carry information about the relationship
among objects in UCP-based domain knowledge. For
instance, the Use_Case_Points class is associated with
Unadjusted_UseCasePoints class. All principal classes
which are captured from nine steps of UCP [36] are associated
with the association relationship. This means that without these
key classes the effort estimation cannot be done completely.

III. CHIDAMBER AND KEMERER (CK) METRICS

Software metrics play a major role in comparing different
versions of object-oriented programs [46]. One of the most
popular object-oriented metrics and the most thoroughly
investigated is CK Metrics [47]. It was introduced by
Chidamber and Kemerer [48] and has been a subject of
discussion since the last two decades. The authors themselves
and other researchers have carried out a series of experiments
to improve the accuracy of the metrics. Even though it was
proposed quite a long time ago, the usefulness in analyzing
open-source software is still significant [49]–[52], including
examining the reusability of software projects [53].

Chidamber and Kemerer proposed six metrics for
evaluating the quality of software design namely Weighted
Method per Class (WMC), Response For a Class (RFC),
Lack of Cohesion in Methods (LCOM), Coupling Between
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Objects (CBO), Depth of Inheritance Tree (DIT) and Number
of Children (NOC). The definition of each metric can be
found in [48]. The metrics have been theoretically validated
and widely accepted standard to be used as early quality
indicators [52], [54]–[58]. By using these metrics, it will help
software designers to make a better decision in designing any
object-oriented software applications.

IV. EXPERIMENTAL SETTING

The object-oriented approach is very important among all
software practitioners. Generally, encapsulation, inheritance,
and polymorphism are three main object-oriented principles
that are applied throughout the whole object-oriented software
engineering process [59]. Instead of these three principles,
abstraction is also considered as a key element in designing
software applications. By using abstraction, the complexity of
a large problem can be minimized. The idea of abstraction
is to identify common features in two or more classes and
abstract those features out into a higher-level class [60]. A
good design, each method in a well-designed class should
support abstraction and encapsulation [61]. In this case, all
common functionalities of UCP-based models were grouped
to form reusable abstract classes.

In this experiment, a new program known as Like-UCP
was developed to simulate the UCP-based framework. In order
to achieve the consistency between the UCP-based framework
and Like-UCP program, the Like-UCP was designed based
on four object-oriented programming principles; abstraction,
inheritance, encapsulation, and polymorphism. The design
must ensure that, for every abstract class of Like-UCP, the
subclass must implement the method from the abstract class
unless the subclass is also an abstract class.

After completing the development, CK Metrics was used
to measure the quality of Like-UCP program. It is impossible
to obtain the Like-UCP metrics without using supporting
tools. Thus, in this study, CK Java Metrics (CKJM) extended
version 2.2 [62] was used to obtain the metrics. CKJM
is an open-source program which was also written in Java
programming language used to obtain six CK Metrics of the
object-oriented programs. In many cases, no single design
style can meet all quality attributes simultaneously. Software
architects or designers often need to balance among quality
attributes. Most of the time, a new program needs refinement,
extension, generalization, or improvement [63]. Therefore,
if the quality of Like-UCP program did not achieve the
desired quality attributes, repetition process from designing the
UCP-based framework must be done.

Then, each of the classes was analyzed, and each metric
was calculated to obtain the mean value. The mean value of
each metric was used as an indicator of quality measurements.
Finally, the obtained results were concluded based on the
relationship between CK Metrics, Object-oriented Design
(OOD) measures, and quality factors. Table I and Table II
show the relationship between CK Metrics and OOD measures,
and the relationship between CK Metrics and quality factors
respectively [64].

V. EXPERIMENTATION RESULTS AND DISCUSSION

The Like-UCP program was developed using Java
programming language to evaluate the quality of the

TABLE I. RELATIONSHIP BETWEEN CK METRICS AND OOD
MEASURES

OOD Measures CK Metrics
Class WMC, RFC, LCOM
Attribute LCOM
Method WMC, RFC, LCOM
Inheritance DIT, NOC
Cohesion LCOM
Coupling CBO, RFC

TABLE II. RELATIONSHIP BETWEEN CK METRICS AND QUALITY
FACTORS

Quality Factors CK Metrics
Understandability RFC, CBO, DIT
Reusability WMC, CBO, DIT, NOC
Testability RFC, CBO, NOC
Maintainability WMC, CBO
Development Effort WMC, LCOM

UCP-based framework. To visualize the dependencies between
classes, class diagram of Like-UCP was generated in Eclipse
environment. Fig. 2 shows the class dependencies of Like-UCP
program. Basically, each of the classes is a replication of
UCP-based framework using the object-oriented approach. As
can be seen in Fig. 2, some of the classes such as UCP_UUCW,
Unadjusted_UseCasePoints, and UseCasePoints
have high dependencies compared to other classes. In other
words, these three classes are required by all the identified
UCP-based models to form the UCP-based framework.

To obtain the empirical evidence of quality attributes
achieved by Like-UCP program, 22 classes (19 classes derived
from the UCP-based framework with three additional driver
classes) were analyzed using CKJM-extended-2.2. Table III
and Table IV present the descriptive statistics of Like-UCP
program and the summary of all the metrics respectively. In
this experiment, the total number line of codes (LOC) of
Like-UCP is 2556 with the mean value 116.18. The maximum
LOC is 380 used by IUCP class, and the minimum is 11 used
by UseCasePoints class. The next sub-sections will discuss
the obtained results and compare with the suggestions in [48].

A. Weighted Method per Class (WMC)

The number of methods and the complexity of the methods
involved indicate how much time and effort is required
to develop and maintain the class. The larger the number
of methods in a class, the higher the potential impact on
subclasses, since subclasses will inherit all the methods defined
in the superclass. It was recommended that most classes should
have a small number of methods, maximum up to 10 methods
in a class [48]. If WMC value is one, it was recommended
that to merge the class in some other classes within the same
package without influencing the LCOM value, that is without
affecting the abstraction and encapsulation of the classes. If
WMC value is zero, the possibility of a redesign is high. If
WMC over than 20, the class should be refactored to reduce
the complexity of the software project. 20 WMC is consistent
with the threshold value suggested by Shatnawi [65].

Based on the WMC statistics shown in Table IV, it can be
seen that the mean value of the WMC metric is 6.50 which is
less than 10. Only four classes, TechnicalComplexity,
EnvironmentalComplexity, IUCP_PF, and IUCP have
more than 10 but still below 20 WMC. None of the classes has
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Fig. 2. Class Dependencies of Like-UCP Program

TABLE III. CK METRICS FOR LIKE-UCP PROGRAM

CLASS LOC WMC RFC LCOM CBO DIT NOC
UCP 281 9 34 24 8 1 0
UseCasePoints 11 2 3 1 4 1 0
UnadjustedUseCasePoints 12 3 4 3 4 1 0
UnadjustedActorWeight 70 9 10 8 2 1 2
AUCP UAW 24 2 5 1 2 2 0
UCP UAW 40 2 7 1 3 2 0
UnadjustedUseCaseWeight 91 10 11 3 1 1 1
UCP UUCW 65 3 9 1 5 2 0
EnvironmentalComplexity 171 15 16 45 3 1 3
IUCP EFactor 86 2 13 1 2 2 0
UCP EFactor 102 4 14 6 3 2 0
SUCP EFactor 38 2 7 1 2 2 0
TechnicalComplexity 265 20 21 96 3 1 3
IUCP TFactor 126 2 19 1 3 2 0
UCP TFactor 142 4 19 6 4 2 0
SUCP TFactor 54 2 9 1 2 2 0
ProductivityFactors 30 7 8 15 5 1 2
AUCP PF 23 3 4 3 2 2 0
IUCP PF 127 12 13 28 2 2 0
IUCP 380 12 46 54 9 1 0
AUCP 218 10 33 33 8 1 0
SUCP 200 8 30 18 7 1 0

TABLE IV. SUMMARY OF CK METRICS FOR LIKE-UCP PROGRAM

Metrics Total Mean Maximum Minimum
LOC 2556 116.18 380 11
WMC 143 6.50 20 2
RFC 335 15.23 46 3
LCOM 350 15.91 96 1
CBO 84 3.82 9 1
DIT 33 1.5 2 1
NOC 11 0.50 3 0

zero or one WMC. These results indicate that all the classes
were properly designed.

B. Response For a Class (RFC)

RFC is the number of methods that can be invoked in
response to a message in a class. If RFC for a class is
large, it means that there is high complexity [48]. If RFC
increases, the effort required for testing will increase because
the test sequence grows. The overall design complexity of the
class also increases and it is difficult to maintain the classes
later on. The RFC for a class should usually not exceed 50
although it is acceptable to have RFC up to 100 [66]. However,
Shatnawi [65] suggested that the threshold value for RFC is
40. Based on the RFC statistics shown in Table IV, it can be
seen that the mean value of the RFC metric is 15.23. None of
the classes exceed 50. Fig. 3 shows that only one class which
is IUCP has more than 40 RFC. Overall, the low values of
RFC indicate that the Like-UCP design is less complex.

www.ijacsa.thesai.org 627 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 11, 2018

Fig. 3. Boxplot of Achieved Value by CK Metrics

Fig. 4. Total Metric Value Achieved by Each Class

C. Lack of Cohesion in Methods (LCOM)

The cohesiveness of methods inside a class is desirable
since it promotes encapsulation and decreases the complexity
of the objects. High cohesion decreases complexity, thereby
decreasing the probability of errors during the development
process [48]. Accordingly, a high LCOM value is a major
issue in all the software projects. High LCOM value shows
poor encapsulation and abstraction at the class level. The

general threshold for LCOM is classified as Good: 0, Regular:
range between 1 − 20 and Bad: > 20 [67]. Based on
the LCOM statistics shown in Table IV, the mean value
of LCOM is 15.91. This value indicates that most of the
classes are normal and less complex. Only six classes,
UCP, AUCP, IUCP, IUCP_PF, TechnicalComplexity,
and EnvironmentalComplexity have greater than 20.
However, as can be seen in Fig. 3, only one class
which is TechnicalComplexity has a very high value
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of LCOM. Fig. 4 also shows that the total value of
TechnicalComplexity class is also the highest among
all classes of Like-UCP. The results indicate that the
TechnicalComplexity class should be re-designed to
improve the quality the overall quality of Like-UCP program.

D. Coupling Between Objects (CBO)

In general, objects should be loosely coupled, which
implies there ought to be a little dependency between objects.
High coupling implies that the sensitivity to changes in other
classes is also high which may indicate poor class design [48].
A class which is tightly coupled will cause a large ripple
effect when an object is changed and increasing the risk
of regressions. Furthermore, testing all the changes will be
tedious and hard to check. In contrast, the low CBO values
demonstrate that most of the classes refer to a few other
classes. In other words, the more independent a class is, the
easier to reuse it in other applications. Therefore, it increases
the understandability, efficiency, and reusability of the class
design [48]. A measure of coupling is useful to determine
how complex the testing of various parts of a class design
are likely to be. It was suggested that classes with a CBO
more than 19 should be examined to reduce coupling [65].
Based on the CBO statistics shown in Table IV, the mean
value of CBO is 3.82. None of the CBO values greater than
19. The maximum value of Like-UCP is nine which is equal
to the threshold value suggested by Shatnawi [65]. Therefore,
it can be concluded that the possibilities of understandability,
efficiency, and reusability of the class design are very high.

E. Depth of Inheritance Tree (DIT)

DIT is the length of the longest path from a subclass
to the superclass in the inheritance hierarchy. A high value
of DIT implies more reusability, but the complexity of the
class design may increase due to more methods and classes
involved [48]. Classes with bunches of subclasses need to
be very carefully modified to avoid regressions in those
subclasses. One conceivable solution is that the classes ought
to be more abstract with a reasonable number. It was proposed
that the maximum value of DIT should be less than 10 [48].
If DIT value is zero or one, it demonstrates poor reusability of
the class. Based on the DIT statistics shown in Table IV, the
mean value of DIT is 1.5. This value indicates that inheritance
was rarely used in Like-UCP program, mainly because of the
domain model. Consequently, the program did not have a deep
inheritance tree. However, the maximum value of DIT is two
which is evaluated as Good/Common by DIT threshold [68].
Therefore, with 1.5 DIT, Like-UCP program can be concluded
as potentially to be reused and easy to be understood by
software developers.

F. Number of Children (NOC)

Inheritance is a form of reuse. Thus, the greater the number
of subclasses for a class, the greater reuse. However, a large
number of subclasses may introduce inappropriate abstraction
of the superclass. It is better to have depth than breadth in
the inheritance hierarchy [48]. In other words, high DIT and
low NOC is the perfect combination for software design. Low
values of DIT and NOC are firmly indicated that reuse through
inheritance may not be completely adopted [48]. Based on the

NOC statistics shown in Table IV, the majority of the classes
(77%) have no subclasses, and the mean value of NOC is
0.50 which is less than the mean value of DIT. Fig. 3 shows
that Like-UCP program has a minimal number of outliers.
The results indicate that the Like-UCP program may not be
using inheritance of methods as a basis for designing classes.
However, these results are consistent with the previous case
studies [48]. Due to the mean value of NOC smaller than the
mean value of DIT, most probably the Like-UCP classes are
potential to be reused by other UCP-based programs.

VI. THREATS TO VALIDITY

Each of metric tools might interpret and produce a different
set of results. To avoid this problem, the replication of this
study must follow the interpretation that we describe in this
paper. However, we encourage readers to use different metric
tools with different programming languages.

VII. CONCLUSION AND FUTURE WORK

This study presents an evaluation of UCP-based framework
using CK Metrics. In order to achieve this objective, Like-UCP
program was developed using Java programming language.
The program was a replication of the UCP-based framework
using the object-oriented approach. Then the developed
program was examined using CK Metrics to evaluate whether
the Like-UCP has accomplished the desired quality standard.
As can be seen in Fig. 4, TechnicalComplexity and
EnvironmentalComplexity have higher metric values.
Therefore, these two classes need more treatments in order
to improve the quality of Like-UCP program. As mentioned
earlier, IUCP, AUCP, and SUCP are the class drivers of
Like-UCP. These classes were merely used for program
simulation. Thus, the high metric values of these three classes
will not affect the overall quality of UCP-based framework.

Overall, based on WMC, RFC, CBO, DIT and NOC
obtained by CKJM-extended-2.2, it can be concluded that
Like-UCP program was well designed. Low value of LCOM
indicates that most of these classes were also less complex.
Although this experiment was based on a small sample of
programs, the results have provided additional evidence that
by implementing the object-oriented approach, the quality
of Like-UCP has improved regarding the understandability,
testability, maintainability, and reusability of the program.
The results also indicate that less effort was required
to develop the Like-UCP program. As mentioned earlier,
Like-UCP is a replication of UCP-based framework. Therefore,
the achievement of these quality attributes also reflects
the UCP-based framework. In other words, the UCP-based
framework can also be said good qualities regarding the
understandability, testability, maintainability, and reusability.

The results also show that the program did not have
a deep inheritance tree due to the fewer functionalities
in the domain model. However, this can be improved by
implementing more UCP-based models in the program.
Hence, we intend to additionally investigate this topic by
utilizing other object-oriented design methodologies such
as implementing SOLID Design Principles and make a
comprehensive comparison against these outcomes.
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As has been mentioned earlier, U-EST was also developed
using Java programming language. However, there was no
evidence regarding the quality of the program. Therefore, to
date, we are unable to compare the Like-UCP program with
other ucp-based programs. To ensure this ucp-based framework
has a significant contribution to the software practitioners, we
encourage other researchers to simulate this framework using
new design approaches and compare the outcome with our
results.

Besides CK metrics, there are several object-oriented
techniques for evaluating the quality design of object-oriented
programs. One of the most commonly used is QMOOD
(Quality Model for Object-oriented Design). Therefore, we
also plan to investigate this topic further using QMOOD and
make a comparison between the two approaches.
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Abstract—Diabetic retinopathy is the leading cause of blind-
ness in the world population. Early detection and appropriate
treatment can significantly reduce the risk of loss of sight.
Medical authorities recommend an annual review of the fundus
for diabetic patients. Several screening programs for diabetic
retinopathy in the world have been made to implement this
recommendation. The purpose of this paper is to implement
the idea and principle to facilitate the detection of this disease
using tele-ophthalmology and the latest telecommunications tech-
nologies. The present paper aims to develop an Android app
named "RETINA" which captures retinal photographs using a
microscopic lens, process them via several operators based on
mathematical morphology after a filtering step by exploiting
the library "OpenCV", and stores them in a local or remote
MySQL database. The application also offers a small service and
facilitates the task for the doctor and ophthalmologist by allowing
the inspection of files of remote patients.

Keywords—Diabetic retinopathy; Screening; Fundus; Tele-
ophthalmology; Android; Mathematical morphology; OpenCV;
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I. INTRODUCTION

The advent of information technology and communications
(ICT) has revolutionized the field of health to support the
transformation of care delivery approaches [1], [2], [3]. In this
sense, they represent an important asset allowing to provide
answers to the new challenges health systems face [4], [5].
Indeed, the literature refers to the fact that the sharing and
exchange of information via the tools of ICT can contribute
to improved safety of the care and quality of care ; that to
the extent that these tools enable healthcare professionals to
have access to relevant information at all times and where they
practice [6], [7]. For organizations, ICTs promise to improve
their performance and efficiency, allowing them to manage,
share and store large amounts of data [8], [9]. The industri-
alized countries have invested in ICT as a strategic choice to
try to remedy the problem of access to care and the lack and /
or the geographical maldistribution of health professionals on
their vast territories. Indeed, with the transformations of their
health systems, these countries have adopted several socio-
health strategies and politico-economic converging towards the
establishment of information highways and telemedicine. In
fact, most no reform or health policy can be designed without
taking into account the role that ICT can play, including
telehealth, they appear as one of the essential conditions for
the success of the reorganization [10]. Telemedicine seems like
a lever for transformation of the health system.

Indeed, it is seen as a way to address the issue of territorial
and economic disparities in access to care, because it elimi-
nates geographical barriers while contributing to the emergence
of another way of thinking about medical practice and offer
of care [2], [11], [12].

Telemedicine is a new tool that gives very attractive to
people in remote areas access to medical care and advanced
technology from the rest of the population. If he no longer has
to travel far for treatment, the patient is more likely to first
consult the doctor [13], because, as we know early detection
is crucial in many cases.

Simply, telemedicine is remote exchange of information
and medical care. It has multiple uses. Essentially, it can
be used for all aspects of medicine: prevention, diagnosis,
treatment, education and research especially in sub specialties
such as ophthalmology, dermatology, pathology and radiology
where image is key to differential diagnosis.

In ophthalmology, we use the medicine in recent years in
various ways. There was, in Europe, several research projects
including the real-time video conferencing, visual electrodi-
agnostic, transmission of color photographs of the fundus
and transmission of videotapes for evaluating the position
and mobility of the eye. This technology allows specialists
around the world to assess a case and discuss the treatment
options field. This is particularly worthwhile when you have
doubts about the diagnosis: several specialists in the world
can then work together to examine the ambiguous images
ophthalmology.

In 2001, Niewenhof et al. [14] concluded data they pub-
lished on the use of telemedicine as a diagnostic tool for
eye diseases that the new technology was an affordable and
reliable instrument especially when the images transmitter
knows pathologies in question.

In Canada, the Northwest Territories and Alberta are de-
veloping a teleophthalmology project that will use the new
technology to detect early signs of retinal complications in
diabetic natives. The technicians will train the regional health
service of Stanton in Yellowknife to make annual retinal
screening tests using portable digital devices. They will visit
remote communities in turn, will test and transmit information
in Alberta for diagnostic purposes. Whereas a native of ten
suffers from diabetes may lead to retinopathy and blindness
often, the project will significantly affect the everyday life
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not only for patients but also their families and the entire
community [15].

Other challenges that will face telemedicine and tele-
ophthalmology include the natural resistance of many health
professionals and patients to changes brought by technological
developments and the current limitations of robotic telesurgery
[16]. Ideally, the inevitable growth of the use of telemedicine
will benefit a larger number of patients regardless of their
geographical, social and economic situation.

Diabetic retinopathy is a public health problem world-
wide. The latest estimates indicate that 382 million people
or 8.3% of adults have diabetes worldwide and this number
will exceed 592 million in less than 25 years [17]. Almost
80% of people are in developing countries and nearly half
of patients have some degree of diabetic retinopathy at some
point. Diabetic retinopathy (DR), microvascular complication
of diabetes, remains the leading cause of blindness and visual
impairment in subjects under 60 years in all industrialized
countries [18]. Indeed, R & D is a silent disease for many
years; it only becomes symptomatic stages of complications.
Without treatment, it is causing a visual impairment up to
blindness or the interests of early detection.

Diabetic retinopathy (DR) remains a cause too frequent
visual impairment in industrialized countries, especially in the
labor force. Its severity remains linked to its belated support
because of inadequate screening [19].

Originally, the mobile phone is supposed to allow its user
to call relatively anywhere. But in recent years, the market
for feature phones - and smartphones - has gained ground and
is necessary in our pockets or handbags. Under Android, iOS
or BlackBerry, these devices are now almost forget the main
function which is to them a call.

The arrival on the market of this new class of powerful and
affordable terminals is the main vector of several innovations
in various fields, particularly in the medical field.

The increased use of medical applications for smartphones
offers new opportunities for doctors, including ophthalmolo-
gists.

The smartphone market is increasing worldwide in recent
years. It is estimated that over one billion the number of
outstanding smartphones in the world [20]. Recent series, 74-
98% of doctors own a smartphone and this percentage is
probably going to increase in the coming years [21], [22],
[23].

The arrival of smartphones and tablets in our daily practice
sounds by the force of circumstances, and often unconsciously
on how we handle our patients. The use of medical applications
in smartphones attracting more and more interest. It changes
the way in which we approach the care but also opens up new
management perspectives [24], [25], [26], [27].

With its exponential success, the Smartphone has quickly
become one of the essential links in the chain of telemedicine.
This miniature tool with many sensors that can connect to
almost all networks (Internet, GSM, 3G ...), is now seen as
being ideal for different types of applications [28].

One of the most important preferential application areas

that can be identified is the monitoring of chronic diseases
such as heart disease, Alzheimer’s, diabetes, etc.

Among chronic diseases, our choice fell on the disease
of diabetes, one of the most prevalent diseases in the world
today which affects a very significant portion of the world
population, which is described by some as "the disease of the
XXI century".

The remainder of this paper is organized as follows: in
Section II, basic concepts related to the image processing
are presented such as filtering, morphological operators. The
section III discusses all steps behind the realization of the
application. Conclusion is presented in the last section.

II. APPLICATION DESCRIPTION

The "RETINA" application helps fulfill the principle of
remote tele-ophthalmology to allow early detection of diabetic
retinopathy. It consists of two parts, one dedicated for patients
and the other for doctors.

The first allows through a microscopic lens, which is
connected to a smartphone, capturing the fundus of diabetic
patients that may have a visual defect because of diabetes
including diabetic retinopathy. The application then provides
multiple choice of image processing (filters and morphological
operators ...) to improve the quality of the captured fundus
and thus facilitate the detection of these anomalies. Personal
information of patients with fundus images are then processed
in a secure MySQL database.

This application also provides information on the diabetic
retinopathy, and its clinical signs. The second application
dedicated to doctors allows to search in the database the
processed images of the fundus of patients according to their
ID numbers, display them on the interface to be viewed by the
doctor, who will then give its diagnostic and recommendations
to their patients by email.

The following section provides more informations about
the different features that characterize our application.

A. Connection Establishment

In a first step, an interconnection between the mobile
terminal and the server should be performed. It will therefore
agree on the same tunnel (port, address, etc.) between this
device and its corresponding so they can share data. About this
connection, we have exploited the http protocol to manage the
inputs/outputs of the server, including the personal information
of patients.

B. Image Acquisition

After recording information related to the patient, the
application gives us access to the smartphone’s camera to
capture the fundus. For this we use a microscopic lens with
a universal clip, with a 60x and 100x zoom. But the result
was not as reliable as expected so we used the e_ophtha_MA
database to have retinal images. It was extracted from the
telemedicine network OPHDIAT for screening of DR. This
part does not require a particular study, it is only the library
of Android that allows such manipulation.
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Fig. 1. Image before improvement (left) and improved by adaptive equaliza-
tion (right)

C. Image Processing

Despite enormous progress in the image acquisition tech-
niques, the retinal images taken at the clinic daily are often
very noisy, they suffer from low contrast and illumination is
not uniform. The reasons may be of varied origins:

• Possible diseases (such as cataracts).

• patient’s movements.

• Circumstances in which the picture is taken.

• Differences in the illumination of the eye, which
depend not only on technology but also on the shape
of the patient’s eye.

Apply image enhancement algorithms, i.e. the contrast
enhancement or filtering to remove noise. These algorithms
have two possible purposes:

1) On one hand, this type of algorithm is used to
facilitate the work of a specialist by giving it im-
proved images to analyze the particular algorithms to
increase contrast.

2) On the other side, all methods of automatic analysis
or semiautomatic begin with a pre-filtering of the
image, therefore, improvement can be seen as a first
step toward automatic analysis of retinal images.

In our application, with the library "OpenCV", we were
able to integrate pretreatment methods, and morphological
operators, which we will define later.

1) Pretreatment:

a) Adaptive histogram equalization -: To account for all
the spatial distribution of gray levels in the image, a histogram
adaptive equalization is used as it is depicted in Figure 1.
This technology is to divide the image into non-overlapping
rectangular regions.

b) Filtering -: Filtering is a basic operation in image
processing, it allows the perception of certain details, reduce
noise, compose the defects of the sensor. One of the filters
used in image processing of our application is the Gaussian
filter. This linear filter better handles cases or vessels appear
darker than the background. Figure 2 shows an example of
filtering with Gaussian filter.

g = γβ (f ∗G) (1)

Fig. 2. Retinian image filtering (a) Improved image (b) Filtering with gaussian
of the improved image

c) The Gaussian filter -: The intensity of a pixel
depends on that of its neighbors: Let U (x), the gray level
of a point x of the image to be processed and G the Gaussian
kind given by the following formula.

Gσ =
1√
2πσ

exp

(
−| x |
2σ2

)
(2)

2) Morphological operators: Mathematical morphology
offers a large number of very powerful image processing
and analysis tools that can be found under different headings
in some image analysis software and even image editing,
whose purpose is the study of objects according to their
neighborhood, their texture and their grayscale or their color
by the transformations it proposes. Mathematical morphology
was invented in 1964 by GEORGES MATHEPON and JEAN
SERRA in the laboratories of Paris Mines School. To analyze
images using mathematical morphology, we rely on a certain
number of operators that we specify and combine to arrive
at the desired result. Morphological operators are divided into
two types:

• basic morphological operators: erosion and dilation.

• compound morphological operators: they are formed
by a successive application of set operators that the
union, the difference.

The basic principle of mathematical morphology is to
compare the image to be analyzed with a set of known
geometry called structuring element.

a) Morphologic erosion: The morphological erosion of
an object X by the structuring element B is defined by the
principle of duality:

εE
(
X
)
= δE (X) (3)

The operation of the erosion of a set X by a structuring element
B, is the set of points x of R2 such that B is fully included in
X when x is centered in x.

X 	Bx = {x ∈ R2, Bx ⊂ X} (4)

b) Morphologic dilation: The dilation operation de-
noted δB(X) is in fact the dual operation of erosion. We
obtain the dilated of a set X by a structuring element B
taking the totality of the covered surface when the origin of B
successively occupies all the positions x ∈ X . Since erosion
and dilation are elementary morphological operators, it comes
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Fig. 3. Example of dilation effect

Fig. 4. Morphological opening

to mind to combine these operations; these transformations
tend to smooth the contours of the particles. An example of
dilation effect is shown by Figure 3.

c) Morphological opening: The morphological opening
operation is obtained by the succession of erosion and dilation.
The morphological opening has the effect of eliminating the
detection zones of size smaller than that of the structuring
element and reconstructing the shape of the object. The open
set is more regular and less rich in detail than the initial set.
The opening can disconnect the sets; it plays the role of a
filtering.

γB (X) = X ◦B = δB̃ (εB (X)) =
(
X 	 B̃

)
⊕B (5)

Figure 4 shows the morphological opening operation.

d) Morphological closing: By reversing the order of
the operations used to define the opening, we obtain a new
operation called closing. This operation is performed by con-
catenation of a dilation followed by erosion of the structuring
element. The morphological closing makes it possible to fill
the holes in the image, it can connect two related particles to
become one.

ϕB (X) = X ·B = εB̃ (δB (X)) =
(
X ⊕ B̃

)
	B (6)

Figure 5 shows an example of morphological closing opera-
tion.

e) Top hat transformation: Top hats are used to locate
structures in the image that are smaller than the structuring
element. They are usually applied only to grayscale images
(see Figure 6). So, it allows to extract all the details of an
image that have removed by filtering (opening or closing). The
top hat transformation can be divided into:

Fig. 5. Morphological closing

Fig. 6. Application of the top hat transformation

• "White top hat": to detect what the opening has
caused, it is calculated by the difference between the
image and its opening.

TH+
B (f) = f − γB (f) (7)

• "Black top hat": allows you to extract valleys or dark
structures from the image. It is calculated by the
difference between the closing and the image.

TH−
B (f) = φB (f)− f (8)

III. REALIZATION OF THE APPLICATION

The pltaform of the application is represented by the Figure
7 where the different parts and the possible transitions between
them are showed. This application is done under Android
environment using the Open source software library Computer
Vision (OpenCV). OpenCV has more than 2500 optimized
algorithms. The library includes a complete set of computer
vision algorithms and learning algorithms. It has been around
for a decade and is released under the Berkeley Software
Distribution (BSD) license, making it easy for users to use
and modify the code. OpenCV for Android supports access to
its functions through its native API and also its Java wrappers
API. In the case of a native API, you will define your native
library using Android NDK and include the OpenCV libraries
that you are using. Then, you will call your native library from
the Java code using Java Native Interface (JNI). The other
option is to use the OpenCV Java wrappers directly in your
Java code using the usual Java imports. What will happen is
that the Java wrappers will channel your calls to the native
OpenCV libraries using JNI [29].

Our application consists of two parts, a part dedicated to the
patients named "RETINA PATIENT" and another dedicated to
the doctor named "RETINA DOCTOR".
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Fig. 7. System architecture

Fig. 8. RETINA PATIENT flowchart

A. RETINA PATIENT

A flowchart of RETINA PATIENT is depicted in Figure
8. When launching the application, a home page is displayed,
followed by an authentication phase asking the user for his
login and password (see Figure 9). This step allows a single
authentication of users of the application, which allows a
RETINA system protection of malicious uses. If the authen-
tication is wrong i.e. login or the password is incorrect, an
error message will be displayed to the user to try again. If
authentication is successful, a window appears with four but-
tons labeled "NOUVEAU PATIENT", "DOSSIER PATIENT",
"RETINOPATHIE DIABETIQUE" and "RETOUR" (see Fig-
ure 10). The "DOSSIER PATIENT" button leads to a personal
form where the user must fill in all the necessary details of
the patient to be examined.

Once all fields are filled, clicking on the "Ok" button
creates a new line in the MySQL database, so a message
informs us that the new patient has been successfully inserted

Fig. 9. Authentication page

into the database. The "RETOUR" button is used to return to
the main menu, and thus cancel the registration of this patient.

After the patient registration phase, a menu is displayed,
and gives us access to the smartphone camera, by pressing
a button labeled "CAMERA" to take pictures of the fundus
to the using the Smartphone camera or the small microscope
connected to our Smartphone if the camera of the Smartphone
has a low resolution. We can also load the fundus images
if they are stored in the gallery (see Figure 11). After the
selection, the image appears and it will be ready for processing.
The latter makes it possible to: i) convert the image taken
by the camera or loaded from the Smartphone gallery to
gray level in order to apply other treatments, ii) improve the
contrast, iii) select a filter among the three (Median, Average
and Gauss), iv) or apply a morphological operator among the
five (Tophat, Blackhat, Dilation, Erosion and Opening). All
of these methods have been integrated through the "Opencv"
library for Android.

From the button "DOSSIER PATIENT" of the main menu
of RETINA, we have the possibility to change or modify the
information’s that are already registered in the database of our
patients. These changes can be made after a file search by
number to change either the patient’s personal information
or to update his fundus photo. A message informs us that
the changes made have been saved successfully. The button
"RETINOPATHIE DIABETIQUE" of the main menu, gives
us some information about the disease, its definition, its
symptoms and its causes. The "QUITTER" button allows us
to leave the application in a secure way, and this after the
confirmation message "Are you sure you want to leave?"

B. RETINA DOCTOR

The principle of RETINA DOCTOR application is de-
scribed by the Figure 12. It allows the ophthalmologist to

www.ijacsa.thesai.org 636 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 11, 2018

Fig. 10. Home page application

Fig. 11. Load of fundus photo

access the database, after a step of personal authentication,
and have the opportunity to see the coordinates and the fundus
photos of his patients, thanks to the file number, so to be able to
make then its diagnosis, and its recommendations (see Figure
13). If the entered folder number is not correct or does not exist
in the database, an error message is displayed. If necessary,
the patient will be summoned by the ophthalmologist via his
mailbox. Finally, we note that the design and implementation
of the application RETINA was made in collaboration with
experts and professionals in the field of health including
specialists in ophthalomology.

Fig. 12. RETINA DOCTOR flowchart

Fig. 13. Retina Doctor

IV. CONCLUSION

Diabetic retinopathy is a chronic disease of the retina.
As the number of patients with this condition increases each
year, therefore, screening for diabetic retinopathy is currently
a major problem. In this paper, we have developed an Android
diagnostic aid application for scanning fundus images remotely
using telemedicine tools and techniques, thus reducing the
number of patients that need to be examined by ophthalmol-
ogists. In addition, improve the quality of care provided to
patients by maximizing the number of diabetics examined per
year and by reducing patient waiting times. The application is
divided into two parts, a part dedicated to the patients allowing
them to record their images of the fundus in a database
after taking them or loading them from the gallery of their
smartphones, and a second part dedicated to doctors who will
be able to consult these images from a distance by accessing
the databases for an eventual diagnosis.
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Abstract—Rehabilitation systems are becoming more impor-
tant now because patients can access motor skills recovery
treatment from home, reducing the limitations of time, space and
cost of treatment in a medical facility. Traditional rehabilitation
systems served as movement guides, later as movement mirrors,
and in recent years research has sought to generate feedback
messages to the patient based on the evaluation of his or her
movements. Currently the most commonly used algorithms for
exercise evaluation are Dynamic time warping (DTW), Hidden
Markov model (HMM), Support vector machine (SVM). However,
the larger the set of exercises to be evaluated, the less accurate the
recognition becomes, generating confusion between exercises that
have similar posture descriptors. This research paper compares
two HMM classifiers and Hidden Conditional Random Fields
(HCRF) plus two types of posture descriptors, based on points
and based on angles. Point representation proves to be superior
to angle representation, although the latter is still acceptable.
Similar results are found in HCRF and HMM.

Keywords—Kinect Skeletal; Sequential Learning Algoritms;
Virtual Rehabilitation; Virtual Reality Therapy

I. INTRODUCTION

Rehabilitation systems are now becoming more important
because patients can access motor skills recovery treatment
from home. The treatment has several components, one of the
main ones being the repetition of movements, which requires
the assistance of medical personnel to indicate if the movement
was performed correctly to count the repetitions performed. It
is necessary to go to a medical center, request an appointment
and require the assistance of a therapist.

Virtual rehabilitation systems are intended to meet the
needs of the mechanical part of the motor skills recovery
treatment[14]. Initially these rehabilitation systems were fo-
cused only on being a guide of movements, since they showed
an avatar that carried out the example of the movement to
be carried out. Later, with the introduction of cheaper motion
sensors such as Kinect(Kv1) in 2010, systems were built that
served as a mirror, i.e. showed the user their movements on the
screen so that the patient could visualize and self-correct or
simply have a record that could be evaluated later by the thera-
pist. In recent years, research has sought to generate intelligent
assistants such as motion counters or motion evaluators who
also send feedback messages in the form of text or voice to
inform patients of the quality of their movements. One way to
evaluate movements is to apply a sequential learning algorithm
to position descriptors obtained by a depth sensor such as Kv1
[1], [2], [3].

The most commonly used algorithms for motion evaluation
are DTW, HMM and SVM[1], [2], [3]. However, the greater
the number of exercises to be evaluated, the less accurate the
recognition of these movements is, which leads to the search
for improvements in the performance of the algorithm used.

This research paper aims to compare two HMM and HCRF
classifiers, in addition to two types of posture descriptors,
based on points and based on angles.

The point based posture descriptor proves to be superior
to the angle based posture descriptor, although the latter is
still acceptable. While with the HCRF and HMM algorithms
similar results are found. The remaining part of the paper is
organized as follows. A brief review of virtual rehabilitation
state-of-the-art in this paper is explained in Section 2. Details
of the methodology are described in Section 3. A results with
the experiment settings is introduced in Section 4. Conclusions
are presented in Section 5 and some future Works are provided
in Section 6.

II. STATE-OF-THE-ART

In recent years there has been an increase in the number
of studies related to virtual rehabilitation with feedback [13],
however, there are few studies that test new algorithms applied
to exercise evaluation, as shown below.

Uttarwar et al. [4], propose a rehabilitation system for
shoulder injuries. They use HMM for recognition and his-
tograms to calculate accuracy. For the training, 10 sequences
of each exercise were used, performed by 3 healthy subjects
for 4 exercises. 100% accuracy is reported when the patient
performs a single exercise for 30 seconds. For multiple exer-
cises, the ranking gets a lower accuracy score . The training
and testing package is very limited with respect to other jobs
[5], [6], [7], [2] and [8].

M. Capecci et al. [2], propose the use of the Hidden
semi-Markov model (HSMM) to model the time evolution
of movements and compare them against DTW, perform tests
with 5 different exercises with 33 people. As statistical mod-
els, HSMMs model the distribution of features from multi-
ple demonstrations. They report that the proposed algorithm
outperforms DTW in terms of correlation with a clinical
evaluation, demonstrating the applicability of this approach.
The number of subjects is larger than in other jobs [5], [6],
[7], and [8]. However, the number of exercises is less than
these.
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Anton et al. [9], propose a system for monitoring rehabili-
tation exercises to track patient progress, without the need for
a specialist. The system can be trained to detect exercise and
compare movement with the correct form, providing feedback
to the patient and tracking progress. Of 100 sequences of
skeletons describing simple activities such as hand or leg
movements, 97% were correctly recognized. However, evalu-
ation errors can be expected at any time, propagated from the
error of the MATCH algorithm. In addition, errors based on
Kinect’s schematic error may occur for the detected attachment
points. Another disadvantage of the system is that it only
considers the angles of the segment of the skeleton in two
dimensions when projecting the segments in the XY plane,
without taking into account the perspective [9]. An evaluation
with Kinect v2 may yield greater results. Descriptors like in
[6], [7] allow you to represent perspective.

Vemulapalli et al. [7], propose a new skeletal representation
that explicitly models 3D geometric relationships between
various parts of the body using rotations and translations in 3D
space. Using the proposed representation, human actions can
be modeled as curves in this Lie group. They then perform the
classification using a combination of DTW, Fourier temporal
pyramid representation and linear SVM. Experimental results
in three sets of action data show that the proposed representa-
tion works better than many existing skeletal representations.
The descriptors used, besides being light, obtain results higher
than 90%, being necessary to use them with other algorithms
such as those of [10].

Batabyal et al.[5], demonstrate that a set of active 3D skele-
ton coordinates can be used effectively for action recognition.
The 3D joint coordinates based on Kinect suffer from low
frequency noise. However, the covariance-based function could
successfully eliminate the unwanted effect of noise. At the
same time, mapping characteristics to the lowest dimensional
variety may improve the result of the classification. The 3D
descriptor they use proves to be meaningful with a large data
set.

Wang et al.[10], present a discriminatory hidden state
approach to gesture recognition. The proposed model combines
the two main advantages of current approaches to gesture
recognition: the ability of CRFs to use long-range dependen-
cies and the ability of HMMs to model the latent structure.
Results have shown that HCRFs outperform both CRFs and
HMMs for certain gesture recognition tasks. For arm gestures,
the multi-class HCRF model outperforms the HMM and CRF
even when not using long-range dependencies, demonstrating
the advantages of discriminative joint learning. HCRF and CRF
are used for the recognition of gestures, while still needing to
be tested with exercises.

Liu et al.[11], present an assistive physical rehabilitation
system based on skeletal detection with Kinect. They construct
a location of standardized three-dimensional Cartesian coordi-
nates of correct postures in the OpenNI system. They also use
the support vector machine (SVM) as a classifier to define
the accuracy of the posture. Finally, the system can judge the
correctness of the users’ positions. Considering only 15 joints,
and leaving aside the less significant ones, seems to have a
favorable result when recognizing gestures.

From the previous analysis it is observed that algorithms

such as HCRF still need to be tested with movements par-
ticularly of exercises, and HMMs tested with a wider set
of movements, in addition there are several descriptors that
could significantly represent the user’s posture, which should
be tested with algorithms such as HMM and HCRF.

In this paper we applied HMM described in [4] by Utarwar
et al., and HCRF in [10] by Wang et al. Using the position
descriptor based on points [5] and the position descriptor based
on angles by Anton et al.[9], considering three dimensions
XYZ, described in[7] by Vemulapalli et al. It was therefore
necessary to assess whether the position descriptor based on
angles is as significant as the position descriptor based on
points with two different HMM and HCRF algorithms.

III. METHODOLOGY

We conducted the research in four stages, as shown in
Figure 1: Stage 1: Data set collection using Kv1, which was
divided into two subsets: training set and test set. In the second
stage, the training set was trained in four situations: HCRF
with point based descriptor, HCRF with angle based descriptor,
HMM with point based descriptor and HMM with angle based
descriptor. For the third stage, the test set was evaluated in all
four cases, and contrasted with the expected result. In the final
stage, the confusion matrix was developed for each situation
and the ROC curve was plotted for the four test cases.

Fig. 1. Step 1: Collect the data set using the Kinect v1 (training subset and test
subset). Stage 2: Trained the training subset with four algorithm cases: HCRF
with points, HCRF with angles, HMM with points and HMM with angles.
Stage 3: Evaluated the test subset with all four cases. Stage 4: Analysis using
the confounding matrix and the ROC curve.

A. Data acquisition

The Skeletal tracking functionality of the kv1 allows the
human skeleton to be tracked using an algorithm that identifies
the parts of the human body of people within the sensor’s
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field of view. It is by means of this algorithm that the points
referring to the parts of the human body have been obtained.
And through these reference points it has been possible to
apply different algorithms for the recognition of gestures.

In other words, each sequence of movements corresponds
to a sequence of postures, each posture is represented by
twenty points that refer to the joints of the human body, each
point has three coordinates, in total each posture has sixty
values that describe it. And each movement sequence has a
multiple of sixty for its representation.

There are two ways to represent these reference points,
using point based descriptors and angle based descriptors.

1) Pose descriptor based on points: Each skeleton is rep-
resented by twenty joints, each joint has a pre-defined enumer-
ation and identification, listed in table I, which are distributed
as a sample in Figure 2, and each point is represented in space
3 D, by the coordinates X, Y and Z (1), as in [5], [7].

Fig. 2. Representation of the posture using characteristic points. The skeleton
is made up of 20 joints, with a predefined enumeration and identification.

Source: Kinect

KinectA = A(x1, y1, z1) (1)

2) Pose descriptor based on angles: Eighteen angles
formed by the reference points of the human body were identi-
fied, Figure 3, four angles are excluded: the angles formed by
the hands and feet with the extremities, since the observations
are made on movement exercises involving movements of the
extremities of the body, the minimum movements of the hands

TABLE I. CHARACTERISTIC POINTS

Source: Kinect

# Joint
0 HipCenter
1 Spine
2 ShoulderCenter
3 Head
4 ShoulderLeft
5 ElbowLeft
6 WristLeft
7 HandLeft
8 ShoulderRight
9 ElbowRight
10 WristRight
11 HandRight
12 HipLeft
13 KneeLeft
14 AnkleLeft
15 FoootLeft
16 HipRight
17 KneeRight
18 AnkleRight
19 FootRight

TABLE II. CHARACTERISTIC ANGLES. ANGLE EXCLUDED.

# Angles
0 hipCenter - spine - shoulderCenter
1 spine - shoulderCenter - head
2 head - shoulderCenter - shoulderLeft
3 shoulderCenter - shoulderLeft - elbowLeft
4 shoulderLeft - elbowLeft - wristRight
5 elbowLeft - wristLeft - handLeft *
6 head - shoulderCenter - shoulderRight
7 shoulderCenter - shoulderRight - elbowRight
8 shoulderRight - elbowRight - wristRight
9 elbowRight - wristRight - handRight *

10 spine - hipCenter - hipLeft
11 hipCenter - hipLeft - kneeLeft
12 hipLeft - kneeLeft - ankleLeft
13 kneeLeft - ankleLeft - footLeft *
14 spine - hipCenter - hipRight
15 hipCenter - hipRight - kneeRight
16 hipRight - kneeRight - ankleRight
17 kneeRight - ankleRight - footRight *

and feet being of little relevance, finally fourteen angles of
importance are selected, table II

To calculate the fourteen selected angles, place the three
points forming the angle, figure 4, convert these points into
two vectors (2) and (3), and apply the angle formula between
two vectors in three dimensions (4), as in [2].

∼ u = A(x1, y1, z1)−B(x2, y2, z2) (2)

∼ v = B(x2, y2, z2)− C(x3, y3, z3) (3)

cosβ =
→
u
.→

u

|→
u
| . |→

u
|

(4)

An angle of for this type of descriptors is formed from
three points relating to the human posture, these points must
be adjacent. The angle being the one that has as its center the
joint that joins the other two joints.
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TABLE III. TRAINING AND TEST DATA

Class Exercise Training samples Test samples
Class 1 Diagonal 24 10
Class 2 Right Bipodal Equilibrium 24 10
Class 3 Left Bipodal Equilibrium 24 10
Class 4 Left Unipodal Equilibrium 24 10
Clase 5 Right Unipodal Equilibrium. 24 10
Clase 6 Right Elbow Flexion 24 10
Clase 7 Left Elbow Flexion 24 10
Clase 8 Right Shoulder Flexion 24 10
Clase 9 Left Shoulder Flexion 24 10
Clase 10 Squat 24 10

TABLE IV. EXPERIMENTS

Algorythm Tolerance Repetitions
HMM Points 0,125 % 300
HMM Angles 0,125 % 300
HCRF Points 0,125 % 300
HCRF Angles 0,125 % 300

Excluded angles are shown with an asterisk in table II.

The point based descriptor was used to capture the exercise
sequences. Ten exercises from a Patient and Caregiver Guide
were identified for this purpose, these being exercises to be
performed at home after a stroke. Recordings of 34 repetitions
were made for each exercise, 24 were added to the training
set and 10 to the test set. In total there were 240 training
sequences and 100 test sequences, the description of the data
set in Table III.

Exercises of the upper limbs. Self-passives and mobiliza-
tions made by the patient himself, Figures 5 and 6.

Trunk exercises. Mobilizations made by the patient himself.
Figures 7 and 8.

B. Training

A set of 240 sequences of 10 types of exercises were
trained, with two HCRF and HMM algorithms, using two dif-
ferent descriptors, based on points and based on characteristic
angles, table IV

1) HMM: The parameters are learned automatically by
means of the Baum Welch Learning algorithm, which is
created with a Forward topology with 10 states for a 60-
dimensional alphabet, in addition, the classifier is created
assuming a Gaussian distribution and it is defined that the
training must be carried out until the tolerance is less than
0.0025 or the maximum of iterations defined as 300 have been
fulfilled. In addition, the covariance matrices are prevented
from degenerating adding a regularization value to the diagonal
so that they remain positive.

2) After defining the parameters, the algorithm is trained
with the sequences destined for this purpose, table III.HCRF:
The Hidden Resilient Gradient Learning algorithm is created,
which is established with a Forward topology with 10 states for
a 60 dimensional alphabet, in addition, the classifier is created
assuming a Gaussian distribution, it is defined that the training
must be performed until the tolerance is less than 0.0025 or
the maximum of iterations defined as 300 have been fulfilled.

After defining the parameters, the algorithm is trained with
the sequences destined for this purpose, Table III

TABLE V. RESULTS

Algorythm Successes
(%)

Training time
(ms)

Consultation time
(ms)

HMM Points 100 % 88898,74 3781,51
HMM Angles 96 % 30830,35 1489,99
HCRF Points 100 % 248139,86 4371,9
HCRF Angles 95 % 621144,23 2094,39

Fig. 3. Representation of the posture by characteristic angles. The skeleton is
formed by 18 angles, excluding angles formed by the hands and feet. Finally,
14 angles are selected.

C. Recognition

For recognition in cases where point based descriptors are
used, words and their corresponding tags are sent. In the case
of angle-based recognition, the angle points are first converted
and sent to the algorithm.

The set of training sequences has associated tags that
identify the movement that is performed in that sequence,
then 100 exercise sequences are consulted, and the answers
generated are contrasted with their respective tags. In addition,
the time required for the consultation is calculated.

IV. RESULTS

HCRF with point representation gets 100% accuracy, just
like HMM with point representation. While the same algo-
rithms with angle representation get 95% and 96% respec-
tively. In the case of HCRF with angle representation, there is
confusion between classes: class 1, class 4 and class 10, and
in the case of HMM with angle representation the confusion
is in classes: class 4 and class 5, table V.
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Fig. 4. Formation of a characteristic angle from three characteristic points
of posture. A, B and C represent some adjacent characteristic point, beta the
characteristic angle formed by A, B and C.

Source: Kinect.

Fig. 5. Exercise. Elbow flexion [12]

HMM with point and angle representation are 88898.74 ms
and 30830.35 ms respectively. While HCRF gets 248139.86
ms and 621144.23 ms for each representation respectively.
Notably HMM requires less training time with either point
or angle representation, table V.

The angle display with HMM gets 1489.99 ms and with
HCRF 2094.39 ms respectively. While the dotted represen-
tation gets 3781.51 ms and 4371.9 ms for each algorithm
respectively. The angle representation with both algorithms
obtains a shorter response time than with its counterpart, Table
V.

Of the 100 test sequences, 100 are correctly classified,
Figure 9.

Of the 100 test sequences, 96 are correctly classified and
4 are incorrectly classified, figure 10.

Of the ten elements of class 9, 7 are correctly classified to
class 9 and 3 are incorrectly classified to class 4, figure 10.

Of the ten elements of class 10, 9 are correctly classified
to class 10 and 1 is incorrectly classified to class 5, figure 10.

Of the 100 test sequences, 100 are correctly classified,
figure 11.

Of the 100 test sequences, 95 are correctly classified and
5 are erroneously classified, figure 12.

Of the ten elements of class 4, 8 are correctly classified
to class 8 and 2 are incorrectly classified to class 1 and 10,

Fig. 6. Exercise. Shoulder flexion [12]

Fig. 7. Exercise. Bipodal balance[12]

figure 12.

Of the ten elements of class 9, 7 are correctly classified to
class 9 and 3 are incorrectly classified to class 4, figure 12.

The ROC curve shows that the point based descriptor has
more area under the curve with both algorithms, figure 13, so
for the data set presented it is the most recommended to use.

V. CONCLUSION AND FUTURE WORK

A total of 340 sequences of postures from 10 rehabilitation
exercises were collected, 240 of which were for training and
100 for testing. These sequences were evaluated with two
HCRF and HMM algorithms using two types of descriptors,
based on posture points and based on posture angles. The dot-
based descriptor was found to be superior to the angle-based
descriptor, however, the latter is still acceptable. While HCRF
and HMM have similar results, it is necessary to perform tests
with a set of sequences superior to the present one.

With both HCRF and HMM, the point based descriptor
proves to be more accurate, however the results with the angle
based descriptor are still acceptable. Angle representation
could be improved with more analysis of the relevance of
angles to certain movements. HCRF and HMM show slightly
similar results, being HMM the least space and time con-
suming, therefore it is still necessary to do experiments with
a greater number of sequences and groups of exercises, to
determine the most appropriate
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Fig. 8. Exercise. Unipodal balance[12]

Fig. 9. Confusion Matrix. HMM Characteristic Source Points
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Abstract—The earlier forecast and location of disease cells can
be useful in curing the illness in medical applications. Knowledge
discovery is having many significant roles in health sector,
bioinformatics etc. Plenty of hidden information is available
in the datasets present in the various domains like - medical
information, textual analysis, image attributes exploration etc.
Predictive analytics and modeling encompasses a variety of
statistical methodologies from machine learning that can analyze
the present along with historical facts to make the predictions
about the future events. Breast cancer research already has
involved with the good amount of progress in recent decade, but
due to advancement in technologies, there is still some possibilities
for an improvement.

In this paper, the fine-tuned and stacked model procedure
is presented which is experimented on standard breast cancer
dataset. The obtained results show the improvement over state-
of-the-art algorithms with improved performance parameters e.g.
disease prediction accuracy, sensitivity and better F1 score etc.

Keywords—Machine learning; Cancer prediction; Data mining
and Knowledge discovery; Supervised learning; Neural Networks

I. INTRODUCTION

Over past decades, the life-style of individuals has modified
underneath the various factors i.e. changes in the nutrition
thing, utilization of the artificial agents or varied technological
enhancements. It incorporates a negative as well as positive
side. On one aspect, life is easier; there are new opportunities
to carry out totally diverse kind of human motions etc. On
another aspect, various types of diseases have increased and
that require new varieties of treatment phenomenons to en-
hance a high quality of health care and the all in one solutions
for associated well-being. Breast cancer [6] is one in all the
foremost common cancer in conjunction with respiratory organ
and cartilaginous tube cancer, glandular cancer and carcinoma
among others. The employment of information science and
machine learning approaches [11][13] in medical fields proves
to be prolific as such approaches are also thought of nice help
within the higher cognitive process of medical practitioners.
Conventional strategic movements are hardly tolerating while
facing with the multivariate natured data. The earlier forecast
and location of disease cells with better accuracy can be
useful in curing the illness in various medical / healthcare
applications.

A. Related Work

M. Bruijne given a machine learning approach and frame-
work [1] for disease detection and diagnosis for medical and
healthcare data. Sherafatian [2] in his work, given a concept,

tree-based procedures which is indicated as the minimal length
subset of miRNA for the disease diagnosis. H. Wang et al.
[3] proposed an ensemble procedure based on support vector
regression for the cancer disease diagnosis. C. M. Lynch
et al., in their work [4], have proposed a procedure for
lung cancer patient’s predictive analysis and their survival
scenario chances via the supervised ML methods. Sommen
et al. [5] given a method for predictive features for early
cancer detection scenario. Wassan et al. [6] surveyed the
various machine learning methods in Bioinformatics domain.
N. Khuriwal et al. [7] proposed a framework for breast cancer
diagnosis using adaptive voting ensemble machine learning
algorithm. Ali et al. [8] compared two techniques i.e. SVM
and Neural semantic circuit networks cancer contamination
diagnosis. They did experiments with the variety of kernel
functionalities for support vectors hyperplanes e.g. mpl (with
86% accuracy), radial basis function (89%), quadratic (88%)
furthermore polynomial (approx 88%).

Shajahaan et al. [9] utilized ”Wisconsin Breast Cancer
Database” for contamination analysis within variety of learning
rules like Random Forests (RF), C4.5 etc. Chaurasia et al.
[10] employed WEKA environment with 10-folds cv procedure
for the algorithms like - k-NN, Best First randomized nodes
forests, SMO etc. Authors of [11] in their work, performed
a comparative analysis among Radial Basis Function kernel
circuitary, Multilayer Perceptron circuit nodes forest along
with the canonical logistical marking regression algorithmic
procedures. Abed et al. [12] contemplated a categorization
method of hybrid nature for cancer infected cell’s interpretation
and analysis. Ivankov et al. [13] given an extensive comparison
of some significant and practically used machine learning
routines in the binate natured classification elucidation.

B. Research Contribution

This paper contributes as follows:

• First, the state of the art scenarios and developments,
results in the probem domain are reviewed. The lim-
itations in existing methods drove the development
of proposed solution for prediction model on cancer
dataset.

• Then the experiments are performed on Breast Cancer
Wisconsin (Diagnostic) Data Set [14] and further the
novelty of proposed methodology through comparison
results of existing approaches is proved on the same
dataset.
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C. Organization of the Paper

The remaining paper is structured as - Section 2 elab-
orates about some significant definitions and preliminaries.
The proposed idea and detailed procedure is given in section
3. Experimental results along with comparative performance
analysis are given in section 4. Finally, conclusive summary is
given in section 5.

II. PRELIMINARIES AND DEFINITIONS

This sections presents some definitions and preliminaries.

A. Neural Networks Architecture

The basic design and working functionality of this classifier
is somewhat equal to the human brain (concluded in lot of
neurological studies). In the point of view of structure, its
flexible accordingly to the task user needs to perform I.e. high
dimension diminishing, localization, regression, categorization
etc. First, based on input training data and learning algorithm,
the classifier model is trained. The structure consists of i/p
layer, hidden (middle) layer and o/p layer.[15] Here, the
training process is more time consuming and it can perform
multiclass classification. The accuracy of this classifier some-
times degrades due to less effective preprocessing and presence
of missing values etc.

B. Support Vector Regression

This falls under the category of supervised learning mech-
anism where training and testing both phases are present.
This classifier is based on the phenomenon of n dimension
planes and hyperplanes. The n value depends on the total
number of classes and the features lies on the planes spaces
as separate data points. Here the task is to find support vec-
tors/hyperplanes, which separate the data points into various
available categories.[16] The separating hyperplanes can be
linear in nature or nonlinear depending upon input problem.
Here, the functionality of chosen kernels, variance plays sig-
nificant role in output performance parameters.

C. Fuzzy SVM

If the attributes values and classes in the data are not
discrete in nature means they are continuous natured then
fuzzy logic is utilised in the support vector procedure.[17, 18]
Some data which includes noise elements into it, should also
be processed through fuzziness logic.

D. Bayesian Classifiers

As the metadata collection, some statistical and probability
computations are first associated here.[19] To find the certain
correlations among features, Bayesian and naive independent
procedures are utilised. This classifier was invented in 1950s
and since then it is being used with lot of variations in terms
of correlations scanning, imputed variable predictors, dynamic
features induction, non-linearized learning etc.

III. PROPOSED METHODOLOGY

This section presents the core idea and detailed algorithmic
procedure.

A. Core Idea

Here, the curse of dimensionality and curse of multivariate
nature of data has been dealt. This research contribution tried
to achieve a computationally efficient dimension reduction
and further classification based disease prediction procedural
framework with comparatively improved and high accuracy.
The detailed procedures are given as Algorithmic frameworks
3.2.1 and 3.2.2 in below sub-section. In algorithm 3.2.1,
dimension reduction is performed as a pre-processing phase to
deal with the curse of dimensionality. The dataset is converted
into lower dimensional space (projection of a feature space into
a smaller subspace), which is aimed to get rid of overfitting and
perform reduction in computational cost. Further in algorithm
3.2.2, fine-tuned neural network with stacking is applied for
disease prediction analysis.

B. Procedure Steps

Algorithm 1 Algorithmic procedure 3.2.1
1: Compute → the mean vectors mi (d-dimensional) for (i

= 1, 2 · · · , Cn); where, Cn: total no. of different classes
for the dataset.

2: Compute → scatter matrices in two aspects -
Within-class matrix: Use eq. SMATW =

∑c
i=1 Si; where,

Si =

n∑
x∈Di

(x−mi)(x−mi)
T

mi =
1

ni

n∑
x∈Di

xk

Between-class matrix: Use eq. SMATB =
∑c

i=1Ni(mi−
m)(mi −m)T ; where m, mi and Ni are - overall mean,
sample mean and sizes of respective categories.

3: Compute → Eigenvectors (ev1, ev2, · · · , evd) along with
the corresponding Eigenvalues (λ1, λ2, · · · , λd) for scatter
matrices computed in step 2.

4: Make the tuples list and perform sorting of Eigenvectors
with decrement in Eigenvalues.

5: k Eigenvectors are chosen with the largest of Eigenvalues
and construct the d × k dimension matrix M (here, each
column denotes an eigenvector).

6: Transform samples into new subspace by using d × k
matrix i.e. -

Q(n×k) = P(n×d) × M(d×k)
Here, P denotes: n×d sized matrix possessing n samples,
Q denotes: transformed n × k sized samples in reduced
new feature-subspace.

Further, neural networks with MLP (multi-layer percep-
tron) architecture is used with finetuning for classification
based disease prediction. Neurons are seperated in form of
input layer, hidden layer and output layer. Steps involved in
the procedure are given as algorithm 3.2.2 -

Learning rate is a configuration parameter, used to control
the amount of weights that need to be updated in model
procedure. Steps 1-4 are forward neural propagation and steps
5-11 are backward neural propagation.
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Algorithm 2 Algorithmic procedure 3.2.2
1: Consider, X: as i/p matrix and Y: as o/p matrix. Initialize
→ assign random values to weights and biases.
Consider, whl: weight matrix for hidden layer
bhl: bias matrix for hidden layer
wol: weight matrix for output layer
bol: bias matrix for output layer

2: Perform linear transformation as -
Inputhidden layer = matrix dot product(X,whl) + bhl

3: Using Activation function (sigmoid), perform the non-
linear transformation -

Activationhidden layer =
sigmoid(hidden layer input)

sigmoid function will return output as = 1
1+e−x

4: Perform -
o/p layer input =

matrix dot product(hiddenlayer activations×
wol) + bol

o/p = sigmoid(o/p layer input)

5: Prediction is compared with actual output and calculate
gradient of error.

Error(E) = Y - output

6: Compute -
Slopeo/p layer = derivatives sigmoid(output)

Slopehidden layer =
derivatives sigmoid(hiddenlayer activations)

7: Compute delta (4) at output layer -
4output = E × Slopeo/p layer

8: Error back propagation is done as -
Ehidden layer = matrix dot product(4output, w

T
ol)

9: Compute -
4hidden layer = Ehidden layer × Slopehidden layer

10: Update weights in network -
wol = wol +

matrix dot product((hiddenlayer activations)T ,4output)×
valuelearning rate

whl = whl+matrix dot product(XT ,4hidden layer)×
valuelearning rate

11: Biases updated as -
bhl = bhl + sum(4hidden layer, axis =

0)× valuelearning rate

bol = bol + sum(4output, axis = 0)× valuelearning rate

IV. EXPERIMENTAL ANALYSIS

This section presents an extensive experimental analysis.
First the experimental envoirnmental setup, input dataset and
its properties are discussed. Next, experimental output results
are given. Later, in comparison table, the results of proposed
procedure with significant existing approaches are compared.

A. Experimental setup

System specifications (Software and Hardware) used are
as follows - OS: Ubuntu 16.04 LTS, 64 bit is used; hardware

Fig. 1. Attributes correlation matrix

consists 4 GB RAM size along with Intel core i3 4030U
CPU processor @1.90GHz × 4 clock speed. R language
environment is used in the experimental analysis, with the
specifications - R version - 3.4.4; RStudio Version - 1.0.136.
R is a programming language and software framework for
statistical analysis and computer graphics.

B. Input Dataset Details

In the experiments, Breast Cancer Wisconsin (Diagnostic)
Dataset [14] is used. The details of this input dataset are as
below:-

- Data Set Characteristics: Multivariate

- Attribute Characteristics: Real

- Number of Instances: 569

- Number of Attributes: 32

- Missing Values: N/A

- Ten real-valued features are computed for each cell
nucleus

- Class distribution: 357 benign, 212 malignant.

C. Output Results Discussion

The experiments are performed on input dataset utilizing
the proposed procedure. First the algorithmic procedure 3.2.1
is executed, and reduced dimensioned variables’ sub-space is
obtained. The attributes / variables correlation matrix is shown
as Fig-1. Disease categorization for two classes of the dataset
i.e. Benign(B) and Malignant(M) density distribution plot is
given as Fig-2. Resultant confusion matrix after execution of
the disease predictive analysis model is as follows -
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Fig. 2. Classes density distribution plot

TABLE I. EXPERIMENT RESULTS

Performance Parameters Value
Accuracy 98.8%
P-Value 2e-16
Kappa coefficient 0.97
Sensitivity 0.98
Specificity 0.99

Reference
Pred Benign Malignant
Benign 106 1
Malignant 1 62

70:30 split ratio is used for the training and testing sample.
Further, in the experimental procedure, it runs 5-folds cross
validation (CV) on training set for cancer disease class pre-
diction accuracy in test-set. Each experiment is repeated 5-
times to verify the obtained accuracy of the generated models.
Other statistical values / performance parameters obtained in
the model (cancer disease predictive analysis model) are given
in Table-1.

Graphical representation in shown as Fig-3. Better test
accuracy as 98.8% is obtained along with other statistical
performance parameters for disease prediction model perfor-
mance i.e. P-value as 2e-16 (P-value represents, asymptotic
significance for the model), Cohen’s Kappa coefficient as 0.97,
Sensitivity and Specificity as 0.98 and 0.99 respectively.

D. Comparative Performance Analysis

This section presents the comparative analysis where the
obtained experimental results are compared with some signifi-
cant existing state of the art methods on the same dataset. The
comparison is given in Table-2. From comparative analysis, it

Fig. 3. Experimental analysis results: Performance parameters

TABLE II. COMPARATIVE ANALYSIS

Reference Method Dataset
Split ratio

Prediction
accuracy

E. Zafiropoulos et al.
[20]

SVM with Gaussian
RBF

70:30 89.28%

Ali et al. [8] SVM with quadratic ker-
nel

70:30 88%

Ali et al. [8] SVM with poly kernel 70:30 88%
Ali et al. [8] Neural Networks model 75:25 92%
S.S. Shajahaan et al.
[9]

ID3 algorithm - 92.99%

S.S. Shajahaan et al.
[9]

C4.5 algorithm - 95.57%

S.S. Shajahaan et al.
[9]

CART - 92.42%

S.S. Shajahaan et al.
[9]

Naive Bayes - 97.42%

J. Ivancakova et al.
[13]

SVM 70:30 97.66%

J. Ivancakova et al.
[13]

Random Forests 70:30 97.37%

J. Ivancakova et al.
[13]

C4.5 70:30 95.61%

Proposed approach fine-tuned and stacked
DR-NN model

70:30 98.8%

is proved that the proposed procedure outperforms over other
existing approaches.

V. CONCLUSIVE SUMMARY

Efficient preprocessing mechanisms to make the intelligent
learning and prediction systems capable of dealing with mul-
tivariate data and effective learning technologies to find out
the rules to describe the data are still of urgent need. Some
limitations in the existing methods motivated us to propose a
machine learning based fine-tuned and stacked model, utilizing
which the experimental analysis is performed on cancer dataset
in an computationally efficient manner with improved disease
prediction accuracy.
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Abstract—It is considered a difficult task to have check on
traffic during rush hours. Traditional applications are man-
ual, costly, time consuming, and the human factors involved.
Large scale data is being generated from different resources.
Advancement in technology make it possible to store, process,
analyze, and communicate with large scale of video data. The
manual applications are wiped out with the invention of automatic
applications. Automatic video streaming analytics applications
helps to reduce computational resources. The reason is cost
efficient and accurate predictions while monitoring traffic on
roads. This study reviews previously developed application of
video streaming analytics for traffic monitoring systems using
Hadoop that are able to efficiently analyze video streams.
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I. INTRODUCTION

Traffic monitoring is considered a complicated task on
heavy roads. In traditional traffic monitoring systems, traffic
control rooms monitor the live video streams obtained from
live-feed cameras or stored on a bank of digital video recorders
or computer hard disk drives. Manual registration of auto
mobiles, counting of vehicles by magnetic loops and road side
movement cameras are commonly used approaches by traffic
police for traffic monitoring. If the video analysis are not done
automatically then it requires a number of human operators and
a control room with resources to analyze the footage manually.
These approaches are costly, time consuming, and inaccurate.
The most frequently asked questions during occurrence of an
event are about color, size, and type of vehicle. It is difficult
to accurately detect, classify, and track objects.

Video analytics is also known as video content analysis.
It involves different techniques to analyze, monitor and fetch
meaningful information from video streams. There exists dif-
ferent techniques for the analysis of real-time and pre-recorded
videos. One of the major applications of video stream analysis
is automated security and surveillance systems. Video analytic
techniques can be used for public safety and security by
law enforcement agencies, work stations, and organizations.
Automatic video analysis requires less cost and human efforts
to analyze video stream than manual applications [1].

Video analytics are helpful in different fields like busi-
ness intelligence, healthcare, law enforcement, industries, and
traffic monitoring systems. The study discusses application
of video analytics for traffic monitoring system. Automated
video analytics can help to reduce the human efforts and
computational cost [1]. Video analytics can help to detect

objects like face, vehicle color and vehicle number plate.
Object detection is a process to recognize real-world objects
and object classification is to categorize or classify the real-
world objects such as determining that an object is a person,
vehicle or animal. Classification is different from detection
or recognition. The reason is object classification is unable to
identify objects. Object classification and detection can be used
in simple and complicated applications. Object classification
can classify the vehicle into car, bus, van and truck by their
size, detected as they pass through the region of interest and
represented in a square rectangle [2].

Object detection is a useful technique for traffic monitor-
ing systems and law enforcement agencies. Object detection
can be done using different algorithms. The most common
algorithms are template matching [3], background separation
using Gaussian Mixture Models (GMM) [4], and cascade
classifiers [5]. Template matching is suitable only for objects
defined in templates. This approach will not work for the new
objects. Background frame differencing approach only detects
the objects which are moving in background [4]. Background
separation and frame differencing are expensive techniques
for performing computations [2], [6]. A cascade classifier is
an object detection approach which uses a real AdaBoost
algorithm [5]. Cascade classifier increases the detection per-
formance and it is comparatively affordable and useful [2],
[6].

The displacement of centroids can help to calculate the
speed of a moving object. The camera calibration parameters
helps in the problem of perspective distortion that utilizes to
transform the pixel distance measured from the video frames
into real world distance. The accuracy of the estimated speed
is calculated by comparing with average traffic speed. The
reference background image is updated when there is a change
in the illumination. Traffic congestion can be detected when
vehicles are traveling below the average speed for a period
of time. Similarly, road accidents were detected when there
is a difference between centroids of vehicles and the speed
falls close to zero. It may not give an accurate results for
road accidents. The collision can be detected when the centroid
of the vehicles collides with another. For producing rerouting
messages to subscribers if there is an occurrence of congestion,
current places of clients are computed utilizing the geolocation
API and an alternate route estimation is given utilizing Google
Maps API [7].
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II. VIDEO STREAMING ANALYTICS USING HADOOP

Cloud computing can be used for automatic video stream
analysis. This section discusses different techniques for video
stream analysis.

A. Video Streaming Analytic using Hadoop based GPU Clus-
ter

A large scale of data is being generated from different
resources like GPS, social media, internet of things, tablets,
web services and videos. It is difficult task to analyze, process,
and store video data. To handle large scale of video data,
processing can be distributed among different nodes. There
can be hundreds or even more cameras over a wide area that
captures the stream and process at the local server. For such a
large scale, the cloud based storage can be used [6].

Video streaming analytics requires computations at a very
large scale. This can be done using cloud computing. Cloud
computing provides high scale computing and efficiency in
real time monitoring of traffic video data. Commercial vendors
also provide applications of video analytics. In Vi-System1,
there is an intelligent surveillance system which tracks and
monitor objects with the help of analytical protocols. It pro-
vides updates to different users based on defined parameters.
The Vi-System does not work well for recorded videos and
limited rules of analysis that needs to be defined in advance.
Another project BESAFE2 can helps to automatic surveillance
and tracks the abnormal behavior. The downside of BESAFE
project is scalability. An intelligent vision tool3 can be used to
perform video analysis intelligently with the help of automatic
video monitoring. However, this tool is also less scalable and
sometimes does not fulfill the requirements.

Abdullah et al., proposed a framework which utilizes a
cloud based storage to store and capture video streams and
a GPU cluster for video stream analysis (Figure 1). Stream
acquisition component gets the videos from surveillance cam-
eras and forward it to the requesting client in traffic control
room to store these streams. These video streams are stored
on cloud server as mp4 files. APS server is responsible for
video streaming analytics. APS server contains cloud storage
to store recorded video streams and a processing server having
compute nodes based GPU cluster. The analysis is started
after client submits job. Then video streams are downloads
from cloud storage. The meta-data of video stream is stored
on the analytical database. APS client is responsible for
interaction between end-user and APS server. The user can
specify the duration of video, criteria for analysis, i.e., vehicle
detection, classification etc. These video streams are fetched
automatically from Hadoop based cloud storage, decoded and
analyzed on Hadoop based GPU cluster without intervention of
operator. The user is notified after completion of analysis [6].
This work was extended by incorporation of features like face
and vehical detecion [2]. GPU enabled video analytics process
can perform faster than the CPU and human operators.

1https://www.agentvi.com/
2http://imagelab.ing.unimore.it/besafe/
3https://www.intelli-vision.com/

B. Video streaming analytics using Hadoop MapReduce

The previous framework of video streaming analytics in
clouds using Hadoop based GPU cluster is not appropriate for
live video data analysis, e.g., detection of road accidents and
congestion etc. Public safety on roads and helping them in
crowded situations is a very difficult and demanding task for
traffic monitoring systems in developing countries. Natarajan
et al., presented a video analytics framework using Hadoop
MapReduce that can work better for live video data analysis.
This framework uses video processing based on MapReduce.
Hadoop is used to split video frames into smaller unit and
convert them in a sequence of image frames in parallel mode.
HDFS stores large amount of data over a number of physical
disk clusters. The sequence file after splitting into smaller
units is distributed over the nodes of HDFS to increase the
processing speed. Raw video stream is split into 64 MB
(default) size blocks [7].

This framework is divided into two phases. First, mapping
phase assigns the data to a cluster node from the single
video frames. Every frame processed in map phase produces
a corresponding output which is indexed for better access.
The index consists of a key-value pairs which connects a
frame identifier with corresponding data. In second phase,
index maps are reduced into a single result. The information
about vehicle accidents, speed and congestion are kept in
Hive for further analysis. The system architecture consists
of media server, IP wireless transmission, video streams, and
supervising/control station (Figure 2). Video recording module
streams the video to supervising station and stores the video in
its local storage. The video streams are captured from different
places and transferred by IP wireless transmission module to
the supervising station via media server. The live video streams
are processed by supervising station and results are stored for
further analysis. The information about vehicle speed, accident
and congestion are stored in Hive. When road congestion
occurs, Hive tables can suggest the alternative routes to the
travelers. The important places around the city are stored in
Hive tables. When road accidents is detected, the system sent
alerts to the nearby hospitals and highway rescue teams [7].

C. Video Analytics Using Hadoop Video Processing Interface

Hadoop does not provide video read/write interface. More-
over, Hadoop framework is implemented in java. However,
many video analysis applications are implemented in C/C++.
In these situations, Hadoop framework is not compatible.

To overcome these issues, Zhao et al., have design Hadoop
Video Processing Interface (HVPI) (Figure 3). HVPI helps to
port existing video analytic applications into Hadoop platform
written in C or C++ and make easy use of video read/write
interface. Video read/write interface is responsible to read
video input and convert it into key-value pair for mapper
to process. After completing the process on video read/write
interface, we can analyze the frame sequence by implementing
video analytics applications [8].

D. Vehicle Recognition and Detection using Deep Learning

Chen et al., have presented convolutional neural network
(CNN) and MapReduce technique for video vehicle recogni-
tion and detection. They have utilized an efficient deep learning
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Fig. 1. System architecture of stream cloud [2], [6].

Fig. 2. System architecture of Hadoop MapReduce based video analytics
framework [7]

(DL) algorithm based on YOLOv2 [9] to detect vehicles in
real-time. Moreover, they presented an improved CNN based
license plate recognition algorithm. They have combined the
HVPI and MapReduce framework for parallel processing of
video vehicle detection and recognition. The results indicate

Fig. 3. HVPI architecture [8]

that their method is less time-consuming and provides an high
accuracy for detection. This method can process large scale
video data [10].
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III. CONCLUSION

Video analytics in traffic monitoring system can help in
different forms like public safety on roads and violation of
traffic rules. Video analytics is an analysis of video streams by
using computational resources. Video streaming analytics can
works efficiently with the help of automatic systems. The video
analytics in traffic monitoring systems can provide information
of object detection and object classification. The framework for
video streaming analytics in clouds using Hadoop based GPU
cluster is capable to analyze recorded video streams. This study
discussed different Hadoop based techniques for automatic
traffic video analysis. However, Hadoop does not provide
video read/write interface and many analytical applications
does not work well with Hadoop framework. There exists some
frameworks like HVPI which can overcome these issues.
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Abstract—Big Data is the most popular emerging trends that
becomes a blessing for human kinds and it is the necessity of
day-to-day life. For example, Facebook. Every person involves
with producing data either directly or indirectly. Thus, Big Data
is a high volume of data with exponential growth rate that
consists of a variety of data. Big Data touches all fields, including
Government sector, IT industry, Business, Economy, Engineering,
Bioinformatics, and other basic sciences. Thus, Big Data forms
a data silo. Most of the data are duplicates and unstructured.
To deal with such kind of data silo, Bloom Filter is a precious
resource to filter out the duplicate data. Also, Bloom Filter is
inevitable in a Big Data storage system to optimize the memory
consumption. Undoubtedly, Bloom Filter uses a tiny amount
of memory space to filter a very large data size and it stores
information of a large set of data. However, functionality of the
Bloom Filter is limited to membership filter, but it can be adapted
in various applications. Besides, the Bloom Filter is deployed
in diverse field, and also used in the interdisciplinary research
area. Bioinformatics, for instance. In this article, we expose the
usefulness of Bloom Filter in Big Data research.
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I. INTRODUCTION

Big Data has been revolutionizing the IT industry since
its inception, and it is proven as a game changer paradigm.
Nowadays, Big Data is continuously dominating IT industry,
because data are oils of the modern era. Interestingly, Big
Data touches almost all fields, including Government sector,
Business, Politics, Science, Economy, and Healthcare [1].
Therefore, datacenter deals with a variety of data from various
sources. The varieties of data are typically classified into three
category, namely, structured, semi-structured, and unstructured
data which compose a large sized data silo. Revenue and
investments are growing, and it is expected to grow till
2030. Big Data is a data silo of variety of data that grows
exponentially. From the year 2003, Big Data grows exceptional
pace and continue to grow with the same pace. Moreover, Big
Data gears up the speed speed of growth in 2009. In 2012,
IDC predicted that Universal Data size should touch 44 ZB
in 2020. In most of the IT industries, petabytes of data are a
dime a dozen. As we know that data are generated through
various sources, for instance, IoT. Various organizations are
gathering data to generate revenue. Because, data are an asset
to the organizations. Most of the companies have surpassed
petabytes of data, and they have already landed in exabytes of
data. For example, Google and NSA reach 15 EB and 10 EB

data. Undoubtedly, it is an onerous task to deal with this kind
of data sizes. Thus, Big Data is defined by V 11

3 + C [1].

Undoubtedly, managing a large data silo is a grand chal-
lenge. There are dozens of issues and challenges in Big Data
[2]. Therefore, there are numerous research papers have been
published to address various issues of Big Data by various
publishers, for example, Elsevier, ACM, IEEE, and Springer.
Similarly, Bloom Filter [3] also applied in numerous filed and
published numbers of papers by various publishers. Figure 1
extrapolate the number of patents awarded based on Bloom
Filter according to Google Patent Search Engine. In other
word, Bloom Filter is very popular hashing technique. In
addition, Bloom Filter is a very simple yet powerful data
structure to handle large scale data by sacrificing a small
amount of memory space. Unlike a conventional hash data
structure, Bloom Filter is more space efficient and Bloom
Filter is able to reduce memory space consumption by order of
magnitude. The Bloom Filter is an approximate membership
query. Therefore, the Bloom Filter is unable stand itself, but
it is just like a cog in a machine. Big Data can be enhanced
in the presence of Bloom Filter.

In this article, we present the impact of Bloom Filter in
Big Data. We also outline future challenge of Bloom Filter
in Big Data. In Section III, we explore the employment of
Bloom Filter in Big Data storage system. Section II outlines
Bloom Filter. Section III reviews the employment of Bloom
Filter in Big Data storage system. In addition, comparative
study is presented in Section III. Section IV highlights the
future direction of Bloom Filter in Big Data storage system.
And finally, article is concluded by Section V.

II. BLOOM FILTER

Bloom Filter is a probabilistic data structure with some
errors. Bloom Filter is a variant of hashing algorithm that uses
a tiny amount of extra memory space which is introduced by
Burton Howard Bloom [3]. Bloom Filter has been applying
various research area to boost up the performance of a system.
Bloom Filter is a membership filtering algorithm that returns
either “true” or “false”. However, the “true” can be either false
positive or true positive. Similarly, the “false” can also be
either false negative or true negative. The false positive and
false negative are the error of Bloom Filter. Nevertheless, the
error is negligible and tolerable. But, Bloom Filter does not
suit for many systems too. Real-time system, for instance.

Let us assume, P and Q are two elements to be inserted
into the Bloom Filter. Bloom Filter depends on the k value
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Fig. 2. Conventional Bloom Filter.

which is the number of hash functions of a key or an element.
If k = 3, then Figure 2 depicts the number of cells occupied
by P and Q. P is hashed into three different places in the
array. Some variants of Bloom Filter store fingerprints of the
keys, and some variants just put ’1’ or ’0’. Similarly, Q is also
hashed into three different locations in the array. Those three
positions must be set (true) while checking the membership of
P or Q and it is a necessary condition for positive answer of
the Bloom Filter.

Let, S be a set and K be the elements of S where K ∈
S, K = K1,K2,K3, . . . ,Kn, and n is the total number of
elements. Let, B be the Bloom Filter and insert all elements
of S into B. Let us assume, Kj be a random query element
where j = 1, 2, 3, . . .. Article [4] defines false positive, true
positive, false negative, and true negative as follows-

• False positive: If Kj 6∈ S and Bloom Filter returns
Kj ∈ B, then the result of Bloom Filter is a false
positive.

• True positive: If Kj ∈ S and Bloom Filter returns

Kj ∈ B, then the result of Bloom Filter is a true
positive.

• False negative: If Kj ∈ S and Bloom Filter returns
Kj 6∈ B, then the result of Bloom Filter is a false
negative.

• True negative: If Kj 6∈ S and Bloom Filter returns
Kj 6∈ B, then the result of Bloom Filter is a true
negative.

The key issue in Bloom Filter is false positive and false
negative. Most of the Bloom Filter variants suffer from false
positive, but not false negative. However, the false negative
issue arises in the deletion of an element. The counting Bloom
Filters are introduced to address the issue of scalability. But,
false negative is a serious issue with the counting Bloom Filter
upon deleting an item. Therefore, most of the Bloom Filters
avoid deletion of a key. On the other hand, Cuckoo Filter [5]
reduces the false positive, however, it suffers from performance
issue. Also, Rottenstreich et al. [6] implements variable count-
ing Bloom Filter, called CBF. CBF avoids increment by one
on insertion to reduce false positive. CBF uses Bh sequence
to increase upon insertion and decrease upon deletion [6].
However, memory consumption per item is very high.

Let us outline the false positive of conventional Bloom
Filter. Let, m be the total memory occupied by the Bloom
Filter, n be the total element entry into the Bloom Filter and
k be the total number of hash functions, then the probability
of a bit to be ‘0’ after n element insertion in the given filter
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The probability of the given bit to be ‘1’ is(
1−

(
1− 1

m

)nk
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The probability of all bits to be ‘1’ is(
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(
1− 1
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)k

≈
(
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On the other hand, F. Grandi [8] present another approach

to analyze the false positive probability. Let, X be the random
variable representing the total number of set bits (i.e., ‘1’),
then

E[X] = m

(
1−

(
1− 1

m

)nk
)

Let us conditioned the false positive to a number X = x, then

Pr(FP |X = x) =
( x
m

)k
where x is set bits. Then, F. Grandi [8] calculates the false
positive probability (FPP) as follows

FPP =

m∑
x=0

Pr(FP |X = x) Pr(X = x)

=

m∑
x=0

f(x)
( x
m

)k
where f(x) is probability mass function. F. Grandi [8] applies
γ − tranformation to obtain the value of probability mass
function, and the false positive probability of standard Bloom
Filter is calculated as follows

FPP =

m∑
x=0

( x
m

)k (m
x

) x∑
j=0

(−1)j
(
x

j

)(
x− j
m

)kn

Thus, the probability of false positive also depends on
m and n. The false positive becomes overhead of Bloom
Filter. If a system can tolerate negligible overhead, then Bloom
Filter can enhance a performance of a system. Therefore,
Bloom Filter is deployed to various domains, namely, Big
Data [9], Deduplication [10], [11], [12], Network Security
[4], [13], Network Traffic control [14], Name Lookup [15],
[16], IP address lookup [17], [18], Biometric [19], [20], Bioin-
formatics [21], [22], File System [23], Indexing, and many
more. However, Bloom Filter is not suitable in case of correct
query-answer requirements. For instance, password database.
Because, Bloom Filters response a query by approximating
either true or false.

A. Classifications of Bloom Filter

Bloom Filter is classified into six major categories as
sketched in Figure 3, namely, Standard Bloom Filter, Counting
Bloom Filter, Hierarchical Bloom Filter, Multidimensional
Bloom Filter, Fingerprint-based Bloom Filter, and Compressed
Bloom Filter.

Bloom Filter

Standard BF

Counting BF

Hierarchical BF

Multidimensional BF

Fingerprint-based BF

Compressed BF

Fig. 3. Taxonomy of Bloom Filter

1) Standard Bloom Filter: Standard Bloom Filter (SBF) is
known as conventional Bloom Filter. There are false positive
and false negative in SBF. False negative occurs in case of
deleting some elements, since, Bloom Filter is a stateless filter.
Therefore, SBF cannot guarantee the false negative. Also, false
positive of SBF depends on number of hash functions which is
termed as k. The value of k cannot be too large or too small.
The optimal value of k is defined by k = m

n ln2.

2) Counting Bloom Filter: Counting Bloom Filter (CBF)
emerges due to lack of scalability in SBF. CBF is able to scale
very high number of inputs. CBF comprises of many counters
in the array, and the counters count the number of inputs. Thus,
CBF is able to scale very large amount of input as compared
to SBF. The counters are incremented in the insertion of
an input item and decremented in the deletion of an input
item. Therefore, there is very high false positive probability
as compared to SBF. Also, CBF causes false negative due to
deletion.

3) Fingerprint Bloom Filter: CBF has a high false positive
probability. Fingerprint-based CBF has been introduced to
reduce the false positive probability. For instance, Cuckoo
Filter [5]. Fingerprint-based CBF stores a small sized hash
value instead of dealing with binary bits. Thus, a fingerprint
can directly be matched with a stored fingerprint which reduces
false positive probability. However, the space consumption is
more than CBF.

4) Hierarchical Bloom Filter: The hierarchical Bloom Fil-
ters (HBF) are known as tree or forest-structured Bloom Filter.
The HBF is a Bloom Filter by augmenting several Bloom Filter
to achieve high accuracy, scalability, and low false positive
probability. For instance, Forest Structured Bloom Filter [24]
and BloomStore[25]. HBF is deployed in deduplication of very
large scale datasets. Moreover, HBF uses Flash-memory or
HDD to increase scalability.
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TABLE I. BLOOM FILTER IN A LARGE SCALE MEMBERSHIP FILTERING

Author or Name Name of Bloom Filter False
Positive

False
negative

Scala-
bility

Delete Type Platform Purposes

BigTable[9] Conventional X × × × Conventional RAM & HDD Database
BloomFlash [10] BloomFlash X × X × Hierarchical RAM & Flash Database
Lu et al [24] Forest-structured BF de-

sign (FBF)
X × X X Forest Structured RAM & Flash Database

Lee et al. [26] Bloomjoin X × × × Conventional RAM & HDD MapReduce Join
Wang et al. [27] Bloom Filter Tree X × X × Hierarchical RAM & HDD Auditing
BloomStore [25] BloomStore X × X X Chain RAM & Flash Key/Value dedupli-

cation
DBLK [28] Multilayer Bloom filter X × X × Hierarchical RAM & HDD Deduplication &

Compression
Blasco et al. [29] Conventional X × X × Conventional Client-Server Proof of Ownership
Dong et al. [30] Counting Bloom Filter X X X × Counting Data Center Storage Cluster
DBA [23] Dynamic Bloom filter

Array
X X X X Dynamic General Large scale variable

membership filter
Guo and Efstathopoulos [31] Conventional X × × X Conventional RAM & SSD Deduplication
Li et al. [12] Conventional X × × × Conventional Cloud Storage deduplica-

tion
Zhang et al. [11] Conventional X × X × Conventional Distributed System Storage deduplica-

tion
I-sieve [32] Conventional X × X × Conventional Cloud Storage deduplica-

tion
FFBF [33] Fuzzy Folded Bloom Fil-

ter
X × X × Conventional Cloud Computing Bloom Filter-as-

a-Service for Big
Data.

Khare et al. [34] Standard Bloom Filter X × X × Conventional Distributed System Frequency count of
sub-graph and prun-
ing.

5) Multidimensional Bloom Filter: Unlike conventional
Bloom Filter, Multidimensional Bloom Filter (MDBF) uses
a multidimensional Bloom Filter array. The array may be
2D, 3D, or many dimensions to reduces the false positive
probability. Less work has been done in this MDBF.

6) Compressed Bloom Filter: Compressed Bloom Filter
[35] is very space efficient Bloom Filter. However, there is
a trade-off between space consumption and false positive on
compressed Bloom Filter. The trade-off is- “more compressing
results high false positive probability”.

III. DATA STORAGE

Big Data consists of a variety of data, namely, structured,
semi-structured and unstructured data. About 90% of the
data are unstructured in Big Data. Moreover, the data are
humongous in size. It is very tough task to store, process
and manage. The data size is increasing daily basis due to
involvement of people in new technology. Smart Phone, for
instance. People are generating data through various ways,
namely, IoT, Modern Healthcare, Web, Social Media, and
business. Thus, deduplication plays a vital role in preventing
duplicate data in Big Data paradigm. Bloom Filter is a tiny
data structure to manage the mammoth size of data to filter
out the duplicate data.

Table I extrapolates and compares the various features of
the recent deployment of Bloom Filter in Big Data storage
system. In the comparative study, we have found that Bloom
Filter has been deployed for various purposes.

A. Flash memory

Interestingly, tape drives are used to backup a bulk size of
data. Tape drives are cheap and high storage capacity. However,
tape drives are very slow. Therefore, non-working set of data
are dumped in data warehouse using the tape drive. A working

set of data is stored in HDD nowadays. The active working
set of data is stored in SSD/PICe-PCM/NVMe and passive
working set of data are stored in HDD. Processing speed of
RAM is 1000 times faster than HDD and 100 times faster than
SSD. Cost of RAM is higher than SSD and HDD. SSD is
costlier than HDD. Thus, SSD/PCIe-PCM/NVMe replace the
HDD in Big Data era. Most of the datacenters are upgrading
their storage to SSD/Flash memory. However, HDD is also
used for various purposes.

BloomFlash [10] is a design of a NAND Flash memory
based storage system for very large scale data size. BloomFlash
consider the case of very large Bloom Filter that does not fit
in RAM. BloomFlash is cleverly designed to maximize the
random writes and random read throughput. In-place bit update
is costlier in SSD than RAM. Hence, BloomFlash employs
a lazy update policy of Bloom Filter in Flash memory. In
addition, BloomFlash augment tiny Bloom Filter in every flash
page to localize the reads and writes on Flash memory. Thus,
BloomFlash is able to scale massive amount of data.

Moreover, Lu et al. [24] devises a forest structured Bloom
Filter (FBF) for Flash memory storage. FBF deals with RAM
and Flash memory. Similar to BloomFlash [10], Bloom Filter
is stored in RAM and Flash memory. Write and read opera-
tions are instantly done in RAM-based Bloom Filter. On the
contrary, write operation request into Flash memory is delayed
and it is buffered in memory to update later on. The update
to Bloom Filter is performed periodically to maximize the
write performance. Random write operation takes more time
than random read operation. Because, write operation requires
erasing the data present in the Flash memory. Hence, it is a
clever way to wait for some time to write information into the
Flash memory. However, read operations are instantly accessed
in the Flash memory. The FBF is forest-structured Bloom Filter
that initially resides in RAM and expands the Bloom Filter to
Flash memory. The Bloom Filter sizes are small and fixed, and
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thus, it is very easy to grow. The lookup time complexity of
FBF is O(logbm) due to forest-structured, where b is the total
branches (degree of the tree) and m is the overall FBF size.
The FBF is very useful in very large scale deduplication of
data.

Similarly, BloomStore[25] is a key/value storage system
using NAND Flash memory. BloomStore is similar to FBF
[24]. Each physical node spawns several BloomStore within
its key ranges. The key ranges are disjoint to each other.
The BloomStore addresses an efficient key/value storage in
Flash memory. Conventional hash consumes more storage
space as compared to Bloom Filter variant. Thus, BloomStore
implements the key/value Flash memory storage with a chain
architecture of Bloom Filters.

B. Cloud storage

BigTable [9] deploys Bloom Filter to avoid unnecessary
disk accesses. The disk access takes huge times. Therefore,
Bloom Filter is checked for membership for a query before
being accessed to the disk. If Bloom Filter denies, then no
hard disk access is performed. In addition, keys are stored in a
Sorted String Table (SST). SST stores data in RAM and HDD.
However, the access request to SST also a time consuming
process. If a data does not exist, then lookup time in SST is
wasted. Thus, Bloom Filter enhances drastically the Big Data
performance. Similarly, Cassandra also deploys Bloom Filter
to avoid unnecessary disk accesses [36]. Moreover, Lahiri et
al. [37] deploys Bloom Filter to filter the duplicate data in
querying oracle databases.

Kaur and Sood [38] proposes a resource management sys-
tem in Big Data streaming. Bloom Filter is used to determine
the variety of data. The author considers four types of stream-
ing data, namely, text data, audio data, video data, and image
data. Four Bloom Filters are deployed to separate the types of
data in the Big Data streaming which greatly boosted up the
streaming performance, and reduces the memory consumption.

Gessert et al. [39] implements Orestes, Database-as-a-
Service, by deploying Bloom Filter to achieve low latency.
Bloom Filter is extremely useful in the web browser cache
filtering. Hence, Orestes [39] uses Bloom Filter web browser
cache filtering to prevent from reading the stale data. Gessert
et al. [39] devises a new variant of Bloom Filter, called Bloom-
Filter-Bound (BFB) to provide cache consistency to Orestes.
The key focus of BFB is to prevent the reading stale data
from cache. BFB guarantees to provide recent object versions.
BFB enhances the performance of Orestes and ensure cache
consistency.

Moreover, Li et al. [12] constructs secure Cloud storage
where Bloom Filter is used for trapdoor indexing. The trap-
doors are encrypted using secret keys of a user. Keywords are
encrypted and then inserted into the indexing. A user computes
hash value of a file to be uploaded, and sends it to the Cloud
storage server. The user must proof the ownership of the file
by answering the challenge given by the server. The Bloom
Filter is examined for the existence of the user request.

In addition, Droplet [11] is distributed storage system that
employs Bloom Filter for fingerprint indexing. Droplet avoids
unnecessary disk lookup by Bloom Filter which boost up the

performance. Zhang et al. [11] claims that Droplet is able to
avoid 90% of unnecessary disk lookup by deploying Bloom
Filter.

Moreover, Bloom Filter is also deployed in Bioinformatics,
for instance, Genome project. Melsted and Pritchard [40] de-
ploys Bloom Filter for k-mer DNA sequencing. A single DNA
data are very large to store, process and manage. Sequencing
DNA is challenging task. de Bruijn graph represents k-mer
as a node and billions of such k-mer nodes are interconnected
to form the de Bruijn graph. Bloom Filter is deployed to
discover the existence of k-mer in de Bruijn graph. All k-
mers are inserted into Bloom Filter which is greatly compacted
for storing information.

Similarly, Chikhi and Rizk [41] also construct de Bruijn
graph through deploying Bloom Filter. ABySS 2.0 [22] uses
the Bloom Filter for resource efficient assemble of large
genomes. Use of Bloom Filter reduces the overall memory
requirements and enables to assemble large genomes on a
single machine. It is used to represent the de Brujin Graph.
Likewise, BLESS [21] is also DNA sequencing using Bloom
Filter. However, BLESS re-correct the error caused by false
positive for sequencing. However, the false positive has been
an open problem for Bloom Filter since its inception.

Moreover, demands of Bloom Filters is increasing for
Big Data research. Therefore, Singh et al. [33] designs a
Bloom Filter for hosting in Cloud Computing environment, and
enables Bloom Filter-as-a-Service. Singh et al. [33] devices a
novel fuzzy Bloom Filter, called Fuzzy-folded Bloom Filter
(FFBF). FFBF is deployed to design Bloom Filter-as-a-Service.
It incorporates a very large amount of the data which enables
ease of computing for the Big Data using Bloom Filter.

IV. FUTURE DIRECTION

As we have experienced, SSD/Flash memory is replacing
HDD, and thus, HDD is used for backup purposes. The HDD
will be completely replaced by SSD/Flash memory in near
future. Therefore, the direction of Bloom Filter is designing
an in-memory Bloom Filter and Flash-based Bloom Filter.
The Flash memory is faster than HDD, however, slower than
RAM. But, the RAM space is precious, and a Bloom Filter
alone cannot consume entire spaces of RAM. Thus, designing
RAM and Flash-based Bloom Filter is a challenge. In addition,
Bloom Filter requires few bit update upon insertion of an
element. The Flash-based Bloom Filter suffers from such
update, because random write consume more time in Flash
memory. Thus, it requires a clever way to design such kind
of Bloom Filter. As we have discussed, the lookup time also
depends on the structure of Bloom Filter, for example, forest
structured and chained structured Bloom Filter.

Moreover, Bloom Filter is an unintelligent filter, but it
is time to bring in the smart Bloom Filter that can learn.
Incorporating machine learning and AI can make Bloom Filter
even better than what we expect. The future of Bloom Filter
will act as a smart filter, that can identify patterns. On the other
hand, Bloom Filter is also deployed interdisciplinary comput-
ing area. Moreover, de Bruijn graph also be constructed in
Flash memory using Bloom Filter which will greatly impact
the DNA sequencing performance.
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Bloom Filter is inapplicable in exact query requirements.
For instance, real-time system. Moreover, Bloom Filter can
also be deployed in a password management system which will
greatly compact the storage space. However, false positive is
the key barrier of the password management system. Moreover,
Bloom Filter is also deployed in IoT, Fog Computing, and
recent emerging technology to reduce the space consumption.
On the other hand, scalability of Bloom Filter is also a big
challenge. However, it is addressed using Flash memory. It
is observed that there is a challenge in designing scalable in-
memory Bloom Filter that is more compact to accommodate
a larger number input. Besides, forest structured and chain
structured Bloom Filter take high lookup cost. Distributed and
parallel approach of Bloom Filter designing is also called for
to reduce lookup cost.

V. CONCLUSION

In this article, we feature the applicability of Bloom Filter
in Big Data storage system. We have found that Flash memory
is most promising research area for integrating Bloom Filter
to build Big Data storage system. We also demonstrated that
scalability of Bloom Filter is a serious issue which can be
achieved by implementing Bloom Filter in Flash memory. The
random write of Flash memory is faster than writing into
disk. However, writing a bit to Flash memory requires erasing
the entire pages and write it again. Hence, random write is
slower in Flash memory than RAM. On the contrary, the
RAM size is limited and deduplication requires huge memory
space. Therefore, implementing Bloom Filter in Flash memory.
Nevertheless, there is a tradeoff between performance and
space.

In this review, we find that most of the Big Data storage
system deploy Bloom Filter to avoid unnecessary disk access
which boost up the system performance dramatically. More-
over, Bloom Filter also enhances the performance of DNA
sequencing. The billions of nodes in de Bruijn graph is
really arduous task to process without Bloom Filter. Finally,
we conclude that a tiny data structure takes a lion’s share in
performance improvement in Big Data.
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[13] T. Halagan, T. Kováčik, P. Trúchly, and A. Binder, “Syn flood attack
detection and type distinguishing mechanism based on counting bloom
filter,” in Information and Communication Technology. Springer, 2015,
pp. 30–39.

[14] M. Al-hisnawi and M. Ahmadi, “Qcf for deep packet inspection,” IET
Networks, vol. 7, no. 5, pp. 346–352, 2018.

[15] D. He, D. Zhang, K. Xu, K. Huang, and Y. Li, “A fast and memory-
efficient approach to ndn name lookup,” China Communications,
vol. 14, no. 10, pp. 61–69, 2017.

[16] H. Dai, J. Lu, Y. Wang, T. Pan, and B. Liu, “BFAST: High-speed
and memory-efficient approach for ndn forwarding engine,” IEEE/ACM
Transactions on Networking, vol. 25, no. 2, pp. 1235–1248, 2017.

[17] F. Lin, G. Wang, J. Zhou, S. Zhang, and X. Yao, “High-performance
ipv6 address lookup in gpu-accelerated software routers,” Journal of
Network and Computer Applications, vol. 74, pp. 1 – 10, 2016.

[18] J. H. Mun and H. Lim, “New approach for efficient ip address lookup
using a bloom filter in trie-based algorithms,” IEEE Transactions on
Computers, vol. 65, no. 5, pp. 1558–1565, 2016.

[19] D. Sadhya and S. K. Singh, “Providing robust security measures to
bloom filter based biometric template protection schemes,” Computers
& Security, vol. 67, no. Supplement C, pp. 59 – 72, 2017.

[20] J. Bringer, C. Morel, and C. Rathgeb, “Security analysis and improve-
ment of some biometric protected templates based on bloom filters,”
Image and Vision Computing, vol. 58, no. Supplement C, pp. 239 –
253, 2017.

[21] Y. Heo, X.-L. Wu, D. Chen, J. Ma, and W.-M. Hwu, “Bless: Bloom
filter-based error correction solution for high-throughput sequencing
reads,” Bioinformatics, vol. 30, no. 10, pp. 1354–1362, 2014.

[22] S. D. Jackman, B. P. Vandervalk, H. Mohamadi, J. Chu, S. Yeo, S. A.
Hammond, G. Jahesh, H. Khan, L. Coombe, R. L. Warren, and I. Birol,
“Abyss 2.0: resource-efficient assembly of large genomes using a bloom
filter,” Genome Research, vol. 27, 05 2017.

[23] J. Wei, H. Jiang, K. Zhou, and D. Feng, “Dba: A dynamic bloom filter
array for scalable membership representation of variable large data sets,”
in 2011 IEEE 19th Annual International Symposium on Modelling,
Analysis, and Simulation of Computer and Telecommunication Systems,
2011, pp. 466–468.

[24] G. Lu, B. Debnath, and D. H. C. Du, “A forest-structured bloom filter
with flash memory,” in 2011 IEEE 27th Symposium on Mass Storage
Systems and Technologies (MSST), 2011, pp. 1–6.

[25] G. Lu, Y. J. Nam, and D. H. C. Du, “Bloomstore: Bloom-filter based
memory-efficient key-value store for indexing of data deduplication on
flash,” in 2012 IEEE 28th Symposium on Mass Storage Systems and
Technologies (MSST), 2012, pp. 1–11.

[26] T. Lee, K. Kim, and H.-J. Kim, “Join processing using bloom filter
in mapreduce,” in Proceedings of the 2012 ACM Research in Applied
Computation Symposium, ser. RACS ’12. New York, NY, USA: ACM,
2012, pp. 100–105.

www.ijacsa.thesai.org 660 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 11, 2018

[27] J. Wang, X. Chen, X. Huang, I. You, and Y. Xiang, “Verifiable auditing
for outsourced database in cloud computing,” IEEE Transactions on
Computers, vol. 64, no. 11, pp. 3293–3303, 2015.

[28] Y. Tsuchiya and T. Watanabe, “Dblk: Deduplication for primary block
storage,” in 2011 IEEE 27th Symposium on Mass Storage Systems and
Technologies (MSST), 2011, pp. 1–5.

[29] J. Blasco, R. D. Pietro, A. Orfila, and A. Sorniotti, “A tunable proof
of ownership scheme for deduplication using bloom filters,” in 2014
IEEE Conference on Communications and Network Security, 2014, pp.
481–489.

[30] W. Dong, F. Douglis, K. Li, H. Patterson, S. Reddy, and P. Shi-
lane, “Tradeoffs in scalable data routing for deduplication clusters,”
in Proceedings of the 9th USENIX Conference on File and Stroage
Technologies. Berkeley, CA, USA: USENIX Association, 2011, pp.
2–2.

[31] F. Guo and P. Efstathopoulos, “Building a high-performance dedupli-
cation system,” in Proceedings of the 2011 USENIX Conference on
USENIX Annual Technical Conference, ser. USENIXATC’11. Berke-
ley, CA, USA: USENIX Association, 2011, pp. 25–25.

[32] J. Wang, Z. Zhao, Z. Xu, H. Zhang, L. Li, and Y. Guo, “I-sieve: An
inline high performance deduplication system used in cloud storage,”
Tsinghua Science and Technology, vol. 20, no. 1, pp. 17–27, 2015.

[33] A. Singh, S. Garg, K. Kaur, S. Batra, N. Kumar, and K. R. Choo,
“Fuzzy-folded bloom filter-as-a-service for big data storage on cloud,”
IEEE Transactions on Industrial Informatics, pp. 1–1, 2018.

[34] A. Khare, V. Goyal, S. Baride, S. K. Prasad, M. McDermott, and

D. Shah, “Distributed algorithm for high-utility subgraph pattern mining
over big data platforms,” in 2017 IEEE 24th International Conference
on High Performance Computing (HiPC), 2017, pp. 263–272.

[35] M. Mitzenmacher, “Compressed bloom filters,” IEEE/ACM Transac-
tions on Networking, vol. 10, no. 5, pp. 604–612, 2002.

[36] A. Lakshman and P. Malik, “Cassandra: A decentralized structured
storage system,” SIGOPS Oper. Syst. Rev., vol. 44, no. 2, pp. 35–40,
2010.

[37] T. Lahiri, S. Chavan, M. Colgan, D. Das, A. Ganesh, M. Gleeson,
S. Hase, A. Holloway, J. Kamp, T. H. Lee, J. Loaiza, N. Macnaughton,
V. Marwah, N. Mukherjee, A. Mullick, S. Muthulingam, V. Raja,
M. Roth, E. Soylemez, and M. Zait, “Oracle database in-memory: A
dual format in-memory database,” in 2015 IEEE 31st International
Conference on Data Engineering, 2015, pp. 1253–1258.

[38] N. Kaur and S. K. Sood, “Efficient resource management system based
on 4vs of big data streams,” Big Data Research, vol. 9, pp. 98 – 106,
2017.

[39] F. Gessert, F. Bcklers, and N. Ritter, “Orestes: A scalable database-as-
a-service architecture for low latency,” in 2014 IEEE 30th International
Conference on Data Engineering Workshops, 2014, pp. 215–222.

[40] P. Melsted and J. K. Pritchard, “Efficient counting of k-mers in dna
sequences using a bloom filter,” BMC Bioinformatics, vol. 12, no. 1, p.
333, 2011.

[41] R. Chikhi and G. Rizk, “Space-efficient and exact de bruijn graph
representation based on a bloom filter,” Algorithms for Molecular
Biology, vol. 8, no. 1, p. 22, 2013.

www.ijacsa.thesai.org 661 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 11, 2018

Efficient Iris Pattern Recognition Method by using
Adaptive Hamming Distance and 1D Log-Gabor

Filter

Rachida Tobji 1, Wu Di 2∗, Naeem Ayoub 3, Samia Haouassi 4

School of Computer Science and Technology
Dalian University of Technology, Dalian 116000, China

Abstract—Iris recognition is one of the highly reliable security
methods as compared to the other bio-metric security techniques.
The iris is an internal organ whose texture is randomly de-
termined during embryonic gestation and is amenable with a
computerized machine vision system for the remote examination.
Previously, researchers utilized different approaches like Ham-
ming Distance in their iris recognition algorithms. In this paper,
we propose a new method to improve the performance of the
iris recognition matching system. Firstly, 1D Log-Gabor Filter
is used to encode the unique features of iris into the binary
template. The efficiency of the algorithm can be increased by
taking into account the coincidence fragile bit’s location with
1D Log-Gabor filter. Secondly, Adaptive Hamming Distance is
used to examine the affinity of two templates. The main steps
of proposed iris recognition algorithm are segmentation by using
the Hough’s circular transformation method, normalization by
Daugman’s rubber sheet model that provides a high percentage
of accuracy, feature encoding and matching. Simulation studies
are made to test the validity of the proposed algorithm. The
results obtained ensure the superior performance of our algo-
rithm against several state-of-the-art iris matching algorithms.
Experiments are performed on the CASIA V1.0 iris database,
the success of the proposed method with a genuine acceptance
rate is 99.92%.

Keywords—Iris recognition; bio-metric; Hamming Distance; iris
recognition matching; Adaptive Hamming Distance; 1D Log-Gabor
Filter; segmentation; normalization; feature encoding; genuine
acceptance rate

I. INTRODUCTION

Bio-metric security techniques are comprehensive tech-
niques that establish a secure identity of a person by measuring
one or more types of physical characteristics. Bio-metric based
techniques are currently favored by a fashion phenomenon,
mainly film and television reported in [1]. Thus, it is not
uncommon to see retinal scanners with beautiful red lasers,
readers fingerprints with very nice flashing lights, etc. All this
becoming the ultimate in access control technology. There are
some bio-metric techniques that have been used from the last
few decades but they have some limitations. In this study we
focus on iris bio-metric security technique which is the most
reliable and accurate among all bio-metric traits at present. It
has been proved that the probability of finding two identical
irises is less than the reverse of the number of humans who
have lived on earth. Fig. 1 shows structure of human eye.

Iris recognition is based on interpretation and comparison
information between two irises of the same person, belonging
to two individuals who may be the same person or not. In

	

Fig. 1. Structure of human eye.

the first case, there must be authentication, but authentication
should not be performed in the second case. Selection of iris
images may have different size and orientation between several
photos, it is therefore necessary to use information that is
independent of the parameters of the image. It is necessary
to eliminate the pupil, the white of the eye, perhaps the
reflections and the area of the eyelid in the case of significant
encroachment on the iris. This operation will make subsequent
processing more reliable, as compares iris information only,
and in addition gain memory occupancy when saving code
vectors.

In an eye, iris is the colored area between the pupil and the
white of eye. The iris has diameter smaller than a hair which
consists of a network of the fine tubes. Iris formation in the
human eye begins in the third month and the structure of the
distinctive elements finishes in the eighth month of gestation.
The pigmentation process continues in the first years of birth.
The formation of the iris is chaotic which generates patterns
with high variability.

There are two main stages of iris recognition, first, the
features of are recorded in the enrollment process. Second, in
matching process, the authentication system attempts the con-
firmation of an individual’s identity by comparing a submitted
sample to previously enrolled templates.

The remaining sections of this paper are organized as
follows: Background is described in section 2. In section
3 related work is briefly discussed regarding iris bio-metric
systems based on Hamming Distance with feature encoding
schemes adopted by different researchers. Section 4 proposed
method and provides a detailed description of iris recognition
system components with pre-processing i.e., image acquisi-
tion, segmentation and normalization, feature extraction and
encoding, matching. Experimental results and discussion are
presented in section 5. Finally, conclusion is made in section
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II. BACKGROUND

The American ophthalmologist Frank Burch was the first
person who had officially realized the possibilities of the
texture of the iris as an identification tool. He proposed
this method in a lecture that was delivered in American
Academy of Ophthalmology in 1936. Before that, the iris
was mainly considered only for its color. Burch’s idea has
been reproduced in the ophthalmology manuals, but there was
very little research done, due to particular lack in the field of
engineering [2]. Professor John Daugman developed a math-
ematical approach to the analysis of patterns of the iris. The
collaboration between Daugman, Sarin and Flom was resulted
in a functional prototype patented in 1994. This system has
been greatly improved. Several companies used licenses of
iris recognition algorithms in their applications. The patent
is now the property of the company iridian. Daugman’s work
was based on the non-orthogonal Gabor complex wavelets, the
complex-valued filters were applied to the texture of the two-
dimensional iris and the phase information was extracted to
form the signature [3], [4]. Wildes [5] presented a system based
on a pyramidal representation multi-resolution iris textures.
The idea behind the image pyramid is as follows: an image
can be represented as a sub-sampled approximation and one
or more images residuals at different resolutions. In Wildes’s
system four sub-images were used from a multi-resolution
pyramid as a signature and a standardized correlation was
measured for classification. Boles et al. [6] proposed an
algorithm based on ”Zero-Crossings” of a one-dimensional
orthogonal wavelet transform. First, the one-dimensional signal
was transformed and acquired by recording the gray scale
values of one or several concentric circles of the iris. Then
the radius of the circle was normalized with respect to the
radius of the iris, ensuring that the same points of the texture
of the iris sampled according to size of the iris in the picture.
Zhu et al. [7] have done comparative studies between wavelets
non-orthogonal Gabor and orthogonal wavelet of Daubechies
of order 4 (”db4”). In this method, Gabor wavelets multi-
directional and different frequencies were used to separate
the texture of the iris in different frequency sub-bands. The
average and standard deviation were used as a signature. In
the case of wavelets, the mean and the standard deviation
of the sub-bands were generated from a transformation on
five levels and used as signature. The result was very much
in favor of the wavelet analysis of Gabor. Lim et al [8]
used an orthogonal wavelet transform with a simple Haar
Wavelet. Four levels of transformations were calculated first
and the signature was composed based on the coefficients of
the details diagonals at the lowest scale. Each average value
of the diagonal detailed the coefficients to the other three sub-
bands at higher. The signature coefficients were all of zero
mean and truncated to only one bit as a function of their sign.
Tisse et al. [9] used the Hilbert transform for iris detection.
In which frequency emergent and the instantaneous phases
(combination of the original signal and the Hilbert transform)
were used to generate the signature. Then Hamming Distance
was calculated to compare two signatures. Rydgren et al. [10]
used a wavelet packet transform on three levels and applied
it to the unrolled images. The sub images in the wavelet
packet tree which holds information about both frequency

and location were calculated as the suitable candidates for
iris signatures. An energy measure was used to identify the
particular packets that carries discriminating information about
the iris texture. Noh et al. [11] used a method called multi-
resolution ICA by calculating the value in average gray levels
as a function. They construct a one-dimensional iris signature
which served as input to the multi-resolution ICA algorithm.
In addition, a presentation of some current methods as well
as a very recent global study that covers development history
and current state-of-the art for understanding the recognition
of the iris was also presented in literature [12]. Nabti and
Bouridane [13] introduced a new approach to Multi-Scale
contour detection for iris segmentation. Lionel [14] proposed
a new iris recognition system to improve safety by using a
technique of portable object. He studied a human-machine
based on gesture recognition. In a first portion, he evaluated
grid photo sensors from modeling up to the characterization
of pixels and then tested the vehicle in CMOS technology that
allowed them to compare 24 pixels to photo grid. He also
addressed research on the integration of video stabilization on
a sensor of images, key points on portable objects and on
near infrared filtering. Wang et al. [15] introduced an eyelash
detection method, in which a combination of Expectation
Maximization (EM) and Gaussian Mixture Model(GMM) was
used to extract the eyelash and eyelids information. Wang et
al. [16] used random transform with polynomial curve fitting
and least squares fitting to detect the eyelid and eyelashes.
They used diagonal gradient and thresholding method to get
the information of eyelashes .

Several iris recognition techniques have been developed by
employing the traditional iris recognition systems [17], [18],
[19], [20], feature value extraction [3], [21], [22], [23], [24]
and iris matching [25], [26]. Most of state-of-the-art methods
used simple binarization based on the sign of feature values
[3],[21], [22],[27], [28].

III. RELATED WORK

In iris localization methods, an integro-differential operator
was used by Daugman [21], which is as follows:

max(r,x0,y0) | Gσ(r) ∗ ∂
∂r

∮
r,x0,y0

I(x, y)

2Πr
ds | (1)

Where I(x, y) is an image containing an eye. By equation
(1), maximum angular integral of radial derivative over the
image domain, the outer (limbus) boundary of the iris and
pupillary boundary location can be realized. Firstly, the outer
limbus boundary location can be estimated, to avoid the eyelids
occlusion, the limit of angular arc of contour is bounded in
range to 90◦ centered on the horizontal meridian. Secondly, a
finer convolution scale σ find pupillary boundary. Wildes [5]
proposed a method to estimat the iris boundaries by adopting
the hough transform. Masek [29] also used hough transform
method for iris boundary estimation. These two methods can
efficiently estimate the iris boundaries. In [12] and [30], a
different method was introduced by using the active contours
to find the non-circular shape of the iris which gives better
representation of circle. This method does not perform well
in some cases because if the edges details are weak then the
desired iris boundary can not be evaluated according to the iris
pattern. A threshold method has also been adopted by Somnath
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Fig. 2. Flow diagram proposed iris biometric system.

et al. [31] to detect boundary of the pupil in the eye image
areas as it is darker than the other. Different state-of-the art
techniques used fourier methods to account eyelid occlusions
and iris segmentation. Avila [32] presented a similar type
of system, in which he used a zero-crossing discrete dyadic
wavelet transform which showed a high level of accuracy. Li
Ma et al. [33] proposed to use circular symmetry filters to
capture local-texture information of the iris. Then they utilized
this information to construct feature vector the fixed length. For
instance, Tisse et al. [34] proposed new approach for extraction
and localization of iris by implementing C language and tested
individually the performance of the different processing. Rai
et al. [35] used Support Vector Machine (SVM), Hamming
Distance, parabola detection and trimmed median filter to
detect and remove the eyelid, and eyelashes from the iris
image. Soliman et al. [36] used a coarse-to-fine algorithm
to address the computational cost problem and the integro-
differential operator to get information aboutpupil centers and
radii. In [37] Dehkordi et al. used Adaptive Hamming Distance
to improve the performance of iris code matching stage. The
expanding and adjoining behavior of Hamming subsets to
the right or left neighboring bits increased the accuracy of
Hamming distance computation.

IV. PROPOSED METHOD

In this paper, we prpose an approach for iris pattern
recognition by Adaptive Hamming Distance with improving
the speed and accuracy of the process. we use a statistical
method to account eyelashes presented in litirature [12] and
1D Log-Gabor Filter features to uniquely identify iris. We
have studied various well known algorithms for iris recognition
[29],[32], [33], [34], [35], [36], [37] and compared the results
with state-of-the art algorithms. Fig. 2 shows flow diagram
of iris biometric system which is described in detail in the
following subsection.

A. Iris Recognition System

The proposed iris recognition system based on the five
main steps. In the first step, the person’s eye enrollment is
performed. In the second step, iris is segmented from the
image to locate and study the iris pattern. In the third step,
we normalize and scaled the iris pattern to a predefined size.
In forth step, we extract the features of iris code from filtered
iris details, obtained from generated iris templates. In the
fifth step, we compute the similarity score of two iris codes
by matching them with Adaptive Hamming Distance scheme.
For generating the base templates, we use the same methods
as introduced in [29] with the Adaptive Hamming Distance
for handling the images of CASIA V1.0 [38]. The same
methodology adopted by Daugman [21] in the matching by
metric employed and to extract textural information of iris
image. Fig. 3 shows the steps of an iris recognition system.

 
 
	
	

Feature 	
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Iris Segmentation 

	Pupil Boundary 
Detection 

Iris Boundary 
Detection 

	

Eye Image 
Acquisition 

	

Iris 
Normalization 

	

Feature Encoding 
	

Matching  
	

Fig. 3. Typical main steps of an iris recognition system.

The detailed mathodology is given in the subsubsections
below.

1) Image Acquisition: Iris image acquisition is an impor-
tant step in the recognition system. In this step images are
acquired using CCD camera. Images having good resolution
and sharpness need to maintain with adequate intensity. For
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the purpose of fair evaluation of our proposed algorithm, we
use CASIA iris image database (version 1.0).

2) Segmentation and Normalization : For the purpose of
segmentation, we isolate the zone of the iris of the eye
(Fig. 4-a), then horizontal direction and vertical direction are
estimation for segmentation. We use the description of the
function which locates the center of the image. Once we get
both directions, it becomes easy to detect the center (Fig. 4-
b). To detect the centers, Hough transform is applied to the
circular forms to detect the border of iris / pupil. For effective
and precise circle, first Hough transform was executed for the
border of iris / sclera then for the border of iris / pupil (Fig. 4-
c). Fig. 4 shows steps of Segmentation.

Fig. 4. example of steps of Segmentation: (a) Iris base, (b) Horizontal and
Vertical Diameters, (c) Located Iris.

Once the iris region is successfully segmented, we normal-
ize the iris segmented area by transforming the representation
space of the iris with rectangular space to get fixed dimensions
for authentication of the data that has the same dimension as
shown in Fig. 5.

Fig. 5. Normalization of the localized iris.

In the normalization process, we unwrap the iris image
and convert it to its polar equivalent by using Daugman’s
Rubber sheet model. The points on the Cartesian scale to
the polar scale of center of the pupil are converted through a
remapping formula. The remapping of iris image I(x, y) from
raw Cartesian coordinates to polar coordinates (r, θ) can be
calculated as follows

I(x(r, θ), y(r, θ))−→I(r, θ) (2)

Where r is on the interval [θ, 1] and θ is angle [θ, 2π], with:

x(r, θ) = (1− r)xp(θ) + rxl(θ) (3)

y(r, θ) = (1− r)yp(θ) + ryl(θ) (4)

Where xp(θ) ,yp(θ) and xl(θ), yl(θ) are the coordinates of
the pupil and iris boundaries along the direction θ.

Daugman’s Rubber sheet model is shown in Fig. 6.

Fig. 6. Daugman’s Rubber sheet model for the normalization of the iris.

3) Feature Extraction and Encoding: In this step, a tem-
plate that represent the iris pattern information is generated by
using a 1D log-Gabor filter. The error between the two different
images occur when the pixels’ intensity of two different iris
images directly compared. To diminish this difficulty, 1D Log-
Gabor filter is used same as [39], [40]. 1D Log-Gabor filter
can be calculated by equation (5) as follows :

G(X,Y ) = e
−

log( radius
fo

)2

2∗log(sigmaOnf)2 (5)

To extract and encode image texture information, the filters
are multiplied by the raw image pixel data and coefficients are
generated by integrating them over their supported domain.
A noise mask is then generated with the feature template to
mark the corrupted bits in the template. Fig. 7 shows feature
encoding of iris.

Fig. 7. Feature encoding.

4) Matching: Matching step consists of all the previous
steps that are performed through out the enrollment of the
encoded iris template. By extracting the binary form of the
encrypted bit pattern, a simple boolean ”XOR” operation can
be used to match the stored encrypted bit patterns [41]. The
dissimilarity measure is computed between any two iris bit
patterns by utilizing the Adaptive Hamming Distance. The
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Hamming distance can be defined as follows

HD =
1

N

N∑
j=1

Xj ⊕ Yj (6)

Where, N represents the total number of the bits per bit
pattern. HD represents the fractional measure of dissimilarity
and 0 will indicate the perfect match. The Adaptive Hamming
Distance can be calculated by the following formula

HD =
‖(CodeA ∩MaskA)⊕ (CodeB ∩MaskB)‖

‖MaskA ∪MaskB‖
(7)

In this equation (7), CodeA and MaskA represent the iris
code of unidentified individual A. CodeB and MaskB repre-
sents kits of template B of bitwise iris code and mask vector,
which contains 20*480=9600 template bits and 20*480=9600
mask bits, respectively, that are calculated by using ”XOR” and
”AND” boolean operators. ‖MaskA ∪MaskB‖ denotes the
total number of comparisons. Algorithm 1 shows the general
steps of matching method.

Algorithm 1: Iris Matching Algorithm
1 Input: Normalized iris image
2 Initialization: while Iris Code matching do
3 for calculate Bitwise Mask A do
4 for Ckeck bitwise Mask B stored in database

do
5 check iris code B stored in database
6 produce iris code A
7 set the initial size of Hamming Divide the iris

code into Hamming subsets (subset A, subset B)
8 L = 8|16|32;
9 i = 0;

10 k = search engine;
11 if density >= 0 then
12 HD = subset A & subset B
13 i = = i + L;
14 break;
15 k=search engine;
16 for density = 1 + i;
17 do
18 if density >= 0 then
19 HD = neighbore subset A + L
20 subset = subset+1;
21 break;
22 k = search engine;
23 i = i + L;

24 Output: Authentication

In order to calculated Adaptie Hamming Distance, First,
bitwise iris code based Hamming space is divided into Ham-
ming subsets. The initial constant length of Hamming subsets
can be the size of 8,16 or 32 bits [42], [43]. Then both iris
codes is divided into Hamming subsets with initialization size
of L. The density value of the masked bit in the Hamming

subset can be calculated calculate which is calculated as
follows

Mask(i, j) =

{
1 correct bit
0 trival bit

Here the vector Mask represents the trivial bit location in
the both iris codes. Where Mask(i,j) = 0 represents Mask bit,
which is excluded from computation and Mask(i,j) = 1 correct
bit to be compared.

The number of trivial bits are presented in hamming subset
as:

P(i,j) = L−
L∑

m=1

Mask(i+m, j) (8)

Where hamming subset is equal to L
2 or less than adaptive

hamming subset. The HD is calculated from the one subset
to the neighbor subset, it will indicate that the trivial bits in
Hamming subset are larger and the HD is not accurate if it is
more than L

2 . In this step, the search engine verify the density
of mask bits in the neighbor hamming subset. If density is low
that means the subsets are not affected by noise. Hence, the
hamming subsets can expand to the correct bits and these bits
will be added to left or right neighbor subset. The location of
masked bits can be estimated as follows

Left(i,j) = L−
L
2∑

m=1

Mask(i+m, j) (9)

Right(i,j) = L−
L∑

m=L
2

Mask(i+m, j) (10)

The correct bits will be added to the subset at the left or
right to next hamming subset and will be increased as

Left(i,j) =⇒ L← L+ Left(i, j) (11)

Right(i,j) =⇒ L← L+Right(i, j) (12)

Hence, the computed Hamming Distance at correspondent
bit of subset will be updated by the addition of the correct bits
to left neighbor hamming subset, .

V. EXPERIMENTAL RESULTS AND DISCUSSION

A. Dataset

Experiments are performed on the CASIA Iris database v1,
which contains 756 iris images of 108 different people. Totally,
756*755/2 = 285390 pairs of comparisons for each algorithm,
2268 for Intra-Class comparisons and 283122 for Inter-Class
comparisons. Which contains 9600 template bits and also for
mask bits, respectively.

For the evaluation of our algorithm, we employ False
Acceptance Rate (FAR), False Rejection Rate (FRR), Equal
Error Rate (EER) and Receiver Operating Curves (ROC).
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In contrast to the degree of match, two error rates FRR and
FAR are calculated for selecting a proper point as a threshold
for different Adaptive HD using the formula as in equation
(13) and equation (14).

FAR =
No. of time of different imposter

No. of comparisons total
(13)

FRR =
No. of time of different genuine

No. of comparisons total
(14)

The error rate can be minimized by selecting the threshold
value on the intersection of these two error rates curves as
shown in Fig. 8 with EER =0.004. If Hamming Distance is
smaller then FAR will reduces and FRR increase, FAR will be
increased and FRR will be decreased if HD increases.

Fig. 8. The Equal Error Rate Value where FAR and FRR are equal.

Fig. 9 shows comparisons of Receiver Operating Curves
(ROC) and recognition rate.

Fig. 9. ROC curves for the system for different recognition rate.

The Table I shows the comparisons performance of the
proposed method in terms of recognition rate, False Reject
Rate (FRR). The recognition rate of 99.92% and FRR = 0.00
shows the success of method.

B. Intra-Class Comparisons

In our work 2268 Intra-Class comparisons of iris templates
were successfully performed and their Adaptive Hamming
Distance distribution is shown in Fig. 10.

Fig. 10. Intra-Class Adaptive Hamming Distance distribution.

C. Inter-Class Comparisons

On our work 283122 Inter-Class comparisons of iris
templates were executed successfully and the histogram of
distribution is shown in Fig. 11.

Fig. 11. Inter-Class Adaptive Hamming Distance distribution.

D. Intra-Class and Inter-Class comparisons

In the Intra-Class and Inter-Class comparisons very few
values were seen that overlap each others. Fig. 12 shows
the combined Adaptive HD distribution comparison for
756*755/2=285390 pairs.

VI. CONCLUSION

In our proposed work, Adaptive Hamming Distance is used
with the 1D Log-Gabor Filter. Adaptive HD can expand left or
right based on the masked bits density. Search engine process
the neighboring subsets if the Hamming subset reaches to
threshold. Adaptive behavior can give more efficient results
than simple HD. To produce a bit-wise biometric template,
the normalized iris regions are convolved with the 1D Log-
Gabor filter. Results of the proposed method on CASIA V1.0
show 99.92% best performance methods with 0% the state
of the art iris recognition FRR, an EER down to 0.004%
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TABLE I. QUANTITATIVE COMPARISION OF RESULTS

Methods Database Matching Process Feature Extraction FAR FRR EER Overall Correct Regnition
Accuracy Rate

Masek [29] Dataset HD with XOR 2D Gabor 0.005 0.238 0.35 99.75 -

Avila [32] Database HD Zero-Crossing 0.03 2.08 0.21 97.89 -

LI Ma et al. [33] Database Expanded binary Classes of 1D Wavelets i.e, 0.02 1.98 0.29 98.00 99.60
Feature vector 1-D intensity signals

& Exclusive OR
operations

Tisse et al. [34] Database HD 2D Gabor 1.84 8.78 0.41 89.37 -

Rai et al., [35] CASIA Database SVM and HD with XOR 1-D Log-Gabor wavelets 0.07 0.33 - 99.60 -

Soliman et al., [36] CASIA-V3 CASIA-V1 HD with XOR 1-D Log-Gaborwavelets - - - 98.80 -

Dehkordi et al., [37] CASIA-V3 Adaptive HD with XOR 2-D Log-Gabor wavelets - 0.06 - - 99.96

Proposed CASIA-V1 Adaptive HD with XOR 1-D Log-Gabor Filter 0.08 0.00 0.004 99.92 99.996

Fig. 12. Intra-Class and Inter-Class Adaptive Hamming Distance distribution.

and with different class of variations i.e. Inter-Class Adaptive
HD distribution and Intra-Class Adaptive HD distribution. In
future, PCA and FLDA can be incorporated with this model
to get better results.
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Abstract—Support Vector Machines (SVMs) have shown bet-
ter generalization and classification capabilities in different appli-
cations of computer vision; SVM classifies underlying data by a
hyperplane that can separate the two classes by maintaining the
maximum margin between the support vectors of the respective
classes. An empirical analysis of SVMs on the facial expression
recognition task is reported with high intra and low inter class
variations by conducting an extensive set of experiments on a
large-scale Fer 2013 dataset. Three different kernel functions of
SVM are used; linear kernel, quadratic kernel and cubic kernel,
whereas, Histogram of Oriented Gradient (HoG) is used as a
feature descriptor. Cubic Kernel achieves highest accuracy on
Fer 2013 dataset using HoG.

Keywords—Facial Expression Recognition; Support Vector Ma-
chine (SVM); Histogram of Oriented Gradients (HoG)

I. INTRODUCTION

Facial expression is one of the most important non-verbal
means of communication, enabling human beings to exchange
the social information. There is a vast range of applications
of facial expression recognition (FER) such as human and
man-machine interaction [1], smart healthcare [2], biometrics,
medical diagnosis [3], surveillance [4] and mental state iden-
tification [5].

However, high intra and low inter-class variations make
human FER more challenging task in the field of machine
learning and computer vision. Based on emotions and social
interactions, facial expressions are usually categorized into
six basic emotions, namely, happiness, sadness, anger, fear,
surprise, and disgust [6]. The expression neutral is also added
as another facial expression and widely accepted by the
researchers [7]. Figure 1 represents some sample images of
these emotions/facial expressions.

In recent years, several interesting solutions have been
proposed for FER, relying on the diversified set of techniques
and strategies to better represent and classify facial expressions
in various application domains [5], [8]. Most of the existing
FER frameworks focus on algorithms to extract better features,
such as Gabor filter and RBF network [7], CNN [9], hybrid
CNNSIFT aggregator [10], and SVM [11].

In this paper, empirical study of SVMs with different
kernels and features on FER is reported. In experiments,
the analysis of false positives for each expression are also
discussed. The rest of the paper is organized as follows: section
II discusses the related work. The detailed description of the
methodology adopted for this empirical study is provided in the
section III. The section IV reports the experiments, the dataset

Fig. 1. Sample images from the Fer 2013 dataset. Images in the same column
show identical expressions. The labels of expressions from left to right are:
Anger, Disgust, Fear, Happy, Sad, Surprise and Neutral.

used for the evaluations along with the detailed analysis of the
obtained results. Finally, section V provides some concluding
remarks.

II. RELATED WORK

In recent years, the research community has shown great
interest in FER. As a result, several interesting solutions have
been proposed for FER. For instance, Usman et al. in [12]
proposed a three step solution to FER. In the first step, a
state-of-the-art Viola-Jones face detection method has been
employed to detect faces in the images. Subsequently, HoG
features are extracted from the identified regions of interest
followed by autoencoder and PCA based features dimensional
reduction techniques. Finally, SVMs are used for the classi-
fication purposes. A Similar technique has been adopted in
[13], where, initially, faces are detected using a Viola-Jones
face detector followed by a feature extraction phase where
Local Binary Pattern (LBP) features are used for representation
purposes.

On the other hand, Anurag De et al. in [14] modeled
FER system using an eigenface based approach where hue-
saturation values are used for face detection. By calculating
Euclidean distance between the test image and mean of training
dataset, the expressions are then classified. For FER, Lekdioui
et al. in [15] rely on a novel facial decomposition technique.
First, the regions of a face are extracted using facial landmarks
by using the algorithm IntraFace. For feature extraction, dif-
ferent techniques, such as LBP, CSLBP, LTP and Dynamic
LTP, are used. SVMs are then used for classification purposes.
Suzan Anwar et al. in [16] proposed an Active Shape Model
(ASM) tracker, which takes input from a webcam and tracks
116 facial landmarks. These tracked landmark points are used
for extracting the feature of expression from face and Support
Vector Machine (SVM) is used for classification.

III. PROPOSED METHODOLOGY

Figure 2 provides a block diagram of the methodology
adopted in this study. The method is mainly composed of two
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components, namely (i) feature extraction and (ii) classifica-
tion. For feature extraction, state-of-the-art feature descriptors,
namely HoG, is used, whereas, three different kernels are used
of SVM for the classification.

Fig. 2. The flow chart of the proposed model

The Histogram of Oriented Gradient (HoG) features are
widely used for classification in different fields. The steps of
HoG for extracting features are explained as follows:

1) The input image is divided into 8× 8 pixel grid.
2) Then, 2 × 2 cells are created as block by 50% of

overlapping, the total number of blocks are 5×5 = 25
for 48× 48 images.

3) The direction of the gradient orientation range (0 −
180o) is divided into 9 bins. By the equation 1
gradient magnitude and orientation are calculated as
follow

dx = f(x+ 1, y)− f(x− 1, y)

dy = f(x, y + 1)− f(x, y − 1)

m(x, y) =
√
dx2 + dy2

(1)

In Equation 1, f(x, y) describes the pixel value at
location (x, y) in the given face patch I , and m
describes the magnitude.

4) The length of the HoG feature vector for given I is
N × C × P , where N denotes the number of the
blocks, C denotes the number of cells in each block,
and P denotes the number of orientation bins. The
orientation are quantized into 9 bins, where makes the
HoG features of length 25× 4× 9 = 900 [17], [18].
An example of the HoG process for feature extraction
is shown in Figure 3.

Fig. 3. HoG process for extracting features.

The SVM has shown outstanding performances in different
application domains [19], [20]. The core goal of SVM is to

find the best hyperplane to separate binary classes at maxi-
mum distance with the minimum number of support vectors.
Consider a set of l training examples (ri, ti), i = 1, ...l,
where each example is n-dimensional, ri ∈ Rn, a class label
ti ∈ {+1,−1}. A function φ is learned that maps given
unknown instance rj to t′j , t′j = φ(rj).

Inherently, SVM is a binary classifier. To extend SVM for
multi-class classification, either one-vs-one (OVO) or one-vs-
all (OVA) approach is used. In case of OVA, for q different
classes where q > 2, q different classifiers are trained, for each
class i, it assumes i as positive and rest all other as negative.
The OVA often leads to imbalanced training dataset. In Fer
2013 dataset, it also create huge imbalance for few classes such
as facial expression Disgust. If binary classifier for Disgust
expression is trained using OVA, then there will be only 436
positive instances and 28273 negative instances; the positive
instances will only be 1.5% of given training instances.

For many applications, OVO has shown better accuracy
compared to OVA. The OVO approach trains q(q−1)/2 binary
classifiers. In case of FER, there will be 21 different binary
classifiers. The ensemble/voting approach is used to decide the
label of given instance rj , the unknown instance rj is given
to 21 different binary classifiers, and the label with highest
frequency is decided as the expression; OVO is used in this
paper.

IV. EXPERIMENTS AND RESULTS

A. Dataset

The SVMs are evaluated on a large-scale benchmark
dataset, namely, Fer 2013 dataset [21]. The imbalanced nature
of the dataset makes it one of the most challenging datasets
for FER. In total, the dataset covers 7 different facial expres-
sions, namely Angry, Disgust, Fear, Happy, Sad, Surprise and
Neutral. The dataset is divided into training and test sets. The
test set is further divided into private and public testing. The
training set contains 28709 instances against all expressions,
whereas, the test set contains 7180 instances. The number of
instances of each facial expression in test and training set are
described in Table I.

It can be observed that some expressions have very few
training instances. For instance, Disgust has only 436 training
instances, which makes dataset imbalanced for the disgust
expression. Since classification models are data greedy models,
therefore, the recognition heavily depends on the number of
training instances per class.

TABLE I. FER 2013 DATASET DESCRIPTION

Facial Expression Training Set Instances Test Set Instances
Angry 3995 958
Disgust 436 111
Fear 4097 1024
Happy 7215 1774
Sad 4830 1247
Surprise 3171 831
Neutral 4965 1233

B. Experimental Results

Table II summarizes the recognition accuracies. It can be
seen that linear SVM has limited performance compared to
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Fig. 4. FER on linear SVM using HoG features. a) Shows the results on the training set, and b) Shows the results on the test set.

Accuracy: 77.51%

68.5%
2737

15.8%
69

6.2%
254

1.4%
104

5.1%
245

2.2%
69

3.3%
163

0.0%
1

48.6%
212

0.0%
1

0.0%
0

0.0%
0

0.0%
0

0.0%
0

4.1%
163

8.7%
38

62.6%
2565

1.1%
76

4.0%
191

3.8%
119

2.4%
120

7.2%
287

5.5%
24

7.1%
292

91.7%
6619

5.8%
281

6.3%
199

6.9%
343

7.4%
295

11.9%
52

9.9%
406

1.9%
140

74.0%
3574

2.9%
91

6.2%
308

1.8%
72

2.8%
12

5.1%
210

0.8%
57

1.0%
48

80.8%
2561

1.0%
48

11.0%
440

6.7%
29

9.0%
369

3.0%
219

10.2%
491

4.2%
132

80.2%
3983

Angry Disgust Fear Happy Sad Surprise Neutral

Target Class

Angry

Disgust

Fear

Happy

Sad

Surprise

Neutral

O
ut

pu
t C

la
ss

Accuracy: 54.33%

40.3%
386

31.5%
35

11.4%
117

4.2%
75

11.5%
144

5.1%
42

7.3%
90

0.5%
5

24.3%
27

0.3%
3

0.0%
0

0.1%
1

0.1%
1

0.0%
0

10.0%
96

12.6%
14

33.0%
338

3.6%
64

10.3%
128

8.2%
68

6.0%
74

14.5%
139

9.9%
11

10.9%
112

77.3%
1371

12.4%
155

9.3%
77

12.7%
157

16.4%
157

12.6%
14

20.3%
208

5.9%
104

43.5%
543

5.3%
44

15.2%
188

2.0%
19

1.8%
2

8.6%
88

1.6%
28

2.0%
25

64.4%
535

1.9%
24

16.3%
156

7.2%
8

15.4%
158

7.4%
132

20.1%
251

7.7%
64

56.8%
700

Angry Disgust Fear Happy Sad Surprise Neutral

Target Class

Angry

Disgust

Fear

Happy

Sad

Surprise

Neutral

O
ut

pu
t C

la
ss

(a) (b)

Fig. 5. FER on quadratic SVM using HoG features. a) Shows the results on the training set, and b) Shows the results on the test set.
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Fig. 6. FER on cubic SVM using HoG features. a) Shows the results on the training set, and b) Shows the results on the test set.

the other kernels. The quadratic SVM gives 77.51% accuracy
on training set but 54.33% accuracy on the test set which
gives an impression that feature space is quite challenging
and HoG feature representation is limited for FER application.
Even cubic SVM, which has better performance for non-
linear feature space, has only 57.17% accuracy on test set.

Interestingly, cubic SVM over-fits on the training set and
achieves 97.11% accuracy.

Moreover, in order to provide more detailed analysis of the
results; Figure 4, Figure 5 and Figure 6 show the confusion
matrices of linear, quadratic and cubic kernels, respectively, on
HoG features.
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TABLE II. COMPARISON BETWEEN THE RESULTS OF LINEAR SVM,
QUADRATIC SVM AND CUBIC SVM ON HOG FEATURES

Feature Vector Training Set Accuracy Test Set Accuracy
Linear SVM 49.93% 46.32%
Quadratic SVM 77.51% 54.33%
Cubic SVM 97.11% 57.17%

It is interesting to observe that linear SVM fails to learn
hyperplane for Disgust expression in training set and also in
test set which indicates that Disgust expression is not linearly
separable. It is also evident from Figure 4 that expression
Happy achieves better recognition compared to the all other
expressions. The happy expression also have similar recogni-
tion in quadratic and cubic SVMs test sets. On a leader-board,
top three positions are the same for all SVM kernels whereas
few expressions keep changing their positions. In case of
disgust expression, it is on the last position (7th) on linear and
quadratic SVMs, whereas, it improves the position on Cubic
SVM that is 4th which indicates that cubic SVM gives better
results in imbalance training as well. Almost all expressions
improve their accuracies from linear to cubic SVMS except
Neutral expression; for Neutral expression quadratic SVM
gives the highest accuracy.

V. CONCLUSION

In this paper, an empirical study is conducted on SVM
for investigating the impact of different kernel functions on
the performance of FER. There are seven different facial
expressions; the expressions include Angry, Disgust, Fear,
Happy, Sad, Surprise and Neutral. Cubic SVM achieves high-
est accuracy on the test set, whereas, it over-fits on the training
set. The cubic SVM also learns better hyperplanes under
imbalance training instances. In case of Disgust expression,
the training instances are only 1.52%. The linear SVM fails to
learn the hyperplane for Disgust expression, the accuracy of
Disgust is 0%; it neither appeared as false positive for other
expressions as well. The cubic SVM has better accuracies
for all the expressions except Neutral; quadratic SVM gives
highest accuracy for the Neutral. The linear SVM give poor
performance for all the expressions except Happy expression;
linear SVM gives competitive accuracy for Happy expression,
that is 73.7%, whereas, the best is 77.6% using cubic SVM.
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Abstract—This study was conducted based on an assumption
that Spark ML package has much better performance and
accuracy than Spark MLlib package in dealing with big data.
The used dataset in the comparison is for bank customers
transactions. The Decision tree algorithm was used with both
packages to generate a model for predicting the churn proba-
bility for bank customers depending on their transactions data.
Detailed comparison results were recorded and conducted that
the ML package and its new DataFrame-based APIs have better-
evaluating performance and predicting accuracy.
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Apache Spark; ML package; MLlib package; Decision tree

I. INTRODUCTION

Recently, big data [1] technologies became more popular
and are being used in many fields. It is a critical issue for most
business owners to find the optimal solutions to automate their
work and process their huge amount of data. A deluge of data
is flooded all the time from many resources and there is a real
competition in how to deal with it efficiently and with high
performance. One of the most common needs is to predict
customers churn depending on their data and activities. This
need increases for businesses which are dealing with numerous
clients such as telecommunications and banking[2], in this
paper, the comparative study was conducted on transactions
data of bank customers.

Churn prediction[3][4] is the process of predicting the
intention of customers to leave. It is one of the most debated
researches in last years. This study is conducted on a dataset
of transactions of bank customers to predict their probability
to leave.

Apache Spark has added solutions for MapReduce lim-
itations and now it is widely used due to its high perfor-
mance and efficiency in processing a huge amount of data
that is 100 x times faster than Apache Hadoop [5]. Spark’s
machine learning APIs were based on Resilient Distributed
datasets (RDD) in MLlib package, and now the primary
API is the ML package which is a higher level API that is
based on DataFrames that facilitate practical ML pipelines,
especially feature transformations. AS mentioned in Apache
Spark ML guide, DataFrames provide a more user-friendly
API than RDDs. The many benefits of DataFrames include
Spark Datasources, SQL/DataFrame queries, Tungsten and

Catalyst optimizations, and uniform APIs across languages.
MLlib package is in the maintenance mode with Spark 2.0.
In this paper, a comparative study between the two packages
is conducting in terms of accuracy, model training and model
evaluation.

This research aims to highlight the practical differences
between the two packages and list the pros and cons of each
package depending on the real results of processing the same
dataset using the same algorithm.

This paper is organized as follows, the 2nd section presents
an overview of the related work. Then in the 3rd section, the
used dataset and the steps of processing the data are discussed.
Also, it is discussed in details the used algorithm and why it
is chosen for this study. In 4th section evaluation and results
are outlined. The conclusion of this research is summarizing
the results of the comparative study.

II. LITERATURE REVIEW

A. Churn prediction

Customer churn [6] is the term used in the banking sector
tries to denote the movement of customers from one Bank to
another.

The Importance of Predicting Customer Churn [7]

• Avoiding losing revenue that results from a customer
abandoning the bank.

• The cost of acquiring a new customer is 5x higher
(Lee Resources 2010).

• Intensifies the competition among commercial banks.

According to these reasons, it is urgent for commercial
banks to improve the capabilities to predict customer churn,
thereby using good solutions for churn predicting to retain
customers.

B. Churn prediction with big data

A large amount of data is being generated daily from
different sources, which is much more expensive and much
slower to be processed and analyzed[8]. Suitable and efficient
solutions for storing, processing and analyzing a massive
volume of data are critically needed to be able for churn
prediction efficiently and accurately.
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C. ML in Apache Spark

Applying machine learning on a big dataset needs a very
large amount of physical resources for processing data, the
need of having a platform that can efficiently perform very
complex processing and analysis operations on enormous
datasets increases daily[9]. Apache Spark is an efficient one of
these platforms, it offers a set of modules for different machine
learning tasks.

Gauri D et al., (2015)[10] proposed a churn prediction
model for the telecommunications field that predicts churn
probability for customers using their records data, which can
help the company know which customer has an intention to
leave or move to another service provider in the near future.
Due to the increasing volume of customers’ data, they are
using Hadoop framework for data storing and processing. They
applied the prediction model using the decision Tree C4.5
algorithm. The model generates the rules from training data
and applies these rules on testing data to determine which
customer may leave. The process of rules generation involves
calculation of entropy for every attribute of each record along
with the information gain. After applying rules on the test data,
a list of the predicted churners and non-churners customers is
returned as a result and added to a text file in HDFS.

Avishkar D. et al., (2016) [11] proposed an application for
predicting customers attrition in the telecommunication field
and enable business owners to take all needed procedures
to retain the existing customers rather than increasing the
number of customers. They take customer records as an input
and give a prediction of customer churn as output. They
applied prediction through analyzing customer behavior based
on several attributes such as calls per day and using provided
services. Because of the overall growth rate for over 35 percent
over the past decade in terms of subscribers, they applied
prediction using the Hadoop framework that made it much
easier. They applied the decision tree approach using C4.5 data
mining algorithm, which provides great accuracy in predicting
churners. The result was obtained after applying the algorithm
is a list of churners and non-churners.

Wei Z et al., (2016) [12] conducted a comparison of
decision tree based churn prediction model between SPSS and
Spark ML package and used a customers’ data of insurance
company as an example. The comparison was conducted on
the execution flow of each, run-time, model evaluation, and
model precision. Their results show that Spark ML is easier
and more efficient than SPSS in applying a churn prediction
model, especially for insurance companies.

D. Decision tree

The decision tree is a supervised learning algorithm that is
used for regression or classification. Decision tree model has a
tree-like structure that consists of nodes. Each node in this tree
refers to a test on a single attribute, each branch represents an
outcome of this test, and each leaf node holds a class label. The
splitting of nodes is decided by /algorithms like information
gain, chi square, gini index[13]. There are different algorithms
used in the decision trees: ID3, C4.5, CART, C5.0, CHAID,
QUEST, and CRUISE.

III. METHODOLOGY

Fig. 1. Building ML classification model workflow

The workflow for building a machine learning classification
model shown in Figure 1. After collecting data, it is prepared,
transformed and processed to be ready for the training phase.
A classification algorithm is applied to the prepared data
for generating the classification model, then the model is
being tested and evaluated using testing data. Methodology is
divided for subsections, section 3.1 discusses the used dataset,
subsection 3.2 presents the pre-processing steps required to
prepare the dataset for the training phase. Then in section 3.3
Spark MLlib is illustrated with its components and work-flow,
and the same discussion for spark ML package in section 3.4.
In section 3.5 the results are outlined.

TABLE I. DATASET ATTRIBUTES

Attribute Description
Row Number
Customer ID
Surname
Credit Score
Geography The location of the custormers of three countries where the

bank is operating
Gender
Age
Tenure The period of having the account in monthes
Balance
NumOfProducts
HasCrCard If the customer has a credit card
IsActiveMember
Estimated Salary According to the different factors such as credit score, trans-

actions company has used the data to calculate the estimated
salary of the customer.

Churn Indicates the customer has leaved or not

A. Dataset

A dataset of bank customers transactions is used in this
study for predicting bank customers churn. The dataset is
freely available online on Kaggle1. It contains 10k row and
14 columns, where each row represents a customer data and
each column represents a single attribute. Table I illustrates
the attributes of the used dataset and a description for non-
descriptive attributes names.

B. Correlations Data Preparation

First, the irrelevant attributes (Row Number, CustomerID
and Surname) were dropped. Then the strings or categorical
attributes were mapped to numeric values. The mapped values
are for Geography and Gender attributes, for Geography, there

1Kaggle: a platform for predictive modeling and analytics competitions,
www.kaggle.com.
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are three categories or values (France: 0.0, Spain: 1.0, Ger-
many: 2.0) and there are two categories for Gender (Female:
0.0, Male: 1.0).

Then, a statistical analysis was performed on a part of the
dataset to examine correlations between the numeric columns
and generate scatter plots of them. As shown in Figure 2, it
resulted that no high correlated pairs found, no more attributes
were dropped.

Fig. 2. Correlations scatter plots

After applying the training algorithms, despite the high
accuracy, the sensitivity to the non-churners was much more
than the sensitivity to the churner customers. By checking the
count of each class, the count of churners was 2037, and for
non-churners, the count was 7963. so the non-churners was
down-sampled to a fraction of 2037/7963, that resulted in 2048
non-churners.

C. MLlib package

Spark MLLib package (spark.mllib) is the older package
for machine learning on spark, it contains the original API that
is built on top of Resilient Distributed Datasets (RDDs) which
are immutable and partitioned collections of elements that can
be operated on in parallel. Other advantages of RDDs are
Persistence, fault-tolerance, lazy evaluation and typing. RDD-
based API requires transforming the data into rows of type
LabeledPoint before processing, each LabeledPoint consists of
a label and a vector of features which represent the attributes.

Fig. 3. MLlib Workflow

As shown in Figure 3, after transforming the data to
RDD of LabeledPoints, each LabeledPoint consists of the
label which represents the Churn column, and features column
which is a vector of all features values. The RDD was divided

into two sets (Training data & Testing data). Training data
are used in applying the decision tree classification algorithm
to generate the model using trainClassifier() function in MLlib
DecisionTree module. The decision tree algorithm was applied
with Gini impurity. After generating a model, the testing data
was used for evaluating the model.

D. ML package

Spark ML (spark.ml) is a newer package that was intro-
duced in Spark 1.2, it contains a newer machine learning APIs
that are built on top of DataFrames, and it is currently the
primary APIs for machine learning on Spark. As shown in
Figure 4, The ML package workflow is represented by ML
Pipeline that consists of some chained PipelineStages. Each
PipelineStage can be either a Transformer or an Estimator.

Fig. 4. General ML Workflow

The transformer is an algorithm that is transforming a
dataFrame into another dataFrame while the estimator is an
algorithm which can be fitted on a dataFrame to produce
a model, which is a transformer. The pipeline itself is an
estimator that is generating the classifier model. As shown
in Figure 5, StringIndexer estimator is used for indexing the
label column and VectorIndexer estimator to automatically
check categorical features depending on a provided max-
Categories value and generate a new column that contains
a vector if features indices. The Spark ML decision tree
classifier DecisionTreeClassifier() is an estimator that is added
to the pipeline chain and used to generate the decision tree
model. The researchers followed Spark python API docs 2 in
implementation.

Fig. 5. Implemented ML Workflow

CrossValidator is used for best model selection using the
generated pipeline as an estimator, and provided parameters

2Spark python API docs, https://spark.apache.org/docs/latest/api/python.
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map that is generated using ParamGridBuilder() and, identify-
ing the decision tree maxDepth values to search through. An
evaluator MulticlassClassificationEvaluator() is used for testing
the generated model, it works on a dataset with two attributes
(Label and Prediction) and is used to get the predicting
accuracy. CrossValidator takes a number to split the dataset
into a set of folds that are used as separate training and testing
datasets.

E. Results

Result 1, the resulted accuracy values for the two models
were slightly close, however, the accuracy of the ML package
model was better. As shown in Figure 6, the accuracy value for
ML package model was 0.79 and the MLlib package model’s
accuracy was 0.73.

Fig. 6. Compared accuracy

Result 2, MLlib package needed less time for data trans-
formations, applying the classification algorithm and training
the model. The results are shown in Figure 7, it took only 6
seconds, and the model that was generated using ML package
took 25 seconds.

Fig. 7. Compared training time

Result 3, In contrast to the previous result, and as shown
in Figure 8, the time needed for evaluating the model using
the same testing data was much fewer in ML package model
than the MLlib package model. It took only 5 seconds, and
the model of MLlib needed 14 seconds.

Fig. 8. Compared evaluation time

IV. CONCLUSION

In this paper, a comparative study between Apache Spark
ML and MLlib packages was conducted, in terms of accuracy,
model training and model evaluation. The researchers per-
formed the comparison on bank customers transactions dataset
and using decision tree algorithm for predicting customers
churn probability. MLlib package with its RDD-based API
has a better result for training time, which can be caused
by the internal transformations in both packages. ML with its
DataFrames-based API has better results for testing time and
accuracy. So, the results indicate that ML churn prediction
models can perform better and help in getting more accurate
results faster. These results are useful for banks and any
businesses that are dealing with numerous clients and records
in predicting their churn probability. In the future, more
detailed comparative studies will be done for more packages
and platforms with different types of data and using different
algorithms to check the best and most accurate models in
different situations.
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Abstract—Effective and fast retrieval of images from image
datasets is not an easy task, especially with the continuous and
fast growth of digital images added everyday by used to the
web. Automatic image annotation is an approach that has been
proposed to facilitate the retrieval of images semantically related
to a query image. A multimodal image annotation method is
proposed in this paper. The goal is to benefit from the visual
features extracted from images and their associated user tags.
The proposed method relies on clustering to regroup the text and
visual features into clusters and on association rules mining to
generate the rules that associate text clusters to visual clusters. In
the experimental evaluation, two datasets of the photo annotation
tasks are considered; ImageCLEF 2011 and ImageCLEF 2012.
Results achieved by the proposed method are better than all
the multimodal methods of participants in ImageCLEF 2011
photo annotation task and state-of-the-art methods. Moreover,
the MiAP of the proposed method is better than the MiAP of
7 participants out of 11 when using ImageCLEF 2012 in the
evaluation.

Keywords—Automatic image annotation; association rules min-
ing; clustering

I. INTRODUCTION

Nowadays, we are witnessing an enormous increase in the
number of images available on the web which makes image
retrieval (IR) a challenging task. In literature, content-based
image retrieval (CBIR) and text-based image retrieval (TBIR)
are the main two approaches to achieve the IR. In the TBIR
systems, the retrieval of images relies on the text or keywords
(called also labels or concepts) entered by users; such systems
depend mainly on the image tags typed manually by human
and/or the text accompanying and describing the image on
the Web page. The main disadvantages of TBIR systems
are: (1) the inaccuracy of the manual annotation, (2) manual
annotation is not always available and impossible for large
image database. Whereas, in the CBIR systems, the retrieval
relies only on the visual content of images which is represented
by visual features such as texture, edge, color, etc. CBIR
systems suffer from a well known problem called the semantic
gap problem [1], [2] which refers to the difference between the
low level visual features of the image and the high-level user
semantic concept. The automatic image annotation (AIA) is a
way to address this issue; it has received an increasing attention
from researchers and has become an important field of research
for image retrieval [3], [4], [5]. Indeed, AIA facilitates the
search in huge datasets of images and improve the retrieval of
images that are semantically similar to a query image. AIA
is the process of automatically assigning keywords from a

predefined vocabulary to an image, keywords that characterize
its semantic visual content. Several approaches exist in the
AIA, they are classified into three categories [6] as illustrated
in Fig. 1.

Fig. 1. Automatic image annotation approaches

In tag-based image annotation [7], [8], the tags used to annotate
an image are collected from the predefined user tags and the
articles around the image. However, in content-based image
annotation, only the visual features are used [9], [10]. And in
multimodal-based approaches both modalities (tag and visual
features) are utilized to annotate an image [6], [11], [12].
In this paper, a new multimodal image annotation method is
proposed using association rules mining (ARM) and clustering
techniques. The ARM is used to explore the semantic relations
that might exist between text clusters and visual feature
clusters in order to associate them. The goal is to combine
visual and text modalities to improve the image annotation
performance. The proposed method consists of two phases;
the training phase and the annotation phase. In the training
phase, the input is a set of tagged or labeled images. The visual
features of images are clustered as well as the tags of images
which are considered as text features. Then the ARM is used
to fuse the visual clusters and text clusters and find relations
between them. The training phase provides at the end a list
of association rules. In the annotation phase, a new image is
annotated using its visual features which are used to extract
the related association rules to provide a list of tags to the
image.

The remaining part of the paper is structured as follows.
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In Section 2, the different approaches in AIA are presented.
Then Section 3 describes the association rules mining. Section
4 provides a detailed description of the proposed method with
its training and testing phases. The experimental evaluation
is detailed in Section 5. The paper conclusion is provided in
section 6.

II. RELATED WORK

As mentioned above, several approaches can be used to
solve the problem of AIA, they are categorized into three
categories: tag-based approaches, content-based approaches
and multimodal-based approaches. In the tag-based approach,
images are retrieved and annotated based on the text or
keywords entered by users; such systems depend mainly on the
image tags typed manually by humans and/or the text provided
with the image on the web page. The goal of the methods
proposed in the tag-based approach is whether the refinement
or enrichment of the image annotation. In some methods [8],
[13] a list of tags is refined and reduced to a smaller list of
reliable tags. And in other methods [6], [7], [12], [14] a short
list of tags are enriched after performing AIA.

In content-based annotation approach, several methods
have been proposed [5], [10], [15], [16], [17], [18]. In this
approach, a set of training images is used with the image anno-
tation keywords. The images are segmented into regions [19] to
create a high-quality segmentation, then the visual features of
regions are extracted and clustered to obtain the blobs. A blob
refers to the label associated to a region. After that, blobs are
linked with the keywords Fig. 2, and this is the key process of
the content-based annotation approach. The linking process can
be performed using several methods, such as: Expected Max-
imum (EM) in the translation model [15], the latent Dirichlet
allocation (LDA) model [16], the co-occurrence model [17] ,
the Cross-Media Relevance Model (CMRM) [10] and Multiple
Bernoulli Relevance Model (MBRM) [5]. To be annotated, a
new image is segmented to extract regions, and the features of
each region are utilized to determine its corresponding blob.
Finally, keywords are predicted from the corresponding blobs
to annotate the image. The methods proposed in multimodal-
based annotation approach focus on leveraging both modalities
(tag-based and content-based) to improve the automatic image
annotation performance. Many studies have been conducted
in this area, falling into three categories: the early fusion,
transmedia fusion and late fusion [20], [21], [22]. The early
fusion consists of combining the visual and text features into
a single representation before the annotation process. In the
transmedia fusion, one of the two modalities (visual or text) is
used to gather the relevant images before switching to the other
modality to aggregate tag features of these relevant images and
perform the image annotation. However, in the late fusion,
there is a separation in each modality processing, then the
results of two previous processes are combined at the decision
level of the annotation process.

III. ASSOCIATION RULES MINING

One of the well-known and widely used data-mining tech-
nique is the association rules mining. In a knowledge discovery
operation, data mining is defined as a procedure that attempts
to discover a new and meaningful pattern in data. Analyzing
the association rules between groups of items in a set is useful

for uncovering the interesting relationships that may be hidden
in a huge database. The example of the content of a market
baskets is considered a classical example for the extraction of
association rules. Items are defined as things that anyone may
buy from the market, and transactions are the diverse items
contained in market baskets. Below is an example of a simple
association rule extracted from market baskets:

Bread → Eggs

This rule shows that there is a strong relationship between the
selling of bread and eggs, which results when customers who
buy bread also buy eggs. The goal of discovering such rules is
to describe the customers purchase behavior, which can help
companies to find opportunities for sales and better guide cate-
gory management in order to increase profits. Association-rule
mining is usable in several applications in diverse fields, such
as web mining, Bioinformatics, and medical diagnosis. The
method proposed in this paper aims to provide a semantic an-
notation by using the ARM algorithm to perform an association
between text clusters and visual clusters that are semantically
related. Generating a good set of ARs depends mainly on the
setup of support and confidence, their calculations are given
in the equations (1) and (2) respectively as defined in [23]:

Supp(X) =
count(X)

N
(1)

Where N refers to all transactions in the transaction
database T.

Conf(X → Y ) =
count(X ∪ Y )

count(X)
(2)

In the rule X → Y, the calculation that defines how many
items in Y appear also in other transactions that include X is
known as confidence of the rule. While determining how often
a rule is applied in a given database is known as the support
of the rule.

IV. PROPOSED METHOD

A novel multimodal image annotation method using as-
sociation rules mining and clustering algorithms is proposed,
it takes advantage of using both text and visual modalities
to improve AIA. The proposed method uses clustering algo-
rithms to regroup text and visual features into clusters, then
association rules mining are applied to generate the rules
that associate text clusters to visual clusters. This can be
considered as a late fusion between text and visual clusters.
The novelty of the proposed method is in the use of clustering
and associations rules mining. The Fig. 2 is an illustration
of the method framework. The method comprises two main
phases: the training phase and the annotation phase. In the
first phase, the training dataset includes images with their
associated text files (each image has a text file containing the
list of user tags) [14]. All the steps of the training phase are
described in the following sub-sections.
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Fig. 2. Flowchart of the proposed annotation method

A. Training Phase

In the training phase, a series of processes is performed.
It starts by extraction of visual and text features, then the
clustering of both modalities. And ends with the generation
of association rules. The different processes are detailed in the
following.

1) Features Extraction: In this phase, two MPEG-7 global
visual features are extracted; CSD (color structure descriptor)
and EHD (edge histogram descriptor). In the other hand, the
text files associated to images are considered as text fea-
tures, they are first pre-processed by performing tokenization,
stemming, stop word removal and filtering. The latter pre-
processing step is performed by comparing the set of all words
with American and British English dictionaries to ignore any
non-English words. For example, the number of words (tags)
in the dataset ImageCLEF 2011 was 88,083 and after pre-
processing, 52,527 words remained. The number of remaining
words have been reduced to less than 52,527 words, but
we have noticed that short words like countries and cities
names were removed (such as USA), hence, the final number
of words was maintained at 52,527 words. It is worth to
mention that only a few of the remaining words have been

manually associated to the concepts predefined in the two
datasets (ImageCLEF 2011 and ImageCLEF 2012) used in the
experimental evaluation of the proposed annotation method. As
an example, from ImageCLEF 2011, the following tags: cello,
bass, viola, guitar, piano, drum, and organ are associated to the
concept called Musical Instrument. For the dataset ImageCLEF
2011, the total number of words associated to concepts is 292,
but these words are repeated several times in the final list of
filtered words.

2) Clustering: The features extracted in the previous step
are regrouped into clusters using clustering algorithms. The
visual features are clustered using the hierarchical clustering
method, also called indexing technique, NOHIS [24]. This
indexing technique groups the visual features into clusters
and the clusters are organized in a hierarchal structure called
NOHIS-tree. For each of the visual features (CSD and EHD),
a NOHIS-tree is constructed. The text features are clustered as
well using K-means [25]. After the clustering of both visual
and text features, the ARM algorithm is performed on visual
and text clusters to find relations between them. The output
is the list of association rules that will be used later in the
annotation phase.
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3) Generation of Association Rules: In order to generate
the association rules, it is important to define first set of items
(itemsets) I and the transaction database T. In the proposed
method, the text and visual clusters represent the itemsets,
where the text clusters are denoted by Cti and the visual
features clusters are denoted by Ccj for color clusters and Cek
for edge clusters. After determining the features model space
for all of the feature modalities, the transaction database T can
be constructed and the ARM algorithm can be run over it.

The relationship between one text cluster Ct and at least
one of the visual clusters (color or/and edge, Cc and Ce
respectively) is considered as transaction. In other words, the
association is between a text cluster and one or two visual
clusters is a transaction. A text cluster is associated to one or
two visual clusters if the clusters of different modalities have
images in common (since each tag in the text clusters and
each visual feature in the visual clusters belong to an image).
Hence, a transaction is constructed if the number of common
images that are in both text and visual clusters is greater than
zero, as illustrated in the following example:

If | Cti ∩ Ccj |> 0, then
{
Cti, Ccj

}
is added to T

Examples of transactions are given in the following:

{
Ct0,Cc62

}
,
{

Ct33,Ce57
}
,
{

Ct46,Cc25
}
,{

Ct51,Cc42,Ce75
}
,
{

Ct68,Cc67,Ce76
}

.

The formal equations of support and confidence have been
modified as in [26] to be adapted to the proposed method for
the following reasons; first, if the calculated support/confidence
values of the association rules for the whole transaction
database T result in a low support value, this could affect later
the generated association rules. Second, the goal is to explore
the semantic relations among text and visual clusters, hence
the support and confidence calculation have to be restricted to
the text clusters results. Therefore, the support and confidence
of the rule defined as Cti→ Cvj (where Cv refers to the visual
cluster) are as follows:

Supp(Cti → Ctvi) =
count(Cti,Ctvi)

count(Cti)
(3)

Conf(Cti → Ctvi) =
count(Cti,Ctvi)

maxk(count(Cti,Ctvi))
(4)

When there are multiple items on the right side, the
similarity of the rule is as follows:

Supp(Cti → Cvj | j = 1, ...,m) =

count(Cti,Cvj | j = 1, ...,m)

(count(Cti))
(5)

Conf(Cti → Cvj | j = 1, ...,m) =

count(Cti,Cvj | j = 1, ...,m)

maxk(count(Cti,Cvk))
(6)

The modified definitions of support and confidence are used
to identify the frequent itemsets by applying Apriori algorithm
[27] as defined in [26]. The algorithm needs as parameters
the minimum value of support minsup and the transaction
database T. Then the frequent itemsets are used along with
the minimum value of confidence minconf to generate the
association rules.

Each association rule is stored with its support and confi-
dence values, as shown in Fig. 3. Later, these association rules
will be retrieved during the annotation phase to predict the list
of tags (or concepts) to annotate a new image.

Fig. 3. Example of generated associations rules

It is worth to mention that the association rules has been
used in a tag-based image annotation method [13], in this
method the association rules is employed in a completely dif-
ferent way where each web page is considered as a transaction
and the set of words in the web page is regarded as the itemset.

B. Annotation Phase

In the annotation phase, and for each image of the test
dataset, the following processes are performed:

• Extraction of the color and edge visual features (CSD
and EHD respectively).

• Search of the first nearest neighbor 1-NN for the visual
features CSD and EHD extracted in the previous step.
The search is performed on the two hierarchical struc-
tures NOHIS-tree constructed in the training phase for
the two visual feature spaces. The distance used in the
nearest neighbor search is the Euclidian distance. The
nearest neighbor for each visual feature is returned
along with its cluster identifier. In other words, the
identifier of the visual cluster that contains the nearest
neighbor of the visual feature CSD (extracted from
the test image) is returned. And the same is done
for the visual feature EHD. An example is provided
in Fig. 4, where Cc66 and Ce54 are the clusters that
contain the nearest neighbor of CSD and EHD features
respectively.

• Each of the visual cluster identifiers is used to extract
all the rules that contain this visual cluster. The text
clusters of all the extracted rules are considered by
taking the tags they contain, as shown in Fig. 4.

• The concepts that correspond to the previous tags are
considered as annotation of the image. We remind that
the image datasets used in the experimental results are
using a list of concepts to annotate the image, and the
tags have been linked to the concepts in the training
phase.
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Fig. 4. List of tags extracted from the text clusters

V. EXPERIMENTAL EVALUATION

Two datasets are used in the performance evaluation of the
proposed automatic annotation method; ImageCLEF 2011 and
ImageCLEF 2012. These datasets are considered because of
two reasons; the availability of ground truth and their wide use.
In the following, a detailed description is provided regarding
the datasets, evaluation metrics and results. The values of
minsupp and minconf are set respectively at 2% and 70% based
on a set of experiments.

A. Datasets

The dataset of the annotation task in ImageCLEF 20111 is
used; is consists of a training dataset of 8000 images with their
associated user tags (in text files), and a test dataset of 10,000
images. The objective is to annotate the test dataset with 99
concepts. The second dataset is ImageCLEF 20122 used in the
sub-task 1; concept annotation, for the year 2012. The size of
the training dataset is 15,000 images provided with used tags
and the test dataset is a collection of 10,000 images to annotate
with 94 concepts.

B. Evaluation metrics

The mean interpolated average precision MiAP is used for
the evaluation per concept, and F-Measure is used for the
evaluation per example (per image). To calculate the MiAP,
first 11 recall values are considered from 0.0 to 1.0 with steps

1https://www.imageclef.org/2011/Photo
2https://www.imageclef.org/2012/photo-flickr

of 0.1. Then for each recall value R, its interpolated precision
Pinterp is the highest precision of any recall value R′ ≥ R:

Pinterp(R) = maxR′≥RP (R) (7)

Then the average interpolated precision of the 11 recall
values is calculated as follows:

APinterp =
1

11

1∑
R=0

Pinterp(R) (8)

The MiAP is the average of the average interpolated
precisions of all concepts, it is calculated as follows:

MiAP =
1

C

c∑
i=0

APinterp (9)

C is the number of concepts used for the annotation.

The calculation of F-Measure is given in the following
equation:

F −Measure =
2(P ∗R)

(P +R)
(10)

Where P is the precision and R is the recall for each
annotated image.

C. Results

The results obtained with the proposed method are com-
pared to results of multimodal methods proposed by par-
ticipants in the annotation tasks of ImageCLEF 2011 and
ImageCLEF 2012 and methods with best results we found in
literature [6], [12], [21]. The MiAP 3 and F-Measure 4 are
used in the comparison with participants. However, only the
MiAP is available for the state-of-the-art methods.

The proposed method achieved results that outperforms
those of all methods considered in table I in terms of MiAP and
F-Measure. The proposed method obtains a gain of 23.3% of
MiAP compared to the best MiAP achieved by the participant
”TUBFI”, and a gain of 17.7% of F-Measure compared to the
best F-Measure achieved by the participant ”ISIS”. In addition,
the MiAP obtained with the proposed method outperforms the
best MiAP of [12] by 22.8% as show in in table II.

The table III illustrates the comparison of the proposed
method results to results (of the multimodal methods) of
participants in ImageCLEF 2012 photo annotation task and the
multimodal annotation method proposed in [6]. The proposed
method outperforms the results of 7 participants out of 11. The
best MiAP outperforms ours by 11%. This is due to the few
number of tags that have associated to the predefined list of
concepts.

An example of images annotated with the proposed method
is illustrated in Fig. 5. The concepts predicted by the proposed
method are provided along with ground truth concepts by
indicating the correct and wrong predicted labels.

3https://www.imageclef.org/2011/PhotoAnnotationMAPResults
4https://www.imageclef.org/2011/PhotoAnnotationExampleBasedResults

www.ijacsa.thesai.org 682 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 11, 2018

Fig. 5. Example of images annotated with the proposed method. The predicted
concepts are compared to the ground truth concepts

TABLE I. RESULTS OF THE PROPOSED METHOD AND PARTICIPANTS IN
IMAGECLEF 2011 IN TERMS OF MIAP AND F-MEASURE

Method MiAP F-Measure
MUFIN 0.299001 0.461820
MRIM 0.377179 0.552276

BPACAD 0.436294 0.593088
IDMT 0.370975 0.551224
ISIS 0.432758 0.622038

LIRIS 0.436968 0.566935
MLKD 0.401642 0.558795
TUBFI 0.443449 0.565980

Our method 0.676530 0.799936

TABLE II. RESULTS OF THE PROPOSED METHOD AND
STATE-OF-THE-ART METHODS FOR IMAGECLEF 2011 IN TERMS OF MIAP

Method MiAP
Multimodal method proposed in [21] 43.6 %
Multimodal method proposed in [12] 45.3 %
Multimodal method proposed in [6] 44.8 %

Our method 67.6 %

TABLE III. COMPARISON OF THE PROPOSED METHOD TO RESULTS OF
PARTICIPANTS IN IMAGECLEF 2012 PHOTO ANNOTATION TASK IN TERMS

OF MIAP

Participants in ImageCLEF
2012 photo annotation

task

Method MiAP
BUAA AUDR 13.07 %

CEA LIST 40.86 %
CERTH 32.10 %

DMS-SZTAKI 42.58 %
ISI 41.36 %

KIDS NUTN 17.17 %
LIRIS 43.67 %
MLKD 31.85 %
UAIC 18.63 %
UNED 7.56 %

URJCyUNED 6.22 %
State-of the-art

multimodal method Multimodal method proposed in [6] 43.1 %

Our method 32.15 %

VI. CONCLUSION

A new multimodal annotation method is proposed. The
method relies on the use of association rules mining and
clustering; where the text and visual clusters obtained as output
from the clustering algorithms are associated using the associ-
ation rules mining. In order to evaluate the performance of the
proposed method, two available and widely used datasets were
considered to carry out the experiments. The results achieved
with the proposed method outperforms all or most of the
considered multimodal methods. The following improvements
are considered as future work; the linking of tags to concepts
using WordNet to find the semantic similarity between tags
and concepts, the use of local visual features instead of global
features. Improvement of text pre-processing and text features
extraction in the training phase is necessary as well.

ACKNOWLEDGMENT

We thank King Abdulaziz City for Science and Technology
for funding this research (Grant No. 1-17-02-009-0003).

REFERENCES

[1] A. W. Smeulders, M. Worring, S. Santini, A. Gupta, and R. Jain,
“Content-based image retrieval at the end of the early years,” IEEE
Transactions on Pattern Analysis & Machine Intelligence, vol. 22,
no. 12, pp. 1349–1380, December 2000.

[2] Z. Mehmood, T. Mahmood, and M. A. Javid, “Content-based image re-
trieval and semantic automatic image annotation based on the weighted
average of triangular histograms using support vector machine,” Applied
Intelligence, vol. 48, no. 1, pp. 166–181, 2018.
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Abstract—This article deals with fractional systems that rep-
resent better physical process and guarantee a very small number
of parameters that can reduces the computation time. It focuses
in particular on the state-space representation which highlights
the state variables and allows to study the internal behavior of
the system taking into account the initial state. Moreover, this
representation adapts better to the multiple input multiple-output
case. It also discusses the discretization of fractional system
to finally adapt the Model Predictive Control to apply it and
shows its efficiency and performance in these systems. The main
objective of this article is to compare the commensurate and non-
commensurate fractional models performance, calculation time
and ease of use.

Keywords—discretization; state-space; fractional; calculation
time

I. INTRODUCTION

Over the last few years, many theoretical and practical
contributions showed the importance of fractional systems and
their interest in different applications of modeling, identifica-
tion and control of physical systems. Several control strategies
have been developed and adapted for fractional systems such
as the PID controller, sliding mode control and predictive
control. In different disciplines such as electricity, chemistry,
biology, economics, automation and signal processing. Some
researchers have compared the fractional models with the
classical integer models. The results have shown that fractional
model represents systems with much lower number of param-
eters than those of integer model.

The most studied physical phenomena and most used
during modeling or identification are mentioned in [1].

One of these phenomena is the attenuation of the movement
of water on dikes, especially those with cavities or depressions
trapping air pockets that can be compressed by water.

There is also the viscoelasticity of the materials having me-
chanical properties strongly dependent on the frequency over
many decades of frequency, where the number of parameters
is very large. As a result, calculations on the model take time
and produce high order differential equations. Which is solved
by using a fractional model with a number of paramtrestres
very reduced in [2].

Ref [3] treated another phenomenon that requires the use
of the fractional model which is the Randles model that
is frequently used in the literature for modeling lead-acid
batteries. This model results from a simplified solution of the
electrochemical diffusion equation in the batteries (Fick’s law).

To finish, the diffusion of heat in a semi-infinite environ-
ment subjected to a heat flux q(t) on its surface boundary S.
In [4, 5], authors demonstrate that the mathematical equations
describing the unidirectional heat transfer in the environment
reveal a real order of derivation of the temperature at the point
of abscissa x = 0.

Almost all articles dealing with fractional systems focus
on commensurate order systems and the developed controls
are based on the transfer function model. But in practice the
identification programs give better results in free identification.
Therefore the orders of systems can be arbitrary, this type
is named non-commensurate order. This can impose problem
because in the case of non-commensurate the use of the
classic tools becomes imopossible, moreover the programming
becomes more complicated.

This paper compares the commensurate and non-
commensurate fractional system discussing the advantages and
the disadvantages of each model. The models used in this paper
are in the form of a state-sapce representations that make it
easier to study the internal behavior of systems and adapt better
to MIMO systems.

The first section of this article quotes the different represen-
tations of fractional systems as well as the transition between
them. A second section explores the method used to pass from
a continuous model to a discrete model. Section 3 will present
the predictive control that will be applied on the fractional
model. In Section 5 we have implemented different methods
to compare commensurate and non-commensurate fractional
systems.

II. GENERAL FRACTIONAL SYSTEM REPRESENTATION

A generalized fractional system can be represented by the
following equation [6, 7]:

y(t) +

n∑
i=1

aiD
αiy(t) =

m∑
i=1

biD
βiu(t) (1)

As the system is relaxed y(t) = u(t) = 0 for t 6 0, the
Laplace transform of Dαiy(t) and Dβiu(t) are respectively
sαiY (s) and sβiU(s), where Y (s) and U(s) are the Laplace
transforms of y(t) and u(t). Applying the Laplace transforma-
tion to (1) we obtain:

Y (s) +

n∑
i=1

ais
αiY (s) =

m∑
i=1

bis
βiU(s) (2)
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The transfer function can be deduced from the previous
equation:

G(s) =
Y (s)

U(s)
=

∑m
i=1 bis

βi

1 +
∑n
i=1 ais

αi
(3)

The generalized state space model corresponding to the
multivariable transfer function is:{

D(α)(x) = Ax+Bu
y = Cx+Du

(4)

Where:

D(α)(x) =
[ dα1

dtα1
x1,

dα2

dtα2
x2 · · ·

dαn

dtαn
xn
]T

(5)

The passage from the state-space representation to the
transfer-function representation can be deduced as in the
integer case by taking the Laplace transform and considering
the zero initial conditions [8], it is given by:

G(s) = C
[

(s(α)In − A)−1
]
B + D (6)

On the other hand, to go from the transfer function to the
state representation there is a difference. This difference is
due to the presence of fractional derivation orders that must
be taken into account during transformation. As mentioned,
the transfer function of fractional systems is represented as
follows:

G(s) =
bms

βm + bm−1s
βm−1 + · · ·+ b1s

β1 + b0
sαn + a1sαn−1 + · · ·+ an−1sα1 + an

(7)

With
αn > αn−1 > · · · > α2 > α1

and
βm > βm−1 > · · · > β2 > β1

Let α̃ be the vector obtained from the concatenation of the
fractional numbers αi and βi such that:

α̃ =
[
α̃n+m α̃n+m−1 α̃n+m−2 · · · α̃2 α̃1

]
(8)

With

α̃n+m > α̃n+m−1 > α̃n+m−2 > · · · > α̃2 > α̃1

Let consider the continuous state-space model given by:{
Dγ(x) = Acx+Bcu
y = Ccx

(9)

with

Ac =


0 1 · · · 0 0
0 0 0 0
...

. . .
...

0 0 0 1
ãn+m ãn+m−1 · · · ã2 ã1

 , Bc =


0
0
...
0
1



Cc = (c̃1 c̃2 · · · c̃n+m−1 c̃n+m)

and

Dγx =
[
Dα̃1x1 · · · D(α̃n+m−α̃n+m−1)xn+m

]
(10)

Where the corresponding transfer function model H(s) is
given by:

H(s) =
c̃1 + c̃2s

α̃1 + c̃3s
α̃1+α̃2 + · · ·

sα̃1+α̃2+···+α̃n+m + · · ·
· · ·+ c̃n+ms

α̃1+α̃2+···+α̃n+m−1

· · ·+ ãn+m−2sα̃1+α̃2 + ãn+m−1sα̃1 ãn+m

(11)

Since H(s) numerator and denominator contain (n + m)
terms, it is then sufficient to sort them in order to isolate m
terms for witch the fractional orders correspond to those of
G(s) numerator and n terms for witch the fractional orders
correspond to those of G(s) denominator. The procedure of
selection of the terms c̃i and ãi is summarized in (12).


ãn+m = an c̃1 = b0
if α̃i = βj then c̃i+1 = bj and ãn+m−i = 0

if α̃i = αj then c̃i+1 = 0 and ãn+m−i = an−j

(12)

i = 1, · · · , n+m− 1 and j = 1, · · · , n+m− 1

In this case of generalized fractional systems, the number
of state variables is equal to the sum of dimensions of
the numerator and denominator polynomials of the transfer
function (n+m).

III. DISCRITIZATION OF FRACTIONAL STATE-SPACE
MODEL

Contrary to the commensurate case, discretization in the
case of non-commensurate fractional systems must take into
account the plurality of derivations of state variables.

To move from a continuous model to a discrete model it
is necessary to use this approximation [9, 10, 11]:

Dγx(t) =
1

T γs

p∑
j=0

(−1)j
(
γ
j

)
x((k − j)Ts) (13)

Let’s assume that the vector of continuous model derivation
γ =

[
γ1 γ2 · · · γr

]T
, Ts is the sampling time and p ∈ N

is the number of past samples with which the derivation was
computed.

If (i = 1, · · · , r), the term
(
γ
j

)
can be written as follows:(

γ
j

)T
=
[(

γ1
j

) (
γ2
j

)
· · ·

(
γr
j

)]
(14)

(
γi
j

)
=

 1 for j = 0
γi(γi − 1)...(γi − j + 1)

j!
for j > 0

(15)
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By multiplying (13) by T γs and developing the terms of
j = 0 and j = 1 the following result is found:

T γs D
γx(t) =x(kTs)− γx((k − 1)Ts)+

+

p∑
j=2

(−1)j
(
γ
j

)
x((k − j)Ts)

(16)

Now let consider the following continuous fractional state-
space model [12]:{

Dγx(t) = Acx(t) +Bcu(t)
y(t) = Ccx(t)

(17)

With Ac ∈ Rr×r, Bc ∈ Rr×1 and Cc ∈ R1×r are the
state matrices of the continuous fractional model and r is the
number of varibales in state-space model.

T γs Acx(kTs)− x(kTs) = −γx((k − 1)Ts)+

+

p∑
j=2

(−1)j
(
γ
j

)
x((k − j)Ts)−BcTsu(kTs)

(18)

Note that Ir ∈ Rr×r the identity matrix and T γs the
diagonal matrix filled by ( T γ1s · · ·T γrs ).

To facilitate writing, note

Z = (T γs Ac − Ir)−1 (19)

x(kTs) =− Zγx((k − 1)Ts) + Z
p∑
j=2

(−1)j
(
γ
j

)
x((k − j)Ts)

− ZBcT γs u(kTs)
(20)

and with (i = 1, · · · , r)

cj = diag{(−1)j
(
γi
j

)
(21)

The above equation can be written as:

x(k) = Z c1x(k−1) + Z
p∑
j=2

cjx(k− j)−ZBcT γs u(k) (22)

To simplify the equation:

Aj = Z cj (23)

By expanding all terms and simplifying, (22) becomes in
the form:

x(k) = A1x(k−1)+A2x(k−2)+· · ·+Akx(0)−ZBcT γs u(k)
(24)

The system can therefore be described by a discrete state-
space representation [13]:{

Xd(k + 1) = AdXd(k) +Bdu(k)
y(k) = CdXd(k)

(25)

With

Ad =


A1 A2 · · · Ap−1

I 0 · · · 0
0 I · · · 0
...

...
. . .

...
0 · · · I 0

, Bd =


−ZBcT γs

0
...
0

,

Cd = (C 0 · · · 0)

Xd(k + 1) =


x(k + 1)
x(k)

...
x(k − p+ 1)

 and

Xd(k) =


x(k)

x(k − 1)
...

x(k − p)


with u, y, Xd are respectively the input, output and

variables state of the process. p is the number of past iterations
which the system takes into account for calculating a variable,
Ad ∈ Rrp×rp, Bd ∈ Rrp×1 , Cd ∈ R1×rp and Xd ∈ Rrp×1 .

By increasing the number of iterations taken into account
p the computation time increases, so it is reasonable to choose
a number large enough to represent the system correctly but
not too large to reduce the calculation time.

IV. FRACTIONAL MODEL PREDICTIVE CONTROL

The principle of the predictive control is to create an
anticipatory effect for the system with respecting the trajectory
to follow known in advance, based on the prediction of the
future behavior of the system and minimizing the gap of these
predictions to the trajectory and by minimizing a certain cost
function J , while respecting operating constraints [14, 15, 16].

This section will develop a predictive control from the
discrete fractional state-space model described in previous
section. For that we will make a variable change : ∆Xd(k) =
Xd(k) − Xd(k − 1) the input variable difference: ∆u(k) =
u(k) − u(k − 1), and using it in (25) this transformation is
found:

∆Xd(k + 1) = Ad∆Xd(k) +Bd∆u(k) (26)

The new state variable vector is:

X(k) = [∆Xd(k)T y(k)]T

with y(k) is the output and:

y(k + 1)− y(k) = CdAd∆Xd(k) + CdBd∆u(k) (27)

The system can be written in the form:{
X(k + 1) = AX(k) +B∆u(k)
y(k) = CX(k)

(28)

A =

(
Ad 0Td
CdAd 1

)
; B =

(
Bd
CdBd

)
;
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C = (0d 1); 0d ∈ R1×rp

Future state variables can be predicted and written in the
form:

X(k + 1) = AX(k) +B∆u(k)
X(k + 2) = AX(k + 1) +B∆u(k + 1)

= A2X(k) +AB∆u(k) +B∆u(k + 1)
...

X(k +Hp) = AHpX(k) +AHp−1B∆u(k)+
AHp−2B∆u(k + 1) + · · ·
+AHp−HcB∆u(k +Hc − 1)

(29)

Based on (29) future system outputs can be predicted:

y(k + 1) = CAX(k) + CB∆u(k)
y(k + 2) = CAX(k + 1) + CB∆u(k + 1)

= CA2X(k) + CAB∆u(k)+
CB∆u(k + 1)

...
y(k +Hp) = CAHpX(k) + CAHp−1B∆u(k)+

CAHp−2B∆u(k + 1) + · · ·
+CAHp−HcB∆u(k +Hc − 1)

(30)

Hp and Hc are respectively the prediction horizon and the
control horizon with Hp ≥ Hc. Assume the vector Y which
contains Hp system’s predicted future outputs and ∆u contains
Hc future controls:

Y T = [y(k + 1) y(k + 2) · · · y(k +Hp)]

∆uT = [∆u(k) ∆u(k + 1) · · ·∆u(k +Hc − 1)]

The vector Y can also be written as :

Y = FX(k) + Φ∆u (31)

F =


CA
CA2

CA3

...
CAHp

 (32)

ΦT =


CB CAB CA2B · · · CAHp−1B
0 CB CAB · · · CAHp−2B
0 0 CB · · · CAHp−3B
...

...
...

. . .
...

0 0 0 CAHp−HcB

 (33)

The aim of predictive control is to find the control vector
∆u which forces the system’s output y to follow the setpoint

ys. In order to achieve this we must optimize a criterion J
which represents the control objective:

J =

Hp∑
i=1

(ys(k + i)− y(k + i))2 + λ

Hc−1∑
i=0

∆u2(k + i) (34)

The criterion J can be written in matrix form:

J = (Ys − Y )T (Ys − Y ) + ∆uTλ∆u (35)

With Y Ts = [ys(k + 1) ys(k + 2) · · · ys(k + Hp)] is the
vector filled by the future values of the set-points and λ is
weight coefficient on the control.

By minimizing J we obtain optimal control sequence [17]:

∆u = (ΦTΦ + λI)−1ΦT (Ys − FX(k)) (36)

V. SIMULATION RESULTS

In this section the matlab FOMCON toolbox is used to
find a continuous fractional transfer function from the input-
output data of a thermal system. The input signal used for
identification is shown in the Fig.1. In this case we chose a
free identification to find the better result.
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Fig. 1. System input.

The result obtained is compared with the output signal used
in the identification, the Fig.2 illustrates the two signals as well
as the error.
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Fig. 2. Identification result.

This method gaves as result a continuous fractional transfer
function (7)

G(s) =
b0

s2.46 + ã1s1.97 + ã2s1.39 + ã3s0.97 + ã4s0.88 + ã5
(37)
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So the parameters are deduced: b0 = −0.0041, ã1 =
−1.5977, ã2 = 0.551, ã3 = −0.3517, ã4 = −0.0011and
ã5 = −0.002.

By applying the above method, the founded result is
the fractional state-space representation for previous transfer
function and which is described by the matrices:

Ac =


0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

0.002 0.0011 0.3517 −0.551 1.5977

,

Bc =


0
0
0
0
1

, Cc = (−0.0041 0 0 0 0)

α̃1 = 0.88, α̃2 = 0.97, α̃3 = 1.39, α̃4 = 1.97 and α̃5 =
2.46.

and using (8) and (10) we can fill the vector γ by :

γ =


α̃1

α̃2 − α̃1

α̃3 − α̃2

α̃4 − α̃3

α̃5 − α̃4

, then γ =


0.88
0.09
0.42
0.58
0.49


From transfer function (37) the commensurate model that

can be found by matlab FOMCON toolbox has a very high
order, in this case rc = 246 and α = 0.01 With Acc ∈ Rrc×rc ,
Bcc ∈ Rrc×1 and Ccc ∈ R1×rc are the state matrices of the
continuous fractional model, α is the commensurate order and
rc is the number of varibales in state-space commensurate
model.

For discretization the chosen sampling period is Ts = 5s
and the history will be limited to 20 past values so p = 20,
these parameters will be the same for the rest of this paper.

In what follows (Fractional Model Predictive Control)
FMPC will be applied for both models, the necessary param-
eters for the FMPC will be fixed for this section Hp = 10,
Hc = 1 and λ = 2 .

The system output (temperature) and the set-point are
shown in the Fig.3 while the Fig.4 shows the control signal
generated by the FMPC. A disturbance is added to the system
in the interval of time k ∈ [120, 150] to test the ability of
FMPC to anticipate it, the amplitude of this disturbance is
+10%.

Fig.3 compares the output of the non-comensurate model
with the commensurate model, these two models are deduced
from the same transfer function presented by (37).

The Fig.3 and Fig.4 show that the FMPC is able to mitigate
the effect of the disturbance on the output. On the other hand
the Fig.5 shows peaks with a very large amplitude which
appears in the control increment signal.

The figures show that the predictive control is able to force
the system to follow the set-point in both cases, but it is clear
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Fig. 3. Output with disturbance.
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Fig. 4. Control with disturbance.

that for the non-commensurate model the control expends less
energy to achieve it.
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Fig. 5. Control increment with disturbance.

In the Fig.5, the control increases by a large amount
instantly. To cancel this undesirable spike we will add a
constraint to the calculation of control.

The principle of constraint control [18, 19] is to add to the
main problem one or more conditions, it is therefore necessary
to minimize criterion J while respecting these conditions. The
most used constraint form is the one on the rate of change of
the control variables ∆u(k). Suppose that for a single-input
system the upper limit is ∆umax and the lower limit is ∆umin.
The constraints are specified in the form:

∆umin ≤ ∆u(k) ≤ ∆umax (38)

Assuming that the control variable ∆u(k) can only increase
or decrease in a unit of magnitude less than 2.5, the operational
constraint is:

−2.5 ≤ ∆u(k) ≤ 2.5
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Now let’s test the performance of the system under con-
straint and with a disturbance of amplitude +10% in the
interval of time k ∈ [120, 150], the constraint is the same
used before.
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Fig. 6. Output with constraint and disturbance.

Even under constraint the FMPC can ensure that the output
(temperature) follows the set-point. Constrains on the control
increment guarantees that there is no peaks in the control
signal. In return, the output porsuite becomes slower as shown
in the Fig.6.
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Fig. 7. Control with constraint and disturbance.

The choice of the the interval [∆umin, ∆umax] is very
important because if the interval is too wide the condition will
not be taken into account when minimizing criterion J , and if
the interval is too small the control will no longer be able to
bring the output to follow the set-point, even if it happen the
system will be too slow.
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Fig. 8. Control increment with constraint and disturbance.

Fig.7 and Fig.8 show that the constraint is taken into
account in optimisation and show that the non-commensurate
model still expends less energy than the commensurate model.

One of the disadvantages of fractional systems is the
increase of the dimensions of the matrices at each iteration. For

example if p = 20, the calculation of the state variables will
depend on 20 previous values. The dimensions of the matrices
will increase to multiply by p. This increase has a negative
effect on the calculation time which increases considerably.

Now let’s focus on the calculation time for both models.
This part compares the time spent on each iteration to calculate
the control increment ∆u for different value of p. In this
simulation the used processor is a i3 with 1.9 GHz frequency,
the results are presented in Table I:

TABLE I. CALCULATE TIME (MS)

p 20 50 100 180

Non-commensurate 22.7 23.6 27.9 30.5

Commensurate 53.2 56.1 61.5 74.1

Even if fractional models better represent physical systems,
their use can be complicated. The commensurate model has
a very high order rc = 246 whereas in the case non-
commensurate model r = 5, this difference is manifested in
the computation time.

These results show that the use of the commensurate model
can provide the same performance as non-commensurate
model with a longer computing time. The non-commensurate
model consecutively reduces the calculation time for the con-
trol because the matrices have a smaller dimension. On the
other hand, the determination of a non-commensurate model
is more complicated than the commensurate model.

VI. CONCLUSION

The use of fractional models becomes more and more
frequent given the efficiency they provide in the discription
of certain physical systems. Nevertheless it remains a little
difficult to handle. The majority of research [20, 21, 22] deals
with commensurate fractional models that have proved effi-
ciency at describing several physical phenomena, but the major
inconvenience is that computation time increases in discrete
models because of the use of history in the calculation. This
article has shown that the limitation of the used history and the
use of non-commensurate models in modeling or identification
can remedy this problem. It has also adapted predictive control
to apply it to a non-commensurate fractional system. The
importance of this work is that it deals with the state-space
representation of the non-commensurate fractional systems
from identification to control. It also compares the use of
commensurate and non-commensurate fractional systems and
explores the advantages and disadvantages of each model. At
first it introduced the transition between the transfer-function
and the state-space representation in the non-commensurate
fractional case. Then for the same kind of system, it explained
the discretization and we closed by a comparison with the
commensurate model in therm of performance and computa-
tion time.
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Abstract—A software tool was developed in the Imaging
Processing Research laboratory (INTI-Lab) that automatically
downloads several IONEX files around a specific user input date
and also performs statistical calculations to look for ionospheric
anomalies through the generation of differential vertical total
electron content (∆VTEC) maps. The IONEX CODE-Database
Processing Tool (ICPT) software allows to save a considerable
amount of time spended in gathering the necessary IONosphere
map EXchange (IONEX) files for the production of differential
VTEC maps. Using the ICPT software we were able to detect
ionospheric anomalies before the devastating earthquake that
happened in Mexico on September 7, 2017. A positive and
negative ionospheric anomalies were detected nine days and one
day before the seismic event. Due to stable geomagnetic conditions
we suggest that the anomalies are assocciated to the earthquake
event. Furthermore, It is very likely that the collision between
the North American and Coco’s plate is producing the ionization
necessary of the air to generate the disturbances observed.

Keywords—Earthquake; IONEX CODE-Database Processing
Tool; ionospheric anomalies; geomagnetic storm; global iono-
spheric maps(GIM); IONosphere map EXchange (IONEX)

I. INTRODUCTION

Several natural disasters arise around the globe from time
to time and even in this era of high-performing computers
devices, we cannot still predict the location of an earthquake.
However, global ionospheric maps (GIMs) may provide some
relevant information [1], [2], [3] that may indicate some possi-
ble relation between ionospheric anomalies and the occurrence
of an earthquake . Due to the fact that there are several
earthquakes around the globe and most of them occurring near
populated areas, we believe it is necesary to keep researching
these topics so in the near future we may predict seismic events
and save uncountable lives.

Ionospheric anomalies are not 100% caused by earth-
quakes, they can also by generated by, for example, geo-
magnetic storms and also even by humans [4]. In this study
we focused in the earthquake that happened in Mexico on
September 7, 2017 at 04:49 UTC with a moment magnitude
of 8.2. Using the IONEX CODE-Database Processing Tool
(ICPT) software developed by the two authors of this study,
we generate differential vertical total electron content (VTEC)
maps from GIMs.

In this paper, differential VTEC (∆VTEC) maps around the
date of the Mexico seismic event are presented. ICPT software
is a useful tool to quick detect any anomalies in some days
close to the event day.Futhermore, It quickly performs multiple
tasks to finally plot ∆VTEC maps. Finally, the detected
ionospheric disturbances are shown and briefly discuss their
possible origin.

II. ICPT SOFTWARE

The software tool automatically downloads IONEX files
for an interval of days selected according to a certain date
given by the user [5].

The IONEX files are provided in a web ftp server
(ftp.aiub.unibe.ch/CODE/) which commonly has hundreds of
files in different folders arranged per year (e.g., for the year
2017 the path folder would be: 2017/). In this study, It was
builded a software to enhance the productivity time (i.e., saving
it) rather than spending it in downloading manually several
files. Additionally, the ICPT software carries out a statistical
process [5] to generate ∆VTEC maps .

Even though this process could be done by any user
manually, there are some issues before downloading a IONEX
file. The desired date should be translated into the IONEX
labelling file name which is the current day number of the
year.

A detailed graphical description of what the ICTP software
does step-by-step is presented in Fig. 1. In reference [5]
describes in details each step of the software tool.The ICPT
software is avaible at https://sourceforge.net/projects/ionex-
processing-icpt/files/ to download for free.

A. Statistical method to produce differential VTEC maps

The statistical method to find and analize ionospheric
anomalies requires to process a group of IONEX files with
continuous dates. Assuming the VTEC values follow a normal
distribution within a range of days, a sliding window is
then applied to obtain the VTEC mean value (µ) and the
interquartile range (IQR). ICTP performs the task downloading
17 days before and 11 days after the given date chosen by
the user. In this range, ICTP calculates the VTEC means
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Fig. 1. Flowchart of the ICTP software.

and the associated IQRs. The statistical method to generate
∆VTEC maps consists in calculating the upper and lower
bounds (UB and LB, respectively) of the normal background
VTEC variation. Under the assumption that the VTEC follows
a Gaussian distribution within a certain period of days for a
particular hour of the day, the UB and LB can be defined as:

UB = µ+ 2σ (1)

LB = µ− 2σ (2)

were µ is the mean and σ is the standard deviation. If
the VTEC for a certain day at a particular hour of the day
falls above the UB, we say that there is a positive anomaly.
Otherwise if the VTEC falls below the LB, a negative anomaly
is identified. In case that the VTEC is between the UB and
LB there is no detection of a ionospheric disturbance. Given
a tolerance of 2 used in equation 1 and 2 we say that there is
a detection of a positive or negative ionospheric disturbance
with a 95% confidence level.

III. GEOMAGNETIC CONDITIONS

Because ionospheric anomalies can also be produced by
geomagnetic activitiy we have looked into two important
geomagnetic indices (Dst and Kp). The Kp index measures the
disturbance of the horizontal component of the geomagnetic
field. Data for this index was obtained from the German Re-
search Center for Geosciences (GFZ). The Dst index monitors
the level of intensity of geomagnetic storms. It was retrieved
Dst index data from the World Data Center for Geomagnetism
in Kyoto. In Fig. 2, data for the Dst and Kp indices are shown
between August 18, 2017 and September 13, 2017.

IV. PRE-EARTHQUAKE IONOSPHERIC ANOMALIES

Figure 3 shows ∆VTEC maps for August 30, 2017 (9
days before the seismic event). It can be seen that at 16:00
UT on August 8, 2017 there are no ionospheric anomalies
visible inside the preparation’s zone to the earthquake. This
preparation region is defined by radius obtained from the
Dobrovolsky equation [6]:
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Fig. 2. Dst and Kp geomagnetic indices during August and September 2017.

R = 100.43M [km], (3)

where M is the moment magnitude of an earthquake. For
the Mw 8.2 earthquake, the preparation radius is ∼3357 km.
At 18:00 UT and 20:00 UT on September 7, 2017, a negative
ionospheric anomaly can be seen to appear and displace in the
same direction as the Sun. Moreover, this anomaly falls well
within the area defined by the radius R. At 22:00 UT this
anomaly is nearly gone. Looking into the geomagnetic indices
from Fig. 2 we notice that September 7, 2017 was a day of
relatively quiet geomagnetic conditions; hence, we can suggest
that the origin of the anomaly is product of the earthquake’s
preparation.

In Fig. 4, ∆VTEC maps for September 6, 2017 (one day
before the earthquake) are presented. It can be observe that
a positive ionospheric anomaly appears to the north of the
epicenter at 14:00 UT moving westwards until it disappears
at 18:00 UT. This positive anomaly also falls inside the
earthquake’s preparation region at different hours. In a similar
approach as the observed negative anomaly on August 30,
2017, the geomagnetic conditions during this day were stable
(Kp < 3 and Dst < 20nT). Thus, It can be also hinted that
this anomaly is also associated to the earthquake. The previous
findings suggest that ionosphere anomalies were produced
by the earthquake’s preparation. However, according to some

studies [7], [8], ionization of the air due to radiation from the
Earth’s crust (due to the collission in this case of the North
American and Cocos’ plates) can produce ionospheric anoma-
lies which are visible in VTEC and ∆VETC maps. Depending
on the level of ionization positive or negatives anomalies can
be observed. Consequently, we consider that this mechanism
may be at work producing the anomalies observed 9 and 1
days before the September 7, 2017 earthquake. The ICTP
software gives quick results about ionosphere disturbances,
however, It cannot be concluded that those anomalies came
from earthquakes’s preparations. Nonetheless, the software
can detect anomalies around the globe base on the IONEX
files downloaded. The user must discard any possible source
of anomalies such as geomagnetic storms to correspond the
anomaly to an earthquake event.

V. CONCLUSIONS

This paper has used a software that allows to produce
differential VTEC maps using public data (IONEX files) from
CODE. The ICTP software also allows to considerably reduce
the time spended in gathering the data for the respective
analysis. We used our software to search for anomalies before
the catastrophic seismic event that happen on September 7,
2017 in Mexico. We detected 9 days before the occurrence
of a negative ionospheric anomaly. On the other hand, 1 day
before the earthquake we identified a positive one to the north
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Fig. 3. Differential VTEC maps for August 30, 2017. The grey circle indicates the epicenter and the red dashed circle delineates the earthquake’s preparation
region.
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Fig. 4. Differential VTEC maps for September 6, 2017. The grey circle indicates the epicenter and the red dashed circle delineates the earthquake’s preparation
region.

of the epicenter. Due to the quiet geomagentic conditions
during these two days, we attribute the disturbances observed
to the earthquake’s preparation. Moreover It is very likely that
radiation from the Earth’s crust is causing these ionospheric
disturbances. Finally, we encourage students and researches
to use this software for their own research since our main

objective is to give a computational tool to test any other
similar research and compare your results about ionosphere
anomalies with other scientific works.
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Abstract—With the rapid growth in mobile device users, and
increasing demand for video applications, the traffic from 2D/3D
video services is expected to account the largest proportion of
internet traffics. User’s perceived quality of experience (QoE) and
quality of service (QoS) are the most important key factors for
the success of video delivery. In this regard, predicting the QoE
attracts high importance for provisioning of 3D video services
in wireless domain due to limited resources and bandwidth
constraints. This study presents a cross-layer no-reference quality
prediction model for the wireless 3D video streaming. The model
is based on fuzzy inference systems (FIS), and exploits several
QoS key factors that are mapped to the QoE. The performance
of the model was validated with unseen datasets and even shows
a high prediction accuracy. The result shows a high correlation
between the objectivley measured QoE and the predicted QoE
by the FIS model.

Keywords—QoE; QoS; Video; Fuzzy Logic; Prediction

I. INTRODUCTION

The success of the modern communication networks and
systems has made many applications and services widely
accessible and more usable. Among of these are multimedia
applications which become popular over the Internet. One
critical multimedia service is video streaming that is nowadays
not only delivered as 2D stream but also in 3D. It is expected
that 82% of the global Internet traffic will be video, and more
than 65% of the video traffic will be transferred over wireless
communication links and using mobile devices [1]. It is evi-
dent that maintaining video quality, particularly in the scarce
wireless and mobile environments, is of critical importance.
While this can be tackled focusing on the performance of the
network, it is also important to highly consider it from the
end user perspective. Focusing on consumers QoE rather than
the networks QoS leads to evaluating the quality of videos as
perceived by end-users. Compared to 2D videos, a 3D video
introduces a new dimension, namely the depth, which needs
to be additionally taken into account when processing users
QoE.

Maintaining high QoE for the end users requires the ability
for 3D videos to be efficiently monitored, predicted, and
controlled [2]. Nevertheless, the prediction of QoE is highly
based on understanding the impact of QoS parameters [3], [4].
In this regards, the relationship between QoE and QoS could
be established in a defined prediction model. This can be done
based on no-reference QoE prediction without the need for
a reference 3D video. In order to achieve such capability, it
is important to develop QoE prediction models that consider

more QoS factors related to users QoE. One of the effective
techniques for developing objective QoE prediction models
is the learning-based technique with the different types of
machine learning methods [5]. Developing QoE prediction
models using the machine learning methods would result in
a model that can dynamically and intelligently learn and then
make a decision like human reasoning.

There is a number of machine learning techniques that have
been adopted to realize QoE prediction models [6]. Among the
popular examples are Fuzzy Inference Systems (FIS), Artificial
Neural Networks (ANN), and Decision Tree. However, it is
critical to comprehensively incorporate the key QoS factors for
video traffic, instead of relying on a basic model of limited
factors which is the case in the majority of the proposed
solutions. According to the ITU classification of objective
quality assessment models [7], a hybrid QoE prediction model
is the best choice to build a generic prediction model, which
is proposed in this paper.

The FIS method has been the choice for many solutions in
telecommunications and engineering. It provides an efficient
system for addressing the innate uncertainty, which can be
caused by internal or external factors. Developing a QoE
prediction model based on FIS with predefined rules is an
effective approach to make effective decision with imprecise
information. Typically, fuzzy rules in FIS cannot be automat-
ically formulated and need to be manually updated when the
input dataset is updated. We proposed in this paper a hybrid
no-reference prediction model using an automated FIS for
predicting the quality of wireless 3D video streaming. The
main target of the proposed solution is to support real-time
QoE prediction at an intermediate measuring point over a
wireless network for 3D video streaming.

The structure of the paper is as follows; the related works
is discussed in Section 2. Section 3 provides a description of
the experimental setup. The validation and statistical analysis
of the QoE measurements resulted from the simulations are
presented in Section 4. Section 5 discusses the methodology
of the proposed video quality prediction system. The QoE
prediction model performance validation and evaluation are
provided in Section 6, respectively. Finally, the conclusion is
in section 7.

II. RELATED WORKS

Compared to other multimedia services, video streaming is
a demanding service that is more sensitive to any degradation
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over the network. The is more evident in the case of 3D
video communications over wireless networks with mobile
end-user devices. Without careful and efficient system design,
degradation in user experience would occur. Therefore, it is
critical to consider the different application and networking
aspects in this regard. There is a variety of video quality
measurement methods in the literature with different opera-
tional and computational requirements [3]. The measurement
of video quality is typically achieved with one of the two
modes: non-intrusive no-reference (NR) and intrusive full-
reference (FR). The FR mode has to use both the original
and distorted video streams. In contrast, the NR mode is only
based on the distorted video streams, which is more reliable
for real-time applications.

The effects of QoS can happen at the access network layer,
referred to as NQoS, or at the application layer, referred to
as AQoS. The NQoS can be described with a number of
NQoS parameters including delay, packet loss, and random
loss. These have been considered in many research efforts
such as [8], [9], and [10] for estimating QoE in 2D video
streaming applications. On the other hand, AQoS parameters
such as frame rate bit rate were the focus in [11], [12],
[13], [14]. However, QoE estimation for 3D video streaming
received less attention in the literature. This would require the
consideration of additional parameters relevant to 3D videos
including depth perception, naturalness, and comfort levels.
The study in [15] focused on examining random packet losses
and its effect on the overall 3D perception. With a subjective
test, the results showed that the increase in packet loss rate
led to a negative trend in 3D perception. In [16] and [17],
the researchers considered the degradation on the 3D video
quality when delivered over wireless mobile networks. The
aim was to understand how the overall 3D perception can
be affected by random packet loss using a subjective test. It
is apparent that there was no consideration in these studies
for evaluating the quality of 3D videos with VBR streams in
different resolutions. Moreover, there is no need to completely
rely on both NQoS and AQoS parameters when adopting
hybrid prediction models.

Recently, there is a growing interest in the literature in the
utilization of machine learning techniques for the development
of objective QoE prediction models [5], [18], [19]. As the self-
learning capability can be provided by such methods, non-
intrusive prediction of video quality can be implemented to
dynamically adapt to any update in QoS parameters. One
of these methods is the Adaptive Neural Fuzzy Inference
System (ANFIS) [20] which was adopted in [21] and [22]
for the estimation of the quality score, with the focus on 2D
video in a single resolution, QCIF (176x144). The authors
in [23] presented a real-time prediction engine for 3D video
using Random Neural Network (RNN). Another research work
focused on 3D video is [24], which presented a RR metric
based on Peak Signal-to-Noise ratio (SNR).

It is observed from the investigated literature that most of
the video quality prediction models considered either network
impairments, encoders compression artifacts, or the features of
video content. It is uncommon that these factors are considered
all together in one solution. The proposed work in this paper
introduces a a non-intrusive QoE prediction model based on
the use of an automated FIS method considering a collection

of key QoS parameters for wireless 3D video streaming.

III. EXPERIMENTAL SET-UP

A. Video Encoding Parameters

Three classes of H.264 coded 3D video streams were
evaluated based on a temporal activity by using the spatio-
temporal classification in the ITU-T P.910 recommendation
[25]. The temporal and spatial features were extracted from the
3D video stream, and then a temporal index (TI) and spatial
index (SI) were assigned by the Sobel filter. The temporal
activity and spatial complexity of the video sequence are
indicated by the computed index. Consequently, 6 3D video
sequences (2 in each class) were chosen, as shown in Table I.
The sequences Music, Poker and BMX were used for training,
while Fencing, Poznan and Pantomime were used for testing
and validation.

TABLE I. VIDEO SEQUENCES

Video Sequence TI SI Class
Music 4.90 74.41 Low Motion

Fencing 7.78 77.20
Poker 12.20 85.69 Moderate Motion

Poznan 11.53 87.78
BMX 22.35 99.42 High Motion

Pantomime 37.17 104.43

The H.264/AVC JM Reference Software [26] was used to
encode and decode all video sequences with the H.264/AVC
video coding standard [27] (for both the colour image and the
depth map). Table II presents the configuration parameters of
the encoding process. The frame rate (FR) was fixed at 25 fps
as this is typical in wireless video streaming [28]. The videos
sequences were encoded with different quantization parameter
(QP) and resolutions. The network abstraction layer (NAL)
units were RTP packetized and encapsulated in IP packets.
The Group of Picture (GOP) size was 16, where each group
included one I-frame and all remaining frames were P-frames.
This reduced the computation time arising from bi-predictive
B-frames, and is the structure recommended for wireless video
streaming [28].

TABLE II. PARAMETERS H.264/AVC CODING

Parameters Values
Level IDC 30 (SD), 32 (HD)

Sequence GoP IPPP
Reference Frames’ Number 2

Search-Range 32
Slice-Mode Packetized (bytes)

Format of Output-File RTP packet

B. The selected QoS Parameters

The selected QoS parameters in this study were resolution
(R), quantization parameter (QP) and content type (CT) from
the AQoS level, while mean burst loss (MBL) and packet
loss rate (PLR) from the NQoS level. Table III summarises
the values of the simulated QoS parameters. Moreover, the
simulation of each tested condition is repeated 10 different
times to increase data confidence.

C. Simulation Scene

The simulation scene illustrated in Fig 1, which is designed
and conducted for mapping the QoS to QoE. The coded
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3D video streams (2D colour image and depth map) were
simulated on wireless transmission environment. The packet
loss traces with varying MBL and PLR metrics were generated
by using the Gilbert-Elliot model [29]. The degraded 3D video
streams were then assessed by an objective 3D video quality
metric, which is explained in the following subsections.

TABLE III. QOS PARAMETERS

Parameters Values
R SD (720 × 540), HD (1280 × 720)

CT Low, Moderate, High motion
QP 16, 24, 32, 40, 48

MBL 1, 2.5, 5, 7.5
PLR 0%, 0.1%, 1%, 2.5%, 5%, 7.5%, 10%

 

Fig. 1. The Conducted Simulation Scene

IV. QOE ASSESSMENT AND EVALUATION

The QoE measurement methods can be categorised into
subjective and objective methods [30]. In this paper, an objec-
tive quality metric was used for quality assessment and then
validated by a subjective assessment.

A. Objective Test

A validated full reference perceptual 3D video quality
metric (Q) [31] was used for the objective measurements. This
metric uses VQM (Video Quality Metric) [32] for the 2D
colour images’ assessment, and then uses a joint mathematical
model [31] to be combined with the corresponding depth
map. For the VQM scale, 1 represents severe distortion and 0
represents original quality. The 3D quality scale is mapped to
the subjective metric called MOS (Mean Opinion Score) [25]
by means of the equations [33]:

MOS = 5− 4V QM (1)

MOS = 5− 4(1−Q) (2)

B. Subjective Test

In this work, the subjective assessment test was conducted
to assure the credibility of the huge measured objective dataset.
The standard recommendation ITU-R BT.500-13 [34] was
followed for this test. Because the total number of test condi-
tions for the measured objective dataset was huge (about 1080

conditions), a systematic approach (called Kennard and Stone
algorithm) [35] was followed to select a subset of 64 video
sequences for subjective testing. A single stimulus (SS) quality
evaluation method was applied with a panel of 21 viewers in a
lab under controlled conditions. The viewers were marked their
MOS scores between 1 to 5, as illustrated in Table IV. Figure 2
illustrates the observers’ MOS scores and their corresponding
95% confidence intervals.

TABLE IV. MOS SCORES

Quality Bad Poor Fair Good Excellent
MOS 1 2 3 4 5

Fig. 2. Subjective test with corresponding 95% confidence intervals

C. Correlation of Subjective and Objective QoE Scores

The objective scores that obtained through simulation were
validated by correlating them with the subjective scores, as
shown in Fig 3. In addition, the PCC (Pearson Correlation
Coefficient) was used to express the correlation. The measured
PCC indicated a high correlation level 92%.

Fig. 3. Objective and Subjective Correlation

The analysis of variance (ANOVA) test [36] was also
conducted in this study to explore the impact of AQoS and
NQoS parameters on the 3D video quality. Tables V shows
the results of the ANOVA test. A small p value (p <= 0.01)
indicates that the QoS parameter highly affectes the video
quality. It is clear from the table that the PLR metric had the
highest impact. The interactions between these QoS parameters
also affect the video quality

V. QOE PREDICTION METHODOLOGY

The peoposed 3D video quality prediction was built by
using the automated Type-1 FIS, which outperforms other

www.ijacsa.thesai.org 699 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 11, 2018

TABLE V. FIVE-WAY ANOVA ON QOE OF 3D VIDEO

Source Degree of freedom F-statistics p-value
CT 2 141.7391 0
R 2 124.416 0.02975

QP 4 165.981 0
PLR 5 639.172 0
MBL 3 73.354 0.01003

PLR+CT 10 10.218 0.11909
PLR+R 8 5.182 0.3342

PLR+QP 18 71.955 0.1264
PLR+MBL 15 30.466 0.2921
MBL+CT 5 2.868 0.1942
MBL+R 5 7.940 0.52301

MBL+QP 12 13.533 0.29968

methods in terms of making decisions and modelling capa-
bilities [37]. The FIS control consists of three main modules;
fuzzifier, fuzzy inference engine and defuzzifier. A functional
block of the proposed model is presented in Figure 4.

 

Fig. 4. Functional Diagram of The Proposed Model

Inputs: QoS parameters x1, x2, ,,,, xn, and their values.

Membership functions: µ(Pi)Aj(x), i ∈ (1, . . . ,m), j ∈
(1, . . . , n),

where Aj the class number, n, of corresponding parameter
values, and x represents the input parameter value (Pmvalue).

The form of the fuzzy rules: IF < antecedent1 >
AND < antecedent2 > THEN < consequent >;

Output: QoE (MOS) scores.

Generally, the procedure of designing a FIS model can be
divided into two main steps; learning (initialization) step and
control step. The learning step includes defining the linguistic
variables, designing the MFs and extracting the fuzzy rules
base. While, the control step includes fuzzification, inference
engine and defuzzication. Algorithm 1 gives an overview
about the process of fuzzy logic system [38]. The following
subsections describe the procedure of designing the proposed
model, its MFs and fuzzy rules extraction.

Algorithm 1: process of the FIS
1. Define the linguistic expressions (Initialisation)
2. Design the membership function using triangle shape (Initialisation)
3. Convert crisp input value to fuzzy value using the MFs (Fuzzification)
4. Automatically extract the fuzzy rule base (Fuzzy inference engine)
5. Evaluate the fuzzy rules in the rule base (Fuzzy inference engine)
6. Aggregate the results of each rule (Fuzzy inference engine)
7. Convert the fuzzy value to crisp output value (Defuzzification)

A. Identifying the Inputs and Output

the chosen QoS parameters are outlined in table III and the
output MOS scores (QoE) in table IV. The collected dataset
consists of multiple data pairs of the input and output using
the following form:

(x(t); y(t))(t = 1, 2, ..., N), (3)

where N is the data instances number, x(t) ∈ Rn, and
y(t) Rk. Once the inputs and the output were identified, both
were converted into linguistic expressions (the MFs design) to
represent the quantification of the output (QoE scores).

B. Membership Functions Design

The correlation between the input and output parameters
was transferred into fuzzy MF. In this study, the MFs were
derived using probability distribution functions (PDF) [39] for
every QoS parameter. The PDF is divided by its peak to convert
the probabilistic information into fuzzy sets, which are a set
of rules that take linguistic expressions form. In this work,
the QoS input parameters were assigned by three fuzzy sets
(low, moderate, high), while the output was assigned by five
fuzzy sets, which are the MOS scales. All the fuzzy sets were
presented in an equivalent triangular shape due to its simplicity.
Figure 5 shows the MFs of the inputs parameters, while the
MF of the output is presented on Figure 6.

Fig. 5. MF of the Input ParametersMembership Functions of the output (QoE)
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Fig. 6. MF of the Output Parameters

C. Automated Fuzzy Rules Extraction

The proposed model automatically adapts the rules nec-
essary for the fuzzy inference system using learning from
example (LFE) approach [40]. A developed version of the
(Mendal-Wang) method [41], [38] was used to apply the LFE
approach in designing the proposed automated FIS model. The
extracted rules can take different forms. In the proposed sys-
tem, the following fuzzy IF-THEN rules was used to represent
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the relationship between the input pattern x = (x1, ..., xn)T

and the output y = (y1, ..., yn)T :

IF x1 is A
(i)
1 and ... xn is A

(i)
n THEN yk is B

(i)
k (4)

where the rules index i = (1, 2, ....M), and M repre-
sent the rules number. A number of V fuzzy sets Aq

s, for
q ∈ {1, 2, . . . , V }, defined for each input Xs, and W fuzzy
sets Bh, for h ∈ {1, 2, . . . ,W}, defined for each output yc.
Moreover, the AND operator, which selects the minimum value
of the fuzzy sets was used in this model. The process of
extracting the fuzzy rules from the data was performed using
the following two steps, as described in [41], [38]:

STEP A:
For a fixed N pair (x(t); y(t)) of input-output parameters, the
membership values µAq

s
(x

(t)
s ) are computed for each MF (q ∈

{1, . . . , V }), and each input variable s ∈ {1, . . . , n} to give
q∗ ∈ {1, . . . , V }:

µ
Aq∗

s
(x(t)s ) ≥ µAq

s
(x(t)s ) (5)

Thus, this step defines the process of choosing the fuzzy set
that reaches the highest membership degree at the data point
as the one in the IF part of the rule.

IF xt1 is A
q∗

1 and xt2 is A
q∗

2 and ..... xtn is A
q∗

n

THEN y is centred at y(t)
(6)

Note that each of the fuzzy sets Xs associated to the
input variables is characterised by V fuzzy sets Aq

s, where
q ∈ {1, . . . , V }, and V n is the maximum number of possible
generated rules. Nevertheless, depends on the dataset, only
those rules were generated from the V n possibilities whose
dominant regions contain at least one data point. In this STEP,
one rule was generated for each pair of the input and output
data. This rule is modified to create its final form in step 2.
The rule’s weight was computed using the formula [41]:

W (t) =

n∏
s=1

µAq
s
(x(t)s ) (7)

STEP B:
The STEP (A) was conducted several time in order to create
the N data generated rules by Equation (7) for all data points
t, from 1 to N . Since the number of data points is usually
large, many generated rules in the first step were shared the
same IF part but dissimilar the THEN part. In this step, the N
rules divided into groups with the same IF part. For example,
suppose there are M such groups i (i ∈ {1, . . . ,M}) that
includes Ni rules of the form:

IF x1 is A
(qi)
1 and x2 is A

(qi)
2 and ..... xn is A

(qi)
n

THEN y is centred at y(t
i
u)

(8)

Where u ∈ {1, . . . , Ni} and (tiu) is the data point index
in the group (i). After that the rule weighted average in this
conflict group is calculated by the following equation [41]:

average(i) =

∑Ni

u=1 y
(tiu)w(tiu)∑Ni

u=1 w
(tiu)

, (9)

Where the weights w(tiu) are computed using equation (9)
from Step (A). These Ni rules are then combined into a single
rule as the following form:

IF x1 is A
(i)
1 and .... xn is A

(i)
n THEN y is B(i) (10)

The fuzzy set of the output Bi was selected on the basis
of finding the set Bh∗

among the W output fuzzy sets B1, ...,
Bw that satisfies:

µBh∗ (average(i)) ≥ µBh (average(i)) (11)

Where h ∈ {1, 2, ...,W}, and B(i) was chosen to be Bh∗.

The calculations invoke Equations (9) and (11), and are
repeated for each output value [41], [38]. Table VI shows a
sample of the index fuzzy rules. The final fuzzy rule that was
used in the FIS controller had the form:

IF (CT is Moderate motion) AND (QP is Moderate) AND
(Resolution is Moderate) AND (PLR is High) AND (MBL is
High) THEN (QoE is Bad)

IF (CT is Low motion) AND (QP is Moderate) AND (Res-
olution is Low) AND (PLR is Low) AND (MBL is Moderate)
THEN (QoE is Fair)

TABLE VI. EXAMPLES OF THE QOE INDEX DECISION MAKING
RULES, (H= HIGH, M= MODERATE, L= LOW)

CT R QP PLR MBL QoE
L M L L L Excellent
M M M L L Good
H L M L M Fair
L M H M M Poor
M M L L M Good
H M H H H Bad
L L M H M Poor

D. Defuzzification: Predicting the Output

The overall result after the inference step was a set of
fuzzy values. This result was defuzzified to give a crisp output
value (QoE), based on the MF of the output variable. The
defuzzification process examined all of the rule outcomes after
they were logically added and then computed a value that
was the final output of the fuzzy controller. In this work, the
defuzzification was conducted using the centroid method that
is based on the centre of gravity (COG) formula [38]:

y(x) = fs(x) =

∑M
i=1 y

−i
∏n

l=1 µF
i
l (xl)∑M

i=1

∏n
l=1 µF

i
l (xl)

. (12)

Here, y−i is the centroid point of the output fuzzy set Bi,
M is the rule’s number in the rule base, and Πn

l=1 = µF i
l (xl)

is the membership degree product of each rule’s inputs.

E. Implementation of The Automated FIS model

In this work, the designed membership functions, fuzzy
rule extraction and fuzzy controller for the automated FIS
model were built in a Java programming environment. The
main components of FIS controller were programmed as
Java classes. The main java class (Fuzzy inference engine)
includes the equations of Mendal-Wang method.
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VI. MODEL VALIDATION

A. Validation by The Testing Dataset

As listed in Table I, 6 3D video sequences were chosen,
two in each class. The sequences Music, Poker and BMX are
used for model training and Fencing, Poznan and Pantomime
are used for model testing. The testing dataset was used to
validate the proposed prediction model. The measured QoE
results are compared with the predicted QoE by the proposed
prediction model. The used validation metrics were R2 cor-
relation and RMSE (root mean squared error). R2 scored
0.951 and RMSE was 0.1058. The validation of the proposed
system is illustrated in Fig 7 and 8. In Fig 7, the measured
MOS (QoE) represented by the line, while each point shows
the estimated MOS (QoE) of a particular test condition. The
obtained result indicates that the measured QoE is greatly
correlated with predicted QoE. So, the proposed FIS-based
model succeeds in estimating the users perception, and shows
how the relationship between the AQoS/NQoS parameters and
the video QoE is consistent.
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Fig. 7. Predicted MOS vs. Measured MOS

Fig. 8. Predicted MOS vs. Measured MOS (scatter graph)

B. Validation by The External Dataset

A further validation was conducted by using an external
dataset that has been used in [21] and publicly available in their
website. This dataset is for H.264 encoded QCIF 2D videos
with network conditions of PLR, MBL for three types of video
sequences (CT). In this case, we decrease the input parameters
in the proposed model to three inputs; PLR, MBL and CT.
Fig 9 illustrates the model validation results after using the
external database. This external dataset was also used in [21]

for the ANFIS-based prediction model. Thus, we compared the
results of our FIS-based model with the ANFIS-based model
developed in [21]. As shown in table VII, the proposed model
achieved a correlation coefficient of 90.2%, while 87.1% for
the ANFIS-based model in [21].

Fig. 9. Predicted MOS vs. Measured MOS from External Dataset [21]

TABLE VII. PERFORMANCE COMPARISON

Model Name R2 RMSE
Automated FIS-Based 90.23% 0.206

ANFIS-Based 87.19% 0.2412

VII. CONCLUSIONS

In this proposed work, a non-reference prediction model
was developed to predict the 3D video quality in wireless
transmission environment. The proposed model was built by
using an automated FIS method. Moreover, a selection of
AQoS and NQoS parameters were identified and mapped to
the MOS scores of the transmitted 3D video streams for
end-to-end quality prediction. A subjective assessment was
conducted to validate the objectively measured QoE dataset.
Furthermore, in order to identify the most influential QoS
parameters that affect the video QoE, the collected dataset
was also analysed by the ANOVA test. After that the validated
dataset was then used to build the proposed model. From the
results, the proposed FIS-based model shows a high correlation
between the objectively measured QoE and the predicted QoE.
The results also confirmed that the choice of the AQoS/NQoS
parameters is essential to achieve a high prediction accuracy.

This work advances the development of non-reference
quality prediction models for wireless 3D video streaming.
For future work, the usage of the FIS-based model can be
investigated to implement a potential application, such as con-
tent provisioning for network/service providers. Furthermore,
additional AQoS and NQoS parameters can be considered for
end-to-end quality prediction.
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Abstract—The parking problem in big cities has become one of
the key causes of the city traffic congestion, driver frustration and
air pollution.So to avoid these problems, parking monitoring is
an important solution. Recently many new technologies have been
developed that allows vehicle drivers to effectively find the free
parking places in the city but these systems still limited because
they don 't take into consideration road networks constraints. In
this paper, We design a distributed system that will help drivers
to find the optimal route between their positions and an indoor
parking in the city taking into consideration a set of constraints
such as ( distance, traffic, amount of fuel in the car, available
places in te parking, and parking cost). We propose a distributed
technique based on multi objective Ant Colony Optimisation
(ACO). The proposed method aim to manage multi objective
parking problem in real time using the behavior of real ants and
multi agent systems to decrease the traffic flow and to find the
optimal route for drivers.

Keywords—ant colony optimization(ACO); multi-agent system;
parking monitoring; intelligent systems

I. INTRODUCTION

Cities noticed that their drivers had real problems to find a
parking space easily especially during peak hours, the difficulty
roots from not knowing where the parking spaces are available
at the given time. Even if this is known, many vehicles may
pursue a small number of parking spaces which in turn leads
to traffic congestion. So researchers are recently turned to
apply intelligent transportation technologies for management
of parking area by designing and implementation of smart
parking systems that allows vehicle drivers to effectively find
the free parking places. The main idea is to reduce traffic and
time searching for a parking place.

Many systems are developed for parking but each system
is based on different Technologies . To control the parking
problem we need to use an intelligent system that can be
adaptative with the environment and give us the optimal path
to reach an indoor parking place taking into consideration
multiple constraints.

Parking problem is situated in several researches based on
different technologies and algorithms. Some of these systems
are based on intelligent systems. In this domain, we have sys-
tems that are based on internet of things and cloud computing
[1] [2] [3]. and others which are based on Artificial intelligence
like fuzzy logic [4] and neural networks [5].

Ant colony optimization (ACO) [6] is a very powerful
optimization heuristic for combinatorial optimization prob-

Fig. 1. The behavior of real ants

lems, Vehicle Routing algorithms [7] [8], and NP-complete
problems. Ant Colony Optimization (ACO) is inspired by
ants behavior to find the shortest paths between their colony
and the source of food. Ants manage to discover the optimal
path in an organized and distributed manner (Figure 1). In
an ACO algorithm ants are programmed agents to find an
optimal combination of elements in a given set of utility
functions. The key ingredient in ACO is pheromones which
are deposited chemicals by ants and their concentration traces
a map of trajectories. Paths that contain a highest concentration
of pheromones represent better trajectories. In this paper, we
propose a mathematical model to decrease the time searching
for an indoor parking taking into consideration a set of con-
straints ( distance, traffic, amount of fuel in the car, available
places and parking cost) . With this approach, we propose a
new method to optimize parking timing based on a distributed
multi-objective ACO algorithm and multi agent systems.

The outline of this work is as follows. In the next section,
we define related works done to solve this type of problems. In
Section 3, we describe the multi-objetive problem and how can
be modeled as a graph. The Mathematical model for solving
the multi objective parking problem is proposed in Section 4
that aims to find the optimal solution for drivers. Section 5
explains the distributed multi objective ACO based on multi-
agent system for parking problem. Section 6 summarizes the
perspectives. Finally, the conclusion is given in the last section.
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II. PREVIOUS WORKS

In the literature, many researches about smart parking
systems have been presented. These researches have used
different information technologies like: wireless sensor net-
work, internet of things, cloud Computing systems, mobile
application, and artificial intelligence techniques.

The authors in [9] [10] present the design and implemen-
tation of a smart parking system based on wireless sensor
networks that allow vehicle drivers to find the free parking
places.

In [11] the author presents a wireless system for locating
parking spots remotely via smartphone. This system automates
the process of locating an available parking spot and paying
for it.

Authors in [12] have proposed a scalable and low cost
car parking framework (CFP) based on the integration of
networked sensors and RFID technologies. These framework
include driver guidance, automatic payment, parking lot re-
trieval, security and vandalism detection.

In others studies the authors have choose to design an
automatic smart parking using internet of things which enables
the user to find the nearest parking area and the available slot
in that area [1] [2] [3].

In [13], an intelligent parking guidance algorithm using
dynamic city parking conditions has been proposed. Simulation
results were provided to validate the effectiveness of the
proposed algorithm.

Samaras [4] proposed a fuzzy logic system based on the
energy efficiency of the city 's parking lots. The wireless sensor
network sends the actual data to generate fuzzy rules in the
study.

Wang [14] has developed a based reservation smart parking
that allows drivers to find and reserve the vacant parking
places.Cai [15] proposed a navigation system based on the
parking sensor network using a Dijkstra optimization algorithm
to obtain the optimal parking route. . Zheng [5] has developed
a prediction system for parking problem using some machine
learning methods such as artificial neural network, support
vector machines, and regression) using real data acquired
from two cities like Melbourne and San Francisco.Mejri [16]
proposed a multi-purpose intelligent parking approach based
on a mata heuristic to optimize parking location using real
data.

We notice that the guidance systems proposed by re-
searches dont provide an optimal multi objective solution to
find an indoor parking with available places.We design a
distributed system that will help drivers to find the optimal
route between their positions and an indoor parking in the city
taking into consideration a set of constraints such as ( distance,
traffic, amount of fuel in the car, available places and parking
cost). The proposed method is based on multi objective ACO
and intelligent agents .

III. PROBLEM DEFINITION

In this case, the parking problem can be modelled as a
graph with distributed drivers, service stations and parkings

Fig. 2. The problem graph

where D,=
{
D1, D2, D3, .....Dm

}
is The set of drivers

searching for parking,P =
{
P1, P2, P3, P4, .....Pn

}
is the set

of indoor parkings and Sf =
{
S1, S2, S3.....Sp

}
the set of

service stations.

Let G be the graph(Figure 2) with vertices in D ∪ P ∪ S
(called nodes) and the edges (arcs) in E defined as follows:
E =

{
DiSj / 1 ≤ i ≤ m and 1 ≤ j ≤ p} ∪

{
SiPj / 1 ≤ i ≤

p and 1 ≤ j ≤ n} ∪
{
DiPj / 1 ≤ i ≤ m and 1 ≤ j ≤ n}.

We denote DiSj the distance between the vertice Di and Sj
(between the driver Di and the service station Sj ) , SiPj the
distance between the vertice Si and Pj (between the service
station Si and the parking Pj) and DiPj the distance between
the vertice Di and Pj (between the driver Di and the parking
Pj).

A given route may contain a service station. the objective of
the problem is to find the optimal path for each driver searching
for a parking place by considering the following constraints:

• A Driver searches for an indoor parking with available
places.

• Every route starts from the driver and finishes in a
parking.

• The amount of fuel in the vehicle must allow the driver
to reach at least one service station and a car park.

• Other parameters such us (traffic, distance, Available
places, cost of parking, and amount of fuel) need to be
taken into consideration in our optimization problem.

IV. ANT COLONY OPTIMISATION BASED MATHEMATICAL
MODEL

In an ACO algorithm ants are programmed agents to find
an optimal combination of elements in a given set of utility
functions. The key ingredient in ACO is pheromones which are
deposited chemicals by ants and their concentration traces a
map of trajectories. Paths that contain a highest concentration
of pheromones represent better trajectories. ACO is among
heuristic methods that use distributed optimization concepts
and pheromone concentration to solve combinatorial optimiza-
tion problems [17]. The Ant Colony System Algorithm is
divided into three main steps:

• All ants will construct their tours based on a prob-
abilistic transition which is related to the amount of
pheromone in their paths. After the construction of
the trajectories, the ants will update the pheromone
amount on each arc visited.
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• The system will find the optimal path provided by the
ant colony and chooses the optimal solution for each
driver.

• In the end, the best ants update the overall pheromone
on the paths that are part of the best solution.

The whole procedure repeats until the end of a number
of iterations. The ACO (Ant Colony Optimization) algorithm
for parking problem starts with a group of ants. These ants
work together simultaneously to build routes. Each ant will
build a complete circuit based on a given parking map. The
construction of the route can be described as follows: First, the
artificial ants (an intelligent developed agent) start from the
driver 's location 's and select the next node to visit. the ant
has two possibilities: The first is to select a gas station location
to visit from the list of available gas station locations to reach
a parking lot with available spaces and the second is to select
a parking location to visit from the list of available parking
spaces. When the ant reaches the parking 's position, then
the system will restart the procedure of searching for another
optimal path for an indoor parking with available places. In
this version of ACO for parking problem, each ant needs to
create a driver route that visits an indoor parking. Each ant
select the next neighbor to visit using a probabilistic transition
[18], if the ant is in a driver's position we have two possibilities
(1) (2) :

pk(Di, Sj) =
τα(Di, Sj)

∏
l∈P̃1

ηαl(Di, Sj)∑
β∈[1,p] τ

α(Di, Sβ)
∏
l∈P̃1

ηαl(Di, Sβ)
(1)

pk(Di, Pj) =
τα(Di, Pj)

∏
l∈P̃ η

αl(Di, Pj)∑
β∈[1,n] τ

α(Di, Pβ)
∏
l∈P̃ η

αl(Di, Pβ)
(2)

where:

P̃1={ distance,traffic,amount of fuel in the car } is the
set of parameters of edges DiSj .

P̃={ distance,traffic,available places ,parking cost ,amount
of fuel in the car}is the set of parameters of edges DiPj .

τα(Di, Sj):value of pheromone trail on edge from Di to
Sj

τα(Di, Pj):value of pheromone trail on edge from Di to
Pj

α :coefficient that controls importance level of level of
pheromone

ηαl(Di, Sj):value of cost functions for parameter l for edge
from Di to Sj

ηαl(Di, Pj):value of cost functions for parameter l for edge
from Di to Pj

αl :coefficient that controls importance level of parameter
l

The cost functions for all parameters for edge DiSj are :

ηd(Di, Sj) =
1

DiSj
(3)

The equation (3) presents the cost function for distance
DiSj between the driver Di and the service station Sj .

ηd(Di, Pj) =
1

DiPj
(4)

The equation (4) presents the cost function for distance
DiSj between the driver Di and the parking Pj .

ηt(Di, Sj) =
1

tr(Di, Sj)
(5)

The equation (5) presents the cost function for traffic where
tr(Di, Sj) is the measured traffic flow from the driver Di to
the service station Sj .

ηt(Di, Pj) =
1

tr(Di, Pj)
(6)

The equation (6) presents the cost function for traffic where
tr(Di, Pj) is the measured traffic flow from the driver Di to
the parking Pj .

γ(Di) =
fuel

distance
(7)

The equation (7) presents the amount of fuel consumed in
litres by the driver Di per km.

ηf (Di, Sj) = sup(F (Di)−γ(Di)∗ (DiSj), 0) = ηf (Di, Sj0)
(8)

ηf (Di, Sj0) is the minimal fuel cost to reach the service
station Sj0 and Where F(Di) is the amount of fuel in the
vehicle of the driver Di.

ηf (Di, Pj) = sup(F (Di)−γ(Di)∗(DiPj), 0) = ηf (Di, Pj0)
(9)

ηf (Di, Pj0)is the minimal fuel cost to reach the parkingPj0
and Where F(Di) is the amount of fuel in the vehicle of the
driver Di.

ηc(Di, Pj) =
1

cost(Pj)
(10)

The equation (10) presents the cost function for parking
cost cost(Pj) in the parking Pj .

ηv(Di, Pj) = Card(Pjv) (11)

where Pj=Pjv∪ Pjṽ and Pjv∩ Pjṽ=Ø

Pjv is the set of available places in the parking Pj and
P
jṽ

is the set of non available places in the parking Pj .
Card(Pjv)is the number of elements of the set (Pjv .

When the ant reach a Service station 's position we use the
probabilistic transition to select the next parking to visit :

pk(Si, Pj) =
τα(Si, Pj)

∏
l∈P̃ η

αl(Di, Pj)∑
β∈[1,n] τ

α(Si, Pβ)
∏
l∈P̃ η

αl(Si, Pβ)
(12)

where:
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Fig. 3. Distributed Architecture for Parking

P̃={ distance,traffic,available places,parking cost , amount
of fuel in the car} is the set of parameters of edges DiPj .

τα(Si, Pj):value of pheromone trail on edge from Si to Pj

α :coefficient that controls importance level of pheromone

ηαl(Si, Pj):value of cost functions for parameter l for edge
from Si to Pj

αl :coefficient that controls importance level of parameter
l

The cost functions for all parameters for edge SiPj are :

ηd(Si, Pj) =
1

SiPj
(13)

The equation (13) presents the cost function for distance
SiPj between the service station Si and the parking Pj .

ηt(Si, Pj) =
1

tr(Di, Sj)
(14)

The equation (14) presents the cost function for traffic
where tr(Si, Pj) is the measured traffic flow from the service
station Si to the parking Pj .

ηf (Sj0, Pk) = sup((ηf (Di, Sj0)−γ(Di)∗(Sj0Pk)), 0) (15)

Sj0 is the station that gives us the highest probability to
go from Di to a service station . ηf (Sj0, Pk)is the minimal
fuel cost to reach the parking Pi0.

ηv(Si, Pj) = Card(Pjv) (16)

where Pj=Pjv∪ Pjṽ and Pjv∩ Pjṽ=Ø

Pjv is the set of available places in the parking Pj and
P
jṽ

is the set of non available places in the parking Pj .
Card(Pjv) is the number of elements of the set Pjv .

This phase can be divided into two steps: a local and a
global update [18]. The local update is done by each ant during
the construction of the different routes. The global update of
pheromone is performed when all ants reach parkings. The
system will then be able to update all routes pheromone. The
following rule (16) describes the process of the local update:

∆τkij = (1− ρ)τoldij + τij (17)

τij =

m∑
k=1

∆τkij =

{
Q
Lk

(if ant k use the edge ij)
0 else

(18)

(1− ρ)is the pheromone reduction parameter (0 < ρ < 1)
.The parameter m is the number of ants , Lk is the length
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of the tour performed by ant k and Q is a positive arbitrary
constant set to be equal to 100.

V. DISTRIBUTED MULTI-OBJECTIVE ACO ALGORITHM
APPLIED TO PARKING PROBLEM

In this article, a distributed system based on multi-agent is
proposed to solve the parking problem using Multi-Objective
ACO (Ant colony Optimization) algorithm.the main idea is
to find an optimized path for the driver that will allow him
to find a place in an indoor parking while respecting certain
constraints like (Traffic ,distance ,amount of fuel in the car
,parking price , Parking Capacity).

A. Distributed architecture based on multi agent

We propose a distributed system to control the parking
problem in the city, our solution is based on a set of intelligent
agents which communicate and collaborate together in real
time to provide the best solution. In Figure 3, we present our
architecture to model the new distributed ACO algorithm for
parking problem. In this solution, our system contains a set of
intelligent agents, each one with a specific behavior. Different
types of agents with different objectives have been used in
this distributed architecture. The first type is the Ant Colony
Optimization Agent (ACOA) which is divided into two agents:

-the first one is the Worker agent (WA) and its function is
nding the optimal route to an indoor parking in the given map
by respecting the constraints . The behavior of WA is dened by
the set of visited nodes (current tour), the best tour encountered
and the best tour for this agent to reach the parking.

-The second is the Controller agent (CA),its function is the
search for optimizing the best solution. Each Controller Agent
in the environment has some information like the coordinate
of the driver, the coordinate of the parking, the coordinate of
the service station, the distance, traffic between itself and each
controller agent in the environment, amount of fuel in the car
of the driver, the number of available places, parking cost.
The pheromone quantity is stored in each Controller Agent,
so each one knows the level of pheromone on each link to
another agent.

-An other type is Master agent and its function is to collect
informations from the Gui agent and send it to the master
agent.This agent controls the communication between agents
and send the current best tour to the Gui agent.

B. Multi-agent Interaction Model

The interaction model (figure 4) proposed consists of a
series of messages such as:

The user initiates the map of the parking locations, driver
location and service stations locations, The GUI Agent interact
with the knowledge base to store all this information. Then
send it to the Master Agent. The Master Agent receives the
Map data and initial parameters .sends a request message to the
ACO Agent which will apply the (ACO) Algorithm to search
for the optimal route which fits preferences of the user.

The Worker Agent sends the origin node and current
best path to controller agent to record the present path and
calculates cost to each node. When it finished the CA sends the

list of neighbors, cost to each controller agent and best current
path to worker agent. After that the worker agent chooses the
next node and sends it to controller agent.

C. The Behavior of ACO Agent

In this solution, our system contains a set of intelligent
agents; each one has a specific behavior. Three types of
agents with different objectives were used in this distributed
architecture. The first type is ant colony optimization agent
(ACOA) and its function is constructing the new solution for
finding the optimal routes to find a parking place in the given
map by respecting the preferences of the driver. The behavior
of ACO Agent is defined by The set of visited nodes (current
tour), the best tour encountered and the best tour for this agent
to reach the driver.

The second set of agents is the Manager agent (MA), its
function is the search for optimizing the best solution. Each
Manager Agent in the environment has some information like
the coordinate of his parking, the number of places available in
the parking, the number of reserved spaces, parking fees, the
coordinate of other parking, also, the distance between itself
and each Manager Agent in the city, and the distance between
itself and the service stations in the city. The amount of
pheromone is stored in each Manager Agent, so each Manager
Agent knows the level of pheromone on each link to another
agent.

The third type is Master agent and its function is to control
the communication between agents and send the current best
tour to the Interface agent

D. Ant colony algorithm based on multi agent system for
solving parking problem

In this section, we present in detail the behavior of each
intelligent agent in our distributed architecture. The Controller
Agent has a collection of attributes: the quantity of pheromone,
the level of evaporation, best solution cost, lists of nearest
neighbor agents, the coordinate of the parking, the distance
and traffic between itself and each controller agent in the
environment, the number of available places, and parking cost.
At each iteration, the Controller Agent records the present path.
Table I show a pseudo-code of the Controller Agent behavior

TABLE I. THE CONTROLLER AGENT BEHAVIOR

INPUT:Graph, Initial parameters, Initial
Preferences

OUTPUT : List of nearest nodes

GetAnt
{ RecordPathAnt(ant)
CalculateCostFunctions(ant)
UpdatePheromone(ant)
ListBestneighbors(ant)
Return BestNeighbors
}

The behavior of CA is based on a set of functions
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Fig. 4. Multi-agent Interaction Model

• The Controller agent saves the path of the present
ACO Agent.

• Controller Agent calculates the cost functions for all
problem parameters defined by the driver .updates the
amount of pheromone for the received CA according
to the information about its tour cost .

• The Manager agent constructs the list of best neigh-
bors that will be sent to the Worker Agent for selecting
the next node.

The objective of Worker Agent is computing the optimal
path that connects a driver to an indoor parking in the
city taking into consideration some constraints like (Traffic,
distance, amount of fuel, Number of available places, parking
cost). Table II presents the behavior of the Worker Agent.

• The Worker Agent(WA) Calculates the probabilistic
transition to Select the next neighbor to visit and
start a local pheromone update on this route. If the
probabilistic transition of the path used by this agent
is higher than the path stored at the current CA, the
CA will update its path .

• At the end, the WA compares his solution with the
best solution in the environment .If the cost of the
path used by the WA is less than the best path in the
environment, the WA will update the global amount
of pheromone on this route and this path will be the
best solution in the environment.

VI. FUTURE WORK

In the future work we will implement our solution using
Java-Agent Development Environment (JADE) as a distributed
and parallel platform. The proposed solution is deployed on
several containers. At the beginning, we will need to fix

TABLE II. THE BEHAVIOR OF THE WORKER AGENT

INPUT:Graph,Initial parameters

OUTPUT : Optimal path

• OptimalPath()
• UpdateGlobalPheromone()
• DisplayBestPath()

OptimalPath()
{ CalculateProbabilisticTransition()
SelectBestTransition()
UpdateLocalPheromone()
UpdateListBestPath()
Return Bestpath
}

the number of iterations. Each iteration ends when a set of
Ant agents reaches an indoor parking and the parameters are
initialized at the start of the iteration. In each iteration we
collect the data (the best cost, the amount of pheromone,
the best solution ...). At the end of each round, we can use
these data to find the optimal solution for the driver taking
into consideration network constraints like (Traffic, distance,
amount of fuel,cost of parking, number of available places in
the parking).

VII. CONCLUSION

This paper presents a distributed solution based on multi
objective ACO and multi agent systems to solve multi con-
straints parking problem .The proposed solution uses the
behavior of real ants based on artificial agents .

The new solution was applied to solve the parking problem
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by creating an optimal that feets the preferences of the driver
(Traffic, distance, amount of fuel, Number of available places
in the parking, parking cost). The Parking problem is presented
as a graph with multiple parking, each one is managed by
a Manager agent and the process of communication between
agents is described. In our proposed architecture, agents work
together in parallel to find the optimal path for the driver.
When one of the agents fails in his behavior, the system
keeps running because we have a set of agents available to
achieve this task.as future works we will consider other forms
of parallel Ant Colony optimization algorithm and we will use
this algorithm to solve other problems.
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Abstract—With the revolution of the internet, many event-
based systems have been developed for monitoring epidemic
threats. These systems rely on unstructured data gathered from
various online sources. Moreover, some systems are able to handle
more than one language to cover all news reports related to
disease outbreaks worldwide. The aim of this paper is to examine
existing systems in terms of supporting the Arabic language. The
28 identified systems were evaluated based on different criteria.
The results of this evaluation show that only 5 systems support the
Arabic language using translation tools; hence, disease outbreaks
in news reports written in Arabic are not directly processed. In
other words, no existing event-based system in the literature has
yet been developed specifically for Arabic health news reports to
monitor epidemic diseases.

Keywords—Public health; infectious disease; event extraction;
disease surveillance system; arabic language

I. INTRODUCTION

During the past few years, the spread of many different
pandemic diseases has increased worldwide; for example, the
disease caused by the Ebola virus was first reported by the
World Health Organization (WHO) in Guinea in 2014, which
then spread rapidly to many West African countries causing
hundreds of deaths (Guinea 346, Liberia 181, Nigeria 1, Sierra
Leone 37) [1], [2]. It was also transmitted to other countries
outside of the African continent, including Italy, the United
Kingdom, Spain and United States of America. The latest
information about Ebola can be reached via the following link.
http://www.who.int/csr/don/archive/disease/ebola/en/.

In addition to the outbreak of Ebola in Africa, respiratory
syndrome coronavirus (SARSCoV) was identified in Asia
(2002/2003), an outbreak of the pandemic disease H1N1 in-
fluenza virus occurred worldwide (2009), and the Middle East
Respiratory Syndrome (MERS) was found in Saudi Arabia
(2012 - to date) [3], [4]. Therefore, the threat of infectious
disease outbreaks to public health has prompted countries and
organizations to develop several early warning surveillance
systems [5]. However, the traditional surveillance systems
or indicator-based surveillance systems need public health
networks (Sentinel Networks) in order to collect predefined
structured data about diseases on a routine basis from indi-
cator sources, such as over-the-counter drugs and emergency
department visits [6], [7]. Therefore, in the case of using
passive surveillance systems, regular submission of monthly,
weekly or daily reports of disease data by all health facilities is
required. Although implementing this type of system has some
advantages, such as its ability to cover all parts of a country,
and its statistical power, it takes a couple of weeks for disease
patterns to be detected and for the results regarding possible

outbreaks to be disseminated; furthermore, not all countries
have the required infrastructure to implement this system [3],
[7], [8], [9]. On the other hand, as a result of the technological
revolution of the internet, another type of surveillance system
has emerged. This type is called the event-based surveillance
system [10]. Generally, event-based surveillance systems can
be described as real-time monitoring of diseases 24/7 through
gathering information from informal sources, such as online
news. According to Keller et al. [11], WHO’s investigations
into the majority of disease outbreaks are obtained through
diverse online informal sources.

The remainder of the paper is organized as follows: in
Section II, a background to the topic and a review of related
work are presented. Section III describes methods used in
performing this work. Section IV explores disease outbreak
surveillance systems in Arabic. Section V discusses the state
of the art of outbreak surveillance systems. Section VI presents
the results and discussion. Finally, the conclusion of this work
is presented in Section VII.

II. RELATED WORK

According to Agheneza et al. [12], surveillance systems are
classified into two types based on the type of data being pro-
cessed. The first type is the indicator-based surveillance system
(syndromic surveillance). The second type is the event-based
surveillance system that collects and processes unstructured
data from formal and informal sources, such as newspapers,
reports, and medical websites. The current paper will review
and focus solely on the event-based surveillance system, which
utilizes text mining techniques to process media sources (news
reports related to disease outbreaks) for text understanding,
i.e. detecting and extracting infectious disease outbreak-related
information, such as disease type, location name, date, and
number of victims, if any. Also, more focus will be placed on
systems that are able to process Arabic unstructured texts in
the health domain.

A. Indicator-based Surveillance Systems

To date, many existing public indicator-based surveillance
applications have been introduced to detect and track increases
in disease incidence rates based on structured predefined
information collected from different official sources, such as
emergency room visits, telephone calls, and over-the-counter
drug sales (syndromic/clinical surveillance data) [6]. Many
detection methods are used to perform this task. Tsui et al. [13]
categorized these methods into three types: temporal (SPC,
regression, time series, and forecast-based methods), spatial
(scan statistics), and spatiotemporal surveillance techniques.
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Detailed information on these types of health surveillance
systems can be seen in [13], [14]; the most recent review
of these systems can be found in [15], [16]. In addition, in
[17] the national communicable diseases surveillance systems
proposed between 2000 and 2016 in developed countries were
reviewed.

B. Event-based Surveillance Systems

On the other hand, many event-based surveillance systems
have been developed for manipulating gathered unstructured
data relating to infectious disease outbreaks from informal
or non-traditional sources, such as online newspapers, news
reports and social media [6]. Keller et al. [11] examined
and compared the performance of three existing systems:
EpiSPIDER, HealthMap and Global Public Health Intelligence
Network (GPHIN), which have been developed to process
event-based outbreak information. However, the most com-
prehensive review was conducted by Velasco et al. [3], who
reviewed studies of infectious disease surveillance publications
between 1990 and 2011 in detail, yielding 13 event-based
systems. These systems were developed between 1994 and
2006, as listed in Table I, and used 15 review criteria: system
name, system category, country, year started, coordinating
organization, purpose, jurisdiction, supporting Arabic, disease
type, public access, data processing, dissemination of data,
most avid users, system evaluation and Homepage.

Choi et al. [5] performed a systematic review of web-based
infectious disease surveillance systems, published in 2016.
They identified 11 web-based surveillance systems, including
GOARN, GPHIN, MedISys , BioCaster, HealthMap, ProMED,
and EpiSPIDER, which had already been reviewed by Velasco
et al. [3]. However, they also reviewed new systems: EpiSimS
(now known as Object-oriented Platform for People in Infec-
tious Epidemic OPPIE) [18], Google Flu Trends [19], GET
WELL [20] and Influenzanet [21], which were not mentioned
in [3], as can be seen in Table I.

To the best of the authors’ knowledge, the recent review
article was carried out by Yan et al. [22] and was published
in October 2017. Developed systems in articles published
between 2006 and 2016 were evaluated in terms of their
methods, timeliness and accuracy outcomes.

III. METHODS

Web-based infectious disease surveillance systems were
systematically reviewed by focusing on multilingual systems,
and systems dedicated to the Arabic language. Many elec-
tronic databases, such as Google Scholar, PubMed, Web of
Science, IEEE Xplore Digital Library, and CiteSeerx were
visited for reviewing the English literature published between
1994 and 2018. Moreover, many different terms or keywords
were used for achieving the search; these include ”surveil-
lance systems”, ”infectious disease systems”, ”event/internet-
based surveillance systems”, ”Arabic surveillance systems”,
”syndromic surveillance”, ”biosurveillance”, and ”Arabic text
mining systems”.

IV. DISEASE OUTBREAK SURVEILLANCE SYSTEMS IN
ARABIC

Some of the developed systems, such as Argus, BioCaster,
GOARN, GPHIN, HealthMap, MedISys and PULS, MiTAP

and ProMED are able to process texts written in languages
other than English. As previously mentioned, the aim of this
study is to investigate event-based surveillance systems that
can process Arabic texts in the domain of disease outbreaks.
Al-Mahmoud and Al-Razgan [23] conducted a systematic
review of published works on Arabic text mining between 2002
and 2014. The review showed that the topics of the articles
were limited to a few different domains, such as opinion
mining, crime domain, social networks, Arabic Wikipedia,
and Islamic studies. Therefore, it is expected that disease
outbreaks in news reports written in Arabic have not been
directly processed; i.e. the 5 developed systems that support
the Arabic language in Table I use translation tools to translate
Arabic online news reports of disease outbreaks into English in
order to process them for identifying the desired information.
Further investigation on these systems can be seen below.

1) ProMED-mail
Monitoring Emerging Diseases (ProMED-mail) is a
multilingual early warning system of emerging dis-
ease outbreaks developed in 1994 by Hugh-Jones
[24], [25]. It monitors human, plant and animal dis-
eases worldwide. Moreover, some surveillance sys-
tems depend on health warning reports produced
by ProMED-mail, such as Argus, BioCaster and
HealthMap. This system is available to the public
and no subscription fees are required. The ProMED-
mail’s source of data depends on reports obtained
from its subscribers. Currently, there are more than
70,000 subscribers from over 185 countries. With re-
gard to the reports produced by the system, these are
reviewed by a number of experts before dissemination
[25], [51]. The system relies on its subscribers for
performing the translation task. Although ProMED-
mail utilizes translated Arabic news reports, dissem-
inating information in Arabic is not provided.

2) The Global Public Health Intelligence Network
(GPHIN)
GPHIN is a multilingual internet-based system de-
veloped by Health Canada in collaboration with the
World Health Organization (WHO). The system is
able to collect public health reports from global media
sources, such as newswires and websites on a real-
time basis in order to monitor infectious disease
outbreaks. As previously mentioned, GPHIN is a
multilingual system supporting eight languages (En-
glish, Chinese, Spanish, Portuguese, Russian, Arabic,
French and Farsi) to monitor disease outbreaks by
using machine translation to translate non-English
reports into English, and vice versa. According to
Wang and Barry [52], the GPHIN team supports the
Indonesian language. Moreover, not only can GPHIN
track events related to disease outbreaks or infectious
diseases but it can also track other events, such as
animal diseases, chemical incidents, plant diseases,
and contaminated food and water. Most of the WHO
information is provided by GPHIN. Furthermore, the
Centers for Disease Control and Prevention (CDC),
and the Food and Agriculture Organization of the
United Nations (FAO) use GPHIN on a daily basis
[12]. However, GPHIN is not free and official or-
ganizations must pay to subscribe. It also presents
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TABLE I. DIFFERENT DEVELOPED TYPES OF EVENT-BASED SYSTEMS

No System Country Year Supporting Arabic Homepage Victim type Working
1 ProMED-mail [24], [25] USA 1994 Yes www.promedmail.org Human, animal, plant Yes 28th Sep 18
2 GPHIN [26] Canada 1997 Yes https://gphin.canada.ca/cepr/listarticles.jsp?language=en CA Human, animal and plant Yes 28th Sep 18
3 EWRS [27] Europe 1998 No https://ewrs.ecdc.europa.eu Human Yes 28th Sep 18
4 EpiSimS [18] USA 2000 No http://www.lanl.gov/projects/mathematical-computational-epidemiology/agent-based-modeling.php Human Yes 28th Sep 18
5 GOARN [28] USA 2000 No https://extranet.who.int/goarn/ Human Yes 28th Sep 18
6 MiTAP [29] USA 2001 No http://mitap.sdsu.edu Human No 28th Sep 18
7 Proteus-BIO [30], [31] USA 2002 No Not available Human, animal and plant —————-
8 Argus [32] USA 2004 Yes www.biodefense.georgetown.edu Human, animal, plant No 28th Sep 18
9 MedISys and PULS [33] Europe 2004 Yes http://medisys.newsbrief.eu Human, animal and plant Yes 28th Sep 18
10 BioCaster [34] Japan 2006 No http://born.nii.ac.jp/ OR http://www.biocaster.org/ Human, animal, plant No 28th Sep 18
11 EpiSPIDER [35] USA 2006 No www.epispider.org Human, animal, plant No 28th Sep 18
12 GODSN [36] USA 2006 No Not available Human —————-
13 HealthMap [37] USA 2006 Yes www.healthmap.org Human, animal, plant Yes 28th Sep 18
14 InSTEDD [38] USA 2006 No http://instedd.org Human Yes 28th Sep 18
15 Google Flu Trends [19] USA 2008 No www.google.org/flutrends ”No longer publishing current estimates of Flu and Dengue fever based on search patterns.” [39] Human Yes 6th Oct 17
16 Influenzanet [21] Europe 2008 No www.influenzanet.eu Human Yes 28th Sep 18
17 Animal disease-related event recognition system [40] USA 2010 No Not available Animal —————-
18 Automatic online news monitoring and classification [41] USA 2010 No Not available Human and animal —————-
19 GET WELL [20] Sweden 2010 No www.smittskyddsinstitutet.se Human Yes 28th Oct 18
20 CIDARS [42] China 2011 No Not available Human, animal, food and waterborne —————-
21 EpiCore [43] USA 2013 No https://epicore.org Human and animal 28th Sep 18
22 Alshowaib’s system [44] KSA 2014 No Not available Human —————-
23 Healthtweets [45] USA 2014 No www.healthtweets.org Human Yes 28th Sep 18
24 DESRM [46] Vietnam 2015 No Not available Human —————-
25 Flutrack [47] Greece 2015 No www.flutrack.org Human Yes 28th Sep 18
26 Online Diagnostic System [48] Nigeria 2017 No Not available Human —————-
27 ARGO [49] Mexico, Brazil, Thailand, Singapore and Taiwan 2017 No Not available Human —————-
28 PADI-web[50] France 2018 No http://epia.clermont.inra.fr/ Animal Yes 28th Sep 18

information in English and French languages [26],
[53].

3) A Global Detection and Tracking System for Biolog-
ical Events (Argus)
Argus is an event-based system developed at the
Georgetown University Medical Center; its aim is to
provide early warning alerts through detecting and
tracking global biological events that might affect
human, plant, and animal health. It is able to cover
multilingual data (40 languages) through a multilin-
gual analytic team. For biological event detection, the
system relies on a taxonomy of nearly 200 indicators.
For assessing biological event evolution, a heuristic
staging model called the Wilson-Collmann Scale is
proposed. Moreover, Argus can monitor the spread of
130 infectious disease outbreaks covering 175 coun-
tries [32]. Argus depends on official and unofficial
disease reports generated from WHO and ProMed, re-
spectively, as indicators of possible biological events
[54].

4) MedISys and PULS
The Medical Information System (MedISys) is part
of the Europe Media Monitor (EMM) software fam-
ily developed at the Joint Research Centre of the
European Commission (JRC). It is an automatic
multilingual early warning system used to identify
potential public health threats, such as communicable
diseases, bioterrorism, and radiological, nuclear and
chemical incidents. In the medical domain, the system
relies on predefined keywords for gathering textual
reports from several web-based sources in various
languages. It monitors around 1400 medical websites,
3750 generic news portals, 20 commercial newswires,
and more than 10000 Really Simple Syndication
(RSS) feeds in 60 languages [33]. MedISys issues au-
tomatic notification by sending SMS and emails to the
end users. Moreover, the latest trends about diseases
can be seen through MedISys’s web interface. With
regard to extracting disease-related information, the
Pattern-based Understanding and Learning System
(PULS) is utilized [55]. PULS extracts the disease
name, number of victims, and their conditions, loca-
tion and date. According to Agheneza [12], PULS is
only able to process reports in the English language.
MedISys provides three types of access levels [55]:
• Free access for public
• The access level is restricted for public health

professionals outside the European Commis-
sion (EC)

• Full access inside the EC
MedISys and PULS website inter-
face supports Arabic via the link
http://medisys.newsbrief.eu/medisys/homeedition/ar
/home.html. However, not all information provided
is in Arabic and sometimes Google translate is used
for translation some none-Arabic news reports.

5) HealthMap
HealthMap is a multilingual automated real-time
web-based surveillance system. This system is free
and is publicly available [37]. It can also be browsed
in 7 languages: English, French, Portuguese, Russian,
Chinese, Arabic and Spanish. Similarly, HealthMap
uses a translation engine to handle non-English arti-
cles. HealthMap comprises five components as fol-
lows: data gathering from diverse online sources:
newswires, Really Simple Syndication (RSS) feeds,
ProMED Mail, and WHO Classification, Database,
Web Backend and Web Frontend [56]. The system’s
tools are Linux, Apache, MySQL and PHP. It also uti-
lizes free services provided by other developers, such
as Google Translate API, Google Maps, GoogleMap
API for PHP and xajax PHP AJAX library.

In this review, few systems were found in the literature
that are able to directly process Arabic health data, i.e. without
using translation engines. One such system, the named entity
recognition system, NAMERAMA, has been developed to
identify disease related-information such as diagnosis methods,
symptoms, disease names and treatment methods from textual
reports in the Arabic medical domain [57]. This system uses
Bayesian Belief Networks (BBN) to extract aforementioned
entities and is comprised of two stages: the first is the
processing stage, which includes preprocessing, data analysis
and feature extraction; the second stage is based on BBN for
performing the classification task. The AMIRA tool is used for
applying Part of Speech (POS) to the data, and an annotated
corpus is used to evaluate the proposed system. However,
only 27 articles were used for evaluating the performance of
the NAMERAMA system, which is considered a very small
dataset. In addition, this system only focused on identifying
cancer disease-related information, i.e. other types of diseases
were not covered. Table II lists the evaluation results.

In [58], two methods for identifying and extracting medical
terms from the Arabic medical corpus were proposed. Their
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TABLE II. THE SYSTEM EVALUATION RESULTS

Measure Disease
entity

Treatment
method entity

Diagnosis
method

Symptom
categories

Precision 96.60% 69.33% 84.91% 71.34%
Recall 90.79% 70.99% 53.36% 49.34%
F-measure 93.60% 70.15% 65.53% 58.33%

work forms part of the Multimedica project, funded by the
Spanish Ministry of Science and Innovation. The aim of the
project is the development of multilingual resources and tools
that include the Spanish, Arabic, and Japanese languages to
process published reports by news agencies in the health
domain. The first proposed approach is based on a gazetteer
that contains 3473 Arabic medical terms. The terms used are
translated from English medical terms resources (SNOMED
and UMLS) using Google translator. In contrast, the second
approach uses 410 Arabic terms that are the equivalents of
Latin prefixes and suffixes commonly used in the medical
and health domain. The evaluation results show that the
first approach achieved 100% accuracy and outperformed the
second approach; however, it only achieved 54% recall, which
is relatively low.

With regard to infectious disease outbreaks, Alruily et al.
[59] presented a preliminary work on developing a web-based
surveillance system to track infectious diseases by extracting
disease-related information from Arabic news textual reports.
However, no results were reported because it was a founda-
tional study.

V. LATEST DISEASE OUTBREAK SURVEILLANCE
SYSTEMS

As can be seen in Table I, the most recent system to
be developed is that of Alshowaib [44], who used a rule-
based approach to extract disease outbreak-related information,
i.e. named entities, such as disease name, date and location,
location of the reporting authority, and outbreak incident.
The rules were created based on analysis of textual disease
outbreak reports. This system is solely dedicated to the English
language. The performance of this system can be seen in the
following Table III.

TABLE III. THE SYSTEM EVALUATION RESULTS

Measure Entities Relations Events
Precision 1.00 0.70 0.90
Recall 0.75 0.70 0.80
F-measure 0.88 0.70 0.85

Nguyen and Nguyen [46], [60] developed the Disease
Extraction System for Real-time Monitoring (DESRM). This
system is used for Vietnamese online news. The approach
used for performing this task depends on semantic rules and
machine learning to extract infectious disease events. DESRM
consists of two components: disease event identification from
textual data, and disease event information extraction. For
identifying phrases and detecting disease events, semantic rules
and machine learning (maximum entropy model) are used.
For extracting related information of disease events: time,
disease name, and place in the second component, Name Entity
Recognition (NER) rules and dictionary are utilized. Table IV
and Table V present the performance of the system.

TABLE IV. DESRM CLASSIFICATION EVALUATION

Approach Precision Recall F-measure
Semantic rules & machine learning 75.07 79.76 77.33
Baseline (using only machine learning) 72.35 77.84 74.97

TABLE V. DESRM EVENT EXTRACTION EVALUATION

Approach Precision Recall F-measure
Rules & NER 89.47 94.44 91.89
Baseline (using Rules) 83.55 92.02 87.58

The China Infectious Diseases Automated-Alert and Re-
sponse System (CIDARS) was developed in 2008 by the
Chinese Center for Disease Control and Prevention [42].
CIDARS uses three early warning methods: spatial-temporal
model, temporal model and fixed threshold detection method
[61]. Although CIDARS is able to detect signals of infectious
disease, many false positive signals are produced [62]. Inves-
tigations performed in 2017 on surveillance and early warning
systems of infectious disease developed between 2012 and
2016 in China can be seen in [63].

The EpiCore global surveillance project was established
by the International Society for Infectious Diseases, the Skoll
Global Threats Fund, HealthMap, the Program for Monitoring
Emerging Diseases (ProMED-mail) and the Public Health
Interventions Network (TEPHINET) in 2013 [43], [64]. The
EpiCore system is an online platform used to verify informal
health alert reports related to potential disease outbreaks by
health experts. Moreover, a web-based diagnostic with epi-
demic alerts was proposed by Okokpujie et al. [48]. It is also
able to prescribe medications based on symptoms and is used
for issuing alerts about the outbreak of epidemic diseases.
This system relies on data provided by the users. Hyper Text
Mark-up Language, Cascading Style Sheets, Javascript, Ajax,
PHP, MySQL were utilized for developing this system. For
analyzing the collected data, a medical diagnostic engine called
Infermedica was used.

Moreover, a web-based diagnostic with epidemic alert
was proposed by Okokpujie et al. [48]. Also, it is able to
prescribe medication based on the symptoms and issuing alert
about outbreak of epidemic diseases. This system relies on
data provided by the users. Hyper Text Mark-up Language,
Cascading Style Sheets, Javascript, Ajax , PHP , MySQL were
utilized for developing this system. For analyzing the collected
data a medical diagnostic engine called Infermedica was used.

Arsevska et al. [50] developed the Platform for Automated
Extraction of Disease Information from the web (PADI-web) to
monitor infectious animal diseases. It uses data collected from
Google News to extract epidemic disease related-information,
such as number of victims, dates and locations. The infor-
mation extraction process relies on rule-based techniques of
data mining. For evaluating the performance of PADI-web,
352 news reports were used, achieving F-scores 95% of the
diseases, 85% of the number of cases, 83% of dates and 80%
of locations, respectively.

Osaghae et al. [65] proposed a web-based grassroots epi-
demic alert system. However, this type of system is a passive
surveillance system, as defined by WHO, because it relies
on official data collected from official places, such as health
centers, hospitals and registered laboratories. Therefore, it is
not covered in this review.

www.ijacsa.thesai.org 714 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 11, 2018

Several existing systems have been developed for specific
disease outbreaks, such as influenza epidemics, but these are
limited to a specific data source, e.g. Online Social Networks
(OSN), such as Twitter. For example, Elhadad et al. [66]
investigated social media in order to extract information about
food-borne disease outbreaks by monitoring restaurants in New
York City. A prototype was developed based on supervised
machine learning to detect the review comments or discussions
about a food poisoning incident, or the people affected by the
incident. The system yielded high results; however, no specific
numbers relating to the results were reported. Furthermore,
the system works only on Yelp data collected from the Yelp
website. Additionally, Talvis et al. [47], 2014, proposed the
flutrack system (http://flutrack.org) for monitoring the spread
of influenza epidemics. Every 20 minutes, the system gathers
tweets written in English using the Twitter API to detect
potential flu outbreaks. In other words, the aim of this system
is to track and visualize influenza epidemics in real time. The
list of searching tags, namely, influenza, flu, chills, headache,
sore throat, runny nose, sneezing, fever, and dry cough were
used to extract and track flu-related tweets. The system was
evaluated and achieved an accuracy of 92%. Related works
of systems proposed for epidemics of seasonal influenza can
be seen in the Google Flu Trends system [19], MappyHealth
application [67], Tracking Flu Infections on Twitter [68],
detecting influenza epidemics by analyzing Twitter messages
[69], HealthTweets.org: a Platform for Public Health Surveil-
lance Using Twitter [45], and the ARGO system for monitoring
dengue fever epidemics [49]. For further reading on these types
of systems, a systematic review of the literature conducted
on proposed systems published between 2004 and 2015 that
detect and track a pandemic using online social networks was
published in 2016 by [70]. In addition, the most recent review
was presented by Pollett et al. [71] in 2017 for evaluating the
internet-based biosurveillance performance of diseases caused
by bacteria, parasites and viruses. Furthermore, other important
disease outbreak surveillance systems are listed below.

1) Proteus-BIO
Grishman et al. [30], [31] developed the Proteus-
BIO system for creating and automatically updating a
database with information on infectious disease out-
breaks. Proteus-BIO system consists of five phases:
• Data gathering of online daily news and from

medical sources, such as WHO, ProMed and
a medical forum

• Text zoner, based on rule-based techniques
• Information extraction engine (multi-phase

finite-state transducer) to extract this informa-
tion: disease name, date, location and number,
type, and status of victims

• Interface to a relational database
• Web-based database browser connected to the

original texts
The technique used for the information extraction
task is based on a multiphase finite-state transducer
that includes tokenization, lexical lookup, finite-state
pattern matching, and noun phrase and clause. The
performance of this system achieved P= 0.79, recall
0.41, and F-measure 0.54.

2) BioCaster
BioCaster is an automated web service that monitors

global online media for detecting infectious disease
outbreaks [34], [72]. The system is able to pro-
cess 1700 Really Simple Syndication (RSS) feeds
from different sources: the World Health Organiza-
tion (WHO) outbreak reports, ProMED-mail, Google
News, and the European Media Monitor. The system
is limited to seven languages: English, Japanese,
Chinese, Spanish, Thai, Vietnamese and French; it
comprises four components: event recognition, topic
classification, disease/location detection and named
entity recognition. In addition, the visualization is
provided in this system to the user by plotting
extracted information on a Google map. BioCaster
has been evaluated on a gold standard corpus of
annotated news articles; for all named entity classes
the system achieved an F-measure of 76.97. With
regard to topic classification performance, the sys-
tem was able to achieve 0.89 precision, 0.97 recall,
and F-measure 0.93. However, BioCaster depends on
ontology, which is a limitation in the system, as it is
unable to identify new diseases or locations.

3) Automatic online news monitoring and classification
for syndromic surveillance
Zhang et al. [41] developed an automatic online news
monitoring and classification system for syndromic
surveillance on infectious disease. The system con-
sists of three components:
• Data collection

Programs of web crawler are used to collate
online news of infectious disease.

• Data representation and feature selection
Three methods of document representation:
Bag of Words, Noun Phrases, and Named
Entities, are used for transforming the full text
to document vectors. Regarding the feature
selection implementation, Correlation-based
Feature Selection (CFS) was chosen.

• Classification and evaluation
For performing classification tasks, learn
Bayes net (LBN), K-nearest neighbour
(KNN), Support Vector Machine (SVM) and
Naı̈ve Bayesian (NB) are used. SVM achieved
the best performance in the evaluation results.

VI. RESULTS AND DISCUSSION

In general, the aim of this review was to examine existing
event-based surveillance systems focusing on finding systems
developed for the Arabic language. It found that 5 systems
supported Arabic in different ways but were originally created
for the English language. These systems, such as MedISys and
PULS, GPHIN and HealthMap use translator engines to trans-
late from non-English to English. However, a small number
of systems have been developed for several specific languages
other than English, such as Swedish and Vietnamese. With
regard to the Arabic language, however, this review shows
that no existing surveillance system for monitoring infectious
disease outbreaks has yet been created to directly process
Arabic texts. Processing texts to identify certain entities de-
pending on translation is not sufficient; indeed, translation may
in fact lead to identifying incorrect information. As Agheneza
claimed [12], most event-based surveillance systems are based
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in the USA and Europe, and a few systems are based in
Asia. However, only one system was found in the area of the
Middle East and North Africa (MENA); this was developed
by Alshowaib [44] but to date is not available online and
developed to handle English health news reports.

Arabic is a Semitic language with a very complex mor-
phology, as it is highly inflectional, and therefore, dealing
with texts written in Arabic is highly complicated. Arabic is
comprised of 28 letters (3 vowels and 25 consonants) that are
used to form words. For correct pronunciation, the diacritical
marks are used and are placed around the letters. Arabic can
appear in different forms: Modern Standard Arabic (MSA),
dialectal Arabic, and classical Arabic [73]. Ibrahim et al. [74]
claimed that the main dialects in the Arabic word are: Gulf,
Iraqi, Moroccan, Levantine, Yemeni, and Egyptian.

Furthermore, the Arabic medical domain faces a number
of challenges. For instance, diglossia is common in the health
community in Arabic countries [58]. According to Samy et al.
[58], the English language is the primary teaching language in
Egypt, Iraq, Jordan, and the Arabic Gulf countries for teaching
all health courses at universities whereas French is used at
universities in the North African Arab countries. Moreover,
the communication languages used by health workers, either
verbal or written, are English and French, even for patients
prescriptions or their health reports.

VII. CONCLUSION

The aim of this review is to examine existing event-based
surveillance systems focusing on finding systems developed
for the Arabic language. This review shows that no existing
early warning surveillance system for monitoring outbreaks of
infectious diseases has yet been created to directly process
Arabic texts, i.e, without using translator tools. This result
might be due to some difficulties in the Arabic language
itself and in the medical domain in particular. However, other
event-based surveillance systems developed for detecting and
tracking disease outbreaks are presented, and the components
and performance of these systems are discussed. Most systems
developed in the USA and Europe to process data are written
in their own native language, and are then enhanced to serve
other languages by utilizing a translator engine, which helps
monitor the spread of pandemic diseases worldwide.
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Abstract—Many research studies agree on the existence of
a close link between emotion and cognition. Actually, much
research has demonstrated that students with learning disabilities
(LD) experience emotional distress related to their difficulties. In
this regard, this article proposes a new methodology of designing
intelligent games called KASP Methodology, it’s a new approach
applied to the serious games (SGs) design field. It includes new
decisive factors for designing SGs for children with LD.

The proposed methodology is based on four pillars which are:
Knowledge, Affect, Sensory and Pedagogy and it aims helping
designers of serious games for building suitable serious learning
games for children with LD taking into account the cognitive
and emotional aspects of the child learner in order to improve
his learning rhythm and foster his emotional state related to
learning in a playful and interactive environment.

Keywords—Methodology; Affective Computing; Serious Games;
Learning Disabilities; Game Design; Knowledge; Pedagogy

I. INTRODUCTION

Although the term learning disability has been used since
1962, there is no universally accepted and consistent definition.
The current descriptions and definitions of learning disabilities
are found in the World Health Organization Disability Docu-
ment, in legislation and policy related to education, disability
issues, psychology, medicine and human rights.

According to the World Health Organization, the learning
disability is a medical term that refers to a permanent disorder
of neurological origin. A learning disability is an impairment
of one or more neuropsychological functions, which disrupts
the acquisition, comprehension, use and processing of verbal
or nonverbal information.

Many international organizations have come up with their
own definitions of learning disabilities with different visions.
The NIH(National Institutes of Health), for example, defines
LDs as disorders that affect the ability to understand or use
spoken or written language, to make mathematical calcula-
tions, to coordinate movements or to attract attention. However,
learning disabilities occur in young children, disorders are
generally not recognized until the child reaches school age.

In addition, the National Advisory Committee on Children
with Disabilities (CNAMC) developed in 1967 a widely cited
definition of learning disabilities: Specific Learning Disorder
means a disorder in one or more of the basic psychological
processes involved in the comprehension or use of spoken or
written language, which can manifest itself in an imperfect
ability to listen, think, speak, read, write, spell, or do math-
ematical calculations. The term includes conditions such as

perceptual disabilities, brain injury, minimal brain dysfunction,
dyslexia, and developmental aphasia.

In general, learning disabilities are neurological treatment
problems. These treatment problems can interfere with learning
basic skills such as reading, writing and / or mathematics. They
can also interfere with higher-level skills such as organization,
time planning, abstract reasoning, long-term or short-term
memory, and attention.

In order to improve the learning potential of children with
LD, we propose in this article a new approach to design serious
games with educational interest for the benefit of children with
learning disabilities.

A serious game is a tool that aims to train more than to be
entertained. The serious games market has, and continues to be,
an undeniable popularity in various fields such as education,
health, advertising, politics, etc. The synthetic definition of a
Serious Game is the one proposed by video game designers
Michael and Chen [1]: Any game in which education (in its
various forms) in the primary goal, rather than entertainment.

Indeed, a Serious Game is characterized by the presence of
a dimension playful and a serious dimension explicitly desired
by its designer [2]. However, a Learning Game is a computer
application that uses fun springs to catalyze the attention of
learners and facilitate their learning. It has explicit educational
goals and can be used for training at all levels [3].

Moreover, the main objective of the design methodology
proposed in this article is to allow the implementation of
serious learning games tailored to take into account several
specifications not only cognitive but also the emotional charac-
ter of the learner by benefiting from the advantages of affective
computing in an educational approach.

In this perspective, the article first presents the potential of
Game-based learning and an overview of learning disabilities,
their symptoms and types. Secondly, it establishes the differ-
ence between a serious game and a learning game. Then, it
draws up a literature review related to methods of designing
serious games. Fourth, it introduces a new methodology of
designing serious learning games for children with learning
disabilities. Finally, it presents a discussion of the results ob-
tained as well as the strengths and limitations of the proposed
methodology.

II. GAME-BASED LEARNING POTENTIAL

Learning is an active process of combining new infor-
mation with old ones, a process of building networks and
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relationships between and in the fields of knowledge [4].

Despite the fact that learning theories ignored the im-
portance of affective processes in learning and focused on
cognitive aspects. Many specialists in psychology (Wilhem
Wundt) and pedagogy (Montessori) have proved the close
relationship between emotion and learning. Schutz et al.[5]
defines emotions as ways of being and as holistic episodes that
include physiological, psychological and behavioral aspects.

In addition, the neuroscientist Damasio explains how minds
emerge from emotions and feelings, his insight confirms the
essential role of emotions in cognition: Recent advances in the
neuroscience of emotions highlight the links between cognitive
and emotional functions that have the potential to revolutionize
our understanding of learning in the context of schools [4].

In this regard, Hascher proposes a new framework for the
dynamic interaction of learning and emotion in the school
context where she stresses the importance of integrating the
two cognitive and affective approaches, she experiences that
the emotion plays a role parallel to that of cognition in any
learning environment [6].

As a result, the links between emotion and learning are
bidirectional and interdependent, because emotions influence
thoughts, and infer new emotions. Therefore, building the self-
esteem, interest, and intrinsic value of education that boosts
enthusiasm for learning and reduces the negative emotions of
the learner will improve his learning rhythm.

III. LEARNING DISABILITIES

A dysfunction in the neurological treatment of the child
leads to the onset of learning disabilities, they are disabilities
that disrupt as well as academic performance as daily interac-
tions such as relationships with peers and that last a lifetime.
Its a neurological disorder that comes from a difference in how
a person's brain is wired.

Children with learning disabilities may have difficulty read-
ing, writing, spelling, reasoning and organizing information,
they are intelligent or smarter than their peers. So they need
unconventional learning.

Learning disabilities appear as developmental delays or as
difficulties in the aspects of functioning listed below:

• Limited attention capacity;

• Bad memory;

• Difficulty following directions;

• Inability to distinguish between / among letters, num-
bers or sounds; Bad reading and / or writing skills;

• Hand-eye coordination issues; poorly coordinated;

• Difficulties with sequencing, and / or disorganization
and other sensory difficulties;

Relatively to these signs, each child displays one or more
symptoms that indicate the type of disorder the child is
suffering from as shown in Fig. 1. In fact, learning disabilities
include:

• Dyslexia or reading difficulties: Dyslexic children
have difficulty reading correctly and fluently because

Fig. 1. Dys disorders

they have a bad association between graphemes (writ-
ten signs) and phonemes (sounds). They may also have
problems with reading comprehension, spelling, and
writing;

• Dyspraxia: it is often associated with visio-spatial
deficiencies or difficulties in the muscular control
which causes problems of coordination as well as
disturbances of organization of the gaze which disturb
the apprehension of the environment by the child;

• Dysgraphia: it refers to the physical difficulty forming
words and letters. A dysgraphic child may have prob-
lems, including unreadable writing, irregular spacing,
poor space planning on paper, bad spelling, and dif-
ficulty composing, writing, and thinking at the same
time;

• Dyscalculia: Children with this type of learning dis-
ability may have a poor understanding of mathematical
symbols, have difficulty remembering and organizing
numbers, have trouble telling time, or have trouble
counting;

• Dysphasia: it comes in various forms relating to dif-
ficulties in expressing oneself, or understanding what
is said. Dysphasia affects more than one component
of language in a variable way;

It is important to realize that learning disabilities are
distinct from learning difficulties because these are temporary
barriers closely related to socio-emotional conditions. Once
the elements in question are eliminated, the person usually
finds a normal learning rhythm. Unlike learning disabilities
that are persistent and permanent and result from impairments
in one or more learning-related psychological processes, in
combination with normally average skills essential to thinking
and reasoning.

IV. SERIOUS GAMES AND LEARNING GAMES

Despite the many treatises published on the term 'game',
researchers still find it elusive. Its a structured, rules-based
activity, usually done for fun. However, games can have
another purpose other than fun, and can position themselves as
a teaching tool bringing together playfulness and learning at a
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time. Also, Gaussot [7] describes the game as an educational
means contributing to the emotional, sensory, motor, cognitive,
intellectual and social development of the individual.

Golinkoff et al. [8] say that Play = Learn. As children move
from sandbox to classroom, play should be the cornerstone of
their education. The research is clear: Game pedagogy supports
socio-affective and academic forces while instilling a love of
learning. Many literature reviews were conducted on learning
games, Abdul Jabbar and Felicia[9] established a study to
discover how the design of play-based activities influences
engagement and learning. They developed a set of general
recommendations for the educational design of Game-Based
Learning.

It should be mentioned that the word serious game exists
since the 1960s when Clark Abt baptized his book Serious
Game, where he explores the ways in which games can be
used to educate and inform as well as to provide pleasure, he
proposes its own definition: have an explicit and thoughtful
educational purpose and are not intended to be played primar-
ily for fun. This does not mean that serious games are not or
should not be entertaining [10].

As for Egenfeldt-Nielsen et al.[11], they believe that Se-
rious Games as digital games and equipment with a program
of educational design and beyond entertainment. To the extent
that learning is characterized by being an active, constructive,
self-directed and emotional process.

Therefore serious games have the potential to support this
sequence, as they present aspects of motivation, accuracy,
challenge as well as information on request and just in time.
Through play, the child-learner fully engages in training and
becomes master of his learning in defiance of traditional
passive learning.

V. DESIGN METHODOLOGIES OF SERIOUS GAMES:
LITTERATURE REVIEW

There are several methods of designing educational games,
which vary according to the context used, the objectives to
be achieved and the target audience. In the following a brief
presentation of serious educational game design methods.

Before discovering the different methods of designing a
Serious Game, first defining the term 'Game Design'. Accord-
ing to Salen and Zimmerman [12]: it is a process by which
a designer creates a game, intended to be used by a player,
so that a game experience is born. Alvarez et al.[2] defines it
as: The process of inventing in a broader sense, game design
refers to the idea behind a game.

Since a Game Design is a process, it means a continu-
ous sequence of operations or activities leading to a prede-
fined goal. Consequently, its necessarily a collaboration be-
tween several actors, hence the notion of 'collaborative'design
method. The work that has been done to find a generic
approach to design serious learning games is based on three
pillars, such as the one proposed by Lloyd Buck [13], which
confirms that these components must be attractive, responsive
to objectives and specific educational applications.

Paquette et al. [14] proposes a learning systems engineering
method called MISA, which aims to apply cognitive science

principles to the field of instructional design. It is a very robust
approach because it implements the most rigorous teaching
practices. In the same vein, the Swedish Tele-Pedagogical
Knowledge Center (1993) has created its own design method
for developing about twenty standard documents describing all
parts of the training. In addition, KTM Advance, a leading dig-
ital professional training company, offers an industrial design
model specific to Serious Games [15].

Several approaches of designing serious games are inspired
by pedagogical engineering, the DODDEL model (Document-
Oriented Design and Development of Experiential Learning)
proposed by Mcmahon [16], it has key features in that it
promotes a theoretically inclusive approach to learning, a
focus on game elements and an emphasis on documentation
to provide the rigour necessary to be used as part of a broader
project management model.

Furthermore, Marfisi-Schottman suggests a collaboration
platform that offers a methodology and adapted tools to
guide the various actors that participate in a Learning Games
conception.

Although there is a plurality of methods that have a certain
maturity in the field of e-learning, no approach concerns
serious learning games for children with learning disabilities
and which affect not only their ability to learning but also their
interaction with their environment. The choice of educational
activities related to this specific type of games should be
carefully designed to encourage the learner to be a central
player in the learning cycle.

We note that the different design methodologies of serious
games previously cited all converge towards an approach that
is based on the cognitive aspect of the learner where some
rely on pedagogical engineering, others propose a collaboration
between designers. However, it is necessary to mention that the
design methodology of intelligent serious games must support
the evolution of knowledge and involve the players profile in
all stages of the design.

Indeed, the affective aspect is always isolated, although
the factor related to the emotion occupies a crucial place in
any process of learning, also the audio-visual and kinesthetic
specifications are ignored despite their importance in the
engagement of the player in any serious learning game.

On the other hand, the learning style is also considered as a
major factor in the design of serious games because it makes it
possible to adapt the proposed system to the preferences of the
learner. It is defined by distinctive cognitive, affective, phys-
iological and sociological behaviors; these behaviors serve as
relatively stable indicators of how an individual perceives and
processes information, interacts and responds to the learning
environment [17].

Recommending serious learning games, according to the
kind that best suits the characteristics of a learner, could
improve learners motivation and lead to a better learning
experience [18]. As a result, the adaptation of learning systems
to learning styles and gamification seems to be a promising
concept.
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Fig. 2. The components of KASP methodology

VI. DESIGN METHODOLOGY DIAGNOSTIC-CENTERED OF
SERIOUS GAME FOR CHILDREN WITH LEARNING

DISABILITIES

In this regard, the authors propose a new methodology
of designing serious games well adapted to the cognitive
and affective needs of children with LD. Conceptualizing
an intelligent game to develop the behavior, knowledge and
reflections of a child presents a challenge especially when it
comes to a player with learning disabilities taking into account
basic criteria such as: the pedagogical environment, affective
and cognitive reactions of the learner, the learning context, and
also the learners profile.

In the interest of developing an effective intervention
plan that will help children with LD to learn better, a first
step of screening is therefore required, which is to gather
information from various sources: parents, teachers, and speech
therapists, so to determine the educational needs of the child
and then indicate the appropriate educational strategies taking
into account cognitive, affective and physical factors.

This early detection requires the coordination of all people
revolving around the child, in order to formulate diagnostic
hypotheses to improve the capacities considered to be deficient.

The next step is that of the diagnosis conducted by a
clinical team, it consists of a list of tests to specify: personal
history of the child, several examinations of type: psycholog-
ical, cognitive, and somatic including a sensory examination.

In this perspective, we propose to use a multi agent
platform called DIAUTIS [19] that offers a wide and variable
collection of tests, including computerized interviews with
parents, using sensors to analyze the interaction of the child
through the monitoring of ocular activity, the observation of
movements, as well as the interpretation of vocal responses.

Through these sensors, the DIAUTIS system is able to
deduce the emotional state of the child diagnosed through its
multi agent structure scalable and flexible.

The results of the tests performed via DIAUTIS will be
analyzed in order to deduce the basic skills of the child
by developing a deliverable containing five specifications:
motor, behavioral, cognitive, socio-emotional, and sensory. An
intelligent system for classifying these specifications is put in
place using the techniques of Machine Learning that will give
rise to the type of disorder that the diagnosed child suffers.

Machine learning is a domain derived from artificial in-
telligence that makes machines capable of learning, in simple

terms, is the ability to identify models that can analyze larger
and more complex data and to obtain faster and more accurate
results, even on a very large scale, and to make decisions
with minimal human intervention. The renewed interest in
Machine Learning is due to the efficiency of the algorithms
it understands in terms of accuracy and speed.

In this case, the authors propose to use one of the famous
supervised type algorithms, SVM (Support Vector Machine),
on the set of specifications selected from the diagnosis, in order
to obtain the type of the disorder of the child in question thanks
to the intelligent classifier. The proposed methodology consists
of four axes, each axis includes an iterative process allowing
its development through the experts intervention:

• The knowledge axis (KA): distinguishes different
types of knowledge and links, which prepares the
choice of educational activities.
At this level, the serious game is assimilated to
knowledge-based system, where unity 'knowledge 'is
the key element since through this, we take cognitive
deficits of the child with LD.
Each concept is represented hierarchically in the brain
of the child, at each new experience, the model of
knowledge undergoes some modifications. So the first
goal is to acquire the model corresponding to a given
concept, to extract knowledge.

• The affective axis (AA): the omnipresence of the
emotional aspect is essential, because the emotional
state of the child can significantly change the pace of
learning.
This axis aims to raise the difficulties related to
emotion and social interactions in order to develop
them implicitly via the games on offer.

• The sensory axis (SA): it allows to specify the audi-
tory, visual and kinesthetic parameters of the child to
adapt the choice of the game to the player, the choice
of interfaces, colors and sounds is done at this level.

• The pedagogical axis (PA): the objective through this
one is to specify the basic pillars for learning from
an institutional point of view, by making possible a
mental activity of the learner in a learning situation.

The knowledge, emotional and sensory axes are derived
from the diagnostic model, and the learner style and the
pedagogical axis are developed by pedagogical experts by
analyzing the three axes previously mentioned as presented
in Fig. 2.

The KASP methodology is based on four pillars which
are: Knowledge, Affect, Sensory and Pedagogy, as seen in Fig.
3,and it contains three main phases which are:

1) Preliminary analysis (PAP)
2) Development of conception phase (DCP) which is a

prototyped cyclic process composed of three stages
as follows:

a) Elaboration of the conceptual architecture
(CA)

b) Development of the prototype (PD)
c) Test and validation stage (TE)

3) Deployment phase (DP)
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Fig. 3. KASP methodology

In the first phase PAP: It allows a better understanding of
the system based on the understanding and the structuring of
the needs.

• For the KA: An exploitation of the diagnostic model
by the cognitive expert is implemented to clarify the
deficits relating to the childs knowledge.
A good expression of the childs cognitive needs will
allow a better choose of the pedagogical activities
in order to correct any imperfection of the executive
functions (EF), which are the cognitive skills neces-
sary to control ones thoughts, emotions and actions.

• For the AA: Also the EF occupy a central place in the
psychological development of the child, from where
an intervention of the expert in psychology of the
children is necessary in order to draw the emotional
specifications relating to the identified disorder.

• For the SA: Three other experts come into play,
hearing, vision and kinesthetic, the goal is to analyze
the diagnostic model to specify if the child suffers
from a hearing, visual or kinesthetic abnormality in
order to carry out a needs analysis sensory appropriate
to the child.

• For the PA: following the deliverables of the KA,
AA and SA, the pedagogical expert determines the
pedagogical objectives of the game to be chosen, it
also describes the path that the learner must take to
acquire the knowledge.

In the second phase DCP: The goal is to grasp the
operational requirements, thus to focus on the main features

and functions to be provided. The stage is composed of
three iterative sub-steps, starting with the development of the
conceptual architecture:

• For the KA: the cognitive expert elaborates the set
of mental models of the child, which are cognitive
representations illustrating the way in which the child
perceives a given concept, in other words a mental
model is a form of analogical representation of knowl-
edge. Any inadequacy of the mental model is followed
by a state of disorientation.

• For the AA: the psychological expert prepares the
mental models of the childs emotional states in order
to act in the direction to regulate the emotions that
influence his learning in a destructive way.

• For the SA: in terms of sensory, the experts specify
the audio-visual- kinesthetic parameters to take into
consideration when elaborating the serious games.

• For the PA: the pedagogical expert defines the ped-
agogical scenarios which are the set of learning
situations aiming at the appropriation of a precise
set of knowledge taking cognizance of the cognitive
and affective mental models as well as the sensory
parameters.

Relative to the prototyping step, the four axes provide
prototype deliverables for test and validation by the experts
in each axis. The operation is repeated as and when to obtain
the best prototype in order to move to the deployment phase.
For the third step (Test and validation): it enables to identify
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the problems, to analyze concretely their causes and to propose
solutions that are implemented in the future prototype.

In the third phase DP: Several actors intervene at this stage,
namely: study and development engineers, graphic designer,
expert in the design in order to implement a software pro-
totype answering the needs and the conceptual architectures
expressed in the steps PAP and DCP. The made prototypes are
an implementation of the educational scenarios in a playful
environment.

In brief, The KASP methodology begins with a preliminary
analysis studying the diagnostic model delivered by the clinical
team (as can be seen in Fig. 4).

In a first step, three models are concluded: knowledge,
emotional, pedagogical, as well as a deliverable concerning
the sensory specifications of the diagnosed child. At this level
the objectives to be achieved are studied.

In a second step, the development of the conceptual ar-
chitecture is set up by developing the mental models relating
to knowledge, emotions, as well as the orientation of the
pedagogical scenarios based on the learning style found, these
orientations obviously take into account auditory, visual and
kinesthetic specifications.

In a third step called prototyping, we proceed to the
generation of prototypes of knowledge, emotional, and the
generation of pedagogical scenarios, in other words it is at
this level that the design of the scenes of the proposed game
are built.

In the fourth step, the experts intervene to test and validate
the prototype stage in order to guarantee a design adapted to
the purposes set in the first step. These last three steps enter
a loop to refine the result before moving to the deployment
stage, in which the technical environment is set up.

KASP methodology serves the strengths of artificial intelli-
gence that lies in the intelligent management of the knowledge
collected, more precisely in the representation of knowledge
through semantic networks [20] formed by several elements in
interrelation, these elements are: nodes, links, and the set of
operations constituting the reasoning mechanisms.

The semantic networks make it possible to structure the
knowledge base thanks to the organizational axes (general-
ization, partition, aggregation). More precisely, the authors
suggest using learning networks that build or extend their
representations by acquiring knowledge from examples. New
knowledge can change the old network by adding and remov-
ing nodes and arcs or by modifying numerical values, called
weights, associated with nodes and arcs [21].

In addition, identifying the emotion of the learner through
affective computing [22] is one of the strong points of the
KASP methodology. Indeed, emotional learning is concerned
with how learners feel while they are learning, as well as the
way in which learning experiences are internalized so that they
can guide the attitudes, opinions and behavior of learners [23].

Multiple research studies related to the integration of
affective computing in intelligent learning systems (ILS) have
been put in place, we quote that of de Arriaga et al.[24]
presenting the implementation of a factory of ad hoc agents

Fig. 4. Prior medical and psychomotor diagnosis

named NEOCAMPUS2 for the development of ILS, the latter
is characterized by the co-existence of pedagogical, cognitive
and affective agents.

In addition, the intelligent management of knowledge on
the different cognitive, affective and pedagogical levels will
make it possible to deduce the learning style of the learner.
Providing learners with learning resources and activities tai-
lored to their preferences and learning styles increases their
satisfaction and improves learning performance.

Theoretically, there are several models of learning styles
[25]; [26]. Extraction and follow-up of the learners learning
style can be done through neural networks [27]. According to
Simon[28], the neural network is defined asa massively parallel
distributed processor consisting of simple processing units,
which has a natural propensity to store experiential knowledge
and make it usable.

The proposed methodology is diagnostic centered because
it exploits the knowledge derived from a diagnostic model
established by a clinical team. Although diagnosing a learning
disability is not always easy, even if the symptoms seem
clear. It is important that the child is tested and evaluated
by qualified professionals. Recognizing that the diagnostic
criteria for identifying different learning disabilities have been
established by the American Psychiatric Association (DSM-IV-
TR, 2000) and the World Health Organization (ICD-10, 2003).
These criteria are internationally recognized by the scientific
and medical authorities.

The diagnosis may sound like a medical term; and, in some
ways, it is. It is primarily administered by a health professional
and is often based on the medical symptoms of a child.
Sometimes, several professionals coordinate team services to
obtain an accurate diagnosis. They can ask for comments from
the childs teachers and parents.

To carry out a diagnosis of learning disabilities, we must
start from the analysis of basic skills, which are the basic
skills necessary for the child to build and perform the correct
behaviors of learning to read, write and calculate. Without
the proper organization of these skills in terms of perceptual,
linguistic and psychomotor expression, the child will not attain
the development that allows him to acquire the knowledge and
skills of the different learning.

For this, the diagnostic model includes 5 specifications (see
Fig. 5) from a medical and technical diagnosis of high level,
its aspects are as follows:
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A. Motor Specifications:

Motor impairment can also occur for some children with
LD and influence their academic performance and activities in
their daily lives. The following parameters are the subject of
the model motricity diagnosis:

• Inability to coordinate both sides of the body

• Difficulty following directions

• Difficulty controlling pencils, scissors, or coloring in
lines

• Difficulty with buttons, zippers, learn to tie shoes

• Bad writing

• Difficulty using clay to make balls

• Difficulty feeding yourself with spoon and fork

• Move your head

• Difficulty discriminating shapes, texture size only by
touch

B. Behavioral specifications:

Children with LD report being more disruptive, less co-
operative, insensitive, and more tactical in school or family
environments, always seeking to attract attention, indicating
a disruption in behavior. The diagnostic model includes the
behavioral indicators below:

• Clownerie

• Complete the tasks as quickly as possible ”just to
finish”

• Reject, leave an activity or task

• Not wanting to go to school

• To complain about the teacher

• To say that the work is too hard

• Say negative things about your academic abilities such
as: ”I’m stupid”

• Refuse to work at school or to resist homework

• Refuse to follow the instructions of the teacher to be
sent from the room

• Use other delay tactics to avoid a mission

• Change places frequently

C. Cognitive specifications:

Historically, constructivist theories originated with the
work of Jean Piaget, a researcher who has studied how
children’s intelligence progresses with their age, and how they
progress intellectually into adulthood. Even if it is strongly
criticized, Piaget’s theory still remains a reference for the first
apprenticeships. For the diagnostic model, we are interested in
two major aspects of the child’s cognitive development which
are the spatio-temporal aspect and the pedagogical aspect.
Spatio-temporal deficit:

Fig. 5. Diagnostic model specifications

When there is a kind of anomaly in visual or auditory
perception and spatio-temporal structuring, this manifests itself
in the acquisition and expression of the signs used in basic
learning, so it is essential to analyze the development and
operation of these levels.

Educational deficit:

A psycho-educational battery of formal and informal tests
is used to determine patterns of strength and weakness in
relation to intellectual ability. This battery will provide answers
to the following:

• Reading and listening:
◦ Reading aloud
◦ The understanding of certain words
◦ The ability to understand what is said
◦ The ability to follow a short story and memo-

rize it
◦ Is the child able to answer an interview?

• Spelling and writing:
◦ Writing ability
◦ The writing order
◦ Capitalization and punctuation

• Math and logic:
◦ The ability to differentiate symbols and oper-

ations
◦ Does the child consider the number and its

inverse in the same way?
◦ The ability to count coins, bills and give

change
◦ Is the child able to find the duration, start time

and end time?
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D. Socio-emotional specifications:

Although communication plays a preponderant role in the
social life of the child because it is a valuable tool for trans-
mitting values and bases. Children with learning disabilities
find it difficult to interpret social cues which influence their
ability to adapt their behaviors or even exhibit inappropriate
social behaviors.

As a result, negative interactions with others have been
linked to the neglect of subtle social cues or a lack of ability
to accurately perceive and read social cues.

In addition, the negative affect and emotional regulation
problems that often occur in children with LD are likely to
deflect perceptions and interpretations of others’ behaviors
toward them. Moreover, the diagnostic model covers the fol-
lowing socio-emotional elements:

• The concept of self in children (is it negative?)

• Anxiety

• Depression

• Loneliness

• How does the child perceive:
◦ His intellectual abilities?
◦ His school status?
◦ His popularity

• Does the child have feelings of:
◦ Insecurity?
◦ Inadequacy?
◦ Guilt?
◦ Impotence?
◦ Vulnerability?

• Does the child change mood in a remarkable way?

• How does he react to changes?

E. Sensory specifications:

Children with learning disabilities often experience im-
paired color vision. As a result, many institutional situations
require a soothing environment. An experiment at the Univer-
sity of Alberta proves the impact of environmental colors on
the behavior and blood pressure of 14 children with disabilities.
Hence, color psychology has a significant impact on the
learning abilities and behavior of a child with LD. Failure in
auditory processing is often cited as a major or contributing
cause of language and learning disabilities in children. Some
indicators of hearing loss:

• Distracted by noise

• It’s hard to stay focused or to remember a verbal
presentation

• Can misinterpret or have difficulty remembering oral
instructions; difficulty following directions in a series

• Say ”what?” Many, even when heard a lot of what
was said

In addition, the impact of emotion on the learning process
of the child with LD cannot be a negligible factor because

Fig. 6. Educational activity proposed by the pedagogue expert for a dyslexic
child

emotion can play the role of leverage because it can be an
obstacle to change. acquisition of a new knowledge. Strength-
ening the emotional state of the child and correcting the
abnormalities that he / she experiences will help to improve his
/ her perception of learning and, as a result, promote learning.

VII. CASE STUDY: DYSLEXIA

In this part, we develop all the deliverables of the KASP
methodology for the case of a child with dyslexia disorder.
Knowing that dyslexia is a lasting disorder of written language
affecting reading, spelling and writing. These disorders are
distinguished from a simple delay of acquisition, a mental
retardation, a hearing problem, a visual problem, an emotional
problem, a speech problem, bilingualism. The troubles persist
in time, thats why we talk about lasting trouble.

The Case Study Diagnostic Worksheet contains the five
specifications, indicating their severity and frequency on a
scale of 0 to 3 as exposed in the Table. 1 :

TABLE I. SEVERITY AND FREQUENCY LEVELS

Severity
0 does not exist
1 soft
2 moderate
3 severe

Frequency
0 never have the symptom
1 have the symptom from time to time
2 have the symptom often
3 have the symptom all the time

After having the diagnosis model worksheet presented in
Table. 2, experts in cognition, pedagogy, hearing and vision
intervene to develop the conceptual architecture.
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Fig. 7. Mental model of a dyslexic child

Fig. 8. Emotional Mental Model of a Dyslexic Child

The cognition expert analyzes the diagnostic model in order
to build the mental models of the dyslexic child, the latter
having a score of 3 at the level of severity of the writing
deficit can be translated by a frequent permutation of letters
during the writing. So the pedagogue expert proposes a game
scenario to correct this deficit, the scenario is as illustrated in
Fig. 6.

Here is an example of a mental model in Fig. 7 developed
by the cognitive expert illustrating the deficit related to the
pedagogy where the child permutes the letters, the mental
model includes in itself the affective one because the emotion
presents itself at the level of the cognitive treatment.

So the expert in child psychology studies the diagnostic
record in order to build the emotional pattern of the child and
it is presented in Fig. 8.

The proposed methodology is iterative trying to formal-
ize a pragmatic and manageable approach, it helps to help

TABLE II. DYSLEXIA CASE STUDY DIAGNOSTIC WORKSHEET

Symptoms Severity Frequency Notes
Cognitive specifications

- Spatiotemporal deficit 2 2
- Pedagogical deficit
* Reading 3 3
* Writing 3 3
* Logic and reasoning 2 1

Motor specifications
- Motor coordination 2 2
- Mulfunction of tactile inferences 1 2
- Uncontrolled manual movement 1 2

Emotional specifications
- Bad self-concept 3 3
- Depression 1 1
- Anxiety 2 2
- Social perception 3 3

Behavioral specifications
- Hyperactivity 3 3
- Chronic pain 1 2
- Clownerie 2 3

Sensory specifications
- Hearing impairment 2 2
- Vision deficiency 1 1

children with learning disabilities to overcome these deficits
by highlighting their emotional state that plays a key role in
the process of learning. the child while integrating a playful
environment generating entertainment.

VIII. DISCUSSION

Indeed, the methodology of designing serious learning
games for the benefit of children with learning disabilities
combines the conceptual and software processes, the novelty
associated with this proposal lies in taking into consideration
the emotional state of the child.

This can induce various emotional experiences in learn-
ers. Therefore, emotional influences need to be carefully
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considered in the design of educational courses in order to
maximize learner engagement as well as improve learning
and long-term retention of materials [29]. Numerous studies
have reported that human cognitive processes are affected
by emotions, including attention [30], learning and memory
[31], reasoning [32] and problem solving [33]. Abrams [34]
said,The vast majority of children with learning disabilities
have an emotional problem associated with learning difficulty.
Therefore, the proposed methodology gives the same level
of importance to the knowledge as the emotion and it’s a
very robust approach because it implements the most rigorous
teaching practices.

The KASP methodology proposes a design environment
ensuring a good collaboration between the various stakehold-
ers, including a well-detailed modeling of the pedagogical
structure allowing a better choice of pedagogical activities.

Considering hearing ,sight and kinesthetic parameters helps
enabling better interactive communication between the learner
and the proposed game scene.

Moreover its integration of the emotional factor favors a
better regulation of the emotional state of the learner and it
guarantees intrinsic motivation.

It begins by defining the needs of the target audience, in
other words the type of disorder to be treated, then it goes on
to the conception of the cognitive and affective mental models
as well as the sensory specifications in order to propose the
appropriate pedagogical scenarios.

The development of the prototypes, which will be tested
and evaluated in the next step. And finally, the implementation
of the game through the deployment of prototype results.

In fact, the deployed serious learning game, promoting
the involvement of the player-learner and a good connection
between educational and fun elements, respects the four di-
mensions:

• Fun: its about fun, the taste of competition, creating
commitment to efficiency and productivity.

• Epistemic: Where knowledge is the object of the game

• Ergonomic: presenting seamless, easy to use, flexible
and interactive interfaces

• Contextual: based on the objectives designated by the
experts to meet the needs initially expressed

Contrariwise,the KASP methodology lacks some perfor-
mance measures regarding the validity of the mental models
of knowledge and emotions made by the experts. Moreover,
it depends closely on the human experts because thanks to
them that the raw material is elaborated for generating the
educational scenarios.

IX. PERSPECTIVES AND FUTURE WORK

Serious learning games have shown great potential as an
effective training methodology, but such a technique involves
an extremely complex development process, with few guide-
lines available for effective evaluation.

The authors suggest using a fuzzy logic approach to
establish an efficient evaluation of the KASP-based learning

system, such as that proposed by El Alami and de Arriaga
[35]. It is a fuzzy assessment of computing emotional and
cognitive in intelligent e-learning systems that encompasses a
set of fuzzy techniques acting on several levels especially the
cycle of methodology as well as development and maintenance
of the system designed.

X. CONCLUSION

In conclusion, the design of a serious learning game that
helps children with LD in their learning curriculum is the
subject of this article. Having a diagnostic model specifying
the key parameters to identify the type of disorder is therefore
a crucial step that obviously precedes the game design process.

In addition, exploiting the potential of gamification to
improve learner engagement and increase motivation is the
central idea of this article. Furthermore, understanding the
emotion of the learner having a LD throughout the learning
process through the techniques of affective computing will help
to correct imperfections not only at the knowledge level but
also at the socio-emotional level.
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Abstract—Digital Video authentication is very important issue 

in day to day life. A lot of devices have got the ability of 

recording or capturing digital videos and all these videos can be 

passed through the internet as well as many other non-secure 

channels. There is a problem of illegal updating or manipulation 

of digital video because of the development in video editing 

software. Therefore, video authentication techniques are 

required in order to ensure trustworthiness of the video. There 

are many techniques used to prevent this issue like Digital 

Signature and Watermarking, these solutions are successfully 

included in copyright purposes but it’s still really difficult to 

implement in many other situations especially in video 

surveillance. In this paper, a new method called PLEXUS is 

proposed for digital video authentication on temporal attacks. In 

authentication process, the sender will generate a signature 

according to the method steps using a video and private key. In 

verification process, the receiver will also generate a signature 

using the same video and private key then each signature will be 

compared. If the two signatures are matched then the video is not 

tampered otherwise the video is tampered. This method is 

implemented using 10 different videos and proved to be an 

efficient method. 

Keywords—PLEXUS; video authentication; video tampering; 

temporal attacks 

I. INTRODUCTION 

Video authentication continues to be an important subject 
with significant attraction to researchers in last few years. By 
definition, Digital video authentication represents the technique 
of deciding whether the taken video is original and has not 
happened to be tampered with or not. Information can be 
transmitted quickly to thousands of kilometers with a few 
seconds. This will make a powerful influence on the growth 
and development in public. However, the significant 
improvement in information technology taken us to a new 
generation of effective information, it also has additionally 
added a few challenges related to information [1].  

In digital generation, communication and compression 
methods help learning to share multimedia data including 
images and videos. Although, multimedia editing resources and 
tools may often use successfully modify the material of digital 
data, then straining the integrity of information [2]. The 
developing of computer systems and the equipment are making 
digital manipulation of video very simple and so easy to 
accomplish. Digital video trustworthiness and credibility has 
become really difficult because the copy of digital multimedia 
data acts similar to the original data.  

A video might possibly be modified in a certain process to 
defame someone. In last few years, a number of situations are 
actually reported where some well-known individuals in the 
society was detected against the law in different actions in the 
video recordings done by some journalists. But unless they use 
reliable methods to find that the video is not easy to believe on 
these kinds of incidents. Meanwhile, criminals escape from 
getting arrested simply because this video that is used as facts 
against them indicating their crime will not completely 
confirmed in the court of law [1][3]. When it comes to 
surveillance systems, it is hard to guarantee that the digital 
video provided as facts, is just like it had been in fact recorded 
by the camera. For this reason, you can find an interesting 
require for video authentication. 

Standard data authentication technology for message 
credibility is developed fully, but video authentication remains 
as early development step and several essential questions are 
still in mind. As an example, several different authentication 
methods designed during the last few years, it is difficult to 
acknowledge which method appear to be appropriate choice to 
make sure of credibility adapted to videos. There is certainly a 
good reason to use synthesizing literature to figure out the type 
of the condition, discover the probability of research 
difficulties, standardize different research subjects and evaluate 
the relative performances of the various methods [3]. 

II. THE NEED FOR VIDEO AUTHENTICATION 

In certain products the credibility of video data is major 
concern including video surveillance, law enforcement, and 
forensic investigations. As an example, in court of law, 
trustworthiness must be established in this case for any video 
that is used as evidence. It is simple and easy to clear away a 
specific activity, individuals through removing some frames 
from video sequences. Meanwhile, it is simple to place some 
objects into the same video [4].  

For that reason, video authentication is a technique that 
make sure that the information in the video is original and 
similar when taken. For confirming that video content is 
original, check whether the video was modified or not, and 
avoid different types of forgeries, video authentication methods 
are utilized [5].  

These methods also detect and recognize the form of 
modification. In point of fact, several powerful processing tools 
are available for digital video. Considering that different video 
recording devices become much more convenient and 
reasonably priced choice in the private and public sections. 
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In criminal investigations, video evidences receive an 
important role as a result of their ability to acquire complete 
information and additionally have significant possibilities to 
help with investigations. Therefore, it will be important to 
obtain highest attention to ensure that the provided video 
evidence is original [3]. 

III. VIDEO AUTHENTICATION APPLICATIONS 

Digital video applications have a large number of 
advantages compared with custom analog video, better image 
quality, better color reproduction, and sharper images. 
Additionally, with the development in digital technologies, a 
video is often simple to carried over the internet and it 
produces easy editing and cropping [6]. 

Today the world is a video world from standard television 
broadcasting to modern communication media. In public 
individuals are more likely being video recorded. If you are 
walking on street, riding a city bus, entered a government 
building, etc. you probably being video recorded by a camera. 
Some civilians have setup mobile CCTV systems in their home 
and even their cars just in case of anything happen and they 
need to secure themselves or discover a crime that can happen 
any time. In fact, the police originally setup cruiser video 
recording systems to protect themselves and also to protect the 
citizens [6][7].  

Forensic professionals have got several tools to decide 
scientifically whether the video is original or has been 
modified. In particular, it is difficult with digital video to 
discover which way a video was edited. This is where forensic 
investigation will become the only way to decide the video 
evidence credibility. 

There are actually a number of situations in our everyday 
life exactly where video authentication is apparently necessary. 
In a situation of a well-known person was involved in illegal 
activities, it is a major interest to be able to determine whether 
or not the video was modified. In other situation, criminals can 
be set free simply because the video displaying their crime is 
not proved definitely in the court of law [1][7]. 

IV. VIDEO TAMPERING 

Video Tampering is a process of maliciously modification 
to the information material that going to be made by a video 
sequence. This process will be done for the purpose to hide an 
object or event. The seriousness and importance of video 
tampering depends on how and where these tampered videos 
have to be put to use. Since many advanced and low-cost video 
editing software tools are presented in the market which will 
make it an easy task to modify the video information material 
maliciously, it gives a significant challenge to researchers to be 
solved [8][9]. 

There are lots of potential attacks which will performed to 
modify the video data material. Whenever a risky modification 
is done on a video sequence, it either attacks on the contents of 
the video or attacks on the temporal dependency between the 
frames [10]. A large number of authentication methods are 
actually proposed but the majority of them are actually mainly 
dedicated to still images. However, the primary activity of 
video authentication system is to confirm whether or not the 

given video is tampered. Although, in a number of 
applications, because the ability to access information in video 
sequences, it will become better if the authentication system 
can find exactly in which part the modifications occurred and 
exactly how the video is tampered. Taking into consideration 
where and how, the video tampering attacks offers different 
classifications [11][12]. 

According to video sequences regional property, video 
tampering attacks can be classified to three basic types: spatial 
tampering, temporal tampering and the combination of these 
two, spatio-temporal tampering attacks. However, each 
category can even further be classified into their subcategories 
[10]. 

A. Spatial Tampering 

In spatial tampering risky modifications are carried out on 
frames content. The operations which can be performed as 
spatial tampering are different methods to modify the frame 
just like copy, move, splicing, object adding and removing etc. 
Spatial tampering can be divided into three categories as shown 
in Figure 1. These kinds of attacks can be successfully 
performed by using video editing software [13][14]. 

 
Fig. 1. Spatial Tampering Classification. 

Object removal attack can be done with both foreground 
and background objects basically by hiding the occurrence of a 
person or object in a specific sequence of frames. Object 
addition attack can be done with both foreground and 
background objects basically by inserting any kind of objects 
in a frame or in a number of frames that belongs to a specific 
digital video that are available used as evidence fact. 
Additional object can easily paste in a frame or set of frames 
by using video editing software. Object modification attack can 
be done with both foreground and background objects basically 
by modifying any existing object of the frame in such a way 
that the actual identity of that object is misplaced, and a new 
object may occurred which is totally different from the original 
object [15][16]. 
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B. Temporal Tampering 

In temporal tampering malicious modifications is done on 
the video sequence of frames give attention to the temporal 
dependency. Time sequence of the frame that is recorded by a 
digital video camera generally influenced by Temporal 
tampering attacks [8][9]. Temporal tampering attacks can be 
divided into three types: frame addition, frame removal and 
frame shuffling as shown in Figure 2. 

 
Fig. 2. Temporal Spatial Tampering Classification. 

1) Frame Addition Attack 
This kind of attack can be performed basically by adding 

additional frames from another video at some random locations 
in a video which has the same statistical properties as shown in 
Figure 3 [8][17]. 

 
Fig. 3. frame addition attack example. In first row the original frame 

sequence from 1 to frame 16 has been shown. After attack, the second row of 

the frames shows the altered frame sequence in which a new frame is inserted 
between frame 1 and frame 16. And frame 16 become frame 17. 

2) Frame Removal Attack 
This kind of attack can be performed basically by removing 

one frame or a number of frames from the digital video at a 
certain location to a fixed location or removing set of frames 
from different locations as shown in Figure 4 [9][18]. 

 
Fig. 4. frame removal attack example. In first row the original frame 

sequence with frame 42, frame 44, and frame 48. After attack, the second row 

of the frames shows the altered frame sequence with frame removal attack in 

which frame 44 is eliminated from the video and hence frame 48 become 
frame 47. 

3) Frame Shuffling Attack 
This kind of attack can be performed basically by shuffling 

the frame. The order of the frames will be changed and 
incorrect information is done by the digital video when 
compared with the original taken video as shown in Figure 5 
[8][9]. 

 
Fig. 5. Frame shuffling attack example. In first row the original frame 

sequence with frame 3, frame 7, and frame 16. After attack, the second row of 

the frames shows the altered frame sequence with frame shuffling attack in 

which the position of frame 3 and frame 16 have been changed. 

V. TYPICAL VIDEO AUTHENTICATION SYSTEM 

A video authentication system is consisting of two basic 
steps: Authentication process and verification process. Ideal 
and effective video authentication system have to follow the 
properties including sensitivity to changes, strength to benign 
operations, sensitivity against false alarm, self-recovery of 
modified regions, compactness of authentication data, 
localization and computational feasibility. In the authentication 
process, the authentication method processes the feature that 
taken out from the video and outputs the authentication data 
that is certainly encrypted by using the encryption key to form 
the signature [2][18]. 

In verification process, the video credibility is approved by 
determine the new authentication data through the use of the 
exact same authentication method. Then the new authentication 
data is compared with the original authentication data. The 
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video will be treated as authentic if both authentication data are 
matched otherwise it is construed to be tampered [4][17].  

VI. PREVIOUS RELATED WORK 

Researchers have done some work in the area of video 
authentication and several methods are presented on the subject 
of digital video authentication. The methods that have been 
done to match specific requirements but their techniques have 
one or more weak points. Basically, two techniques have 
already been implemented: digital signature and digital 
watermarking. This paper focus on the digital signature video 
authentication.  

In [11] proposed a new method for digital video 
authentication that depends on video statistical local 
information. In this method, SVM (Support Vector Machine) 
classifier has been not used. However, this method approved to 
be efficient and trusted. The proposed method was evaluated 
on the dataset of videos, eight different attacks in each video 
were completely inserted and the method can successfully 
detect the attacks with overall classification accuracy 96.77%.  

In [12] proposed a signature-based video authentication 
method to improve the digital video authentication in 
surveillance system using histogram of oriented gradient of the 
selected DCT (discrete cosine transform) coefficients in three 
dimensions. In this method, the result depends on optimal 
threshold that need a high threshold to ignore all tampered. The 
experiment results show that video with modification is 
ignored when using high threshold.  

In [13] presents an algorithm which helps to determine 
whether the video is tampered or not.  The algorithm is divided 
in two steps: computing the repeated frames and computing the 
tampering attack. Local information is determined and SVM 
classifier is successfully applied to classify whether the digital 
video is tampered or not.  

VII. THE PROPOSED PLEXUS METHOD 

In this work, a new method called PLEXUS is proposed to 
address digital video authentication challenges and proved to 
be an efficient and high accuracy method.  In the authentication 
part that done by the sender, the method generates a signature 
by multiplying first frame with the private key      to 
generate a new authentication image    then multiplying 
second frame with the private key and the authentication image 
         to generate a new authentication image    and this 
process will continue until reaching the last frame    and the 
signature can be generated by multiplying the last frame with 
the private key and  the last authentication image      
     . 

The embedding process between the frames, private key, 
and authentication images actually done between the three 
images by adding each color pixel-by-pixel and then divide the 
result by three which represent the number of images except 
first stage when the first frame only adding with private key 
and then divide the result by two. Embedding process diagram 

between first frame and private key is shown in Figure 6.  
Embedding process diagram between second frame, private 
key, and authentication image is shown in Figure 7 

 
Fig. 6. Multiplication Process between First Frame and Private Key. 

 
 

Fig. 7. Multiplication Process between Second Frame, Private Key, and 

Authentication Image. 

In RGB color model, each pixel contains three colors which 
represent Red, Green, and Blue. The PLEXING process is the 
multiplication between these colors. This process will be 
divided into three steps: (1) Red color remains unchanged and 
the multiplication process will be done between green and blue 
colors (GB). The pixel three colors will be R GB GB. (2) 
Green color remains unchanged and the multiplication process 
will be done between red and blue colors (RB). The pixel three 
colors will be RB G RB. (3) Blue color remains unchanged and 
the multiplication process will be done between red and green 
colors (RB). The pixel three colors will be RG RG B. These 
steps will be applied to each pixel in the image while accessing 
the last pixel. 

In verification part that done by the receiver, this process 
will be repeated to generate a signature. Each signature will be 
compared using image quality similarity measurement to 
determine whether the video is tampered or not. The 
authentication accuracy will be higher rate when increasing the 
number of frames. The overall PLEXUS method diagram is 
shown in Figure 8. 
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Fig. 8. Overall PLEXUS Method Diagram. 

A. Frame Quality Measurement 

The digital image can be affected by different types of 
distortions when passing through several processing stages. 
Image processing stages can lead to important loss of 
information or quality. Different metrics are utilized to 
estimate digital video quality. In image quality evaluation there 
are basically two methods: subjective and the objective 
methods. The subjective method quality evaluation being 
considered as time consuming because it is depending on 
human evaluation and work without references to specific 
considerations. The objective quality evaluation takes 
advantage of automatic algorithms to determine the quality of 
the image without human interfere [6][14]. 

The most popular are the objective methods: PSNR (peak 
signal-to-noise ratio) and MSE (mean-squared-error). The two 
measurements are based on pixel-by-pixel comparison and its 
parameters are frequently used for simple identification, but 
they do not reflect the perceptions of the recipient. To reach the 
best quality, PSNR should be the biggest and MSE should be 
the smallest [14][19]. 

1) MSE – Mean Squared Error  
MSE is objective method represent the average of the 

squared differences between the luminance values of 
corresponding pixels in two different frames. It is possible to 
evaluate the degree of image reconstruction by a decoder and 
do not consider any peculiarity of HVS (human visual system) 
[14]. MSE is definitely non-negative, and should be as small as 
possible. Given a noise free     monochrome image   and 
its noisy approximation   . MSE mathematical representation 
can be shown in the equation bellow:  
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2) SNR (Signal-to-Noise-Ratio) AND PSNR (Peak Signal-

to-Noise-Ratio)  
SNR measure used in science and engineering that 

compares the level of a desired signal to the level of 
background noise. SNR ratio is defined as the ratio of signal 
power to the noise power, often expressed in decibels. A ratio 
higher than 1:1 (greater than 0 dB) indicates more signal than 
noise [14][19]. 

PSNR is objective method that measure image quality 
based on the pixel difference between two different images.  It 
is the most commonly used measurement metric describes the 
ratio of peak to noise [19]. The SNR measure is an estimation 
of quality of reconstructed image as compared with original 
image. PSNR mathematical representation can be shown in the 
equation below: 
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Where,      is the maximum possible pixel value of the 
image. 

VIII. RESULT AND DISCUSSION 

This work is done using a laptop with Intel(R) Core (TM) 
i5, CPU 2.40 GHz, 8 GB RAM. Visual Studio Community 
2017 with Visual Basic programming language.  

First, we would take the input video (37 second length) and 
then extract two frames per second (each frame 450x450 pixels 
with PNG format) as shown in Figure 9.  

 

Fig. 9. Frame Extraction (74 Frames). 

Second, the sender and receiver choose a private key. The 
private key is also an image (750x540 pixels with JPG format) 
as shown in Figure 10. Finally, PLEXUS method will work to 
generate a signature (sender signature) as shown in Figure 11. 

https://en.wikipedia.org/wiki/Science_and_engineering
https://en.wikipedia.org/wiki/Signal_(electrical_engineering)
https://en.wikipedia.org/wiki/Noise_(signal_processing)
https://en.wikipedia.org/wiki/Decibel
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The receiver should apply the previous steps for 
verification process. The receiver will generate a signature 
(receiver signature) and compare this signature with sender 
signature. The video is not tampered if both sender and 
receiver signatures are matched as shown in Figure 12. 

Otherwise, the video is tampered (Frame 70 is removed) as 
shown in Figure 13. This method achieves high accuracy and 
tested on 10 different digital videos. Then, this method 
evaluated using different evaluation measurements including: 
SNR and PNSR. 

 

Fig. 10. Choosing Private Key. 

 

Fig. 11. Generate Sender Signature. 
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Fig. 12. Verification Process (Not Tampered Video). 

 

Fig. 13. Verification Process (Tampered Video). 

The evaluation results including SNR and PSNR in the 
proposed method applied on two frames which are frame1 and 
signature as examples, because to find the final result we must 
apply this evaluation measurements on all video frames. The 
result of SNR= 3.4964 and PSNR= 8.9078. 

IX. CONCLUSION 

Video authentication is certainly really challenging issue in 
computer science area and very important subject in several 
applications specially with the growing of development tools 
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which are available in video editing software. The digital video 
can be exposed to tampering attacks which means the video 
content is not trusted. 

In this paper, we proposed a new video authentication 
method called PLEXUS to improve the reliability of digital 
video against temporal attacks. This method consists of two 
basic steps: authentication step and verification step. In each 
step a signature will be generated and then the two signatures 
will be compared and must be matched if the video is not 
tampered. This method is tested using 10 different videos and 
achieve high accuracy.  
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Abstract—This paper introduces a compression-based method
adapted for the automatic cryptanalysis of Arabic transposition
ciphers. More specifically, this paper presents how a Prediction
by Partial Matching (‘PPM’) compression scheme, a method
that shows a high level of performance when applied to the
different natural language processing tasks, can also be used
for the automatic decryption of transposition ciphers for the
Arabic language. Another well known compression scheme, Gzip,
is also investigated in this paper with less efficient performance
demonstrated by this method. In order to achieve readability,
two further compression based approaches for space insertion are
evaluated as well in this paper. The results of our experiments
with 125 Arabic cryptograms of different lengths show that 97%
of the cryptograms are successfully decrypted without any errors
using PPM compression models. As well in a post-processing step,
we can effectively segment the output that is produced by the
automatic insertion of spaces resulting with only a few errors
overall. As far as we know, this is the first work to demonstrate
an effective automatic cryptanalysis for transposition ciphers in
Arabic.

Keywords—Automatic cryptanalysis; Arabic transposition ci-
phers; compression; PPM; word segmentation

I. I

The Arabic language is one of the most widely spoken
languages around the world, with as many as 300 million
people in Asia and North Africa speaking Arabic. It is the
fifth most spoken language [1]. The old manuscripts that have
been recently discovered show that the origin of cryptology
is much older than first thought, and Arab contributions to
it are much more extensive than previously reported. These
important findings are largely based on 8th century and later
manuscripts written by the prominent Arab cryptologists such
us al-Kindi. The newly discovered manuscripts push back the
frontiers of the known history of cryptology by more than 500
years. The Arab scientist al-Kindi, the father of cryptology, is
the author of the oldest book on cryptology [2].

Despite the large number of Arabic speakers and with
Arabs being the first to use encryption systems as well as
having success in breaking them, unfortunately encryption
systems and cryptanalysis methods for Arabic are very few in
comparison to other languages such as English. The purpose
of this paper is to generate an Arabic transposition cipher
and explore the use of compression models for the automatic
cryptanalysis of Arabic text.

Text compression can be defined as a method of eliminat-
ing redundant information in a text aiming to minimize space
that is required to store it, thereby reducing the time required

to transfer this information without losing any information
from the original text. There are two main approaches of
constructing text compression models, which are dictionary
and statistical approaches [3]. A well-known statistical based
approach is Prediction by Partial Matching (PPM) while a
well-known dictionary based approach is Gzip [4], which uses
the Lempel-Ziv algorithm. PPM models can be applied to tasks
with performance that emulates that of humans [5].

There are many different approaches used for cryptanalysis
especially for the English language. However, using compres-
sion schemes adapted for the Arabic language as one way to
tackle the Arabic plaintext recognition problem as we do in our
paper is a novel approach and not tried before in the literature.
The PPM compression system uses a modelling method that
performs well at different language processing tasks and
can be successfully applied to the automatic cryptanalysis
of transposition ciphers when using the English language
with a 100% success rate [6]. In this paper, a compression-
based approach for the automatic cryptanalysis of transposition
ciphers adapted for the Arabic language without any need
for human intervention is proposed. In addition, a further
algorithm is also introduced to automatically insert spaces into
the decrypted texts in order to achieve readability.

Our paper is arranged as follows. Related work is presented
in the next section followed by background to transposition
ciphers. A description of compression based cryptanalysis and
specific details of our method are provided in sections 4 and
5. The experimental results are reviewed in section 6 and the
conclusions are provided in the last section.

II. R W

Many different cryptanalysis methods have been invented
to break transposition ciphers for the English language, such
as anagramming [7], using genetic algorithms [8], simulated
annealing and Tabu search [9]. Alkazaz et al. [6] presented
a new universal automatic cryptanalysis approach of trans-
position ciphers for the English language. A compression-
based approach was used as a basis for breaking the cipher
using the PPM and Gzip compression schemes. Ciphertexts
with different sizes (from 12 to 600 letters) were tested. They
managed to achieve a 100% decryption success rate by using
PPM compression models, in addition to the high quality
performance achieved in segmenting the decrypted texts.

Despite the fact that the science of cryptology was born
among Arabs who also managed to break the mono-alphabetic
substitution cipher after many years of its successful use [10],
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unfortunately only a few publications have investigated the
use of the Arabic language for various encryption/decryption
systems [11]–[14] and none for the problem of solving trans-
position ciphers.

In this paper, we further investigate the English-based
work of Al-kazaz et al. [6] to examine if it is applicable to
other languages and ascertain whether the Arabic language
provides a greater challenge for decryption. We also choose
this language specifically because it has characteristics that
differentiate it from other languages and because Arabic is
non-related to English. Specifically, it is written and read from
right to left rather than vice versa. It consists of 28 consonant
letters and the vowels are represented by marks below and
above the letters. It also has distinctive variations to represent
singular, dual and plural forms and to represent male and
female forms. Written Arabic also often exhibits triglossia with
classical, modern and mixed forms often appearing together.
Each letter in the Arabic script denotes a unit of the language.
Unlike the English language, there is no upper case or lower
case in Arabic and each word comprising of more than one
letter are written joined together (cursive writing), with an
exception for some letters which are د“ ذ ر ,”ز and ”ا“ if they
come at the beginning. These characteristics, as well as its
rich morphology [15], presents challenges for natural language
processing and cryptographic systems.

In our approach, Arabic transposition ciphers are gener-
ated and then a modified compression based approach for
the automatic cryptanalysis of Arabic transposition ciphers is
proposed in this paper. Various 125 Arabic ciphertexts with
different lengths, from very short ciphers (17 Arabic letters) to
ciphers of length 800 letters, are then tested in our experiments
described below.

III. T C
This section will now review transposition ciphers specif-

ically. In a transposition cipher, the content of a message is
obscured by rearranging groups of symbols; a transposition
is thus a permutation. The concept of transposition is an
essential one and has been used in the design of modern
ciphersystems [16]. Originally, the message was written into
a matrix in row-major order and then read out in column
major order. Encoding ,”انٔظمةالتشفير“ which means “encryption
systems”, using a 3×4 matrix is shown in Figure 1. This figure
gives ”اةٔشنافظليمتر“ if the columns are read off in order.

¢ u ¦ ��
B � � ´
" 7 ~ f

Figure 1: Example of a matrix transposition cipher.

By reading the columns in a different order, say 3–2–1–4,
different ciphertexts can be obtained, such as .”ظلينافاةٔشمتر“ The
order to read the columns and the size of the matrix constitute
the key. The technique can be extended to d dimensions. In
transposition ciphers, a plaintext block is encrypted into a
ciphertext block using a fixed permutation [17].

Transposition ciphers are a class of ciphers that in con-
junction with substitution ciphers form the basis of all modern

symmetric algorithms [17]. These algorithms, such as block
and stream ciphers also use in conjunction to the above
forms more complex transformations, notably for providing
diffusion. Although the field of cryptology has undergone a
revolution after the introduction of the asymmetric crypto-
graphic cipher in 1976, symmetric ciphers still form the basis
for secure data transmission today, because of their superior
speed and efficiency [18]. Hence in this paper, we focus
on a very basic building block that is inherently present in
most symmetric cryptographic systems, namely transposition
ciphers.

Transposition ciphers are generally considered as much
more difficult to decrypt than the other basic ciphers such as
simple substitution ciphers. A number of statistical tools have
been developed aiding automated breaking of substitution ci-
phers while the automatic decrypting of transposition ciphers is
notoriously difficult. In general, cryptanalysis of transpositions
is highly interventionist and demands some knowledge of the
probable contents of the ciphertext to give an insight into the
order of rearrangement performed [6], [19].

IV. C C M

The ciphertext only cryptanalysis of simple cipher systems
heavily depends on the statistical features of the source lan-
guage, and it is not a trivial issue to get computers performing
this analysis. Although computers have been routinely used
for a variety of tasks in cryptanalysis since their invention,
the automatic recognition of valid decryptions has been ac-
knowledged as a taxing problem [20]. Several previously
published cryptanalysis methods can not run without human
intervention or they assume at least known plaintext because
of the difficulty of quickly recognizing a valid decrypt in a
ciphertext only attack [21], [22].

Having a computer model that is able to predict and
model natural language as well as a human is critical for
cryptology [5]. The idea of using text compression to break
Arabic transposition ciphers stems from the observation that
the best PPM models can predict language about as well as
expert human subjects [5]. The main idea of our approach
depends on using the PPM model as a method for computing
the compression ‘codelength’, which is a measure of the
information, for each possible permutation [20]. The smaller
the codelength, the more closely the cryptogram resembles the
model. In this paper, we have shown how to use this to quickly
and automatically recognise the valid decrypt in a ciphertext
only attack against transposition ciphers for the Arabic lan-
guage. We have also examined the use of another well-known
compression scheme, which is Gzip. In our experiments, we
have determined that the PPM compression method is the most
effective to use for the automatic cryptanalysis, with Gzip
having significantly less success.

A. PPM Compression Codelength Metric for Arabic

In this section, we describe the PPM method that we
devised for our cryptanalysis solution in order to encode
Arabic text efficiently and how the codelength metric is
calculated. In the PPM compression scheme, the previously
transmitted symbols are used to condition the probability of
the next symbol using a Markov-based approach. There are
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many variants of the basic approach depending on how many
symbols are used to predict the next one, whether or not
multiple predictions are used, and how shorter context models
are used when necessary. The predictions are based on simple
frequency counts of the transmission so far. The primary
decision to be made is the context length modelled. This
technique was first described by Cleary and Witten [23].

The order of a model is the maximum context length used
to predict the next symbol. In practice, an order-o model will
sometimes base its prediction on less than o symbols. This
occurs when the model “escapes” down to the next lower
order context if the higher order context has not seen the
upcoming symbol that is being predicted. By convention the
order(-1) model predicts each symbol with equal probability
and the order-0 model predicts each symbol with probability
proportional to the number of times it has occurred previously.
An order 1 model predicts each symbol based on just the
previous symbol, an order 2 model based on the two previous
symbols and so on.

In 1990, Moffat [24] devised a simple mechanism that
improved compression results further called “update exclu-
sion”. This mechanism is based on how the symbol counts for
each context model are updated. When encoding with update
exclusions, the predicted symbol count is incremented only if
it is not already predicted by any higher order context. This
means that the counts are updated only for the higher order
contexts that are actually used to predict it. Thus, the counts
reflect better which symbols are likely to be excluded by the
higher-order contexts. This mechanism typically improves the
compression rate by 1 or 2% [5]. On the other hand, when
encoding without update exclusions, all the counts for all
orders of the model are updated. The counts are incremented
even if they are already predicted by a higher order context.
The use of both of these mechanisms are investigated in our
paper: PPM without update exclusions; and PPM with update
exclusions (standard PPM).

Several PPM variations have been invented such as PPMA,
PPMB, PPMC and PPMD. These variants differ in the way
the escape probabilities are assigned. For example, PPMC
uses escape method C, and PPMD uses escape method D.
When a novel symbol is seen, the escape probability is sent,
followed by the prediction using the next shorter context.
Several escapes may be made before a context is reached
which predicts the symbol. In the worst case the order(-1)
model makes the prediction. Also, the maximum order of the
context models may be included when the variant is described
in the literature; for example, PPMD4 refers to a fixed order
4 PPM model using escape method D.

The PPMC variant was developed by Moffat [24] and has
become the benchmark version. The probability estimates for
this method (method C) is based on using the number of
symbols that have occurred before, called the number of types:

e =
t

n+ t
and p(s) =

c(s)

n+ t

where e represents the probability of the escape symbol,
p(s) denotes the probability for symbol s, c(s) is the number
of times the context was followed by the symbol s, n is the

total number of times that the current context has occurred and
t denotes the total number of types.

The PPMD variant was first developed by Howard in
1993 [25]. In most cases, experiments show that the PPMD
performs better than the other variants. This variant is similar
to the PPMC variant with the exception that each count is
incremented by a 1/2:

e =
t

2n
and p(s) =

2c(s)− 1

2n
.

An adaptive PPM compression model for Arabic language
has been presented by Alhawiti [26]. This method is called
Character Substitution of Arabic for PPM (“CSA-PPM”).
It not only showed a considerable improvement in Arabic
text compression but also for other texts that use Arabic
script such as Persian and Kurdish. There are two main
operations in this method, which are the pre-processing and
post-processing. Each two-byte Arabic character is substituted
with an equivalent number of the UTF-8 encoding scheme
in the first operation, and as a result one output file is
generated. Contrastingly in the post-processing operation, a
reverse operation is performed by replacing the numbers with
the original equivalent characters.

The fundamental idea of our approach depends on using
a PPM compression method to compute codelength values of
each possible permutation. The ‘codelength’ of a permutation
for a cryptogram is the length of the compressed cryptogram,
in bits, when it has been compressed using the PPM language
model. The smaller the codelength, the more closely the
cryptogram resembles the model. By using this metric, it can
easily find the valid solutions automatically [6].

The most important step in our implementation is the
training step. During the training phase, a large set of training
texts is used to prime the models. Training text is chosen
that is hopefully representative of the text being compressed
and consequently better able to predict it. Experiments with
English text show that training can improve performance
dramatically as when skipping the training phase, there is
not enough and sufficient data at the beginning to effectively
compress the texts. In our experiments described below, we
use a corpus of many different Arabic books and novels from
different topics converted to 36 and 37 character Arabic to
train our models (by case-collapsing non-alphabetic sequences
to a single space). Classical and modern Arabic texts are
used to produce this large corpus (which we have called the
‘Mixed Arabic corpus’ with details shown in Table I). With the
training step, we in essence use static models, unlike standard
PPM—that is, once the models have been primed using the
training texts, they are not further updated when processing
the ciphertexts.

Concerning the Mixed Arabic corpus, it is a large corpus
of mixed classical and modern Arabic text. The corpus is
a combination of the Bangor Arabic Compression corpus
(BACC) [26], Corpus A [27] and a selection of files from the
King Saud University Corpus of Classical Arabic (KSUCCA)
[28]. The BACC is a 31-million words corpus collected from
different sources such as magazines, books and websites. This
corpus contains texts from a wide range of genres containing
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Table I: Details of Corpora used to Construct the Mixed Arabic
Corpus used to Train the PPM Models

Corpus Bytes List of topics
BACC 256,867,247 sports, culture, economics, educa-

tion, art and music, political litera-
ture and heritage, history, religion

Corpus A 252,338,294 business, cinema, opinions, confer-
ences, economics, politics

KSUCCA 4,086,066 religion, linguistics, literature, sci-
ence, sociology, biography

both modern and classical Arabic. Corpus A is a modern
corpus recently published with different genres which covers
several current modern standard Arabic areas. This corpus
is collected from the bilingual newspaper Al-Hayat website,
and from the open-source online corpus, OPUS. It consists of
27-million Arabic words. KSUCCA is a corpus made up of
classical Arabic texts with the purpose of studying the lexical
semantics of the Holy Qu’ran. It is a 50-million word corpus
covering several genres. The overall file size of our Mixed
Arabic corpus is 513,291,607 bytes encoded using a UTF-8
scheme and consists of 58,068,493 words.

B. Calculating Codelengths Using the Gzip Compression
Method

Gzip or GNU zip [4] is one of the most common lossless
compression schemes used on the Unix operating system and
on the Internet. It uses a dictionary based approach (using
the Lempel-Ziv algorithm) whereas PPM is a statistical based
approach.

The reason for experimenting with other compression
schemes in our paper is to find out which is the most
efficient scheme that can be applied to the problem of plaintext
recognition using a compression based technique. In our paper,
the calculation of the Gzip codelength metric will be based on
using a relative entropy calculation which allows us to use
‘off-the-shelf’ software without the need to re-implement the
method itself (as we have done with our PPM models). The
codelength metric can be calculated using the relative entropy
technique by the following formula [6]: ht = hT+t − hT ,
where T denotes the training text (which will usually be
large in size), t denotes the testing text, and hT refers to the
size of the compressed file T . Essentially, the codelength for
a particular compression scheme is calculated as being the
difference between the compressed size of some large training
text with testing text concatenated after it compared to the
compressed size of just the training text by itself.

We have also investigated using another well-known loss-
less compression scheme, Bzip2, using our relative entropy
method. However, due to the block-sorting nature of the
Burrows-Wheeler algorithm, the calculation of some of the
relative entropy codelengths ended up being negative and
therefore could not be used.

V. O M

A full description of our new method for the automated
decryption of Arabic transposition ciphertext will be presented
in this section. As stated, the fundamental idea of our method

is based on using a compression scheme to calculate the
codelength value to use as a metric for ranking the quality
of each possible permutation [6]. PPMC, PPMD and Gzip are
the compression schemes used for the codelength calculations.

First, we generate an Arabic transposition cipher in Uni-
code. Then, we perform our new cryptanalysis approach. Our
new cryptanalysis method consists of two main phases. The
first phase (Phase I) is based on trying to automatically decrypt
an Arabic ciphertext using a transposition of specified size
by exhaustively computing all possible transpositions, while
the second phase (Phase II) is based on achieving readabil-
ity (word segmentation). Achieving readability is gained by
automatically adding spaces to the decrypted message that is
produced from phase I, as the spaces are omitted from the
ciphertext traditionally.

The pseudo code for the first part of our approach is
presented in Algorithm 1. The first step in this algorithm
focuses on removing all the non-alphabetical Arabic characters
(including spaces) from the ciphertext (see line 1). At this
stage, the text comprises just 36 Arabic letters. In order to
calculate the codelength value for each Arabic permutation, a
pre-processing operation is performed using an Arabic-specific
encoding method using UTF-8 numbers (see line 4) where each
Arabic character is substituted with an equivalent number in
the UTF-8 encoding scheme. The algorithm then starts to try
all possible key sizes and for each key size a permutation
is performed over each cryptogram block trying to get a
permutation with a smaller codelength value which represents
the correct solution (lines 5 to 14). Each cryptogram is divided
into blocks according to the key size (see lines 6 and 7). Then,
a permutation is performed over each cryptogram (line 8). For
each possible permutation, a codelength value is calculated
(line 9 to 12). Two main compression-based models, PPM
and Gzip, are used for calculating the codelengths (line 10).
Permutations with smaller codelengths are kept in the priority
queue as shown in line 11. We have found that the smaller
the codelength, the more closely the cryptogram resembles the
model.

Algorithm 1: Pseudo code of the main decryption
phase ‘Phase I’.
Input : ciphertext
Output: decrypted text

1 remove all non-Arabic alphabet characters and spaces from the
ciphertext;

2 maximum size of Q (priority queue) ← 3;
3 maximum key-size of transposition ← 12;
4 perform pre-processing operation by using Arabic-specific

encoding method on the ciphertext;
5 foreach key-size do
6 if ciphertext-length mod Key-size = 0 then
7 divide the ciphertext into blocks according to key-size;
8 perform a permutation over each ciphertext blocks;
9 foreach possible permutation do
10 calculate codelength value using the CSA-PPM or

Gzip compression model;
11 store a permutation with smaller codelength value in

Q;
12 end
13 end
14 end
15 return the priority queue ‘Q’ (the ‘decrypted text’);

The pseudo code for the second phase of our approach

www.ijacsa.thesai.org 741 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 11, 2018

is presented in Algorithm 2. As stated, this phase focuses on
achieving readability. The second assessment step is performed
in this phase through adding spaces automatically to the
decrypted messages that was produced from Phase I, and
then assessing the quality of the solutions by computing the
codelength values for each possible message. Our solution for
Phase II uses the Viterbi algorithm to find the best possible
segmentation (see Algorithm 2). For each of the text produced
as output from Algorithm 1, the Viterbi algorithm is used to
search for the best segmentation sequence and this then is
stored in a priority queue (lines 2 to 5) which is used to return
the result (line 7). A post-processing operation is performed
afterwards, by using the Arabic-specific decoding using UTF-
8 numbers. PPM and Gzip compression models are also used
again as the method for calculating the codelength values.

Algorithm 2: Pseudo code for Phase II
Input : the priority queue ‘Q’ from Phase I
Output: segmented decrypted text

1 maximum size of Q1 (priority queue) ← 1;
2 foreach text in Q do
3 use the Viterbi algorithm to search for the best segmentation

sequences;
4 store the text that have the best segmentation which present in

Q1;
5 end
6 perform post-processing operation by using the

Arabic-specific encoding method on the text in Q1;
7 return the best Arabic segmented decrypted text from Q1;

Two modified variants of the PPM modelling system,
PPMD and PPMC, have been investigated in our method.
Also two forms of these schemes are examined, one with
update exclusions (i.e the standard PPMD and PPMC) [5]
and one without update exclusions. The use of the Gzip
compression scheme is examined as well, in order to explore
the most effective method that can be applied to the problem
of automatically recognizing the valid decryption.

Experiments with a full range of variations have been con-
ducted (PPMC, or PPMD, with and without update exclusions;
Gzip). However, for the purposes of this paper, only the results
for three variants are shown in order to illustrate either the
best performing schemes or to illustrate interesting results for
comparison. In the first variant, called Variant I, order 5 CSA-
PPM without update exclusions is used for Phase I and Phase II
(using the Viterbi algorithm). For the second variant, Variant
II, order 5 CSA-PPM with update exclusions (the standard
PPM) have been used for Phase I and Phase II. The Gzip
compression scheme is used in the last variant, Variant III.

VI. E R
The experimental results are discussed in this section. In

our experiments, the order-5 CSA-PPM models have been
trained on a corpus of many different Arabic books and novels
from different topics using 36 and 37 Arabic character (when
space is included). As explained above, classical and modern
Arabic texts are used to produce this large Mixed Arabic
corpus. After this training operation and during cryptanalysis,
these different models remain static. Regarding the cryp-
tograms test corpus, 125 different cryptograms were chosen
at random from different resources to be used as testing texts.
Cryptogram lengths ranged from 17 to almost 800 letters.

A sample of decryption is shown in Table II for the Arabic
cryptogram اارٔغخمنك‘ دكعوكهاو .’ميكقنصدن Compression code-
lengths are listed in bits with the lowest three results presented
for Phase I.

Table II: Output Produced for the Sample Cryptogram
اارٔغخمنك‘ دكعوكهاو .’ميكقنصدن

Phase I Phase II
Variant I
108.64 صديقكمننهاكوعدوكمناغٔراك اغٔراك من وعدوك نهاك من صديقك
110.62 نكمنصديقكعدوهاكوراكمناغٔ منغ وارٔاك عدوكها نصدقك من يك
111.37 يكمننصدقكعدوكهاوارٔاكمنغ كمن كورا عدوها صديقك من نك

اغٔ
Variant II
108.15 منكنصديقدوعكهاكواكرمناغٔ اغٔراك من وعدوك نهاك من صديقك
110.76 قكمنصدينوعدوهاككغراكمنأ ككغراكمنأ وعدوها صدين من قك
110.85 صديقكمننهاكوعدوكمناغٔراك اغٔ من واكر هاك دوعك صديق منكن

We have created a transposition cipher for Arabic language
that depends on using the Unicode encoding. For each run,
a random key is generated to encrypt the original message
(plaintext). Then, we have applied our cryptanalysis method
to automatically break this message (ciphertext). Different
permutation key sizes (from 2 to 12) and different cryptograms
with different lengths have been examined in our experiments.

The experimental results of Phase I showed that for the
first variant I, when the CSA-PPM methods without update
exclusions is used, 97% of the cryptograms are successfully
decrypted without any errors. For variant II, when the standard
CSA-PPM method is used, the results showed that 95% of
the ciphertext are solved with no errors. For the last variant,
Variant III, using the Gzip scheme, a success rate of only 90%
was achieved.

The main idea of the second phase is based on inserting
spaces automatically into the cracked messages produced from
Phase I. The codelength compression metric is also used in
this phase to automatically rank the quality of the solutions to
find the correct message. In order to measure the differences
between the original texts and the decrypted texts that resulted
from our decryption method, the Levenshtein distance metric
is used. It is a string metric that is commonly used to calculate
the differences (either deletions, insertions or substitution) be-
tween any two messages [29]. The results show that for variant
I, 97% of the cryptograms are successfully decrypted and
segmented. For variant II, which resulted in a 95% decryption
success rate from Phase I, now 97% of the ciphertexts are
effectively decrypted and segmented as a result of Phase II.

It is important to note that the second phase of our approach
has the ability to find better solutions not found by the first
phase. For example, referring to Table II, the best two solutions
as output from using Variant II shown in column one are not
correct (the third solution is the correct one). However, after
the second phase has been applied, the best segmentation of the
third solution in column one now appears as the best solution
in column two which is correct.

Arabic word segmentation is considered a difficult prob-
lem [30]. As Arabic language is a rich morphological language,
this characteristic represents a real challenge for identifying the
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Figure 2: Segmentation errors produced from Variant I.

correct segmentation among many possible corrected alterna-
tives. For example, the word “ ”ورده could be segmented into
“ ورده ” and “ رده ,”و which means “rose” and “and his reply”.
Both of these segmented forms are correct, but with completely
different meanings and contexts. However, according to our
approach and results, in almost all cases the proper readable
solutions were obtained for variants I and II, but not for Variant
III (using gzip).

Output examples (with spaces) produced from different
variants are exhibited in Table III. For example, this table
shows how الٕىقلوبكمواعٔمالكم‘ الٕىصوركموامٔوالكمولكنينظر ينظر ,’انٕالله
which is the best result produced from Phase I for a sample
cryptogram, is effectively segmented with no errors using both
variants I and II, while Variant III shows poor performance
with nine segmentation errors.

Table III: Example of Solved Ciphertexts with Spaces by the
Three Different Variants

Variants Number
of errors Decrypted message (with spaces)

Variant I 0 الٕى ينظر ولكن وامٔوالكم صوركم الٕى ينظر الله انٕ
واعٔمالكم قلوبكم

Variant II 0 الٕى ينظر ولكن وامٔوالكم صوركم الٕى ينظر الله انٕ
واعٔمالكم قلوبكم

Variant III 9 الٕىقلوب- الٕىصوركموامٔوالكمولكنينظر ينظر الله انٕ
كمواعٔمالكم

Figures 2, 3 and 4 present scatter-plots for the number of
errors (on the y axis) versus the string lengths of cryptograms
(on the x axis) for the different variants. For example, Figure
2 presents the number of word segmentation errors for each
decrypted message that was output from Variant I (when
PPMD is used). This figure shows that Variant I offered better
performance than the other variants. More than 63% of the
testing texts have been correctly segmented with no errors
and a quarter of them with three errors or less. Just four
cryptograms ended up with seven, eight or nine errors. These
errors can be attributed to the rich morphological characteristic
of the Arabic language with unusual words being used for
various topics such as names of places and people, that were
not included in the training text.
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Figure 3: Segmentation errors produced from Variant II.
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Figure 4: Segmentation errors produced from Variant III.

Variant II showed a slightly worse result than Variant
I. Fifty three percent of the cryptograms were effectively
segmented with no errors and 40 percent were segmented
with four errors or less. Only one cryptogram consisting of
353 letters ended with ten errors. Figure 3 outlines Variant II
results. The PPMD model is used in this variant. The number
of errors produced from Variant III is shown in Figure 4. It is
clear that the number of errors for each decrypted ciphertext in
this case is much higher, with most of the errors being greater
than 20. Also none of the cryptograms finished with no errors,
and just eight of the solved cryptograms were segmented with
the number of errors being less than ten.

The average number of space addition errors for the 125
testing texts for each variant using both main models, PPMD
and PPMC, is presented in Table IV. The results show that
PPMD produces slightly better results than PPMC and that
the number of errors for the variants, except Variant III, is
quite low with Variant I performing best.

Table IV: Average Number of Errors for the Phase-II Variants.
(The PPMD and PPMC Models are used for the First Two
Variants)

Variants I II III
PPMD 1.10 1.23 30.43
PPMC 1.18 1.27 30.43
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To investigate more about the accuracy of the compression
methods that we used in segmenting the 125 Arabic decrypted
texts, three main metrics are used: recall rate, precision rate and
error rate. The first metric, recall rate, is calculated by dividing
the number of successfully segmented words over the number
of words in the original testing texts. The second metric, error
rate, is calculated by dividing the number of unsuccessfully
segmented words by the number of words in the original
testing texts. The last metric, precision rate, is calculated
by dividing the number of successfully segmented words by
the number of words which are correctly and incorrectly
segmented [6].

Table V: Three Different Accuracy Rates for Evaluating the
Quality of the Word Segmentation

Variants Recall
rate%

Precision
rate%

Error
rate%

Variant I 96.35 95.94 3.65
Variant II 95.50 95.67 4.50
Variant III 1.53 10.02 98.47

The results presented in Table V indicate that the variants
which depend on the CSA-PPMD compression methods were
able to achieve very high recall and precision rates, reflecting
the quality of the Arabic word segmentation. The error rates
resulted from unusual words not included in the training text.

The average time that is needed to recognize the correct so-
lutions for the different Arabic transposition cryptograms with
different block sizes is shown in Table VI. This table presents
the average elapsed time for the automatic cryptanalysis of
three different length cryptograms, for both Phase I and Phase
II. For each cryptogram, the average elapsed time in seconds is
shown after running the approach ten times. The results show
that the average time increases as the key size increases but
overall the method is reasonably efficient.

Table VI: Average Time Required (Across 10 runs) to Au-
tomatically Break Cryptograms with Different Lengths and
Different Keys Size

Ciphertext
length
(Letter)

Key size
Time (in seconds)

5 6 7 8 9 10
40 0.85 0.87 0.90 1.08 2.60 12.30
150 1.23 1.27 1.42 1.90 13.93 48.20
300 3.54 3.77 3.89 4.94 23.13 95.50

VII. C

The Arabic language is one of the most used languages
in the world, but unfortunately the techniques used to encrypt
and decrypt information in Arabic language are rare with few
publications. In particular, we have not been able to find any
cryptographic system for transposition ciphers in Arabic. In
this paper, an Arabic transposition cipher is investigated and
an automatic cryptanalysis of this cipher is also introduced. A
success rate of 97% was achieved by using different Arabic
compression models. PPM compression schemes were used as
a basis for computing the codelength value (which we have
found is an accurate way of measuring information in the
text). Various Arabic ciphertexts with different lengths have

been successfully decrypted and effectively segmented. This
efficient method eliminates any need for human intervention.

The PPM compression variants showed better performance
than Gzip in both decryption and segmentation processing.
According to the main decryption phase, PPM models with
no update exclusions, performed better than the standard PPM
models with a 97% success decryption rate comparing to 95%.
Concerning the second decryption phase, a success rate of 97%
was achieved for the different PPM models with a high level
of performance in segmenting words.

By using our method for automatically breaking Arabic
transposition ciphers, various Arabic ciphertexts with distinct
lengths (from 17 to almost 800 Arabic letter) have been
examined. Different block lengths were also experimented with
(from 2 to 12) and 97% of these ciphers were successfully
decrypted with no error. This compares with 100% for the
automatic cryptanalysis of transposition ciphers for the English
language [6]. Although the success rate for Arabic is slightly
worse than English, it still leaves open the question whether
Arabic is a more challenging language for cryptanalysis or not.
Further investigation needs to be performed regarding other
Arabic ciphers and the automatic decryption of these ciphers
to ascertain whether this language really provides a greater
challenge for cryptanalysis.
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Abstract—Electrocardiogram (ECG) is acquisition of 

electrical activity signals in cardiology. It contains important 

information about the condition and diseases of heart. An ECG 

wave, pattern, size, shape and the time interval between different 

peaks of P-QRS-T wave provide useful information about the 

diseases which afflict heart. Heart rate signals vary and this 

variation contains important indicators of cardiac diseases. To 

assess autonomic nervous system, heart rate variability is 

popular and non-invasive tool. These indicators contained in 

ECG wave appear all the day or occur randomly in the day. So, 

computer based information is much useful over day long 

interval to diagnose heart disease. Thus, this paper deals with 

classification of heart diseases on the basis of heart rate 

variability using artificial neural network. Feed forward neural 

network is considered to be almost correct 85% of the test 

results. 

Keywords—Electrocardiogram (ECG); cardiology; P-QRS-T 

wave; autonomic nervous system; heart rate variability; artificial 

neural network; time and frequency domain; pattern recognition; 

diseases classification 

I. INTRODUCTION  

Electrocardiogram (ECG) is the study of electric activities 
coming from the heart through cardiac muscles. An ECG 
records the electric potential, its origin and propagation 
through cardiac muscles. For cardiac physiology, ECG is the 
representative signal [1]. The ECG in cardiac physiology plays 
the role of finger print for cardiac state. A useful way to 
understand the state and the health of heart is using 
electrocardiogram (ECG). An ECG defines the measurement of 
the electric activity of the heart [2]. A small electric impulse is 
produced when a heart beats. These impulses move in cardiac 
muscles when a heart contracts. So, ECG is responsible to 
detect these impulses. The ECG test has no pain and harm and 
that it does not put any extra activities on subject body. A 
healthy heart does not beat regularly it depends upon many 

factors like exercise, physical and mental stress [3].  R-R 
interval gets changed even in rest around its mean value [4].  

A. Heart Rate Variability 

Heart rate variability measures variation of time interval 
between two consecutive intervals of time. Heart rate 
variability is non-invasive marker which is used to measure 
sympathy-vagal activities. Heart rate variability is also used to 
measure beat-to-beat variation of two consecutive R-R 
intervals. 

B. Structure 

An ECG consists of wires, electrodes and a reading 
machine. Fig. 1. Electrodes are connected to arms, legs and 
chest of the patients, the wires from the electrodes are 
connected with ECG. The machine records electric impulses 
coming from the heart through the cardiac muscles. The 
recorded beat is shown on the screen or paper strip. 

 

Fig. 1. An ECG waves with different peaks. 
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The ECG wave pattern determines the condition of heart 
[5]. To have proper diagnosis, it requires several hours, using 
ECG and heart rate variability. 

For clinical diagnosis, doctors often ask the patient to 
perform number of tests for the diagnosis of disease. It was 
observed that the tests results did not lead to effective diagnosis 
of the disease. So, the classification approach of neural 
network is useful to classify the diseases in different classes. 
Thus, Neural Network approach for diagnosing heart diseases 
is more feasible, faster and accurate. 

Artificial neural network is a mathematical model, inspired 
from human brain; it models human brain, functioning and 
activation. Thus, it is very useful in classification and pattern 
recognition. In recent years, ANN has produced accurate 
results in medical field like in lungs cancer, heart diseases and 
also in other fields like weather forecasting, marketing, stock 
markets and computer sciences. 

In section II, a review of the literature is presented, while 
section III contains the Methodology adopted for this work. 
Section IV is about the result and discussion and then finally 
we conclude in section V. 

II. LITERATURE REVIEW 

An artificial neural network which interconnects artificial 
neurons in a network is an inspiration of biological neurons 
with a task to classify information in different classes. The 
natural neurons and natural neural network system are 
considered imaginary while modeling ANNs. ANNs consist of 
inputs, hidden layers, outputs, sigmoid function, synaptic 
weights, and perceptron. These perceptrons are basically 
responsible to transfer information. ANN has many advantages 
as compared to conventional computers. An ANN is an 
experienced learning processing function which learns from 
experiences. ANN is used for classification of data in different 
classes; it puts information into its weights. 

The heart rate is the study of variations of R-R interval in 
time [6]. The rhythms of healthy heart are not same. It depends 
on many factors; if someone is exercising its heart beats fast as 
compared to beating in normal conditions. Also heart beat 
depends on physical and mental stress. So the interval between 
normal sinus beats varies in normal condition. One of the 
world‟s most important and unsolved problems is sudden 
cardiac death [7]. 

The process of respiration, blood pressure, regulation, 
thermoregulation, circadian rhythms and other factors are the 
main sources of heart rate variability. 

Basically the heart rate variability can be measured using 
two methods 

A. Time Domain 

B. Frequency Domain   

 Time domain measures the “total variability occurred in 
heart rhythms” while frequency domain states the “the 
underlying rhythms” [8]. 

An ECG consists of many significant points to state the 
condition of a heart. To analyze the heart state, spectral 

analysis is of great importance [9].  An ECG consists of 
important points when afflicting the heart. It has different 
results in different interval of time. Sometimes it is not able to 
show the symptoms of the diseases. For proper diagnosis, ECG 
and HRV may require several hours which is time consuming 
and there is a chance of missing of important points, because of 
large data and excess of information volume. The HRV is 
measured between the R-R intervals of PQRST waves. The 
useful frequencies measured by ECG often lies between 40Hz. 
While plotting HRV, we draw heart variability against time 
axis. In this paper we classify the heart diseases by artificial 
neural network into four classes and the heart rate variability 
(HRV) as base signal. Two parameters obtained from heart rate 
signals were used for the required classification. 

III. METHODOLOGY 

The data for the proposed study was collected from “Civil 
hospital” and “BMC hospital Quetta”. The collected data 
contained 500 ECG papers of four different kinds of heart 
diseases (normal ECG, left bundle branch block, complete 
heart block, ischemic and sick sinus syndrome). The heart 
diseases in this paper are classified by artificial neural network 
and back propagation algorithm as methodology classifies 
using heart rate variability as base signals.  

A. Neural Network Classifier 

Artificial Neural network is basically a mathematical 
concept which is used to model the human brain. As the name 
suggests, the neural network is an inspiration of human brain. 
The study of human brain has been an interesting phenomenon 
in every time for human itself. The development and 
advancement in modern electronics have a natural effect to 
develop a machine which could work like human brain.  ANN 
is used to solve many problems and multilayer perceptron is 
used for solution of problems and modeling [10]. When we 
model ANN the structure of biological neuron is very 
abstracted [11]. To predict a disease is one of the most 
interesting and challenging phenomena for modern world [12]. 
ANN is one of the powerful subjects for predicting and 
forecasting [13].  ANN is also used to identify cancer cells and 
the best cure of cancer is to identify cancer cells in its early 
stage [14]. ANN has many useful applications in medicines 
[15]. A biological brain contains billion of cells of different 
type and length [16]. 

 Artificial Neural Network (ANN) is an attempt to develop 
an artificial network system that could work like human brain. 
As in biological neurons, a highly interconnected network of 
neurons performs the task of processing information from one 
place to another. In the same way ANN is also working in 
parallel to process the information. For weather forecasting 
ANN has much accurate results [17]. ANN is very useful in 
areas such as pattern recognition and classification. In ANN, 
input of the network determines activation of the function that 
determines if the function has an output or not. This is the 
result of total aggregate of total input given to the system. 
Physicians make decisions on the tests related to the diseases or 
on the conditions observed on patients earlier [18]. 
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ANN has self-learning capabilities that enables it to 
produce better results. The more it is trained the more it can 
produce correct results.  

The problems that has no algorithmic solution, ANN is 
very useful to solve those problems. An ANN is very useful for 
the phenomena like predictions, pattern recognitions, image 
analysis and medical diagnosis. A layer in ANN is the 
subgroup of processing elements. The ANN consists of two or 
more than two layers. The first layer which receives input from 
some source is called input layer, while the last layer which is 
dependent of the input layer and the layers lying between input 
and output layers are called hidden layers. 

The structure of ANN is parallel, if some element of the 
ANN fails to function then it does not affect the whole system 
of perceptron and it has ability to learn from experience. The 
input data given to the system is classified into accurate and 
fair classifications. The information received from inputs are 
stored in connection weights (synapse) which makes decisions 
on total aggregate. It has a result when comparing the output 
with a threshold. When the output value is greater than 
threshold than the function is activated and the mentioned 
function is not activated when output value is less than 
threshold value. ANN has different number of layers in 
different situations. ANN may have only feedback or feed 
forward structure for the classification of data. 

ANN is the network from which we can configure an 
output of our desire. Multilayer perceptron feed forward neural 
network with the back propagation algorithm and multilayer is 
a supervised learning process. In this process the desired output 
is trained and the input data is transformed into desired output. 
The linear combination of weights and inputs can be calculated 
as  

     +      + … +     

In summation form it can be written as  

∑    
 
                   (1) 

Where    is n-number of inputs and    are the 
corresponding weights. 

 

Fig. 2. Sigmoid Function. 

An ANN contains input layer, one or more than one hidden 

layers and an output layer. A multilayer network with the        
neuron with t iterations having actual output y and desired 
output d with an error „e‟ is given by 

  (t) =   (t) -   (t)              (2) 

And the sigmoid function is given by Fig. 2. 

 
 

                    (3) 

To the input layer, data is given in the form of numbers. 
The hidden layers process the data with the help of an 
activation function, Fig. 3. and in this way the data is 

forwarded to output layer. The hidden layer    
  and output 

layer bk can be calculated as  

  
  =∑     

 
      +   

 )             (4) 

And 

    = ∑      
  

         
  +  

 )              (5) 

Where    
  and    

  are the weights of connection and   
  

and   
  are called biases terms.  

 

Fig. 3. Model of Artificial Neuron with Activation Function. 

The weights are updated by the following equations 

   (Updated) =     + μ  
               (6) 

And 

    (Updated) =    + μ                 (7) 

And partial derivative of total error can be calculated as  

  

    
 (t) = 

 

 
 ∑

   

    

 
    (t)               (8) 

Where μ is the learning rate, its value is 0.9 and     is the 

weight from neuron j to neuron k. 

Input layer receives data through nodes or units, the 
subsequent layers process the data with the help of an 
activation function. The output layer consists of four neurons. 
The network has the ability to identify only four outputs. i.e. 
(0001, 0010, 0100, 1000) decoded in binary number system. 

B. Back Propagation 

It is the method in which input data are fed from input layer 
to hidden layer, from hidden layer to output layer and then 
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from output layer to input layer through hidden layers, in the 
form of adjusted weights.  Initially, the weights are assigned 
random numbers and then modified to minimize the error. The 
weights are updated from output layer towards input layer. 

C. Diseases Classification using ANN 

For the current paper we classify the heart diseases into 
four classes as  

 Normal  

 Complete heart block 

 Dilated cardiomyopathy 

 Sick sinus syndrome   

The ANN was used to classify the input data in different 
classes feed by Spectral entropy and Poincare plot geometry.  

D. Spectral entropy 

The variation in time interval between R-R peaks of an 
ECG is referred as heart rate variability (HRV) [19]. Spectral 
entropy determines the complex form of time series. The 
Fourier transformation is one of the basic tool to transform 
time domain into frequency domain and determines the power 
of heart rate at the given frequency f. Fourier transformation 
converts time domain into frequency domain [20].  It expresses 
the power as function of frequency f. The spectral entropy H is 
given by  

H =  ∑    log (  ) 

Here    is the power density function at frequency f and 
0      

E. Poincar ́ Plot Geometry 

Poincare plot geometry is consisting of R-R intervals of an 
ECG. Fig. 4. 

 
Fig. 4. Two Consecutive R-R Intervals. 

It represents the (           ) intervals at the co-ordinate 

axis and each point on the co-ordinate axis are corresponding 
to two consecutive intervals of time recorded at ECG [21]. The 
cloud of points can be determined by its length     which is 
parallel to the identity line y = x and its breadth can be 
determined by across the line    . 

     And     are the short and long term heart rate 
variability respectively, Fig. 5. 

The expression 
   

   
⁄  gives the relation between these 

components [22]. 

 

Fig. 5. Four -layered feed forward neural network. 

IV. RESULTS AND DISCUSSION 

An ECG wave pattern consists of important information 
about the condition of heart.  Different shape and size of an 
ECG wave with different time interval between different peaks 
provide significant information like whether the heart is 
healthy or not. To study pinpoint cardiovascular disease in 
large quantities of data consisted on several hours is time 
consuming and sometimes there is chance for misreading of 
important points about diseases contained in ECG wave. So 
computer based technology is very useful in predicting and 
diagnosing disease.  A well trained and well-designed neural 
network is used to predict and classify cardiac diseases into 
four different classes as shown in the table 1. Multilayer neural 
network with input set of data derived the results related to 
non-linear parameter of heart diseases by increasing the 
number of hidden layers. The more hidden layers we have the 
less mean square error we obtain.  Precisely by increasing the 
number of hidden layers we can successfully train neural 
network and an accurate prediction about classification is 
possible. The classification of cardiovascular diseases by back 
propagation algorithm feed by input data (spectral entropy and 
Poincare plot geometry) is predicted in table 1. To have better 
predictions about diseases the algorithm was trained and 

weights were modified and updated. 

This research is going to be a pioneer one in application of 
Artificial Intelligence particularly the Artificial Neural 
Network in classification of heart diseases. This area of the 
subject is not much studied by the researchers. So, this research 
is a kind of corridor that opens the new avenues to further 
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studies in the application of ANN especially in the diagnosis 
and classification of heart diseases. 

TABLE I.  RANGE FOR INPUT DATA FOR ANN FOR CLASSIFICATION 

Class Spectral entropy 
   

   
⁄  

More table copya 1.63±0.024 0.80±0.16 

Complete heart 

block (CHB) 
00.86±0.054 00.64±0.025 

Ischemic 1.11±0.10 0.64±0.024 

Sick sinus syndrome 

(SSS) 
1.27±0.135 0.96±0.32 

V. CONCLUSION 

The artificial neural network classifier is the new human 
brain inspired mathematical modeling having very useful 
results in medical while diagnosing diseases and their 
classifications. It enhances the patient abilities in diagnosing 
diseases. To predict disease with certainty and accuracy rate of 
100% is not possible yet. The accuracy rate depends on many 
factors including input data‟s size and quality of training data 
and parameters selected for input data. So the results evaluated 
in table 1 by back propagation is effective the range of 80-
85%. 
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Abstract—Steganography is a form of security technique that
using ambiguity to hide a secret message within an ordinary
message between senders and receivers. In this paper, we propose
a new steganography technique for hiding data in Joint Photo-
graphic Experts Group (JPEG) images as it is the most known
type of image compression between the lossy type compressions.
Our proposed work is based on lossy compression (frequency
domain) in images. This type of compression is susceptible to
change even for the smallest amount of change which raises a
difficulty to find a proper location to embed data. This should be
done without affecting the image quality and without allowing
anyone to notice the hidden message. From the senders side,
first, we divide the image into 8*8 blocks, then apply a Discrete
Cosine Transform (DCT), Quantization, and zigzag processes
respectively. Second, the secret message is embedded at the end
of each selected zigzag block array using the best method of
our experimental results. Third, the rest of the code applies
the Run Length Code (RLC), Different Pulse Code Modularity
(DPCM) and Huffman encoder to obtain the compressed image
that includes the embedded message. From the receiver’s side, we
will reverse the previous steps to extract the secret message using
an encrypted shared key via a secure channel. Our experimental
results show that the best array content size of zigzag computed
coefficients are between 1 to 20. This selection allows us to utilize
more than half of the image blocks to embed the secret message
and the difference between the cover image that holds the secret
message and the original cover image is very minimal and hard
to detect.

Keywords—Steganography; hide secret message; JPEG image;
lossy compression; frequency domain; zigzag

I. INTRODUCTION

We live in the era of technology, which involves in growing
use of the Internet; so we need a secure transfer for a secret
message through the Internet. Data hiding techniques have
lately become important in several application fields. The
importance of data hiding techniques stems from the trans-
mission medium is being not secure. Hence, some methods are
needed to make it difficult for the unauthorized user to extract
information from the images. The primary motivations to hide
data are to protect personal, sensitive and private confidential
data [1].

A data hiding technique is an innovative type of secret
communication technologies. It is a form of embedding data
into digital media (image, video, audio, text) with a minimum
amount of perceivable degradation to the host signal, for the
aim of identification, control access to digital media and copy-
right. The techniques used for data hiding differ depending
on two factors; the quantity of data needs to be hidden, and

the required invariability of these data to manipulation [2].
Any loophole to fill data in a host signal, either statistical
or perceptual are possible targets for removal by lossy signal
compression [2]. The answer to a successful data hiding is
to find holes that are suitable for utilization by compression
algorithms. There are different techniques of data hiding like
watermarking, steganography, and cryptography.

To this end, we propose a new steganography technique
for hiding data in JPEG images. Our proposed work is based
on lossy compression (frequency domain) images; which raise
a difficulty to find a proper location to embed data without
affecting image quality and without allowing anyone to notice
the hidden message. Our work focuses on how to embed
and extract secret data without affecting the original image.
After a comprehensive study of the JPEG encoding process,
it was found that the best location to embed data is in a
zigzag order based on several experiments. From the senders
side, the work of this paper firstly divides the image into 8*8
blocks. Then, we apply the Discrete Cosine Transform (DCT),
Quantization, and zigzag processes in order to calculate the
required blocks for the secret message. After that, the process
of embedding the data in the selected blocks will start based on
a specific range. The rest of the code applies the Run Length
Code (RLC), Differential Pulse Code Modulation (DPCM) and
Huffman encoder as before to obtain the compressed image
that includes the embedded message. During the previous
process, the secret message is embedded at the end of each
selected zigzag block array using the best method of our
experimental results. The sender sends the compressed image
to a communication channel, and the receiver will reverse the
previous steps to extract the hidden data using a Shuffled Block
Candidate Array (SBCA) array that has been sent via a secure
channel. However, the receiver can use the shared private
key to generate the same SCBA generated on the sender.
Sharing the private keys allows both sender and receiver to
exchange messages without the need to send the SCBA of
each embedding process. In this paper, we choose to share the
SCBA array for the sake of simplicity and to focus more on
the proposed embedding technique.

The remainder of this paper is organized as follows. In
Section II, we overview the background topics of steganog-
raphy and image compression. Section III overviews related
work of our paper. In Section IV, we introduce and describe
our proposed technique and its procedures. Our experiments
and results are presented in Section V. Section V describes the
conclusion of the paper.

www.ijacsa.thesai.org 751 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 11, 2018

II. BACKGROUND

In this section, we provide background topics of steganog-
raphy and image compression.

A. Steganography

The word steganography derived from the Greek language
and means ”covered writing” [1]. Steganography is a science of
hiding message, file, image or other data types within another
data file, in a way to prevent anyone to know if there is
message hiding in the original message. Fig. 1 shows the
steganography steps. In the following, we describe the different
types of steganography.

1) Steganography based on Protocols: There are three
main types of steganographic protocols as shown below [3].

• Pure Steganography: This type assumed the sender and
receiver must have access to the process of embedding
and extraction.

• Secret Key Steganography: In this type, the sender and
the receiver use the same key to hide and extract the
secret message in a cover media.

• Public Key Steganography: The sender and the re-
ceiver use the different key to hide and extract the
secret message in a cover media.

2) Steganography based on Cover Media: There are five
types of Steganography based on the carrier object that
is used for hiding the secret data. These types are Audio
Steganography, Text Steganography, Image Steganography,
Video Steganography, and Network Steganography [4].

3) Steganography based on Domain: Steganography tech-
niques can be divided into two domain types as described
below.

• Spatial Domain: In this type, the secret message bits
are embedded in a cover image by directly changing
the pixel’s color values. An example of this type is
the Least Significant Bit (LSB) technique.

Fig. 1. Steganography steps overview (reproduced from [4]).

• Frequency Domain: In this type of techniques is tries
to embed the secret message bits in the frequency
domain coefficient of the cover image. An example
of this is the Discrete Cosine Transform (DCT) tech-
nique.

B. Image Compression

Image compression is the science/art of efficiently encoding
digital images to minimize the number of bits that are required
to represent an image [5]. Image compression divided into two
types as follows [6].

• Lossy Compression: The concept of this type is that
when data is compressed, it loses a portion of itself.
Therefore, there became a slight difference between
the image before compression and the image af-
ter decompression. In this type of compression, the
amount of loss can be adjusted to achieve the desired
compression ratio. Examples of this type are Joint
Photographic Experts Group (JPEG), Moving Picture
Experts Group (MPEG), and Moving Picture Experts
Group Layer-3 Audio (MP3).

• Lossless Compression: The concept of this type is that
when the data is compressed, it does not lose any
data. In other words, the reconstructed data after the
compression is identical to original data. The most
common techniques of this type are Huffman coding,
RLC, and Lempel–Ziv–Welch (LZW).

An image compression process contains two phases [7];
encoder and decoder.

1) Encoder: In this phase, we take an original image
and apply some steps to obtain a compressed image.
It contains multi-steps as shown in Fig. 2.

2) Decoder: In this phase, we use the result from the
encoder phase and apply inverse the steps (the steps
that applied in the encoder phase) to obtain a decom-
pressed image. It contains multi-steps as shown in
Fig. 3.

III. RELATED WORK

There are many research work on data hiding techniques
in multimedia data. We overview the latest research work
related to our paper in this section. H. Lu et al. propose an
algorithm for binary images that can embed a watermark in DC
component [8]. They combine the embedding watermarks in
the DC components of DCT and employing a biased binariza-
tion threshold. The results show that the embedding algorithm
provides some degree of robustness against conventional image
processing. M. Kaur et al. [9] propose a method using two
watermarks in a cover image. They embed the first watermark
in the middle frequency of the blue component. The second
watermark is embedded into magnitude coefficients of the
Discrete Fourier transform (DFT) in the form of local peaks.
They concluded that the Red Green Blue (RGB) model is
more suitable in case of repeating watermark than the YCbCr,
and the blue component is more suitable for embedding the
watermark. The work in [10] proposes a method using a secret
data and Laplacian sharpening method. The author compresses
the secret data using Huffman coding. After that, she embeds
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it in a cover image using Laplacian sharpening method to
determine the useful hiding places based on a threshold value.
S. Sujatha et al. [11] propose a method to generate watermark
from the original image. First, they used low frequency, a
rescaled version with the help of Arnold transform to generate
a watermark. Second, they used a high frequency of Discrete
Wavelet Transform (DWT) to embed the watermark. This
method provides good robust against attacks such as JPEG
compression, scaling and rotation.

R. Preda proposes a method for image authentication using
a semi-fragile watermark in [12]. In this method, the author
used a semi-fragile watermark to detect malicious tampering in
the image and embedded a bit of watermark in the coefficient
by means quantization. He selected wavelet coefficient with
random permutation using a secret key to provide a higher level
of security. This method achieved decent image quality and
tampering detection resolution with a low watermark payload.
In work [13], the authors propose a method to embed a binary
watermark in a compressed color image. They embedded a
binary watermark in middle bands of (Y) luminance. This
method provided good watermark in colored images. M. Khan
et al. [14] propose a method that combined between DWT
and DCT. They applied DWT to an original image after that
applied DCT to High-High (HH) band to obtain matrix H.
They converted H matrix into four quadrants using zigzag.
Finally, they applied Singular Value Decomposition (SVD) in
each quadrant to embed the watermark. In research work [15],
the authors propose a method using DCT. They applied DCT
to a middle frequency of B plane and selected DCT (4, 3),
DCT (5, 2) to embed the watermark. This method provides fair
robust against different types of attack. M. Mundher et al. [16]
they propose a method using the preprocessing stage and
Discrete Slantlet Transform (DST). They used a preprocessing
stage to find the best channel. After that applies DST to the
selected quadrant to find the best frequency sub-band to embed
the watermark in the best frequency. This method employed
to ensure the imperceptibility and robustness of watermarked
images.

In the research work [17], the authors propose a method

Fig. 2. JPEG Encoder Compression (reproduced from [7]).

Fig. 3. JPEG Decoder Compression (reproduced from [7]).

using DWT in Hue, Saturation, and Intensity (HSI) color
space. First, selecting I plane from the original image (in HSI
form). Then, they apply DWT to it and select low-frequency.
Second, dividing the watermark image into 8*8 blocks. Fi-
nally, comparing both images based on entropy values, then
multiply the scaling factor. This method provides fair, robust
watermark to noise attacks. In [18], the authors propose a
method using 3D chaotic cat map, DWT and lifting scheme.
The irregular output of the chaotic cat map is used to embed
the secret message in a cover image. Then, they embedded
the secret message in the mean coefficient of DWT. Finally,
they applied lifted scheme to guarantee lossless extraction of
hidden information. The method provides good performance
and imperceptibility according to two measures (Peak Signal-
to-Noise Ratio (PSNR), Structural Similarity Index (SSIM)).
The work in [5] proposes a method called Compressed En-
crypted and Embedded Technique (CEET). In this method,
they compressed a secret image using JPEG compression to
reduce the size of a secret image. After that, they selected
key randomly and applied encryption to the secret image
to increase security. Finally, they embedded a secret image
in a cover image using LSB by inserting at least 2 bits.
This method collected different techniques to reach the goal
of steganography which is embedding highest possible rate
while remaining undetectable to steganalysis. J. Mazumder et
al. [19] propose a method using DWT and optimized message
dispersing. They used a high frequency of all color components
(R, G, B) to embed a secret message. They start from the last
column of each of the components from top to bottom based
on the length of the message. Finally, they used Mean Squared
Error (MSE) and PSNR to measure the imperceptibility of the
method that shows it is acceptable compared to other methods.

G. Swain in [20] proposed a method using the LSB but in
new method Group of Bits Substitution (GBS). Firstly, they
appends length of message in the beginning of the binary
message, after that embedding one bit of the secret message
in the cover image if size of cover image ≥ size of secret
message or embedding two bits of secret message in one
byte of the cover image if size of cover image size of
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Fig. 4. Overview of Our Proposed Technique.

secret message divided by 2. Finally, this method provides the
security to a higher level. In [21], the authors propose a method
using ”LSB substitution” and ”Arnold transform”. They used
”Arnold transform” to encrypt the secret images using different
keys. Then, embedding the first Most Significant Bit (MSB)
(in secret image 1) in last three LSB once using red pixel
of the cover image, again using green pixel and a blue pixel.
Results reveal that the method successfully secures the high
capacity data keeping the visual quality of transmitted image
satisfactory. S. Kumar et al. [22] propose a method using
index based on a chaotic mapping. They used a chaotic map
to generate pseudo-random numbers (index). The index is
used as a position to embed a message in a cover image,
and they used LSB substitution to embed bit pixels in the
cover image. In [23], the authors propose a system using
three methods Huffman, zigzag and Pptimal Pixel Adjustment
Process (OPAP). They used Huffman to compress the secret
message to reduce the size of the secret message and to provide
high embedding capacity then, used Zigzag scanning to select
the pixels that the secret message be hidden in them and used
OPAP to enhance the quality of the Stego-images to keep
minimizing embedding error.

We test the effect of modification in the zigzag order using
three methods then selected the best method that was adopted
in this paper to hide data; the selected method provides better
security with high embedding capacity and a better Stego-
image quality than the existing system.

IV. OUR PROPOSED TECHNIQUE

The visual quality of Stego-image (imperceptibility), the
security level (robustness) and embedding capacity are three
basic principles that are used to evaluate the performance of
the steganographic scheme. This section presents our proposed
solution illustrated in Fig. 4, which provides a new method
for embedding and extracting secret messages in zigzag order
using JPEG image format. Our proposed technique consists

Fig. 5. Random number generation phase (reproduced from [24]).

Algorithm 1 Generating Shuffled Candidate Block Array
Input:
Cover Image M.
Private key K.
Zigzag array threshold value ZT

1: Create empty Candidate Block Array (CBA).
2: Create empty array Shuffled Candidate Block Array

(SCBA).
3: Get No of Micro Blocks N from cover Image M.
4: for each B of N Blocks do
5: Retrieve Zigzag Array Z of B Block.
6: if Index of last Coefficient value of Z >= ZT then
7: Save the location of this block into CBA.
8: else
9: Skip it

10: end if
11: end for
12: SCBA = PRNG Shuffle(CBA) [24].
Output: Shuffled Candidate Block Array (SCBA)

three phases; namely, 1) Random Number Generator phase, 2)
Generating the Shuffling Array phase, 3) Embedding or Ex-
tracting Secret message in cover image phase. In the following
subsections, we will describe our proposed technique phases
in details.

Phase 1: Random Number Generator

A Random Number Generator (RNG) is a computational or
physical device or a piece of software code which is designed
to generate a sequence of numbers or symbols that cannot
be reasonably predicted better than by a random chance. The
input range for generating every random number depends on
the bit length of the keys and nature of data and operation to
be performed on data. We use a Chaotic based random number
generator proposed by [24] to shuffle the secret message
location within the cover image. We use a 256 key to increase
the security level.
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Phase 2: Shuffle Array Generation

In this phase, we generate an array to represents the secret
message in order to build a corresponding location inside the
cover image. Firstly, the secret message is converted to a
sequence of ASCII codes. Then, we store the ASCII code
into a binary representation. The size of the latter array is
divided by 3 bits to calculate the required Number of image
micro-Blocks (NOB). Second, the cover image is decoded to
find the locations of the micro-blocks that passes the validity
condition which will be discussed in later sections. Third, we
initiate the Candidate Block Array (CBA) array (where its
size equals to NOB) that contains the micro-blocks locations
obtained from the previous step. Finally, we pass the CBA
array into the Pseudo-Random Number Generator (PRNG) to
obtain the Shuffled Candidate Block Array (SCBA). Fig. 5
illustrates the process of shuffling the CBA.

Algorithm 1 represents the generation of the SCBA. The
algorithm receives the cover image, secret key and a threshold
value of the maximum number of non zero coefficients in
the zigzag array. Steps 1 to 3 initialize the arrays CBA and
SCBA. Steps 4 to 11 iterate through each block to examine the
threshold value condition. After step 11, the CBA will contain
the sequence location of each zigzag array that passes the
threshold condition which selected to hold the secret message.
In step 12, the CBA array is passed to the proposed shuffler
in order to shuffle the location. Step 12 will randomize the
location of the data which makes the possibility of assembling
the secret message very hard without the availability of the
SCBA.

Example: Generating SCBA for the secret message ”Com-
puter” using the image of Fig. 6.

• Cover image: Lena

• Secret massage: Computer

• Data array: 01000011 01101111 01101101 01110000
01110101 01110100 01100101 01110010 00100000

• Total blocks in image: (512*3*512)/64=12288 blocks.

• Using blocks that contain values between 1 to 20

• NOB = 24

• Initialize CBA

• CBA = {1,2,4,7,10,13,16,19,21,22,23,28,29,31,34,
37,40,43,46,49,52,55,58,61}

• SCBA = {13,21,55,52,31,22,2,43,49,46,61,4,19,
16,7,34,23,37,40,29,1,10,28,58}

Phase 3: Embedding secret message in JPEG Image

This phase works to embed the secret message in the
cover image; without affecting the compressed image. This
phase is delicate as JPEG image format (lossy compression),
and the frequency domain is complicated and hard to find a
location to embed the secret message without affecting the
compression process. We present in this paper two different
proposed methods to be evaluated based on the following two
targets before giving the final algorithm.

Fig. 6. Lena Cover Image

1) We need to find the maximal number of bits to be
embedded at the end of each selected blocks in the
cover image. Our experiments include 2 bits, 3 bits,
and 4 bits chunks.

2) We need to find how to add the data chunks to the last
value in the selected block in a way that guarantee
minimal effects on the encoding process.

In order to achieve our goals, we proposed a set of
experiments using two different methods of adding the data
chunks at the end of the zigzag array. First, it worthy to
explain the structure of the zigzag order to better understand
the proposed methods. As we see in Fig. 7, the 2d array of the
calculated coefficients is converted into a 1D array in a way
that accumulates the zero value coefficient at the end of the
array. This structure allows us to add our data chunks after the
last non-zero coefficient value without affecting the encoding
or decoding process. Now, based on the structure of the zigzag
order we proposed the following two methods in order to find
the best way to add our data chunks without affecting the final
compressed image and obtaining the most available space to
hide the data in.

1) First Method: The first method puts the secret data after
the last non-zero coefficient using three data chunk sizes as
follows.

1) We divide the binary form of the secret message into
a group of 2 bits and represent each group with a
decimal value of -1, 0, 1, and 2. The corresponding

Fig. 7. Zigzag scan process in JPEG [7].
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decimal values are then embedded after the last value
of the non-zero coefficient.

2) We divide the binary form of the secret message
into a group of 3 bits and represent each group with
a decimal value from -4 to 4 excluding the zero.
The corresponding decimal values are then embedded
after the last value of the non-zero coefficient.

3) We divide the binary form of the secret message
into a group of 4 bits and represent each group with
a decimal value from -8 to 8 excluding the zero.
The corresponding decimal values are then embedded
after the last value of the non-zero coefficient.

2) Second Method: The second method adds the value of
the data chunk to the last non-zero coefficient value also using
the same previous three data chunk sizes as follows.

1) We divide the binary form of the secret message into
a group of 2 bits and represent each group with a
decimal value of -1, 0, 1, and 2. The corresponding
decimal values are then added to the value of the last
value of the non-zero coefficient.

2) We divide the binary form of the secret message into
a group of 3 bits and represent each group with a
decimal value from -4 to 4 excluding the zero. The
corresponding decimal values are then added to the
value of the non-zero coefficient.

3) We divide the binary form of the secret message into
a group of 4 bits and represent each group with a
decimal value from -8 to 8 excluding the zero. The
corresponding decimal values are then added to the
value of the non-zero coefficient.

After the evaluation process explained in Section V, we found
that the second case in the first method is the best approach
in term of minimal effect on the final compressed image and
the larger space to hide data.

Algorithm 2 shows the process of embedding the secret
message in a cover image while Algorithm 3 shows the steps
of extracting the secret message.

At this point, an example is always good to illustrate the
process of our proposed algorithms. The following example is
divided into two parts. The first part will illustrate the process
of embedding a secret message. The second part illustrates the
process of extracting the same message from the cover image.

Algorithm 2 Embedding secret message in a cover image.
Input:
Cover Image M.
Hidden data size in each block N
Secret Message SM.
Shuffled Candidate Block Array(SCBA)

1: Convert SM into Binary Representation B
2: Initialize counter to Zero
3: for each D of size N from B do
4: Location = SCBA[counter].
5: Retrieve Zigzag Array Z of M[Location].
6: Insert the D value after the last value in Z.
7: end for

Output: Steganographic Image

A) Embedding the secret data in the 8*8 block pointed with
a rectangle in Fig. 8: .

The secret message in this example is ”OLA”. The com-
pression algorithm will generate the quantized DCT coeffi-
cients shown in Fig. 9 A of the selected blocks. The later 2D
array is then converted into a 1D array using the zigzag order
as shown in Fig. 9 B.

The binary representation of our secret message is:
O = (01101111)
L = (01101100)
A = (01100001)

The groups of binary representation using the 3 bits data
size chunks will be as follow:
Group 1 = 000
Group 2 = 001
Group 3 = 010
Group 4 = 011
Group 5 = 100
Group 6 = 101
Group 7 = 110
Group 8 = 111

The previous group is mapped to each decimal values as
follows:
Group 1 = -4
Group 2 = -3

Algorithm 3 Extracting secret message in a cover image.
Input:
Steganographic Image M
Shuffled Candidate Block Array(SCBA)

1: Initialize B array
2: Initialize counter to Zero
3: for each I from SCBA do
4: Retrieve Zigzag Array Z of M[I].
5: Extract the D value from the last value in Z.
6: Insert D to B
7: end for
8: Convert B from Binary to ASCII representation SM

Output: Secret Message (SM)

Fig. 8. Lena’s image in Y sub-band
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Fig. 9. A) Quantization of DCT coefficients, B) zigzag order.

Group 3 = -2
Group 4 = -1
Group 5 = 1
Group 6 = 2
Group 7 = 3
Group 8 = 4

Now, using the first three bits of the letter O. We place
the corresponding decimal valuec (-1) after the last non-zero
value within the zigzag array showed in Fig. 9 B). The resulted
Zigzag array will be:
32 6 -1 -1 0 -1 0 0 0 -1 0 0 1 -1 0 0 0 . . . 0 0 0

Finally, the processed of encoding will continue as usual
by applying RLC on DC component and DPCM on AC value
then to Huffman encoding.

B) Extracting the secret message from the cover image:
At the receiver side, the last value in the Zigzag array of
the retrieved block based on the SCBA will be extracted and
mapped back to the original bit representation. The extracted
value will be added to a buffer that accumulates the binary
representation of the completed secret message. The receiver
will obtain the SCBA array through a secure channel.

V. PERFORMANCE EVALUATION AND RESULTS

In this section, we show and discuss the results of our
experiments to illustrate the impact of hiding the secret mes-
sage based on our proposed technique. We first provide a brief
description of the experiment setup followed by the conditions
and results of the experiment.

A. Implementations

Our proposed algorithm is implemented entirely using Java
Eclipse. We calculate the difference between the cover image
and cover image after embedding the secret message using
MATLAB to measure the effect of the embedding method on
the compression process. We also developed a Graphical User
Interface (GUI) that allows the user to input a secret message
to be embedded in a cover image using the proposed technique.

B. Experiments

In order to choose the best zigzag array of the cover image
blocks, we need to answer the following questions.

1) Does the number of elements in the zigzag array be-
fore the last non-zero coefficient tolerate the inserted
data chucks differently?

2) Does the size of the inserted chucks affects the
compression process differently?

3) Which proposed method of adding the data chunk
affect the compression process and what is the best
threshold to use?

The first information we need is to find how many blocks
are available in each image of our test data set and for
each block how many are the coefficient values in the zigzag
array. Our data set includes four popular images that many
researchers use in order to compare the results. In TABLE I, it
shows the maximum number of blocks in each range using 17
different intervals based on the number of coefficient values in
each zigzag array before the last non-zero values of each image
block. The results in TABLE I show the following information.

1) The number of blocks in each image.
2) The average number of the block in each range.
3) The ratio between the number of blocks in each

interval, and the number of blocks in each image.

Based on TABLE I, we can observe that the number of
blocks is higher on the 1-30 and 1-20 intervals. All the other
intervals have less than 30% average which limits the size
of the secret message to be embedded. Now, the question
of which interval is better to use in term of less impact on
the compression process. To answer the latter question, we
generated 1000 different secret messages that occupy at least
50% of the selected blocks and measured the difference of
pixel values before the embedding and after the embedding
process. The results lead that using the interval 1-20 of non-
zero coefficient values before the last non-zero coefficient
value always resulted in less difference. Thus, we continue
our experiments using the interval 1-20; although it has 7%
fewer blocks than the 1-30 interval. This results answered the
first question of our experiments cause.

Now to answer question two and three, we used the
previous interval as our threshold value to choose which
zigzag array to embed our data in. In TABLE II we show
the experiments of each of our proposed methods in order to
find the best method and the best size of the inserted data
chunk. TABLE II shows the following information:

1) The used method and case.
2) The number of pixels changed during the embedding

process with a value greater or equal to 50.
3) The average of difference using all values pixel.

The reason for showing the number of pixels changed with
values equal or larger to 50 is to emphasize what human can
detect. Usually, human eyes cannot detect changes on pixels
with values less than 50. Thus, the less no of changed pixels
means that human eyes will not notice any changes on the
picture after the embedding process. This test is not enough,
as most of the detection tools are computerized. In this case,
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TABLE I. NUMBER OF BLOCKS BASED ON THE NUMBER OF COEFFICIENTS UNTIL THE LAST NON-ZERO VALUE

Number of blocks

Total blocks 12288 6500 108000 108000 17856 30720

Zigzag array
contents in-
terval

gg
(1024*633)

r (510*737) Flower
(1920*1200)

Girl
(1920*1200)

Animal
(512*512)

Lena
(512*512)

Average

1 - 30 (29%) 8783 (46%) 8253 (53%) 56968 (52%) 55854 (48%) 3142 (47%) 5783 23130

1 - 20 (25%) 7806 (42%) 7459 (48%) 51945 (44%) 48013 (43%) 2809 (40%) 4886 20486

1 - 15 (21%) 6349 (26%) 4721 (38%) 40747 (26%) 27808 (36%) 2348 (33%) 4061 14339

1 - 10 (20%) 6222 (25%) 4469 (36%) 38714 (22%) 23703 (34%) 2248 (32%) 3886 13207

10 - 30 (8%) 2561 (21%) 3784 (17%) 18254 (30%) 32151 (14%) 894 (15%) 1897 9923

15 - 30 (8%) 2434 (20%) 3532 (15%) 16221 (26%) 28046 (12%) 794 (14%) 1722 8791

10 - 20 (5%) 1584 (17%) 2990 (12%) 13231 (23%) 24310 (9%) 561 (8%) 1000 7279

30 - 60 (6%) 1778 (27%) 4771 (12%) 2359 (14%) 14725 (14%) 922 (9%) 1081 4772

20 - 40 (5%) 1567 (9%) 1607 (6%) 6868 (14%) 15010 (11%) 716 (14%) 1703 4578

30 - 50 (5%) 1635 (25%) 4435 (2%) 2348 (13%) 14308 (12%) 771 (9%) 1081 4096

20 - 30 (3%) 977 (4%) 794 (5%) 5023 (7%) 7841 (5%) 333 (7%) 897 2644

40 - 60 (4%) 1188 (22%) 3958 (0.48%) 514 (7%) 7556 (8%) 539 (2%) 275 2338

40 - 50 (3%) 1045 (20%) 3622 (0.47%) 503 (7%) 7139 (6%) 388 (2%) 275 2162

30 - 40 (2%) 590 (5%) 813 (2%) 1845 (7%) 7169 (6%) 383 (7%) 806 1934

30 - 45 (4%) 1213 (17%) 3079 (2%) 2314 (11%) 12314 (10%) 691 (9%) 1068 1394

45 -60 (2%) 565 (9%) 1692 (0.04%) 45 (2%) 2411 (4%) 231 (0.11%) 13 826

50 - 60 (0.004%) 143 (2%) 336 (0.01%) 11 (0.39%) 417 (2%) 151 (0%) 0 176

the number of the pixel value has no effect of the detection
process. Thus, the second information which is the average
difference is introduced to fulfill this test. As we see in TABLE
II, using the first method and 2-bits data chunk size has the
less average of difference. However, the first method using the
3-bits data chunk size also have the same average difference.
In this case, using larger data chunk will provide more space
to hide the secret message. Thus, we can conclude that using
Method 1 is always better than Method 2. Also, using case 2
is better for the sake of space availability for hiding the data.

TABLE II. RESULTS OF ALL CASES OF RANGE FROM 1 TO 20 ZIGZAG
VALUE

Number of non-black points (≥ 50)

No. of
method

Case
No.

Animal Flower gg Girl Lena r Avg.

Method 1
Case 1
(2 bits)

1 0 1 0 0 0 0.33

Case 2
(3 bits)

1 0 1 0 0 0 0.33

Case 3
(4 bits)

1 0 1 0 4 1 1.16

Method 2
Case 1
(2 bits)

5 0 76 3 0 3 14.5

Case 2
(3 bits)

462 34 0 43 30 22 98.5

Case 3
(4 bits)

454 28 0 49 22 28 96.83

C. Results

In this section, we present the results based on the ex-
periments that we discovered in the previous subsection. The
following examples show the cover images in JPEG format
as input, the cover image after embedding a secret message
and the difference image between the cover image and the
cover image after embedding the secret message. We use the
following values for the following examples:

1) The specific range is from 1 to 20.
2) The secret message embedded in the selected block

by using the second case of the first method (3 bits
from the secret message).

3) The pixel value is greater than or equal to 50.

Example One: Using the animal image in Fig. 10 (a) as a
cover image, the number of non-black points that represent the
difference between Fig. 10 (a) and Fig. 10 (b) is illustrated in
Fig. 10 (c) and is equal to 1. The MSE is 9.88, and the PSNR
is 38.22.

Example Two: Using the flower image Fig. 11 (a) as a
cover image, the number of non-black points that represent the
difference between Fig. 11 (a) and Fig. 11 (b) is illustrated in
Fig. 11 (c) and is equal to 0. The MSE is 1.89, and the PSNR
is 45.41.

Example Three: Using the Lena image Fig. 12 (a) as a
cover image, the number of non-black points that represent the
difference between Fig. 12 (a) and Fig. 12 (b) is illustrated in
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(a) (b)

(c)

Fig. 10. A) Animal cover image, B) Animal cover image after embedding
the secret message, C) The difference image between A and B.

(a) (b)

(c)

Fig. 11. A) Flower cover image, B) Flower cover image after embedding
the secret message, C) The difference image between A and B.

Fig. 12 (c) and is equal to 0. The MSE is 4.86, and the PSNR
is 41.36.

Example Four: Using the the girl image Fig. 13 (a) as a
cover image, the number of non-black points that represent the
difference between Fig. 13 (a) and Fig. 13 (b) is illustrated in
Fig. 13 (c) and is equal to 0. The MSE is 6.45 and the PSNR
is 40.07.

The last four examples show that the difference between
the cover image and the cover image containing the secret
message is hard to be detected by human eyes. However, in
our proposed algorithm we assume that the attacker cannot
obtain the original image. Thus, finding the locations of the
secret message cannot be detected without the use of SCBA
or the secret message.

(a) (b)

(c)

Fig. 12. A) Lena cover image, B) Lena cover image after embedding the
secret message, C) The difference image between A and B.

(a) (b)

(c)

Fig. 13. A) Lena cover image, B) Lena cover image after embedding the
secret message, C) The difference image between A and B.

VI. CONCLUSION

In this paper, we proposed a new technique to hide data in
JPEG images using zigzag coefficients array to embed secret
messages. The aim of using this method is to insert a secret
message within a JPEG image without affecting the image
quality and compression ratio. Therefore, nobody can detect
or reveal the secret message hidden in the image. In this
paper, we proposed two methods to embed the secret data
using three sizes of data chunks that will be embedded within
the zigzag coefficients array. Our experiments show that our
proposed method one utilizing 3-bits data size outperform the
other proposed second method in term of secret message space
availability and the minimal difference after embedding the se-
cret message. Based on our proposed selected method, we can
utilize the use of almost 40% to 50% out of the total number of
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blocks to hide the secret message. The sender and the receiver
can either share the SCBA or the private key to embed or reveal
the secret message securely. We implemented the concept of
shuffling the location of the embedded data using a chaotic
based random number generator for each embedding process
to increase the security level in our proposed algorithm. The
algorithm was implemented entirely using JAVA libraries to
produce an application that is used to run our experiments and
to evaluate the proposed algorithm performance.
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